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Editorial on the Research Topic
 The Relationship Between Neural Circuitry and Biomechanical Action



In this Research Topic the relationship between neural circuity and biomechanical action of the musculoskeletal system is addressed. Biomechanics studies the complexity of the human behavior including dynamic motion models (i.e., balance and gait), consequently biomechanics and neural control of movement are interrelated. The control of different body segments is required by neurological and biomechanical management of human movement that can be coordinated in multiple ways to perform a defined task. To control a movement of a target in a task, the individual can use an infinite number of segmented trajectories that remain under the control of several actuators (muscles). This is all based on different types of sensory information sources that the individual is receiving. Comprehending how an individual's central nervous system directs all different levels of redundancy and how it manages to propose an optimal solution to perform the procedure remains a scientific challenge. Various studies have been developed to add information in better understanding of all this complex relationship between the coordination of neural circuitry and biomechanical action in the musculoskeletal system. Coordination is one of the central concepts in human movement science, especially in the field of biomechanics and motor control. Biomechanics is a field that aims to identify the function of elements (e.g., muscles, joint movements) involved in achieving motor tasks. This identification is expected to provide information on improving movement and making it safer. Nevertheless, because the musculoskeletal system is highly interconnected and integrated, it is almost impossible to identify the function of each element in isolation during a whole-body movement.

The aim of this Research Topic was to summarize the most important neuro-biomechanical parameters influencing human performance related to the health sciences and sports in individuals with different ages and with various clinical conditions. Besides the information acquired from clinical interventions or experimental models, mathematical point of view, understanding this interaction means solving systems of under-determined equations (i.e., systems that have more unknowns than equations), and therefore an infinity of solutions are possible. Moreover, the use of several tools is also relevant to access information related to the mechanism involved with neural circuits and responses associated with movements.

The collection of articles in this Research Topic covers a range of issues such as conceptual frameworks, neuromechanical assessment and analysis, neuromodulation designs, coordination, and biomechanics relating to training. Studies involving populations with Spinal Cord Injury individuals, Parkinson's Disease, Stroke, Autism Spectrum Disorder, infants and healthy adults are presented and different strategies were used to access biological responses. This Research Topic includes 26 contributions (3 reviews, 1 mini review, 2 systematic reviews, 1 perspective, 1 opinion paper, 17 original articles, and 1 case report) that are summarized below in 4 thematic categories: (i) reviews and perspectives, (ii) neuromechanical assessments, (iii) coordination assessments, and (iv) biomechanics related to neuromuscular training and neuroplasticity in rehabilitation and sport.


REVIEWS AND PERSPECTIVES

Several articles present and discuss available evidence, conceptual frameworks, and fundamental questions concerning the relationship between neural circuits and biomechanical action from different perspectives, including motor development, basic control mechanisms and clinical applications.

Dewolf et al. discuss the relationship between neural circuitries and changing biomechanics from the developmental point of view. The authors review neural and biomechanical mechanisms underlying walking and running gaits, their development in early childhood, biomechanical determinants, differentiating features, and the neuromechanical underpinnings of early gait maturation. They also consider the neuromuscular maturation time frame of gaits resulting from active practice and the underlying plasticity of development. Bridging connections between movement mechanics and neural control of movement could have profound clinical implications for technological solutions to better understand locomotor development and to diagnose early motor deficits. In particular, in a perspective article, Gygax et al. present converging recent knowledge in neuroscience and biomechanics to outline the relationships between maturing neuronal network, behavior, and neurodevelopmental disorders. The authors argue that developmental gait biomechanics might appear as a possible motor phenotype and biomarker to be correlated to neuronal network maturation, in normal and atypical developmental trajectories—-such as autism spectrum disorder.

In the context of the interrelationship between biomechanics and neural control of movement, Kimura et al. consider coordination as a multidisciplinary concept for accurate interpretation of data and theory development. By comprehensively providing multiple perspectives on coordination from computational and ecological perspectives, and the meaning of this term, this review article intends to promote coordination studies in biomechanics and neural control. In the context of neuromechanical functioning of different body segments, Geroza and Lombardi review the multiple roles that emerged for bone tissue as the principal mechanosensitive organ. Particularly, its high innervation, sensitivity to mechanical stimuli, the endocrine function, the capability to sense and integrate different stimuli and to send signals to other tissues, allow the adaptation of the affected bony segment to the changing environment and its communication with the CNS. As exercise effectively modifies the release of osteokines, it has been hypothesized that some of the beneficial effects of physical activities on brain functions may be associated with such a bone-to-brain communication for the treatment of neurodegenerative diseases.

Several articles discuss the use of neuromodulation tools to access biomechanical responses, the underlying neural mechanisms, and related clinical interventions. In a mini review article, Wang and Choi review the physiological and pathophysiological roles of basal ganglia and cortical oscillations, as well as their interactions, in specific biomechanical manifestations of pathological gait. In particular, the authors consider the functioning of the brain network for the control of gait in Parkinson's disease (PD), where specific patterns of abnormal oscillatory synchronization in the basal ganglia thalamocortical network are associated with specific signs and symptoms. They also discuss potential therapies aimed at restoring gait impairments through modulation of the brain network in PD. Two systematic reviews included in the Research Topic assess the current knowledge of the effect of transcranial stimulation. Xiao et al. review the literature on the effect of transcranial direct current stimulation (tDCS) on the physical performance of the foot and ankle of healthy adults and discuss the underlying neurophysiological mechanisms through which cortical activities influence the neuromechanical management. tDCS may induce remarkable improvements in the physical performance, including vibratory and tactile threshold of the foot sole, toe pinch force, ankle choice reaction time, accuracy index of ankle tracking, and ankle range of motion, compared to sham. Fan et al. review the literature on the effect of repetitive transcranial magnetic stimulation (rTMS) in inducing neuroplastic changes and promoting brain function restoration in stroke patients for the treatment of lower-limb motor dysfunction and improving the neuro-biomechanical parameters of gait. Finally, in an opinion article, Moshonkina et al. review the literature and discuss a promising approach of non-invasive strategy for spinal neuromodulation (scTS) to control human locomotion that might be effective for neuromuscular control of postural and locomotor function in post-stroke subjects and in individuals with spinal cord injury (SCI). The authors introduce a strategy of spinal neuromodulation using the continuous stimulation to activate the locomotor networks in combination with rhythmic targeted activation of flexor and extensor motor pools of leg muscles in different phases of step cycle in accordance with the biomechanical function of these muscles.



NEUROMECHANICAL ASSESSMENTS

Neuromechanical assessments represent a powerful tool to investigate the relationships between neural circuitry and biomechanical action. Grooms et al. report a kinetically-instrumented neuroimaging evaluation of neural correlates of force control using fMRI. The authors document that knee extension and flexion force-matching tasks increase BOLD signal among cerebellar, sensorimotor, and visual-processing regions, and reveal some unique activation strategies depending on whether engaging knee extension or flexion. They argue that a neuroimaging-compatible force control paradigm may serve as a method to investigate how pathologies affect lower extremity neuromuscular function. Martino et al. examine associations between biomechanical outcomes and clinical leg rigidity score in people with Parkinson's disease (PD) by recording kinematic data and electromyographic signals during the pendulum test. The results suggest that the biomechanical assessment of the pendulum test can objectively quantify parkinsonian leg rigidity and be associated with a history of falls. Different mechanisms that contribute to resting and activated rigidity can play an important functional role in balance impairments and be used for neuromechanical assessments.

Several studies consider the anatomical, functional and behavioral factors for neuromechanical assessments. Nobue et al. examine the relationship between nerve conduction velocity (NCV) and nerve size in healthy subjects using supramaximal electric stimulation and peripheral nerve ultrasonography. The results show that the NCV, nerve cross-sectional area (nCSA), and circumference of the ulnar and tibial nerves were higher and greater in the lower limbs than in the upper limbs. The results also suggest that NCV does not depend on the nCSA sizes or upper and lower limb circumference and thus they indicate the existence of limb-specific NCV but not nCSA developments. Knothe Tate et al. address the need to image and analyse cellular connectivity across length and time scales through development of technological approaches that incorporate cross length scale (nm to m) structural data, acquired via multi-beam scanning electron microscopy, with machine learning and information transfer using network modeling approaches. Cells constitute biological materials of living organisms that exhibit “smart” stimuli-responsive and adaptive behavior, including changes in cellular connectivity and tissue remodeling by cells. The authors discuss the implications of the outlined approach for neuromechanics and the control of physical behavior and neuromuscular training, and for understanding the cellular underpinnings of diseases. Weinman et al. report the influence of various behavioral factors on long-latency (involving cortical areas) responses to perturbations. They examine the effect and interaction of such factors as background muscle torque, perturbation direction, perturbation velocity and task instruction, and argue about feedback processes in the CNS to control interactions with the environment. Recenti et al. use a novel multimetric system to study the physiology associated with motion sickness and sickness and to evaluate the associated postural control disturbances. The multimetric system was based on using a mechanical moving platform, virtual reality, EMG, EEG and heart rate recordings. The feature importance analysis showed that muscle parameters are the most relevant, and for EEG analysis, beta wave results were the most important. The present work serves as the first step in identifying the key neurophysiological factors that differentiate those who suffer from motion sickness from those who do not.

The role of biomechanical factors is also described in assessing grasping, speech and postural control. Nataraj and Sanford describe how modifications in the display of a computer trace can co-modulate agency (perception of control) and performance of grasp on rigid and compliant surfaces. Agency and performance of grasp can be co-modulated across varying modes of control, especially for compliant grasp actions. The implications of this work are cognition-centered device interfaces for the rehabilitation of grasp after neurotraumas while considering whether the grasp interaction is rigid or compliant. Gómez et al. assess performance, neuromotor (EMG) activity, and distributions of the kinematic and acoustic velocities extracted from the speech signal during the utterance of a diadochokinetic exercise to characterize Hypokinetic Dysarthria in participants with PD. The regression results show the relationships between EMG and dynamic and acoustic estimates, significant cross-correlations between articulation kinematics, and suggest that kinematic distributions derived from acoustic analysis may be useful biomarkers toward characterizing Hypokinetic Dysarthria in neuromotor disorders. Lhomond et al. examine whether the brain uses an internal model of physical laws (gravitational and inertial forces) to help estimate body equilibrium when tactile inputs from the foot sole are depressed by carrying extra weight. To this end they analyzed EEG characteristics and neural responses to tactile stimulation of the foot sole and compared them in Judoka athletes with non-athlete participants and dancers. They show smaller amplitudes of P1N1 somatosensory cortical potential in the Load compared to the No Load condition in both non-athletes and dancers. This decrease in neural response to tactile stimulation was associated with greater postural oscillations. Along with improved postural reactions evoked by a translation of the support surface in Judokas, the results suggest that an internal model stored in the right PPC can optimize predictive mechanisms in situations with high balance constraints.



COORDINATION ASSESSMENTS

Even the simplest movement engages many brain structures and necessitates not only activation but also inhibition of relevant neural circuits since the same motoneurons and interneurons participate in a huge repertoire of possible motor actions. For the complex movements, coordination is an important concept with which the CNS must deal when controlling multiple muscles and multiple degrees of freedom. A number of articles in this Research Topic explore coordination assessments to get insights into the relationship between neural control and biomechanics of movement involving multiple body segments.

Four articles address the issue of coordination patterns of human gait. Stetter et al. assess modularity in motor control by analyzing kinematic synergies across varying locomotor tasks: straight-line walking, walking a 90° spin turn, and walking upstairs. Covariation of joint motions can be analyzed and interpreted in the context of kinematic synergies relating to the control mechanisms underlying human motor behavior. The findings further support the idea that movements can be performed efficiently through a flexible combination of a lower number of control-relevant variables. Bach et al. assess multi-muscle coordination in children of different age (2–9 yrs) by evaluating muscle synergies that were proposed to reflect the presence of a common neural input to multiple muscles. By analyzing the activation patterns of 15 bilateral leg, trunk, and arm muscles, ground reaction forces, and kinematics of walking and running, including the “walk-run strategy” in pre-schoolers, the authors investigated the development of different gait control. In particular, the findings suggest that the increase in the number of muscle synergies in older children can be related to motor learning and exploration. Krajewski et al. examine the complexity and stability of the state of the locomotor control system by analyzing motor variability using a goal equivalent manifold approach. They assess the interactive effects of load magnitude and locomotion pattern on motor variability, stride regulation and gait complexity during 1-min trials of running and forced marching in healthy young adult women. Reduction in “good” variability as load increases and load-related decrease of gait complexity are interpreted as important characteristics and changes in the locomotor system function. Unni et al. investigate disruptions in the coordination pattern during an involuntary stopping of gait in late-stage PD patients, known as freezing of gait. They use a neuromechanical model of gait to infer the causes of both the observed variability and freezing in PD. The model reveals that the opposing forces generated by the plantar flexors of the swing and stance leg can induce freezing, as well as other gait abnormalities near freezing such as a reduction in step length, and irregular walking patterns. The study by Maeda et al. explores the eye-head coordination mechanisms by analyzing the effects of high frequency noisy vestibular electrical stimulation delivered by electrodes placed on mastoid processes. The coordination of eye–head movements was measured by eye-tracking and a motion capture system. The authors report that this stimulation can reduce the lag time between eye and head movement and improve coordination, contributing to a clear retinal image and argue that this technique could be applied as a form of vestibulo-ocular reflex (VOR) training for patients with vestibular hypofunction.



BIOMECHANICS RELATED TO NEUROMUSCULAR TRAINING AND NEUROPLASTICITY IN REHABILITATION AND SPORT

Several studies report and analyse the effects of training in rehabilitation and sport and the benefits of using neuromechanical outcomes and correlations for their assessment. The study by Simis et al. looked for a neurophysiological biomarker for functional recovery after robotic-assisted gait training in individuals with incomplete SCI. Functional impairments and improvements in balance and walking performance following rehabilitation therapy were correlated with the change in cortical activity measured by EEG. The results suggest that the EEG alpha/theta ratio may be a potential surrogate marker of functional improvement during rehabilitation. In a case report, Momeni et al. evaluate the biomechanical, neural, and functional outcomes of neuromuscular electrical stimulation (ES) in a supine position and combined with stand training using a body weight support system in an individual with spinal cord injury (SCI). The post test of ES alone showed gains in trunk independence with a decrease in lower limb muscle activation, while ES combined with stand training showed gains in trunk independence and increased muscle activation in trunk and lower limb muscles during the treadmill stepping paradigm. The results of the study illustrate the importance of loading during the stimulation for neural and mechanical gains. Huang et al. show the effectiveness of in-bed wearable elbow robot training in improving biomechanical and clinical outcomes in patients with early and late subacute stroke. Based on muscle strength recovery curve, the results also suggest that patients with severe upper limb motor impairment may benefit more from the robot training compared to those with moderate impairment. Purdom et al. report the effect of accumulated competition training stress on neuromuscular function and the incidence of increased injury risk in uninjured female athletes. They tested mobility/stability, leg length symmetry, and vertical power at three different points throughout the competitive season. The results show that competition stress affected neuromuscular function without affecting maximal power, which negatively affected stability.

Taken together, the articles compiled in this Research Topic demonstrate the growth of interest to using neuromechanical assessments for understanding the relationship between neural circuitry and biomechanical action. These works also show the importance of investigating the pathophysiology underlying these relationships to better develop assessments of impaired motor function and its restoration in patients with neurological disorders.
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How does gait-specific pattern generation evolve in early infancy? The idea that neural and biomechanical mechanisms underlying mature walking and running differ to some extent and involve distinct spinal and supraspinal neural circuits is supported by various studies. Here we consider the issue of human gaits from the developmental point of view, from neonate stepping to adult mature gaits. While differentiating features of the walk and run are clearly distinct in adults, the gradual and progressive developmental bifurcation between the different gaits suggests considerable sharing of circuitry. Gaits development and their biomechanical determinants also depend on maturation of the musculoskeletal system. This review outlines the possible overlap in the neural and biomechanical control of walking and running in infancy, supporting the idea that gaits may be built starting from common, likely phylogenetically conserved elements. Bridging connections between movement mechanics and neural control of locomotion could have profound clinical implications for technological solutions to understand better locomotor development and to diagnose early motor deficits. We also consider the neuromuscular maturation time frame of gaits resulting from active practice of locomotion, underlying plasticity of development.

Keywords: early development, human bipedal locomotion, gait transitions, biomechanical gait determinants, neural control of different gaits, infants


INTRODUCTION

What are the general characteristics of maturation of gait-specific pattern generation circuitries? Even though humans start to walk significantly later than most animals (Garwicz et al., 2009), stepping-like responses can be evoked in human neonates. These steps are very irregular and typically disappear few weeks after birth and reappear later when they evolve into intentional locomotion (Forssberg, 1985; Thelen and Cooke, 1987). Recent advances in biotechnology along with reduced physical size of electromechanical systems has enabled to unveil new information about the locomotor output of the stepping behavior (Zhu et al., 2015; Redd et al., 2019; Airaksinen et al., 2020). By comparing this stepping behavior with adult walking, it has been shown that the primitive muscular control patterns observed in neonates are highly preserved and recombined during development, supporting the idea that this early stepping is a precursor to adult walking (Dominici et al., 2011; Sylos-Labini, La Scaleia, Cappellini, Fabiano, Picone, Keshishian, 2020), in spite of noticeable differences with mature gait (Forssberg, 1985; Ivanenko et al., 2013a; Yang et al., 2015). The infants also show the elements of quadrupedal coordination during stepping (La Scaleia et al., 2018), swimming (McGraw, 1939), or crawling (Patrick et al., 2012; Forma et al., 2019). However, the developmental path from the neonate behaviors to adult running gaits is still unknown.

While the specific features of the walk and run are clearly distinct in adults, there is little evidence for such distinct walking and running patterns at the onset of independent locomotion. Instead, the characteristics of gaits show gradual and progressive values during growth (Whitall and Getchell, 1995). In other words, the locomotor patterns in young children do not fall nicely into a classic category like walking or running (Vasudevan et al., 2016), but such distinction is stretched out over developmental time. Here, we argue that these two different modes of locomotion most likely evolved from similar circuitry, and represent a specific kind of developmental bifurcation with different maturational rates.

In the first sections, we briefly highlight the main features of the two modes of mature human locomotion and neurophysiological and biomechanical considerations for the control of different animal gaits. Next, we consider recent findings on the process of development of neural network, and the absence of clear distinction in infant stepping. In a final section, we discuss common elements of organization with different modes of locomotion, and how early motor experience during development may shape motor properties in different environmental contexts including early gait impairments in infancy.



THE TWO MODES OF HUMAN LOCOMOTION

Among a vast variety of possible ways of locomotion, humans generally prefer just two, categorized into walking and running (Cavagna et al., 1988). Mature walking gait can be caricatured by the hip joint swinging over a relatively straight leg, whereas mature running gait can be seen as a bounce off compliant leg followed by parabolic flight (Figure 1). Few variables clearly distinguish features of walking and running gait and represent the essence of these commonly produced behavioral patterns (called collective variables). Once identified, the process that underlies changes in locomotor behavior across the lifespan may be studied.
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FIGURE 1. Schematic representation of two modes of human locomotion during stance phase.


One key parameter to discriminate forms of locomotion has traditionally been the difference observed in the spatiotemporal features, specifically the relative timing of the feet contacts with the ground (Figure 1, lower panels). Indeed, periods of single support intersperse with periods of double support during walking and with periods of flights during running. Accordingly, walking and running are operationally distinguished based on the presence (running) or absence (walking) of an aerial phase during which neither foot is in contact with the ground. Therefore, the existence or absence of a flight phase is one well-accepted collective variable.

Another distinguishing feature between adult walking and running is the path of the center of mass (COM) of the body (Figure 1, upper panels). The basis for this approach is the work of Cavagna and co-workers (Cavagna et al., 1988), who showed that major characteristics that serve as signatures for human running and walking are the interaction between the forward and the vertical displacement of the center of mass of the body (COM). In walking, the COM reaches its lowest point when its forward velocity is maximal; this behavior characterizes a pendulum-like energy exchange between potential and kinetic energy. In running, the COM reaches its lowest point when its forward velocity is minimal; this behavior characterizes a storage-release of elastic energy. These mechanisms were defined as the “inverted pendulum” mechanism in walking, and the “pogo-stick bouncing” in running (Figure 1).

The trajectory of the COM in space in turn depends on the combined rotation of lower-limb segments (Lacquaniti et al., 1999, 2002; Dewolf et al., 2018). During both running and walking, the behavior of the COM is the result of a gait-dependent control of phase relationship between the lower-limb segments (Kao et al., 2000; Ivanenko et al., 2007a), also a distinguishing feature of gaits.



NEUROPHYSIOLOGICAL CONSIDERATIONS FOR THE CONTROL OF DIFFERENT GAITS

It is known that such gait coordination results from interplay between the activity of spinal central pattern generators (CPGs), sensory signals originating in the limbs and supraspinal signals (Grillner, 1981; Büschges et al., 1995). There are at least two conceptual models on how the locomotor circuitry may be organized (for a more comprehensive overview of hypotheses on CPG organization, see, for example, Duysens et al., 2013; Rybak et al., 2015; Kiehn, 2016; Minassian et al., 2017; Grillner and El Manira, 2020). One model considers a set of unit CPGs controlling specific groups of muscles (Grillner and El Manira, 2020). Another model consists of a two-layered CPG organization with one rhythm-generating circuit and another one for downstream control of muscle activity and coordination of different gaits (walk, trot, and gallop) (McCrea and Rybak, 2008; Danner et al., 2017).

Several studies on animals have shown that the CPG circuits reside mainly in the ventral aspect of the spinal cord (Kiehn, 2016; Grillner and El Manira, 2020), and are involved in changing the mode of locomotion. While the intensity of supraspinal inputs may determine the speed and mode of locomotion, the spinal circuitry is able to implement specific coordination patterns for different gaits. A classical physiological study on decerebrated cat stepping on a treadmill showed that increasing the strength of electrical stimulation of the mesencephalic locomotor region can make the gait changes from a slow walk to trot and finally gallop (Shik et al., 1966; Shik and Orlovsky, 1976). Another example of gait-related spinal control can be obtained during fictive swimming in the lamprey: varying the concentration of neurotransmitter applied to the lamprey spinal cord produces changes in the intersegmental coordination (Matsushima and Grillner, 1992). In humans, by using mental imagery of locomotion in fMRI, Jahn et al. (2008) have suggested that the supraspinal network of quadrupeds is conserved in both walking and running gaits, despite the transition to bipedalism. The similarities of the basic organization of supraspinal locomotor control for gait and speed regulation in humans and cats (Drew et al., 2004) suggest similar gait-related spinal circuitries across mammals. In sum, it is worth stressing that the neural mechanisms for the control of different gaits involve both shared and specific neural circuits. Figure 2 illustrates examples of such gait-dependent changes in spinal locomotor controllers.
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FIGURE 2. Examples of gait-specific changes in spinal locomotor controllers. (A) changes in coordination between extensor, flexor, and axial muscle bursts during Xenopus metamorphosis (modified from Rauscent et al., 2006 with permission from Elsevier). (B) schematic summary of changes in the development and recruitment of spinal circuitry in larval Zebrafish: neurons responsible for progressively slower movements in larvae are added as zebrafish develop (modified from Fetcho and McLean, 2010 with permission). (C) distinct spinal interneurons circuits drive different gaits in mice (modified from Deska-Gauthier and Zhang, 2019 with permission from Elsevier). (D) locomotion program as a characteristic timing of muscle activations during walk (left) and trot (right) in dogs. From top to bottom: averaged hindlimb EMG data, basic activation patterns (p1-p4) obtained by decomposing muscle activity and a schematic sequence of activation patterns for each gait (modified from Catavitello et al., 2015). Schematic representation of the unit burst generator CPG model is also plotted on the top (circles are interneurons controlling hip (H), knee (K), and ankle (A) extensors (E) and flexors (F), excitatory and inhibitory connections are represented by lines ending with forks or circles, respectively) (redrawn from Grillner and El Manira, 2020). (E) locomotion motor program as a sequence of activation pulses for walking and running in humans (modified from Cappellini et al., 2006).


Using electrophysiological, pharmacological, or neuroanatomical approaches in invertebrates and vertebrates, the identification of the spinal interneurons and investigation of the locomotor output provided important insights into the gait-dependent organization of CPGs and how these functional circuits are formed during development. An example of developmental process can be observed during the Xenopus metamorphosis (Figure 2A). Limb and tail muscle coordination switches from pro-metamorphosis to metamorphic climax, suggesting that the neural network is progressively reshaped to allow the transformation from aquatic swimming to ground stepping (Rauscent et al., 2006). Such plasticity results from both a dynamic reconfiguration of spinal circuitry and the involvement of new circuitry (Combes et al., 2004). Studies focused on the patterns of recruitment of interneurons in the spinal motor system of zebrafish led to principles underlying the reorganization of spinal circuitry (Fetcho and McLean, 2010). The neurons producing fast movements are established early and, as the zebrafish develops, interneurons responsible for low frequency movements are progressively added (Figure 2B). At the end of development, the neurons producing slow, intermediate, or fast movements can be recruited either separately or combined sequentially to increase the locomotor speed (McLean et al., 2008; Grillner and El Manira, 2020). Studies on gait-related spinal circuits in mice demonstrated intriguing similarities with the zebrafish spinal cord (McLean et al., 2008; Fetcho and McLean, 2010). For example, in both species, V1 interneurons are critical for setting the speed of locomotion, and sequential V2a recruitment is observed with increasing speed (Ausborn et al., 2012). However, a major difference is that as they speed up, mice (as the great majority of terrestrial quadrupedal mammals) change their gait from walk to trot and to gallop (Figure 2C), and the inter-limb coordination switches from alternation during both walking and trotting to synchrony during galloping. Such gait-dependent left–right rhythmicity and coordination recruitments are mediated by speed-dependent spinal interneurons (Figure 2C). According to the unit-burst generator organization, spinal interneurons coordinate the activity of “excitatory core burst generators” dedicated to coordination of hip, knee and ankle flexor, and extensor motor output of each limb (Grillner and Jessell, 2009; Grillner and El Manira, 2020), which can be combined to produce various gait patterns (Catavitello et al., 2015; Figure 2D). One alternative concept of the CPG organization includes a separation of the networks for rhythm generation and motoneuron excitation. According to this hypothesis, the rhythm generating circuit would set the rhythm for one limb, and then interneurons would activate a certain set of motoneurons and inhibit others depending on gaits (Lafreniere-Roula and McCrea, 2005; Shevtsova and Rybak, 2016; Danner et al., 2017; Ausborn et al., 2018). Both approaches emphasize gait-specific coupling of elements of pattern generation circuitries, mediated by speed-dependent spinal interneurons.

Another way to get insight into CPG functioning for different gaits is to look at the spatiotemporal organization of the total locomotor output and multi-muscle activity patterns in particular. In dogs as in several other animal species including humans, muscle activity patterns (Figure 2D) can be decomposed into a set of four basic temporal patterns that account for ~90% of total variance (Dominici et al., 2011; Catavitello et al., 2015). These basic temporal patterns have specific timings during a gait cycle (Figure 2D), consistent with “drive pulse” rhythmic elements in the spinal circuitry of zebrafishes, frogs, or mice (Rauscent et al., 2006; Fetcho and McLean, 2010; Giszter et al., 2010). The specific timing of each basic temporal pattern differs between different gaits to produce various intra- and inter-limb coordination, as it does for human walking and running (Cappellini et al., 2006; Figure 2E). In both running and walking, the muscles activated by each basic temporal pattern are roughly similar, suggesting some degree of commonality (Cappellini et al., 2006). However, differences are also noticeable (Santuz et al., 2019), such as the number of modules that show mode-dependent modulation, with additional patterns detected during running as compared to walking (Yokoyama et al., 2016). Recent data from vertebrates indicates that the structure of the basic patterns extracted from EMGs may originate from spinal interneuronal networks (Caggiano et al., 2016; Takei et al., 2017). It is therefore plausible that the functioning of gait-related spinal circuits is reflected in the mode-dependent modulation of basic activation patterns. The mode-dependency in the neural networks underlying human locomotion is consistent with the speed control mechanism of vertebrate CPGs, providing indirect evidence for phylogenetically conserved neural circuits of locomotion (Grillner and Jessell, 2009; Yokoyama et al., 2016). The idea that neural mechanisms underlying walking and running are partly independent in adulthood is further supported by previous studies showing that newly acquired locomotor patterns at slow speed rarely transfer to fast speed movements (Vasudevan and Bastian, 2010; Ogawa et al., 2012, 2015). Taken together, these observations might reflect the fact that, even though there are shared neural circuits for different gaits, in adults there is no simple scaling of motoneuron and interneuron activity from walking to running, but the involvement of somewhat different neural circuits.

In addition to examples illustrated in Figure 2, there are also other important aspects related to the maturation rates of gait-specific pattern generation networks. There might be different rates of maturation in different animals; for instance, the development of spinal interneurons observed in zebrafish (Figure 2B) may not necessarily apply to other species. Nevertheless, increasing evidence suggests a similar developmental pattern of neurons in vertebrates (Cepeda-Nieto et al., 2005; Fetcho and McLean, 2010). Interestingly, it has been shown that walking and running in non-human bipeds do not mature at the same rate, with a running pattern relatively mature earlier in life in chicks (Muir et al., 1996). The fact that chicks can innately run almost as well as an adult may suggest that, as in zebrafish, the interneurons mainly involved in the production of fast movement are developed early. Humans have a relatively long period of gait development (Garwicz et al., 2009) and, in the following sections, we will specifically consider the organization and maturation of gait patterns in humans.



GENERAL FEATURES AND MATURATION OF GAIT PATTERNS FROM NEONATE TO ADULT

The CPGs in vertebrates emerged during evolution from a common ancestral circuit (Grillner and Jessell, 2009; Kiehn, 2016) and it has been suggested that, in humans, locomotor modules evolved from similar circuitry (Dominici et al., 2011; Yokoyama et al., 2016). In humans, when EMG activity patterns are mapped onto the spinal cord in approximate rostrocaudal locations of the motoneuron (MN) pools, the activation of MNs tends to occur in bursts (Figure 3) that can be associated with the major kinetic or kinematic events of the gait cycle in a gait-specific manner (Ivanenko et al., 2008a; Cappellini et al., 2010; La Scaleia et al., 2014; Yokoyama et al., 2017; Dewolf et al., 2019a). In particular, the sacral activation timing is clearly gait-dependent (Ivanenko et al., 2008a). It is worth stressing that these gait-specific features undergo functional reorganization during development from the neonate to the adult.
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FIGURE 3. General features of gait patterns from neonate to adult. (A) spatiotemporal maps of motoneuron activity of the lumbosacral enlargement in neonates, toddlers, preschoolers, and adults walking and running, and the delay between the maximum activation of lumbar and sacral motor pools (data from Ivanenko et al., 2013a for stepping, and Cappellini et al., 2010 for running). (B) typical vertical loading force during stepping in neonates, toddlers, preschoolers, and adults walking and running, and the characteristic force profile evaluated using an adapted ratio of the coefficients of Fourier series (Hallemans et al., 2006a) providing a description of the main features of the shape of the ground reaction force: when the ratio is nil the force curve has a single hump whereas when the ratio increases, the force curve tends to have a double hump shape.


In adults, during walking the COM vaults over a relatively stiff limb with the heel well in front of the hip at the beginning of stance, and the heel lift with a maintained toe contact at the end of stance. One of the direct consequences of such heel-to-toe roll-over pattern is that the extension of distal joints is delayed relative to proximal joints, leading to the typical double-hump shape (so-called ≪m−pattern≫) of the vertical ground reaction force (Figure 3, bottom panel), characterized by Fourier analysis (based on the relationship between the shape of the force and the ratios of the coefficients of the Fourier series, Alexander and Jayes, 1980; Hallemans et al., 2006b). In addition, separate lumbar and sacral activations are observed: muscle activations intervene close to the apexes of the m-pattern to re-excite the inverted-pendulum oscillations of the system (Ivanenko et al., 2008a; Lacquaniti et al., 2012; Dewolf et al., 2019a). Conversely, during running with the center of mass rebounding on compliant spring legs, the vertical force exerted on the ground presents a single-hump shape (Nilsson and Thorstensson, 1989; Dewolf et al., 2016), and both the lumbar and sacral activations intervene close to the apexes of the ground reaction force (Ivanenko et al., 2008a; Cappellini et al., 2010; Yokoyama et al., 2017) (Figure 3).

In neonates, stepping lacks these specific features of adult heel-to-toe roll-over walking pattern (Forssberg, 1985; Dominici et al., 2011), and the foot placement characteristics in neonates showed wide variations (Figure 4A, Sylos-Labini et al., 2017). Three major footfall patterns were identified with the initial heel, midfoot, and forefoot contacts, respectively (Figure 4C). However, even when the neonates demonstrated a heel initial contact, the general features of gait patterns markedly differed relatively to adult. Indeed, the two peaks in the vertical ground reaction force and the associated MNs bursts were lacking. Instead, the vertical force exerted on the ground (neonates are generally able to support ~30% of their weight) presents a single-hump shape, even if some influences of the manual body weight support on the ground reaction force cannot be excluded (Forssberg, 1985; Sylos-Labini et al., 2017). However, when adults walk with a body weight support system, the kinetic events defining the “m-pattern” (i.e., the early stance peak of vertical force, the mid-stance interval, and the late stance peak) are recognizable in the force profiles up to 75% of body weight support (Ivanenko et al., 2002). In addition, during stance, antigravity leg muscles tend to be co-activated with a quasi-sinusoidal waveform, corresponding to the single-hump shape of the force, independently of the level of body weight support (Sylos-Labini, La Scaleia, Cappellini, Fabiano, Picone, Keshishian, 2020). In turn, a quasi-synchronous lumbar and sacral activations is observed (Figure 3A), corresponding to the single peak of vertical force (Ivanenko et al., 2013a).
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FIGURE 4. General foot placement characteristics during stepping. (A) examples of initial forefoot (IFC), flat foot (FFC), and heel (IHC) contacts in three neonates (adapted from Sylos-Labini et al., 2017). (B) from top to bottom: three different foot-contact patterns in toddlers (IFC, FFC, and IHC) and plantar pressure prints (left foot) of a typical adult “heel-to-toe” rolling pattern during the stance phase (redrawn from Hallemans et al., 2006b with permission from Elsevier). (C) percent of steps with different types of touchdown contacts for stepping in neonates (from Sylos-Labini et al., 2017), toddlers and preschoolers (from Hallemans et al., 2006b) and adult walking and running (from Larson, 2014).


Throughout the development, a progressively greater occurrence of initial heel contacts is observed during walking (Figure 4B) (Bertsch et al., 2004; Hallemans et al., 2006b), along with maturation of the control of foot trajectory (Forssberg, 1985; Dominici et al., 2007) and intersegmental coordination (Figure 5B) Cheron et al., 2001; Ivanenko et al., 2004; Dominici et al., 2011. Meanwhile, the timing and amplitude of muscle activities are gradually tuned to the mechanical behavior (Okamoto et al., 2003; Dominici et al., 2011; Teulier et al., 2012; Sylos-Labini, La Scaleia, Cappellini, Fabiano, Picone, Keshishian, 2020; Cheung et al. under review). The muscle activations are progressively shaped to produce the desynchronized joint extension, and the lumbar and sacral loci of activation become more dissociated (Figure 3) with shorter activation durations (Ivanenko et al., 2013a; Cappellini et al., 2016).
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FIGURE 5. Lack of adaptability of the intersegmental coordination to different locomotor conditions in toddlers. (A) intersegmental coordination assessed by principal component analysis (PCA) of limb segment elevation angles during walking. From left to right: thigh, shank, and foot elevation angles (relative to the vertical), corresponding 3D trajectory in segment angle space along with the interpolated plane and the directions of PC1 and PC2, and two principal components that account for ~99% of variance of three elevation angles in adults (modified from Ivanenko et al., 2008b). (B) examples of gait loops and interpolation planes during walking in one toddler and one adult. Stick diagrams for one stride are also shown. Percent of variance explained by the third PC (PV3) is indicated, and reflects the deviation from planarity. (C) changes in the orientation of the covariance plane during walking over different surfaces in adults and a lack of these adaptations in toddlers. Upper panels: projection of the normal to the covariance plane onto the thigh axis (u3t, mean + SD). Lower panels: spatial distribution of the normal to the plane (u3, the angles of cones correspond to 2 spherical angular dispersions) for each condition (modified from Dominici et al., 2010).


The progressive emergence of mature gait suggests that these patterns result from the neural maturation of central pathways, as well as a better integration of central commands with sensory signals (Yang et al., 1998). In adults, various cerebral cortices are involved in the control of locomotion (Leyton and Sherrington, 1917; Drew, 1988; Fukuyama et al., 1997), with some of them predominantly participating in the control of running rather than walking (Suzuki et al., 2004; Jahn et al., 2008). Neonates have most likely weak descending input (Yang and Gorassini, 2006). Indeed, many structures of the central nervous system are not mature at birth. For example, corticospinal tract axons become progressively myelinated only during the first 2–3 years of life (Richardson, 1982; Brody et al., 1987; Kinney and Volpe, 2018). While the involvement and the functionality of supraspinal structures for gait control have been little investigated in infants (see however Petersen et al., 2010), one can hypothesize that features of mature gaits are progressively added with the maturation and the gradual integration of supraspinal, intraspinal, and sensory control. In summary, the collective variables of mature patterns are not fully implemented at birth (Figures 3, 4, 5B), raising questions about complete innateness of gait-specific circuitry differentiation (Grillner and Wallén, 2004).



LACK OF GAIT TRANSITION IN INFANTS

Another evidence for the lack of differentiation between the two gaits in early infancy is the absence of clear gait transition events. Indeed, an essential criterion for gait distinction has been formulated by defining a gait as “a pattern of locomotion characteristic of a limited range of speeds described by quantities of which one or more change discontinuously at transitions to other gaits” (Alexander, 1989). Adults spontaneously walk at slow speeds and run at faster speeds, so that transitions from one gait to another generally occur when speeding up or slowing down and when one gait mode tends to become energetically more efficient than the other one. Despite small variations depending on walking conditions (De Smet et al., 2009; Van Caekenberghe et al., 2010), a spontaneous transition from walk to run occurs around 2 m/s (Van Caekenberghe et al., 2010; Ganley et al., 2011; Segers et al., 2013) and is typically abrupt (Raynor et al., 2002; Segers et al., 2013). In particular, the gait transition is marked by a discontinuous change in intralimb coordination (Saibene and Minetti, 2003; Ivanenko et al., 2011). This modification of coordination is related to the shift from the relatively straight leg of walking to the compliant spring leg behavior of running. This difference in support leg length during stance is clearly reflected by the trajectory of the hip and the knee joint angle (Figure 6A, right panels).
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FIGURE 6. Emergence of walking and running gait features during development. (A) comparison between knee angle (top) and hip vertical trajectory (bottom) in infants and adults, adapted from Vasudevan et al. (2016). Walking (blue) and running (green) gaits were defined based on the presence of double support period or flight phase, respectively. Note similar kinematic patterns in infants and distinct patterns in adults for both gaits. (B) percentage of recovery of mechanical energy (R%) during walking as a function of the time after the onset of independent walking (left) (adapted from Ivanenko et al., 2004), and R% during running as a function of age (data from Schepens et al., 1998). During walking, a greater R% reflects a potentially better pendular energy exchange whereas during running, a smaller R% reflects a potentially better elastic energy exchange.


In infants, Vasudevan et al. (2016) analyzed the hip trajectory and knee joint angle during supported stepping on a treadmill in a large range of speeds (from 0.06 to 2.36 m/s; i.e., even above adult spontaneous walk to run transition). As speed increased, a period of flight started appearing, which suggests that infants switched from walk to run. However, when comparing the hip trajectory and knee joint angular motion during gait without (slow speeds) and with (fast speeds) flight phases, the authors did not find an altered intralimb coordination or a modified hip trajectory in a manner that would suggest adult-like gait transition (Figure 6A, left panels).

It is unlikely that the smoothness of gait transitions and the lack of differentiation between gaits are attributed to experimental conditions, such as partial body weight support in infants. In adults, a lack of abrupt changes was observed with a simulated lower level of gravity (Ivanenko et al., 2011; Sylos-Labini et al., 2011), supporting the idea that loading conditions may be a major trigger of the transition to running (Segers et al., 2013). To record infant stepping on a treadmill (Vasudevan et al., 2016), infants were manually supported (~55% of their weight were supported, on average). Therefore, these authors also compared adults with 50% body weight support and observed that changes in intralimb coordination at the walk-to-run transition in adults remained. While body weight support may affect the abruptness of the walk-to-run transition, it does not completely eliminate signs of gait transition. The fact that the infants do not display distinct intralimb coordination and COM trajectory across a large range of speeds (Figure 6A) suggests that the gait-related neural circuitries are not mature yet.



BIOMECHANICAL FACTORS AND DEVELOPMENT

In addition to above-mentioned maturation of the neural circuitries, biomechanical factors also play a role in locomotor development (Thelen, 1995; Adolph and Robinson, 2015; Adolph et al., 2018). In humans as in other animals, locomotion behavior in its different forms arises from the closed-loop interaction between the neural output, the physical dynamics of the mechanical system (inertia, viscoelastic properties of muscles and tendons and body size) and the ability to adjust the movement to the external environment (Taga, 1995; Hatsopoulos, 1996; Aoi and Tsuchiya, 2006).

First, some influences on gait patterns in infants might be expected due to differences in the anthropometry, shape, and mass distribution across different body segments, all parameters changing considerably during the entire course of development through adult age. This implies a continuous update of the neural commands to take into account the changing mechanical factors. Different mass distribution across body segments in infants and, in turn, the location of the COM, induces modifications of balance (Druelle et al., 2016), which potentially affects the emerging locomotor behavior (Clark et al., 1988). The shape of the body, bone morphology (Shefelbine et al., 2002; Cowgill et al., 2010; Raichlen et al., 2015), and foot structure (Maier, 1961; Bosch et al., 2007; Price et al., 2018) in infants are different from adults, and they also change with limb loading and locomotor experience during development. In particular, a child's foot goes through significant developmental changes in shape and soft tissues of the foot sole, e.g., the presence of a fat pad underneath the foot plantar surface in infants and slow ossification of intrinsic foot bones during the first years after birth (Maier, 1961; Gould et al., 1989; Bertsch et al., 2004). These latter factors are especially important since the spring-like longitudinal arch is a unique feature of the human foot, an essential evolutionary adaptation to the “bouncing” mechanism of running (Holowka and Lieberman, 2018; Venkadesan, Yawar, Eng, Dias, Singh, Tommasini, 2020). Therefore, different foot functions might be expected in infants as compared to spring-like behavior of the adult foot (Wager and Challis, 2016; Kelly et al., 2018).

Second, there might also be important peripheral contributors to the lack of adult-like locomotor patterns in early infancy, in particular due to slower and weaker muscles. For instance, based on the principle of dynamically similar locomotion (taking into account the differences in body proportions by comparing adults and infants moving at the same Froude number, Cavagna et al., 1983; Alexander, 1989; Schepens et al., 2004, neonates would be expected to show walk-to-run transition at ~2 km/h (since their limb is about 6 times shorter), which would correspond to ~0.25 s stride duration. Significantly wider muscle activation bursts in infants (Dominici et al., 2011; Cappellini et al., 2016; Sylos-Labini, La Scaleia, Cappellini, Fabiano, Picone, Keshishian, 2020) would further compromise the control of such short running cycles. Furthermore, given that skeletal muscles are substantially slower in neonates due to the absence of fast fibers at birth (Denny-Brown and Sherrington, 1929; Buller et al., 1960), it would be problematic for them to accurately control such short gait cycles. In fact, even during stepping, the stride duration in neonates (~2–5 s) is considerably longer than in adults (~1 s) (Ivanenko et al., 2013a). Even in older (11–13 yrs) children, muscle contraction time is ~50% longer than in adults (Dayanidhi et al., 2013), and running requires faster limb oscillations due to shorter limbs (Schepens et al., 1998), which might possibly explain why children also display a third gait mode—“skipping”—requiring slower limb oscillations (Minetti, 1998). In addition, muscle strength also increases during development (Bäckman et al., 1989), and the deviation from adult gaits in infancy may also be related to adaptive strategies for limiting the muscle activation demands (Hubel and Usherwood, 2015).

Finally, a lack of gait-specific circuitry differentiation might also be associated with a general lack of adaptability to biomechanical constrains in infants. A key example of the closed-loop interaction between the development of neural commands and biomechanics is the emergence of multi-segmental coordinative law (Lacquaniti et al., 1999). Such a kinematic covariation between limb segment rotations has been uncovered in human walking and running (Borghese et al., 1996; Bianchi et al., 1998; Ivanenko et al., 2007a). Each segment oscillates back and forth relative to the vertical with a similar waveform, time-shifted across different segments (Figure 5A). The lower limb segment angles do not evolve independently of each other, but they are tightly coupled (Borghese et al., 1996). Indeed, when the angles are plotted one vs. the others, they co-vary along a plane, describing a characteristic loop over each stride (Figure 5A). The specific shape and orientation of the plane reflects the phase relationship between segments and therefore the timing of the intersegmental coordination (Barliya et al., 2009). Such coordination of limb segments can be described by statistical methods using principal component analysis (PCA). The two first principal components (PC1 & PC2) lie on the plane of angular covariation and describe the global form of the gait loop, whereas the third one (PC3) is orthogonal to the plane (Borghese et al., 1996). The percentage of variance accounted for by PC1 and PC2 reflect the shape of the gait loop, whereas the variance accounted for by PC3 reflects the planarity of the loop. At the onset of unsupported walking, a significant deviation from planarity is observed for the child (Cheron et al., 2001). Also, the gait loop was less elongated than in adults, and the variance accounted by PC1 (Ivanenko et al., 2004) was smaller than in adults, most likely due to a higher foot lift during swing phase (Dominici et al., 2007; Ivanenko et al., 2007a). Even if the intersegmental coordination in toddlers rapidly evolves toward the adult shape and planarity with experience (Cheron et al., 2001; Ivanenko et al., 2004; Dominici et al., 2011), when toddlers step on different support surface, they do not adapt their intersegmental coordination as adults do. Instead, they keep constant phase relationships (Figure 5C, Dominici et al., 2010). Since the changes in planar covariation are thought to reflect the ability to adapt to different gait conditions (Bianchi et al., 1998; Martino et al., 2014; Dewolf et al., 2018), such as walking and running (Ivanenko et al., 2007a), the lack of changes observed in toddlers suggest a reduced flexibility of gait (Dominici et al., 2010), and potentially the absence of distinct gait patterns at the onset of independent locomotion.



EMERGENCE OF DIFFERENT MODES OF LOCOMOTION DURING GROWTH

“During the second year of life, toddler's locomotion is neither walking, nor running, but something not yet differentiated”

Bernstein (1947)

First emphasized by Bernstein (1947), the above-considered observations are consistent with the idea that locomotor patterns in infants are immature and lack adaptive features. Indeed, with walking experience, the gait-specific collective variables progressively become close to the values obtained in adults (Whitall and Getchell, 1995). For instance, despite millions of years of bipedal evolution, at the onset of independent walking the pendulum-like mechanism of walking and the bouncing mechanism of running deviate significantly from those of adults (Figure 6B) (Ivanenko et al., 2004, 2007b; Legramandi et al., 2013). During running, a flight phase progressively occurs and increases as the vertical push provided by muscles increases with age (Legramandi et al., 2013). These changes with aging are concomitant with an enhancing of the elastic bounce that characterizes adult running gait (Schepens et al., 1998), as the percentage of pendular COM energy exchange decreases (Figure 6B). During walking, toddlers at the onset of unsupported locomotion fail to demonstrate a prominent pendular energy exchange (Cheron et al., 2001; Ivanenko et al., 2004, 2007b) as well as an adult-like heel-to-toe roll-over pattern (Figure 4). With walking experience, the hip trajectory and the pendulum-like exchange of energy progressively evolve toward mature values (Figure 6B) (Ivanenko et al., 2004; Schepens et al., 2004; Van de Walle et al., 2010). At the same time, the foot-contact pattern shows a trend from initial forefoot to initial heel contact (Figure 4C), and the vertical force waveform slowly evolves toward a double-hump shape (Figure 3) (Hallemans et al., 2006b).

The gradual evolution of gaits after the onset of independent locomotion supports the idea that the original spinal networks are still used, but that gait-specific neural circuits mature progressively during development. Interestingly, the modification of intralimb coordination, vertical force, and spinal motor pools during walking in elderly adults suggests that aging causes a regression of the locomotor pattern: the ability to adapt the intersegmental coordination to speeds is reduced (Dewolf et al., 2019b), the second apex of the m-pattern progressively decreases (Meurisse et al., 2019), while the burst of sacral motor pools occurs earlier during the step cycle (Monaco et al., 2010). Even if far less attention has been devoted to the development of running skills, running most likely evolves from the same original spinal networks, and also requires maturation and experience. During growth, the older the child, the closer the waveform to the adult. It is interesting to note that, as in walking, these trends slowly reverse during the course of the life (Cavagna et al., 2008).

While the involvement of gait-dependent spinal interneurons has been emphasized above, the lack of evidence for distinct walking and running patterns in infants and the progressive developmental bifurcation between the different forms of gait suggest a sharing of circuitry before the full maturation of the brain and its descending inputs. In humans, the maturation of walking corresponds to maintenance of primitive patterns with superimposition of additional patterns (Dominici et al., 2011; Sylos-Labini, La Scaleia, Cappellini, Fabiano, Picone, Keshishian, 2020), and the maturation of running may also involve fine-tuning and reshaping of these primitive patterns (Cheung et al. under review). In adults, despite diverse biomechanical demands of running and walking, few patterns of muscle activation are also shared (Cappellini et al., 2006; Yokoyama et al., 2016), indirectly supporting a common neural origin for the two gait forms in infancy.

Such maturation is probably a process in which environmental signals act to bring about the characteristics of adult-like walking (Forssberg, 1992). This is supported by the fact that independent stepping acts as a functional trigger of gait maturation (Ivanenko et al., 2004; Yang et al., 2015), and Earth's gravity has a significant impact on early development of motor functions (Cheron et al., 2001; Ivanenko et al., 2007b). It is indeed well-documented that the interaction with the environment influences the development of motor networks. For example, early exposure of animals to altered gravitational field (hypo- or hyper-gravity) affects their mature motor performance (Sondag et al., 1997; Walton, 1998; Wubbels and de Jong, 2000; Walton et al., 2005; Bojados et al., 2013). Of particular interest, hyper-gravity reduces the postnatal development of descending inputs to the spinal cord (Brocard et al., 2003), suggesting that gravity has a critical role to shape the maturation of gait-specific pattern generation circuitries. When adult humans are exposed to microgravity, they start to rely more on skipping (a potential vestigium of gallop) or running gait (Pavei et al., 2015; Lacquaniti et al., 2017). It is therefore plausible that, if humans were even born on the Moon, modification of the chronology of the emergence of gait during development (and even novel locomotor behaviors) would occur, starting from the same inborn motor primitives.

The interactions with the environment that shape the emergence of gait is conceivable, because stepping development in infants highlights strong plasticity. For example, Patrick et al. (2014) showed that the interlimb coordination can be manipulated with a 4-week training, indicating experience-dependent learning at a young age (<10 months). In animals, early motor experience influences the muscle typology (Serradj and Jamon, 2016). Such impact of training procedures suggests that experience is required for normal development of locomotor behavior and that motor output in adults could be optimized by appropriate training during a defined period of motor development (Walton et al., 1992; Muir and Chu, 2002; Serradj and Jamon, 2016). Accordingly, human infants undergoing daily stepping exercise exhibit an earlier onset of independent walk than untrained infants (Zelazo et al., 1972; Yang et al., 1998).

As in animals, it is plausible that the two modes of locomotion and their corresponding neural circuits have different maturation rate. While the running pattern of chicks seems mature earlier in life (Muir et al., 1996), the current coarse picture of the development of running patterns in infants needs to be refined at different developmental stages, providing important insights into the process of skills acquisition. Even if the patterns of innate stepping differs from the efficient running adult gait, several parameters bear a striking resemblance to the mature running patterns (Figures 3, 4C), such as the vertical force, the motoneuron activity of the lumbosacral enlargement, diverse foot contact strategies and knee flexed throughout stance (Yang et al., 2015; Vasudevan et al., 2016; Sylos-Labini et al., 2017). A hypothetical innateness of some features characteristic of adult running is also compatible with the evaluation of the evolution of the human body form. Indeed, Rolian et al. (2009) suggest that the modern human forefoot proportions might be part of a suite of adaptations selected especially for running gait that evolved in the genus Homo around 2 million years ago (Bramble and Lieberman, 2004; Venkadesan, Yawar, Eng, Dias, Singh, Tommasini, 2020). Hypotheses of innate behavior should always be taken in a relative terms, since any behavior is modified by experience (Grillner and Wallén, 2004; Vanden Hole et al., 2017).



CONCLUDING REMARKS

The emergence of adult-like walking and running patterns results from the evolution of multiple subsystems of the developing child, involving both neural and biomechanical factors (Thelen and Ulrich, 1991). While the locomotor output of stepping neonates has been widely compared to the adult walking, its comparison with adult running patterns needs to be explored further to unravel some of the mysteries surrounding the progressive bifurcation of the locomotor networks at different developmental stages. The delayed onset of running in children may be related to environmental and musculoskeletal factors and a limited ability to adapt to biomechanical constrains in infants (Thelen, 1995). The findings we reviewed in this article point to a partial overlap in the neural and biomechanical control of walking and running in infancy, suggesting that different forms of gait are built starting from common, likely phylogenetically conserved elements.

Gaining insights into the maturation and differentiation of human gaits may also provide important clinical implications. For instance, while the rehabilitative protocols in children with cerebral palsy usually focus on walking training, early running training may also be beneficial, and improve walking gait (Lewis, 2017). Indeed, many studies have examined how children with cerebral palsy manage to walk, but few have investigated running, which may be even more stable than walking in these children (Iosa et al., 2013). There may also be critical developmental windows during which specific experiences have a greater effect on the early developmental process and differentiation of locomotor behaviors than at other times (Ivanenko et al., 2013b; Yang et al., 2013). Taking advantage of newly available biotechnological approaches and techniques (Zhu et al., 2015; Chung et al., 2019; Redd et al., 2019; Xu et al., 2019; Airaksinen et al., 2020) for both advanced neurophysiological pediatric recordings and rehabilitation training in the sensitive period for maturation (e.g., using biofeedback or neuromodulation) would help to diagnose and assess early motor deficits and to determine the activity-based intervention for infants with developmental disorders.
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Introduction: During cyclical steady state ambulation, such as walking, variability in stride intervals can indicate the state of the system. In order to define locomotor system function, observed variability in motor patterns, stride regulation and gait complexity must be assessed in the presence of a perturbation. Common perturbations, especially for military populations, are load carriage and an imposed locomotion pattern known as forced marching (FM). We examined the interactive effects of load magnitude and locomotion pattern on motor variability, stride regulation and gait complexity during bipedal ambulation in recruit-aged females.

Methods: Eleven healthy physically active females (18–30 years) completed 1-min trials of running and FM at three load conditions: no additional weight/bodyweight (BW), an additional 25% of BW (BW + 25%), and an additional 45% of BW (BW + 45%). A goal equivalent manifold (GEM) approach was used to assess motor variability yielding relative variability (RV; ratio of “good” to “bad” variability) and detrended fluctuation analysis (DFA) to determine gait complexity on stride length (SL) and stride time (ST) parameters. DFA was also used on GEM outcomes to calculate stride regulation.

Results: There was a main effect of load (p = 0.01) on RV; as load increased, RV decreased. There was a main effect of locomotion (p = 0.01), with FM exhibiting greater RV than running. Strides were regulated more tightly and corrected quicker at BW + 45% compared (p < 0.05) to BW. Stride regulation was greater for FM compared to running. There was a main effect of load for gait complexity (p = 0.002); as load increased gait complexity decreased, likewise FM had less (p = 0.02) gait complexity than running.

Discussion: This study is the first to employ a GEM approach and a complexity analysis to gait tasks under load carriage. Reduction in “good” variability as load increases potentially exposes anatomical structures to repetitive site-specific loading. Furthermore, load carriage magnitudes of BW + 45% potentially destabilize the system making individuals less adaptable to additional perturbations. This is further evidenced by the decrease in gait complexity, which all participants demonstrated values similarly observed in neurologically impaired populations during the BW + 45% load condition.

Keywords: complexity, motor variability, load carriage, motor control, regulation, biomechanics, gait


INTRODUCTION

Bipedal ambulation requires the complex integration of multisensory information (optical, somatic and vestibular) that is used to coordinate actions within specific environments in order to achieve goal-directed movement (Alexander, 1992; Warren et al., 2001; Bent et al., 2004a; Pandy and Andriacchi, 2010; Matthis et al., 2017). Perceptions of continuously obtained multisensory information yield opportunities to act (affordances) resulting in a perception-action coupling, with a specific movements success predicated on the modulation (tuning and weighting) of the afferent signals that provide (or fail to) appropriate affordances for the task (Gibson, 1966, 1979; Hollands and Marple-Horvat, 1996; Warren et al., 2001; Bent et al., 2004a,b; Rossignol et al., 2006; Peters et al., 2017). In conjunction with sensory “reafference,” feedforward mechanisms stimulate coordinative structures or muscle synergies that produce a desired movement that achieves a locomotion task goal (Kim et al., 2011; Bizzi and Cheung, 2013; Minassian et al., 2017). Collectively, the reciprocal cooperation of feedback (afferent) and feedforward (efferent) subcomponents executing a locomotion task is known as the locomotor system. The function of the locomotor system reflects the emergent properties of the organization of the degrees of freedom during locomotor tasks, with specific macroscopic pattern of organization being influenced by the confluence of cost functions (i.e., metabolic efficiency and energy dampening), task, organism (including feedback and feedforward processes) and environmental constraints (i.e., gravity, uneven terrain) (Turvey, 1990; Newell and Vaillancourt, 2001; Davids et al., 2003; Sánchez et al., 2016; Caballero et al., 2019; Shafizadeh et al., 2019). Optimal locomotor system function is represented by biomechanical output that is both stable and adaptive to perturbation (Davids et al., 2003; West and Scafetta, 2003; Cusumano and Dingwell, 2013; Seifert et al., 2013). A common perturbation to bipedal locomotion, especially in military populations, is load carriage, especially “combat load” magnitudes of 20–30 kg (Taylor et al., 2016; Krajewski et al., 2020). How the locomotor system accommodates increasing load magnitudes to successfully execute locomotion task goals still remain unclear (LaFiandra et al., 2003; Attwells et al., 2006; Walsh et al., 2018). Thus, measuring the responses of biomechanical variables to the perturbation of additional loading during locomotory tasks provides valuable insight to the global functional state of the locomotor system.

Variability in the observed movement patterns (motor variability) represents the observed variation in a movement solution, when attempting to accomplish the same goal/task, such as using different segment coupling patterns to perform a step (Bernstein, 1967; Latash et al., 2002, 2010; Latash, 2016). The multitude of joints and muscles in the lower extremity lead to a large number of degrees of freedom that lends itself to equifinality; infinite number of movement solutions to accomplish the same task (Bernstein, 1967; Gelfand and Latash, 1998; Latash et al., 2010). A goal equivalent manifold (GEM; equifinality technique) approach seeks to quantify the “good” (plotted tangential to the GEM [δT]) versus “bad” (plotted perpendicular to the GEM [δP]) motor variability to further discriminate optimal performance (known as relative variability [the ratio of “good” motor variability to “bad” motor variability]) (Dingwell et al., 2010; Cusumano and Dingwell, 2013; Sedighi and Nussbaum, 2019). Recent theories have demonstrated that motor variability not only leverages equifinality, making the system more adaptable and stable to perturbation (i.e., overcoming varying terrain or recovering from a slip/trip) (Cusumano and Dingwell, 2013; Dingwell et al., 2017), it also has other cost function benefits (Gates and Dingwell, 2008). Specifically, by capitalizing on a larger workspace (greater relative variability) of movement patterns to perform steady-state (constant locomotion velocity) behaviors, energy can be dispersed through more supportive, anatomical structures, whereas limited motor variability (lower relative variability) may lead to site-specific mechanical overloading (cumulative mechanical stress) that can result in musculoskeletal injury (MSI) (Baida et al., 2018; Nordin and Dufek, 2019). Likewise, motor variability can distribute positive mechanical workloads across a greater number of muscle fibers improving metabolic efficiency by reducing the fatigue of a specific subset of muscle fibers (Gates and Dingwell, 2008).

Regulation of cyclical movements during steady-state behavior such as corrections of stride-to-stride fluctuations further elucidates the state of the locomotor system (Cusumano and Dingwell, 2013). Stride regulation is determined by statistical persistence assessment [alpha coefficients (Dingwell et al., 2017)] of deviations tangential (good variability) [δT] and orthogonal (bad variability) [δP] to the goal manifold (Dingwell et al., 2017). A seminal investigation by Dingwell et al. (2017) demonstrated that elderly individuals classified as low risk fallers and healthy young adults had the same amount of relative variability (ratio of “good” to “bad” motor variability) and used similar stride regulation strategies indicative of a minimal intervention principle (δTα > 1; δPα < 0.5) (Dingwell et al., 2017). Furthermore, it was suggested that changes in stride-regulation strategy to an absolute position control (POS) model [δTα and δPα < 0.5] (Cusumano and Dingwell, 2013) may be the determinant of fall risk (Dingwell et al., 2017). The latter finding was determined with computational modeling (based on a minimum intervention principle) and is still theoretical at this point (Dingwell et al., 2017), but the use of a POS regulation strategy may indicate perception heavily tuned on their exact position, neglecting/overpowering other important information which will impact affordances perception. In the case of military personnel, especially infantry, load carriage is only one perturbation that must be overcome in addition to uneven terrain, enemy threats and decision making. Thus, the quantification of regulation strategy of the system used for stride to stride fluctuations acts as an indirect assessment of the perception-action loop function namely: (i) the ability to (re)calibrate information-action in a dynamic environment, (ii) (re)weighting the relative importance of information sources as they become available, and (iii) modulate based on the relative importance in relation to the successful maintenance of a functionally useful action-response (Cusumano and Dingwell, 2013; Roerdink et al., 2019).

Components of the locomotor system operate/evolve over different time scales and configure in a heterarchical organization when functioning optimally (Bak et al., 1987; Turvey, 1990; Bak and Paczuski, 1995; Newell and Vaillancourt, 2001; Davids et al., 2003; Van Orden et al., 2003). A heterarchical organization of a dynamical system is considered to be complex (interaction of many independent subcomponents that yield an emergent behavior) and a perturbation of one subcomponent is less likely to affect the system globally (West and Shlesinger, 1989; Bak and Paczuski, 1995; Marks-Tarlow, 1999; Torre et al., 2007; Torre and Balasubramaniam, 2009). Thus quantification of system complexity indicates the state of dynamical system health (Iyengar et al., 1996; Gisiger, 2001; Goldberger et al., 2005; Hausdorff, 2007; Van Orden et al., 2009; Nourrit-Lucas et al., 2015; Torre et al., 2019) through non-linear signal processing techniques to determine the fractal structure of a time-series, which exhibits self-similarity at different time scales (Stadnitski, 2012). These fractals display long-range correlations, or learning behavior of current iterations from previous iterations (Hausdorff et al., 1995). Time-series structures of gait dynamics (stride length [SL] and stride time [ST]) that yield long range correlations (pink noise) have been linked to healthy functioning adults (Hausdorff et al., 1997, 1999; Hausdorff, 2007; Delignières and Torre, 2009; Ducharme et al., 2018); however, very strong long-range correlations exhibit over-regularity (brown noise) (Gisiger, 2001). Signals that are completely stochastic (white noise) demonstrate no correlation between strides and have been associated with individuals suffering central neurological impairment (Hausdorff et al., 1997; Hausdorff, 2009; Moon et al., 2016). Moreover, white noise has also been observed when imposing a frequency on cyclical steady-state behavior (Terrier et al., 2005; Terrier and Dériaz, 2012; Hunt et al., 2014; Ducharme et al., 2018; Roerdink et al., 2019). Interestingly, warfighters are encouraged to utilize a walking pattern during a velocity that exceeds the gait transition velocity (GTV), colloquially known as forced marching (FM) that is an unnatural (imposed frequency) gait. Little is known how load magnitude, especially military relevant loads (20–60 kg) (Taylor et al., 2016), and this imposed locomotion affect gait complexity in healthy individuals.

To date a load magnitude perturbation is evidenced only in terms of increased mechanical [greater ground reaction forces (GRF) (Birrell et al., 2007; Seay et al., 2014b) and joint kinetics (Knapik et al., 2004; Seay et al., 2014a,b; Liew et al., 2016; Willy et al., 2016, 2019; Lenton et al., 2019; Loverro et al., 2019; Wills et al., 2019; Krajewski et al., 2020)] and physiological [increased heart rate and ratings of perceived exertion (Simpson et al., 2010, 2011, 2017; Huang and Kuo, 2014)] demands compared to unloaded bipedal ambulation. The majority of these studies consisted of male dominated samples, leaving females underrepresented in load carriage research (Loverro et al., 2019). In addition, females are at twice the risk of MSI (Molloy et al., 2020), with a high incidence (∼78%) of MSI observed during basic combat training (recruits), the majority (30–64%) of those MSI suffered during load carriage conditioning in basic training (Jensen et al., 2019; Lovalekar et al., 2020) suggesting that individuals with little to no experience with load carriage tasks are of greater interest. However, there is a paucity of information regarding the effects of load carriage on motor control (LaFiandra et al., 2003; Attwells et al., 2006; Walsh et al., 2018). Importantly, previous work has focused on average behavior of spatiotemporal gait parameters (LaFiandra et al., 2003; Attwells et al., 2006) and have yet to elucidate key features of a healthy locomotor system such as motor variability, stride to stride regulation and the complexity of the system. Therefore, the purpose of this investigation was to determine the interactive effects of load magnitude and locomotion pattern on motor variability, stride regulation and gait complexity during bipedal ambulation in recruit aged females. It is hypothesized, based on an affordance-based control theory (Davids et al., 2003; Mukherjee and Yentes, 2018) that as load increases and the use of an unnatural (imposed) locomotion (FM) will constrain the locomotor system decreasing the number of affordances available which will be reflected by the reduction in relative variability (the ratio of “good” motor variability to “bad” motor variability). Likewise, increases in load and utilization of FM will lead to stricter regulation strategies. Lastly, individuals gait complexity will decrease as load increases and during the execution of the FM locomotion pattern.



MATERIALS AND METHODS


Ethics Statement

All participants were read and signed informed consent that has been approved by the Institutional Review Board (IRB) of The University of Pittsburgh. They were notified of potential risks and benefits associated with participation in the study.



Subjects and Protocol

Eleven healthy, recreationally active young adult females (see Table 1 for participant characteristics) participated in this study. Recreationally active was defined as engaging in moderate physical activity a minimum of two times a week for at least 30 min, similar to comparable recruits. Moreover, women novice to load carriage and forced marching were chosen to represent a female recruit population, replicating initial exposure to load carriage tasks. Subjects were screened to exclude individuals who reported spine and lower extremity musculoskeletal injury, neurological disorder or pregnant.


TABLE 1. Subject Characteristics and exercise status.

[image: Table 1]The procedures for this investigation have been previously described in detail (Krajewski et al., 2020). Briefly, participants ran (RN) and forced marched (FM) on a instrumented split-belt treadmill (Bertec Corporation, Columbus, OH, United States) for 1 min at three different loaded conditions: Bodyweight (BW), plus an additional 25% of BW (BW + 25%), and plus an additional 45% of BW (BW + 45%) [which represents 20–30 kg “combat” loads in average young adult females (Taylor et al., 2016)] at 10% above their GTV (BW: 2.08 ± 0.25 m/s; BW + 25%: 2.02 ± 0.22 m/s; BW + 45%: 1.93 ± 0.23 m/s). All participants wore provided combat boots (Speed 3.0 Boot, 5.11 Tactical, Irvine, CA, United States) to control for influences of footwear on kinematics (Telfer et al., 2017) and loaded conditions were executed with an anterior-posterior loaded weight vest (Short Plus Style Vest, MIR, United States) to control for effects of center of mass (COM) location (Seay et al., 2014a; Loverro et al., 2019). All trials were randomized by load condition and then by locomotion pattern. Participants were given up to 5 min between each trial to control for effects of fatigue. During RN trials, participants were instructed to move “naturally” or how they felt most comfortable to maintain treadmill velocity. For FM trials, participants were instructed to maintain a walking gait regardless of the treadmill velocity. Each trial yielded ∼130 strides (120–180) dependent on the locomotion pattern and velocity. Prior to familiarization and data collection, participants filled out an activity questionnaire and body composition was assessed with dual energy X-ray absorptiometry (DXA) [Lunar iDXA, General Electric, Boston, MA, United States].



Data Collection and Processing

Three retro-reflective markers were placed on each boot (calcaneus, 1st and 5th metatarsophalangeal [MTP] joints) [see Figure 1 for subject experimental set up]. Kinematic data was collected via 12 infrared cameras (Vicon Motion Systems Ltd., Oxford, United Kingdom) sampling at 100 Hz. Kinetic data was collected via an instrumented split-belt treadmill sampling at 1000 Hz that was synchronized with the motion analysis system. Using the Vicon Nexus® 2.0 software (Vicon Motion Systems Ltd., Oxford, United Kingdom), a custom labeling template was created for the marker configuration used in the study. Once all static and motion trials were reconstructed, the labeling template was used to auto label the static trials captured for each load condition (BW, BW + 25% and BW + 45%) which were then used to auto label their respective motion trials (RN and FM). Gap filling methods in Nexus 2.0 were used to correct any breaks in trajectory data due to marker occlusion. Data was then exported, and post processed in Visual 3D (C-Motion Inc., Germantown, MD, United States). Further analysis [GEM decomposition and Detrended Fluctuation Analysis (Atlas Collaboration et al., 2014)] was conducted with custom MatlabTM 2019a (Mathworks, Inc., Natick, MA, United States) scripts. Kinematic and kinetic data were filtered with a second order Butterworth low-pass filter (cut-off frequencies of 6 Hz and 40 Hz for the kinematic and kinetic signals, respectively). Heel strike was defined as the time when vertical component of the ground reaction force exceeded a 50N threshold.
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FIGURE 1. Subject Set-Up. Exemplar set up of a participant with their +45% load in the anterior-posterior weight vest. Solid dots represent retroreflective markers. Markers at the medial/lateral epicondyles (knee) and medial/lateral malleoli (ankle) removed after static calibration trial capture. Markers at the calcaneus and 1st/5th metatarsophalangeal (MTP) joints defined the foot segment.


The following variables were calculated: Stride length (SL) was computed as the distance covered from heel strike to ipsilateral heel strike; Stride time (ST) was computed as the time elapsed from heel strike to ipsilateral heel strike; Stride speed (SS) was computed as the quotient of SL/ST; Velocity (v) was computed as the average SS over all n strides of a time-series. Average values (Means), standard deviations (SD) and DFA scaling exponents (α-value) were calculated for SL, ST and SS across all trials.



Goal Equivalent Manifold Decomposition

Methods utilized for GEM decomposition have been described in detail by Dingwell et al. (2010). However, to further elaborate the process: firstly, SL and ST time-series for each trial was normalized to unit variance [dividing by its own standard deviation]. A specific operating point was computed for ST as Eq. (1):
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Where <■> represents the average across all n strides of the time series. The specific operating point for SL was computed as Eq. (2):
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Here v represents the velocity of the treadmill for that specific trial. The new centered operating point was then computed as Eqs. (3) and (4):
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and
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Lastly, deviations tangential to the goal manifold were represented as δT and deviations perpendicular to the goal manifold were represented as δP. These deviations were calculated with a linear coordinate transformation as Eq. (5):
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Where, the σ of δT and δP were determined for each load and locomotion condition. Relative variability was calculated as the ratio between σδT/σδP. Therefore, a relative variability magnitude of 1 represents equal amounts of “good” versus “bad” variability; <1 represents more “bad” variability; and >1 represents more “good” variability. Additionally, DFA scaling exponents (α) were computed for δT and δP. Scaling exponents for δT and δP are interpreted as follows: α < 0.5 represents anti-persistence (alteration in one direction more likely followed by an alteration in opposite direction); α > 0.5 represents statistical persistence (alteration in one direction more likely followed by an alteration in same direction); and α = 0.5 represents uncorrelated (alteration in one direction has same likelihood of being followed by alteration in either direction) (Dingwell et al., 2010, 2017).



Complexity Analysis

Complexity analysis was executed utilizing fractal methods, specifically DFA (Peng et al., 1993; Hausdorff et al., 1995; Delignières et al., 2006; Stadnitski, 2012) on SL and ST gait variables (∼130 consecutive strides). Refer to the aforementioned references for greater detail but briefly: DFA creates a one-dimensional signal x(i), i = 1,…, L, where x is the initial signal of size L, and an integrated signal (x) is calculated according to the Eq. (6):

[image: image]

where Bavg is the mean value of the signal (B = signal value at specific time point). The unified time series Y is then divided into segments (boxes that don’t overlap) of length l, and the linear approximation Yl is then obtained through a least-squares fit of each segment separately (trend of each section).

The mean fluctuation (root mean square) of the incorporated and detrended time-series is computed using Eq. (7):
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The aforementioned calculations are repeated for a range of l. The goal of this analysis is to identify the relation between F(l) and the size of segment l because this relationship serves as an indicator of a scaling phenomenon. In general, F(l) increases with increases in the range of segment l. A double plot logarithmic graph (log (F(l) vs logl) is then formed, and this graph is used to acquire the scaling exponent (α). A linear dependency implies the existence of self-fluctuations, and F(l) which is the slope of line outlines the scaling α exponent, which increases with l based on a power law, as detailed in Eq. (6):
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DFA ultimately yields a scaling exponent (α) which represent the correlational structure of the signal. White noise (uncorrelated or completely stochastic) is represented as α = 0.5; Pink noise (positive long-range correlations) is represented as α = 1.0; Brown noise (persistent long-range correlations or too much regularity) is represented as α = 1.5 (Peng et al., 1995). Classifications based upon a range of α were employed to provide greater clarity as values are rarely the exact values listed above. “Suboptimal self-organization” was represented by α < 0.75; “Optimal self-organization” was represented by α = 0.75 – 1.30; “Impaired self-organization” was represented by α > 1.30. These values were based upon previously established ranges that classified populations (healthy, elderly, and impaired) as either white, pink or brown noise (Hausdorff et al., 1996, 1997, 1999; Ravi et al., 2020). The values attained during the RN with BW condition was considered the baseline because it is the natural locomotion pattern used 10% above GTV and unperturbed by an external load (no added load carriage). Change classifications were then determined for each individual (change from the baseline condition) as either “positive change” in complexity (“Suboptimal self-organization” or “Impaired self-organization” to “Optimal self-organization”), “negative change” (“Optimal self-organization” to “Suboptimal self-organization” or “Impaired self-organization”), “no change positive” (“Optimal self-organization” to “Optimal self-organization”) and “no change negative” (“Suboptimal self-organization” or “Impaired self-organization” to “Suboptimal self-organization” or “Impaired self-organization”).



Statistical Analysis

Descriptive statistics (mean and SD) were reported for all the variables. In order to determine interactive effects of load and locomotion on relative variability and gait complexity a two-way repeated measure analysis of variance (RMANOVA) for Load × Locomotion (3 × 2) was conducted separately. Additionally, to further elucidate findings regarding relative variability, tangential and perpendicular variability were assessed within locomotion pattern with a 3 × 2 (Load × Direction) RMANOVA. If interactions were significant, simple main effects were performed (paired t-tests for locomotion/direction stratified by load and RMANOVA for load stratified by locomotion/direction). If no significant interaction was observed, only main effects were analyzed. Post hoc analysis using Bonferroni-corrected pairwise comparisons were conducted when necessary.

To determine interactive effects of load and locomotion on stride regulation a three-way Load × Locomotion × Direction (3 × 2 × 2) RMANOVA was conducted on DFA scaling exponents of δT and δP. If a significant three-way interaction was observed then two-way RMANOVAs were conducted for load by locomotion (3 × 2), load by direction (3 × 2) and locomotion by direction (2 × 2). If a two-way interaction was observed, then simple main effects were analyzed (RMANOVA for load and paired t-tests for locomotion and direction). If no significant two-way interaction was observed, only main effects were analyzed. Post hoc analysis using Bonferroni-corrected pairwise comparisons were conducted when necessary. Lastly, if no significant three-way interaction was observed, only main effects were analyzed. Post hoc analysis using Bonferroni-corrected pairwise comparisons were conducted when necessary.

Partial eta squared (η2P) was calculated as a measure of effect size given the within-subject design (Bakeman, 2005; Richardson, 2011), with magnitudes of effect interpreted as: 0.01–0.085 (small effect); 0.09–0.24 (moderate effect); and > 0.25 (large effect) (Cohen et al., 2003). Additionally, frequencies of complexity classifications and change classifications are reported to qualitatively examine individual responses. The alpha level was set at 0.05 (p ≤ 0.05).



RESULTS


Relative Variability

See Table 2 for mean and SD of all GEM related outcomes. There was no significant interaction between load and locomotion for relative variability of motor control (F2,20 = 0.167, p = 0.85, η2P = 0.02). Load had a significant influence on relative variability reducing the number of successful or “good” movement solutions, exemplified as relative variability magnitude decreasing as load magnitude increased confirmed by the main effect of load (F2,20 = 5.50, p = 0.01, η2P = 0.36); with post hoc analysis revealing BW + 45% (1.28 ± 0.05) being significantly (p = 0.02) less than BW (1.55 ± 0.07). Additionally, FM demonstrated a more relative variability compared to running indicated by the main effect of locomotion (F1,10 = 8.90, p = 0.01, η2P = 0.47) with estimated marginal means for FM (1.53 ± 0.08) being greater than RN (1.27 ± 0.04).


TABLE 2. GEM outcomes (mean ± standard deviation).

[image: Table 2]The interaction between load and direction during RN was not statistically significant (F2,20 = 2.33, p = 0.12, η2p = 0.19). There was no significant main effect of load (F2,20 = 3.05, p = 0.07, η2p = 0.23). While not significant, as load increased mean tangential (“good”) variability decreased (BW = 1.13 ± 0.10, BW + 25% = 1.10 ± 0.06, BW + 45% = 1.06 ± 0.07) and mean perpendicular (“bad”) variability increased (BW = 0.84 ± 0.13, BW + 25% = 0.88 ± 0.08, BW + 45% = 0.94 ± 0.08). However, regardless of load, tangential variability was always greater evidenced by the main effect of direction (F1,10 = 60.91, p < 0.001, η2p = 0.86), with estimated marginal means revealing variability along the tangential (1.10 ± 0.01) was greater than along the perpendicular (0.88 ± 0.02).

There was no significant interaction between load and direction for FM (F2,20 = 1.79, p = 0.19, η2p = 0.15). There was no main effect of load (F2,20 = 2.75, p = 0.09, η2p = 0.22). While not significant, as load increased mean tangential (“good”) variability decreased slightly (BW = 1.20 ± 0.08, BW + 25% = 1.15 ± 0.08, BW + 45% = 1.15 ± 0.06) and mean perpendicular (“bad”) variability increased (BW = 0.74 ± 0.013, BW + 25% = 0.81 ± 0.12, BW + 45% = 0.81 ± 08). Lastly, regardless of load, tangential variability was always greater than perpendicular variability indicated by the main effect of direction (F1,10 = 90.10, p < 0.001, η2p = 0.90), with estimated marginal means revealing tangential variability (1.17 ± 0.02) was greater than perpendicular variability (0.79 ± 0.02). See Figure 2 for exemplar plots of SL and ST combinations along the goal manifold.
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FIGURE 2. Goal Equivalent Manifold (GEM) Exemplar Plots. Exemplar plots (S4) represent a time series of consecutive strides (∼156 strides). Solid dots represent the different combinations of SL and ST for each stride. The solid line represents the goal manifold, which in this case is the velocity of the treadmill. Therefore, the assumed goal of the participant is to maintain horizontal velocity so they do not drift off the end of the treadmill belt. The dashed lines superior and inferior to the solid line represent the ±5% error of the goal manifold. Dots that are tangential (along the solid goal manifold) are variations that still achieve the task goal (‘good’ variability). Dots that are perpendicular to the solid goal manifold line are variations that fail to achieve the goal manifold. Perpendicular coordinates will result in the participant moving forward or backward on the treadmill belt. (A,B) demonstrate more tangential variability as indicated by the larger spread along the goal manifold. Conversely, (C,D) exhibit a much tighter formation indicative of less variation and stricter stride regulation. Furthermore, in contrast of (A), (C) exhibits more stride variants that lie beyond the ±5% error range. Not surprisingly, this participant had complexity classifications of ‘optimal’ and ‘suboptimal’ for (A,C) respectively.




Scaling Exponents (α): ST & Sp

See Table 2 for all means and SD of scaling exponents. There was no significant 3-way interaction between load, locomotion and direction (F2,20 = 1.96, p = 0.17, η2p = 0.16). As load increased control of stride-to-stride fluctuations became more strict (and therefore corrected more quickly) evidenced by the main effect of load (F2,20 = 8.87, p = 0.002, η2p = 0.47), with post hoc analysis revealing that BW (0.6 ± 0.08) was significantly (p = 0.02) greater than BW + 45% (0.04 ± 0.11). Additionally, running exhibited less control of stride-to-stride fluctuations indicated by the main effect of locomotion (F1,10 = 8.57, p = 0.02, η2p = 0.46), with estimated marginal means revealing that running (0.46 ± 0.07) was greater than FM (0.19 ± 0.08). Lastly, “bad” variations (perpendicular to the goal manifold) were controlled and corrected more quickly than “good” variations (tangential to goal manifold) as evidenced by the main effect of direction (F1,10 = 67.12, p < 0.001, η2p = 0.87), with estimated marginal means revealing that persistence along the tangential (0.47 ± 0.06) was greater than the perpendicular (0.18 ± 0.07).



Complexity Analysis (α): SL, ST

See Table 3 for mean and SD of scaling exponents. There was no significant interaction between load and locomotion for SL (F2,20 = 0.03, p = 0.97, η2p = 0.003). As load magnitude increased, gait complexity decreased independent of locomotion pattern as evidence by the main effect of load (F2,20 = 8.74, p = 0.002, η2p = 0.4 = 7), with post hoc pairwise comparisons revealing BW (0.69 ± 0.06) was significantly (p = 0.02) greater than BW + 45% (0.1 ± 0.16). Additionally, FM reduced gait complexity compared to running independent of load magnitude indicated by the main effect of locomotion (F1,10 = 7.59, p = 0.02, η2p = 0.43), with estimated marginal means revealed running (0.59 ± 0.06) was greater than FM (0.23 ± 0.13).


TABLE 3. Complexity outcomes (mean ± standard deviation) and class frequency (# of occurrences).

[image: Table 3]There was no significant interaction between load and locomotion for ST (F2,20 = 0.43, p = 0.36, eta = 0.10). The increase in load magnitude decreased gait complexity independent of locomotion pattern as evidenced by the main effect of load (F2,20 = 6.52, p = 0.007, η2p = 0.40), with post hoc analysis revealing that BW (0.67 ± 0.10) was greater (p = 0.03) than BW + 45% (−0.10 ± 0.19). Lastly, FM reduced gait complexity compared to running independent of load magnitude as indicated by the main effect of locomotion (F1,10 = 9.66, p < 0.001, η2p = 0.75), with estimated marginal means revealing running (0.76 ± 0.11) was greater than FM (−0.003 ± 0.15).

See Table 3 for frequency of observed complexity classifications by condition and Figure 3 for the frequency of each classification change of all conditions combined. For SL and ST 43.64% and 49.09% of the observed changes from baseline were negative changes (“Optimal self-organization” to “Suboptimal’ or ‘Impaired.” Only two participants demonstrated a positive change with 63% of those occurrences accounted for by one participant. Positive change classifications only occurred at the BW + 25% load condition and not the BW + 45%. Two of the participants with positive changes from baseline reported having prior experience in a multitude of exercise modalities that would improve lower limb muscular endurance and anaerobic conditioning (see Table 1). For SL only 10.91% of changes were classified as “no change positive” with 58% of the occurrences accounted for by two individuals. Both individuals performed a greater variety of exercise modalities including resistance training and trained more frequently and for longer periods of time. Lastly, only a single subject demonstrated an “Impaired” classification at baseline (RN at BW). This participant trained for the shortest durations (30 min maximum) only 2–3 times a week (see Table 1 for more detailed characteristics).
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FIGURE 3. Frequency of Change Classifications. Positive Change = ‘Suboptimal’ to ‘Optimal’ or ‘Impaired’ to ‘Optimal’ (only 2 subjects, 50% of incidences 1 subject); Negative Change = ‘Optimal’ to ‘Suboptimal’ or ‘Optimal’ to ‘Impaired’; No Change Positive = ‘Optimal’ to ‘Optimal’ (2 subjects accounted for 59% of all incidences); No Change Negative = ‘Suboptimal’ to ‘Suboptimal’, ‘Suboptimal’ to ‘Impaired’, ‘Impaired’ to ‘Impaired’, or ‘Impaired’ to ‘Suboptimal’.




DISCUSSION

The objectives of this investigation were to determine the interactive effects of load magnitude and locomotion pattern on motor variability, stride-to-stride control/regulation and complexity. Load magnitude significantly altered relative variability independent of locomotion pattern evidenced by the significant main effect of load. As load increased relative variability decreased with BW + 45% (1.28σ) having 21% less relative variability compared to BW (1.55σ), suggesting individuals are better able to leverage either the system degeneracy, or indeed, redundancy of coordinative patterns employed to execute a stride during unloaded bipedal ambulatory tasks. The higher relative variability ratios are achieved by a greater variance tangential the goal manifold (“good” variability) and a reduction in variance perpendicular to the goal manifold (“bad” variability) [see Figure 2]. Importantly, these findings alone do not necessarily indicate more stable performance (task execution), but that during unloaded conditions there is a greater workspace of solutions that can be utilized to accomplish the goal task (maintain velocity). Coupled with the observed complexity scaling exponents ∼1 for SL/ST at BW and BW + 25% load conditions suggest that individuals display an optimally organized locomotor system fully leveraging equifinality. Furthermore, the lack of significant differences between BW and BW + 25% load conditions indicates that the latter load condition is insufficient to impose a constraint on the locomotor system that results in altered motor variability. At BW + 45%, the locomotor system has a diminished ability to leverage “good” motor variability. The lack of observed “good” variability, may limit energy dispersion across multiple structures up the kinetic chain when energy is highest [due to increased forces from load (Birrell et al., 2007; Lloyd, 2010; Liew et al., 2016; Willy et al., 2016, 2019; Krajewski et al., 2020)] increasing cumulative mechanic stress MSI risk (Nordin and Dufek, 2019; Baggaley et al., 2020).

Contrary to the proposed hypothesis, the FM (RV = 1.52) resulted in 19.6% greater relative variability than running (RV = 1.27). However, this finding alone should be interpreted with caution; the greater variability simply denotes a larger set of motor solutions observed for FM compared to running. Similar observations were made by Black et al. (2007) demonstrating greater motor variability in adolescents with down syndrome compared to aged-matched neurotypical adolescents, indicating that during unperturbed steady-state gait, those with down-syndrome needed to utilize their full movement solution potential in order to maintain velocity (Black et al., 2007). In addition, Black et al. (2007) demonstrated that the greater motor variability exhibited during unperturbed gait suggested a locomotor system operating closer to the action boundaries that would be more likely to fail (fall) with additional pertubrations (Black et al., 2007). Thus, greater relative variability alone may not indicate more task performance stability or motor-system health. In females during FM there is a greater contribution of frontal plane moments (adduction/abduction) to knee total joint moment, indicative of potentially deleterious movements (Krajewski et al., 2020). Although a greater range of movement solutions were utilized during FM compared to running, they may have included more movement solutions that while successful in executing the goal task (maintaining velocity), are maladaptive/deleterious with respect to joint/tissue health (Zabala et al., 2013; Asay et al., 2018; Baggaley et al., 2020; Krajewski et al., 2020). Future work should focus on elucidating the movement pattern structures (segment couplings) in more detail, which coincide with relative variability, its magnitude and structure.

Additionally, the unfamiliarity of the task for this sample (they had little to no experience with FM) may have demonstrated a greater exploration of state-space as a consequence of learning to perform this locomotion pattern (Newell and Vaillancourt, 2001; Pacheco and Newell, 2017). The greater relative variability exhibited by FM compared to running may be indicative of a locomotor system trying to adapt to improve mechanical efficiency or reduce pain sensations associated with each stride. By obstructing the natural bifurcation of locomotion (participants executing FM at a velocity 10% above their GTV), the system is in search of an order parameter (segment coupling pattern) that adheres to cost function (decrease metabolic cost/increase mechanical efficiency) of the task control parameter (horizontal velocity) (McGinnis and Newell, 1982; Newell and Vaillancourt, 2001; Davids et al., 2003; Caballero et al., 2019; Shafizadeh et al., 2019). Consequently, the observed complexity for FM was α = 0.11 (“suboptimal”), supporting the notion that the observed greater relative variability in FM compared to running, represented a state-space exploratory behavior. In conjunction with the low system complexity, the locomotor system is less stable to additional perturbations. Whilst imposed locomotion (FM) and load carriage are themselves perturbations dynamic military environments present even more perturbations (uneven terrain, enemy threats, orders from local commanders). If motor learning occupies a large percentage of the system workspace, it potentially results in the failure to identify external perturbations [due to competition over feedback/feedforward resources (Woollacott and Shumway-Cook, 2002; Al-Yahya et al., 2011; De Sanctis et al., 2014)] making the locomotor system less stable and more susceptible to failure (slips/trips/falls, identification of threats). Future research should compare novice and experienced individuals with load carriage to determine if there is a difference in relative variability and complexity while completing ambulatory tasks with load.

Stride-to-stride regulation demonstrated less control for unloaded conditions as evidenced by the main effect of load (p = 0.002). The BW + 45% load condition exhibited (δTα = 0.22, δpα = −0.11) significantly more regulation than BW (δTα = 0.74, δpα = 0.45). Alpha coefficient (α) values less than.5 indicate statistical anti-persistence, representing much stricter control because the subsequent stride variation is more likely to be the opposite composition (combination of SL and ST) than the previous. Thus, movements were corrected much quicker and more often with the addition of substantial (BW + 45%) load carriage independent of locomotion pattern. Moreover, the main effect of direction (p < 0.001) exhibited more strict regulation perpendicular to the manifold (“bad” variability) compared to tangential (“good” variability) [see Table 1 for δT (α) and δp (α) means]. The combination of less control of “good” variability and more control of “bad” variability [resembling an ideal minimum intervention principle (MIP) model [δTα > 1; δpα < 0.5] (Cusumano and Dingwell, 2013)] is indicative of a stride-regulation strategy of a healthy system recognizing movement variations that impede the execution of the task goal (maintain velocity). Further, the “system controller” minimally intervenes, minimizing control effort theoretically freeing up system capacity for other components of the locomotor system (Cusumano and Dingwell, 2013). In fact, the BW results (δTα = 0.74, δpα = 0.45) of this investigation were similar to stride regulation findings of healthy adults (δTα = ∼0.90, δpα = ∼0.42) by Dingwell et al. (2017). If the individual were unhealthy, a failure to properly regulate “bad” motor variability potentially results in them unable to successfully execute the task. However, as load increased both δTα and δpα decreased indicating a change in stride-regulation strategy that reflected an absolute position control (POS) model [δTα and δpα < 0.5] (Cusumano and Dingwell, 2013), postulating that maximal control effort was used thus reducing the capacity of other locomotor system components (Cusumano and Dingwell, 2013).

Locomotion pattern also affected stride-to-stride regulation independent of load, with FM (δTα = 0.36, δpα = 0.04) demonstrating stricter control compared to running (δTα = 0.60, δpα = 0.35). Even “good” motor variability (δTα) was tightly regulated for FM evidenced by the δTα < 0.5. Once again, the stride-regulation strategy utilized for FM at all load conditions more closely mimicked that of a POS model (Cusumano and Dingwell, 2013). A stricter regulation of stride-to-stride intervals coupled with greater relative variability of FM at BW + 45% compared to RN BW + 45% may further evidence the participant learning by exploring state-space and freezing/unlocking different degrees of freedom quickly (Bernstein, 1967; Sporns and Edelman, 1993; Newell and Vaillancourt, 2001). Thus in response to the load and imposed locomotion perturbations a structural reorganization of the locomotor system occurs, with potentially greater reliance on supraspinal input that disrupt feed forward mechanisms of gait (further supported by the observed α < 0.5 for FM of SL and ST) due to the competition over feedback/feedforward resources (Woollacott and Shumway-Cook, 2002; Al-Yahya et al., 2011; De Sanctis et al., 2014). It is likely that the perturbations associated with FM and load elicit more system capacity dedicated to control in a relatively unperturbed state (walking on a treadmill) potentially overpowering other system components important to navigating dynamic environments. This may have important consequences to military populations, as loaded ambulatory tasks are often undertaken in dynamic circumstances requiring the integration of multiple information sources to understand the context within which the action takes place, i.e., quickly navigating across an open area of the battle space while aiming and firing a weapon.

When assessing complexity of gait dynamics (SL and ST) there was a main effect of load (p = 0.002 and p = 0.007), with complexity decreasing as load increased. The BW + 45% condition (SLα = 0.1; STα = −0.1) exhibited significant less complexity than BW (SLα = 0.69; STα = 0.67). Whilst, group mean comparison demonstrated a decrease in complexity, the group mean for BW still represents a “suboptimal” organization (α < 0.75) (Hausdorff et al., 1997; Hausdorff, 2007). However, when observing the individual results, eight of the participants had “optimal” complexity or.75 < α < 1.30 during BW load conditions (see Tables 1, 3). Moreover, only five participants had “optimal” complexity for BW + 25% and every participant exhibited “suboptimal” complexity for the BW + 45% load condition. “Optimal” complexity or scaling exponents (α) ∼1 represent long-range correlations (pink noise) that is indicative of skilled performance and utilization of prior stride information (i.e., proprioceptive) to influence future strides (Hausdorff et al., 1996, 1997; Delignières and Torre, 2009; Nourrit-Lucas et al., 2015). Likewise, the fractal structure of “optimal” represents an independence of fluctuations at different time scales meaning a perturbation of one system component will not likely affect the global system (locomotor system as a whole) (West and Shlesinger, 1989; Bak and Paczuski, 1995; Marks-Tarlow, 1999; Torre et al., 2007). Therefore, the data observed within the present study indicates that a load carriage magnitude of at least BW + 45% reduces the system stability and adaptability, predisposing the system to failure (falling) in the presence of additional perturbations (i.e., increased fall risk with uneven terrain) in females with limited/no load carriage experience. Importantly, BW + 45% for this female sample was 26.6 ± 4.7kg, which represents a typical combat load (20 kg) (Taylor et al., 2016), a load used during operations that will bombard individuals with perturbations (terrain obstacles[debris], enemy threats, officer commands/questions) that if not actioned correctly could result in serious MSI or death. The latter suggests the need for further research to determine if experience/training with load carriage improves system complexity that can better handle additional adaptations.

In addition to a main effect of load, locomotion patterns also affected the complexity of SL and ST (p = 0.02 and p < 0.001, respectively). As hypothesized, the natural locomotion pattern running (SLα = 0.59; STα = 0.76), exhibited greater complexity than FM (SLα = 0.23; STα < −0.01). Considering that running is the extant locomotion observed at a velocity exceeding GTV, it is not surprising more participants (seven) had “optimal” complexity during RN conditions (BW and BW + 25% only). Five of the participants did have “optimal” complexity for FM but at the BW and BW + 25% conditions only. These five participants (S1, S7, S8, S10, and S11) engaged in moderate amounts of exercise time per week and engaged in a multitude of exercise modalities that included a form of anaerobic conditioning and/or strength training (see Table 1). Furthermore, one participant (S3) had an “impaired” complexity at baseline (running at BW). Interestingly, this participant performed the least amount of exercise time per week and engaged in the least varied modes of exercise [see Table 1]. Thus, the movement poverty in terms of time and coordination diversity, may impact system adaptability as reflected in the “impaired” and “suboptimal” complexity during minimally perturbed steady-state behaviors. Moreover, the complexity outcomes demonstrated varying individual responses highlighting its potential utility as a mechanical “biomarker” of the current state of the locomotor system and training adaptation response. Future research should compare complexity of different fitness level groups (i.e., highly aerobic versus highly anaerobic fit individuals) during loaded ambulatory tasks to further elucidate characteristics of “optimal” performers.

The primary limitations of this study are its small, sex specific (female) sample and the number of consecutive data points (∼130). While this investigation cannot make inferences about sex specific responses to load carriage in the absence of a male cohort, females are an under represented population in load carriage literature (Loverro et al., 2019). Therefore, findings regarding motor variability, stride regulation and gait complexity of this study can only be generalized to healthy recruit-aged females (18–33 years old) whom are novices to load carriage and forced marching. Future research should compare males versus females and recruit versus experienced individuals (deployable soldiers) to determine if the unfamiliarity to the tasks and equipment were confounding the observed responses to load magnitude and locomotion pattern. Likewise, it is advised to perform fractal analysis with a minimum of 512 consecutive data points (Delignières et al., 2006), however, 128 consecutive strides has been determined to be within 6% of the actual scaling value (Hausdorff et al., 1997). In addition, performing steady-state behavior with load carriage while minimizing the effects of fatigue is difficult beyond several minute trials. Moreover, our findings on the effect of locomotion pattern on gait complexity are similar to investigations regarding imposed frequencies and complexity (Delignieres et al., 2004; Ducharme et al., 2018). Nevertheless, while not ideal for complexity, the ∼130 consecutive data points is a robust time-series for GEM decomposition (Dingwell et al., 2010) and provides the first quantitative data on load magnitude’s influence on gait complexity. Lastly, upon the completion of the study we learned that one participant (S5) completed the experimental protocols with a distal avulsion of the semitendinosus. Interestingly, this participant exhibited “optimal” complexity for running at BW and BW + 25%. Although alone this data is inconclusive and may represent an isolated incident, but it does suggest that gait complexity of SL and ST may be an inappropriate factor to assess musculoskeletal health. The complexity of SL and ST specifically may only represent the global function of the locomotor system at achieving the task goal.

In conclusion, there are no interactive effects of load magnitude and locomotion pattern on motor variability, stride regulation and gait complexity. But load and locomotion do independently alter the function of the locomotor system. As load increases there is a reduction in relative variability (good:bad motor variability), gait complexity (α < 0.5) and strides become more tightly controlled. FM further reduces gait complexity and mimics stride regulation strategies of BW + 45% load conditions. Moreover, despite more relative variability for FM compared to running, this appears to be a consequence of state-space exploration, as supported by the increased stride control/error correction and “suboptimal” complexity. While complexity of SL and ST may be indicative of locomotor system function in terms of achieving a task goal (maintaining horizontal velocity in the case of this investigation), the variability/complexity of these factors do not appear to represent the health of the musculoskeletal system (i.e., state of joint/tissue health and whether an injurious movement pattern is being used). Therefore, additional order parameters (different gait variables) should be investigated to identify a marker of global MSI risk. Likewise, research should be conducted with longer trials to confirm the complexity findings of this investigation and elucidate the role of fatigue. Soldiers ultimately operate in dynamic environments with lots of perturbations under substantial load carriage where poor movement/slips, trips and fall can produce MSI or even death. The findings of this study indicate that locomotor system function is altered by FM and BW + 45% load, resulting in reduced motor variability and a system with less stability/adaptability that is potentially more susceptible to failure with additional perturbations.
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The objective of this study was to evaluate the biomechanical, neural, and functional outcomes during a 10-min treadmill stepping trial before and after two independent interventions with neuromuscular electrical stimulation (ES) in an individual with spinal cord injury (SCI). In this longitudinal study, a 34-year-old male with sensory- and motor-complete SCI (C5/C6) underwent two consecutive interventions: 61 h of supine lower limb ES (ES-alone) followed by 51 h of ES combined with stand training (ST) using an overhead body-weight support (BWS) system (ST + ES). In post ES-alone (unloaded), compared to baseline, the majority (∼60%) of lower extremity muscles decreased their peak surface electromyography (sEMG) amplitude, while in post ST + ES (loaded), compared to post ES-alone, there was a restoration in muscle activation that endured the continuous 10-min stepping. Temporal α-motor neuron activity patterns were observed for the SCI participant. In post ST + ES, there were increases in spinal activity patterns during mid-stance at spinal levels L5–S2 for the right and left limbs. Moreover, in post ES-alone, trunk stability increased with excursions from the midline of the base-of-support (50%) to the left (44.2%; Baseline: 54.2%) and right (66.4%; baseline: 77.5%). The least amount of trunk excursion observed post ST + ES, from midline to left (43%; AB: 22%) and right (64%; AB: 64%). Overall, in post ES-alone, there were gains in trunk independence with a decrease in lower limb muscle activation, whereas in post ST + ES, there were gains in trunk independence and increased muscle activation in both bilateral trunk muscles as well as lower limb muscles during the treadmill stepping paradigm. The results of the study illustrate the importance of loading during the stimulation for neural and mechanical gains.

Keywords: spinal cord injury, multimuscle electrical stimulation, neuromuscular stimulation, stand training, locomotor training, body weight-supported training


INTRODUCTION

Motor-complete spinal cord injury (SCI) is associated with an inability to move below the level of a lesion resulting in skeletal unloading and rapid muscle atrophy (Spungen et al., 2003; Dudley-Javoroski and Shields, 2006; Momeni et al., 2019). The early musculoskeletal deterioration, while affecting both acute and chronic health conditions, can directly impact future functional mobility, trunk independence, and independent standing or walking (Spungen et al., 2003; Gorgey and Dudley, 2007; Gorgey et al., 2012).

The combination of step and stand training protocols, such as locomotor training, and stand training (ST) alone have been extensively published to show improvements in seated balance, independent standing, gains in stepping and walking measures for individuals with a motor-incomplete SCI (Forrest et al., 2008b; Forrest et al., 2008a, 2012; Harkema et al., 2011, 2012b; Buehner et al., 2012). However, for individuals with complete lesions, these activity-based interventions do not seem to be sufficient for functional gains in the lower extremity (Qin et al., 2010), although several published studies do show the influence of activity-based therapies for positive lower extremity neurophysiological or neuromuscular modulations after having completed a large number of training sessions (Forrest et al., 2008b; Mitchell et al., 2015; Canton et al., 2016).

Previous studies on longitudinal applications of neuromuscular electrical stimulation (ES) for a single- or multimuscle-elicited contractions have shown a direct improvement in skeletal muscle size and strength, as well as body composition, metabolic profile, function, neuromuscular control, and reduction of fatigue in stimulated muscles (Mahoney et al., 2005; Sabatier et al., 2006; Gorgey et al., 2012, 2015; Ryan et al., 2013) for both chronic and acute SCI. Moreover, multimuscle ES of the lower and upper extremity have shown an improvement in muscle function even during activities of daily living (Popovic et al., 2006; Kapadia et al., 2014). When lower limb multimuscle ES is combined with ST and compared to lower limb multimuscle ES alone (without loading), there are increased gains in lower limb muscle hypertrophy (Forrest G. et al., 2009), trunk control, and trunk muscle activation during independent standing leading to independent standing postural balance. In the present investigation, we extend our earlier work (Momeni et al., 2019) to identify and characterize alterations in the neuromuscular, biomechanical, and functional adaptations during a treadmill stepping paradigm after ST combined with lower limb multi-muscle ES. Also, we will demonstrate the activity-dependent plasticity associated with loading during multimuscle ES compared to multimuscle ES alone (without loading). Loaded vs. unloaded training conditions accompanied the improved locomotion and dynamic posture, as observed in the individual with motor-complete SCI.



METHODS

An individual with chronic, motor-complete SCI (neurological level of injury at C5/C6) and an able-bodied (AB) individual participated in this study (Table 1). Neuromuscular and biomechanical assessments were completed for the participant with SCI: (1) prior to any intervention, (2) after 61 h of bilateral, lower limb ES in supine (ES-alone), and (3) after 51 h of dynamic ST combined with bilateral, lower limb ES (ST + ES). Similar biomechanical and neuromuscular assessments were also completed for AB at one time point, without any intervention.


TABLE 1. Demographics of the participant with spinal cord injury (SCI) and the able-body control (AB).

[image: Table 1]Training sessions occurred three to four times per week, each for a duration of 1 h (Table 1). All procedures were approved by the Kessler Foundation’s Institutional Review Board. Informed consent was obtained before participation.


Training Protocol


Supine Electrical Stimulation (ES-Alone)

Neuromuscular electrical stimulation (ES) was applied in the supine position via bifurcated leads and self-adhesive reusable surface electrodes. Self-adhesive stimulation electrodes were placed over the motor points of bilateral upper-leg and lower-leg muscles: quadriceps muscle group (QUAD), hamstrings muscle group (HAM), gastrocnemius (GN), and tibialis anterior (TA). Two 5 × 10-cm oval electrodes were placed on each of the RF and BF muscles and two 5 × 5-cm square electrodes on each of the GN and TA muscles. Biphasic, square-wave electrical pulses were applied, using the Rehabilicare IF 3WAVE System (Compex Technologies Inc., New Brighton, MN, United States). Symmetrical 300-μs biphasic, square-wave pulses at 35 Hz were delivered over a duty cycle of 11 s on, 60 s off. Stimulation intensity was determined for each muscle and periodically adjusted throughout the interventions, based on participant’s muscle response with a maximum amplitude of 100 mA. During the 11-s stimulation window in each cycle, stimulation pulses were applied to the lower-leg muscles first; then after 4 s, it was also applied to the upper-leg muscles for the remaining 7 s, creating a 7-s stimulation overlap between the upper- and lower-leg muscles in each cycle (Momeni et al., 2019).

Prior to training, the participant was acclimated to electrical stimulation during the process of determining the highest tolerable level of ES that produced both visible and palpable contractions in all muscles; these values were then recorded to be used and adjusted throughout the training.



Stand Training and Electrical Stimulation (ST + ES)

This is a combination of the multimuscle ES, mentioned above, and stand training, which involves a series of standardized dynamic tasks while standing using an overhead body-weight support (BWS) system (Robomedica®, Irvine, CA, United States). Training was divided into two different modes of stand training: stand adaptability (at higher percentage of BWS) and stand retraining (at lower percentage of BWS) (Harkema et al., 2012a). Stand adaptability training at higher percentage of BWS provided greater assistance with increased body weight assistance for an individual to complete the different stand training tasks independently with less assistance from trainers. Stand retraining was performed with the minimum BWS (0%, if possible), with the trainers providing assistance during the stand training tasks, promoting weight bearing during standing. In addition to quiet standing as a task, other tasks were performed, such as lateral and anterior weight shifts, etc.

Further details of the stand training protocol are described in our previous work (Momeni et al., 2019). Once every 10 min throughout the training, the heart rate and blood pressure were monitored for the safety of the participant (Canton et al., 2016; Momeni et al., 2016).



Data Collection

Data were collected at baseline, post ES-alone intervention, and post ST + ES intervention. The participant performed a 10-min assisted-stepping session on a treadmill with a speed of 0.8 m/s and 60% BWS, but without use of ES; manual assistance at pelvis and bilateral knees was provided by trained therapists (Behrman et al., 2005). The AB participant performed two walking trials on the BWS treadmill: (1) with harness and 50% BWS and (2) without harness, both at a speed of 1.5 m/s to elicit bilateral muscle activations synonymous with walking (Anders et al., 2007).


Neuromuscular Data

Surface electromyography (sEMG) data were collected at 2,520 Hz using two EMG systems (MA-100 and MA-300, Motion Lab Systems Inc., Baton Rouge, LA, United States) and stainless steel, differential input design, and surface electrodes with an inter-electrode distance of 18 mm (Motion Lab Systems Inc., Baton Rouge, LA, United States). EMG electrodes were placed bilaterally on the following muscles: erector spinae T5 (SES), erector spinae T12 (IES), external obliques (EO), internal obliques (IO), gluteus maximus (GM), rectus femoris (RF), vastus lateralis (VL), biceps femoris (BF), tibialis anterior (TA), gastrocnemius (GN), and soleus (S). Electrode placement protocol has been explained in further detail elsewhere (Kendall et al., 2013; Momeni et al., 2019). Reference electrodes were placed on the clavicles.



Biomechanical/Kinematics Data

Kinematic data were collected at 60 Hz using a motion capture system (Vicon Motion Systems Ltd., Oxford Metrics, United Kingdom). Reflective markers were placed on specific anatomical landmarks according to the Vicon Plug-in Gait marker set.



Data Analysis

The first-, fifth-, and tenth-minute periods of the 10-min assisted-stepping trials were extracted for further analysis and are referred to as time periods (t1, t5, and t10, respectively). Kinematic data were filtered using a low-pass (cut-off: 6 Hz) Butterworth filter (fourth order, zero lag). The bilateral heel and toe markers’ 3-D coordinates were used to determine the instantaneous base of support (BoS), defined as the distance between the left and right heel markers, and gait cycle events (i.e., Heel strike and Toe off) for the stepping trials. Gait cycles were determined between consecutive ipsilateral heel strikes and time normalized. Trunk model (de Leva, 1996), using acromion and anterior superior iliac spine (ASIS) markers, determined: (i) sagittal plane excursion for trunk center-of-mass (CoMT,AP), relative to left heel marker, normalized to mean step length (defined as the anterior–posterior distance between the bilateral heel markers at consecutive heel strikes), and duration of each gait cycle ([image: image]) and ii) frontal plane excursion for trunk center-of-mass (CoMT,ML), relative to left heel marker, normalized to the instantaneous width of BoS and duration of each gait cycle ([image: image]). Profiles were then averaged for the first minute of the stepping trial.

Quantification of sEMG was completed through custom-written programs, developed in MATLAB (MathWorksTM, Natick, MA, United States). Surface EMG data were gain-normalized, full-wave rectified, and filtered using band-pass (20–150 Hz) and band-stop (60 ± 3 Hz) Butterworth filters (fourth order, zero lag) for further analysis. The onset and cessation of EMG bursts during each gait cycle were defined using the Teager–Kaiser energy operator (TKEO) as previously described (Solnik et al., 2010; Pilkar et al., 2012; Canton et al., 2016; Momeni et al., 2016). The TKEO measures instantaneous energy changes of a signal and amplifies the energy of the action potential spikes; therefore, it differentiates between the relaxed and contracted states of the muscle. Further, the TKEO output is derived from the instantaneous amplitude and frequency of the signal; hence, the TKEO conditioning flattens the low-frequency baseline during non-active periods, reduces false onset detection, and increases robustness of computerized methods (Solnik et al., 2010). To identify the onset and cessation of sEMG activation, the TKEO output for each muscle was used to calculate the baseline noise and establish a detection threshold of seven standard deviations above the calculated baseline.

Mean and peak burst amplitude (μV), and burst duration as a percentage of gait cycle (%GC) were calculated for each muscle. EMG variables were calculated for each gait cycle separately at three time periods, first-, fifth-, and tenth-minute (t1, t5, t10), during the 10-min stepping trial at baseline, post ES-alone, and post ST + ES. Therefore, each mean EMG measure had three values at baseline, three at post ES-alone, and three at post ST + ES (Table 2).


TABLE 2. Burst duration, as a percentage of gait cycle (%GC), and mean EMG (μV) values for the left limb of the SCI participant.

[image: Table 2]Three measures of muscle co-contraction were calculated: co-excitation (CE), co-inhibition (CI), and co-activation (CA). CE was defined as the time period that two muscles were simultaneously active, relative to the total time either muscle was active during each gait cycle. CI was defined as the time period that two muscles were simultaneously inactive, relative to the total time either muscle was inactive, during each gait cycle. CA was defined as the mean of CE and CI, within each gait cycle. Values were: (i) averaged over multiple gait cycles for each given time period (t1, t5, and t10) and (ii) presented as percentages of the gait cycle. An index value of 100% indicates complete CA, CE, or CI of activation, whereas a value of 0% indicates no CA, CE, or CI of activation (Johnson, 2003; Canton et al., 2016; Momeni et al., 2016).

For lower limb muscles, co-contraction (CA, CE, and CI) values were determined for the ipsilateral agonist/antagonist muscle pairings (i.e., RF/BF, RF/GM, VL/GM, VL/BF, TA/GN, and TA/S) whereas for trunk muscles, co-contraction values were determined for the ipsilateral trunk muscle pairings (i.e., SES/IES and IO/EO). Each of the CA, CE, and CI values was calculated at t1, t5, and t10 periods of baseline, post ES-alone, and post ST + ES. Therefore, each muscle co-contraction pair had three values at baseline, three at post ES-alone, and three at post ST + ES. For instance, for the two shank muscle pairs (TA/GN and TA/S), there is a total of 12 indices available bilaterally for all time periods combined (i.e., 2 muscle pairs × 2 limbs × 3 time periods).

Statistical analyses were performed using IBM SPSS (v.26, IBM Corp., Armonk, NY, United States). Descriptive statistics include mean ± standard deviation. To compare each of these outcome measures derived from individual gait cycles (total of ∼30–40 gait cycles) for each time period, multiple paired T-tests were performed determining significant differences between consecutive time points (i.e., post ES-alone and baseline, post ST + ES and post ES-alone). Significance level was set at 0.05.

We generated spatiotemporal maps of the α-motorneuron (MN) activities during assisted stepping to distinguish the approximate location of ipsilateral MN pools in the rostrocaudal axis of the human spinal cord and to further determine the characteristics of the locomotion circuitry. EMG and kinematics data were used to construct maps of spinal MN activity according to myotomal charts of Kendall et al. (2005). These spinal localization charts were created based on anatomical and clinical data (Kendall et al., 2005); thus, it is assumed that our participants have the same spinal topography as the reference population. The recorded muscle activity patterns were weighed and mapped onto the approximate location of the ipsilateral spinal MN pools (Ivanenko et al., 2006). For each spinal segment, Sj, contributions of any number of rectified EMGs corresponding to that segment were weighed, separately, and then averaged:

[image: image]

where nj is the total number of EMG signals corresponding to the jth spinal segment, and wij is the weighing coefficient for the ith muscle, within the jth spinal segment. Weighing coefficients are based on Kendall et al. (2005) reference segmental charts for all muscles, compiled by combining anatomical and clinical data from six sources; they assigned “X” to localizations agreed on by five or more sources and “x” to those agreed on by three to four sources. We have utilized Ivanenko’s method (Ivanenko et al., 2006) that assigns a weighing coefficient of 1 and 0.5 to “X” and “x,” respectively.

A total of 24 activation waveforms were derived based on the 24 anatomical vertebrate segments covering spinal levels C4 through S2, corresponding to the levels at which the motorneurons innervate the recorded muscles. Note – data were recorded from 22 bilateral muscles with the assumption that rectified EMG waveforms, utilized for generating maps, provide an indirect measure of each muscle’s α-motorneurons’ net activity in the spinal cord. To generate the smoothed spatiotemporal maps, filled contour plots were created from the mean of the activation waveform matrix across multiple time-normalized gait cycles, separated by stance and swing phases.



RESULTS

For the SCI participant, the linear envelope of the mean rectified sEMG profiles for t1, t5, and t10 at baseline, post ES-alone, and post ST + ES are shown in Figure 1. Profiles for the AB control during independent treadmill stepping are also shown in Figure 1.


[image: image]

FIGURE 1. Mean electromyography (EMG) profiles for (A) the SCI participant’s left side and (B) right side during the first-, fifth-, and tenth-minute of the assisted-stepping trials at baseline, post ES-alone, and post ST + ES. (C) Mean EMG profiles for the able-bodied (AB) participant’s right side during walking on a treadmill at 50% body-weight support and without harness or any body-weight support.



Lower Extremity Muscle Activations


Mean Amplitude

In post ES-alone, compared to baseline measures, the mean amplitude (Figure 1) for bilateral S muscles decreased for t1, t5, and t10 (p < 0.000 bilaterally), except for right S muscle at t1. In post ST + ES, compared to post ES-alone, the mean amplitudes for S muscles increased bilaterally in all time periods (p < 0.000 bilaterally).



Peak Amplitude

For all time periods (t1, t5, and t10), peak EMG amplitudes (Figure 2A) for left RF (p < 0.000), VL (p < 0.000), GN (p < 0.000), and S (p < 0.000), and right RF (p < 0.000), BF (p < 0.000), TA (p = 0.007), GN (p < 0.000, except for t10) decreased post ES-alone, compared to baseline. In post ST + ES, compared to ES-alone, peak EMG amplitudes for left VL (p < 0.000), TA (p < 0.000), S (p < 0.000) and for right BF (p < 0.000), TA (p = 0.018), S (p < 0.000), GN (p < 0.000) increased for all time periods.


[image: image]

FIGURE 2. (A) Peak electromyography (μV) and (B) burst duration (% Gait Cycle) values for the SCI participant during the first-, fifth-, and tenth-minute of the assisted-stepping trials at baseline, post ES-alone, and post ST + ES.




Burst Duration

In post ES-alone, compared to baseline, burst duration (Figure 2B) decreased bilaterally for RF (p < 0.000), BF (p < 0.000), GN (p < 0.000) muscles, and left VL (p < 0.000) for all time periods, while for bilateral S (p < 0.014) muscles, it decreased in two of six time periods (i.e., 2/6). In post ST + ES, compared to ES-alone, burst duration increased in seven different muscles, including left GM (p < 0.000), VL (p < 0.000), GN (p < 0.000), and right BF (p = 0.036), RF (p < 0.000), TA (p < 0.000), S (p < 0.000) in two of three time periods, while it decreased for left RF (p < 0.000), BF (p = 0.001), TA (p < 0.000), and S (p < 0.000) in all time periods (t1, t5, and t10).



Trunk Muscle Activations


Mean Amplitude

In post ES-alone, compared to baseline, for all time periods (t1, t5, t10), the mean amplitude (Figure 1) for left SES (p < 0.000), IES (p < 0.000), and right IO (p < 0.000) increased, while it decreased for right SES (p < 0.000). In post ST + ES, compared to ES-alone, the mean amplitude for left IES (p < 0.000) and IO (p < 0.000) increased for t1, t5, and t10, however, it decreased for right IO (p < 0.000). Bilateral SES (p < 0.000) amplitude also decreased in five of six time periods.



Peak Amplitude

In Post ES-alone, the peak EMG amplitude increased for left SES (p < 0.000), IES (p < 0.000), and right EO (p < 0.000), IO (p < 0.000); left EO (p < 0.000) increased in 11 of 12 time periods. Right SES (p < 0.000) peak EMG amplitude decreased for t1, t5, and t10. In post ST + ES, compared to ES-alone, the peak EMG amplitude increased for left IES (p < 0.000) and IO (p < 0.000) for t1, t5, and t10. Bilateral SES (p < 0.000) and right IO (p < 0.000) and EO (p < 0.000) decreased the peak EMG amplitude in 14 of 15 time periods (Figure 2A).



Burst Duration

In Post ES-alone, burst duration (Figure 2B) increased for bilateral IES (p < 0.000) and left EO (p < 0.000) in 10 of 12 time periods. In post ST + ES, compared to post ES-alone, burst duration increased for bilateral IO (p < 0.000, except the right IO at t10) at each time period (t1, t5, and t10). Burst duration decreased in all other muscles for t1, t5, and t10.



Lower Extremity Muscle Co-contraction

In post ES-alone, 19 of 24 bilateral thigh agonist/antagonist CA indices increased significantly (p < 0.015) for all time periods (t1, t5, and t10). CA indices for left VL/BF (p < 0.015, except at t5) and right VL/GM (p < 0.000, except at t1) significantly decreased. Bilateral shank (TA/GN, TA/S) agonist/antagonist CA decreased in 10 of 12 calculated indices (pLeft TA/GN < 0.009 except at t10, pRight TA/GN = 0.014 only at t1, pLeft TA/S < 0.000 except at t10, and pRight TA/S = 0.002 only at t5). In post ES-alone, 18 CE indices for left thigh and shank decreased significantly (p < 0.024). Nineteen (19 of 24) bilateral thigh and three (3 of 12) shank CI indices increased significantly (p < 0.006 and p < 0.004, respectively); three of 6 TA/S CI indices decreased (p < 0.011) (Figure 3).
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FIGURE 3. Number of bilateral muscle pairs with a numerical increase in co-contraction measures (i.e., co-activation, co-excitation, and co-inhibition) across all time periods (t1, t5, and t10) for electrical stimulation (ES)-alone relative to baseline and stand training (ST) + ES relative to ES-alone. Total number of muscle pairs across all time periods is 24 for the thigh, 12 for the shank, and 12 for the trunk.


In post ST + ES, 11 of 24 bilateral thigh CA indices decreased significantly over all time periods (p < 0.029). Bilateral shank muscle agonist/antagonist CA increased significantly in 9 of 12 calculated indices (p < 0.014). Seven (7 of 24) bilateral thigh CE indices decreased significantly (p < 0.044), while 8 of 12 shank CE indices increased (p < 0.044). Bilateral CI increased significantly in 9 of 24 thigh indices (p < 0.029) as well as 8 of 12 shank indices (p < 0.043), which includes significant increases in four of six bilateral TA/S CI indices (p < 0.000) (Figure 3).



Trunk Muscle Co-contraction

In post ES-alone, 6 of 12 CA indices increased bilaterally across all time periods (t1, t5, and t10) (p < 0.004), while CE increased significantly in 6 of 12 (p < 0.006) and CI increased in 6 of 12 calculated indices (p < 0.000) (Figure 3). In post ST + ES, compared to ES-alone, 2 of 12 CA indices increased significantly (p < 0.017), while CE increased in 1 of 12 (p < 0.000) and CI increased in 6 of 12 calculated indices (p < 0.015) with four of six occurring in the t10 time period.



TrunkCenter of Mass

For AB control, the [image: image] trajectories are shown in Figure 4. [image: image] excursion during stepping ranged from 14.6 to 74.2% of BoS with left and right mid-stance occurring mediolaterally at 22.05 and 63.98%, respectively, about the midpoint of BoS (i.e., 50%). Mean step length ([image: image]) was 75.97 ± 0.96 cm, and mean BoS ([image: image]) was 9.65 ± 1.47 cm throughout the trial.


[image: image]

FIGURE 4. Trunk center of mass ([image: image]) trajectories for the SCI participant in the anterior–posterior (AP) and medial–lateral (ML) directions at (A) baseline, (B) post ES-alone, and (C) post ST + ES. Trunk center of mass ([image: image]) trajectories of the AB participant are overlaid for comparison. The direction of the movement and locations of right and left heel strikes and toe offs are marked in (A).


For the SCI participant, baseline [image: image] trajectories ranged from 54.2 to 77.5% BoS with left and right mid-stance at 56.32 and 68.01%, respectively (Figure 4); post ES-alone, [image: image] excursion increased significantly (p < 0.000) and ranged from 42.2 to 66.4% of BoS with left and right mid-stance at 42.90 and 54.60%, respectively; in post ST + ES, [image: image] further increased (significant increase on the right side, p < 0.000) and ranged from 41.9 to 70.2% of BoS with left and right mid-stance at 42.64 and 64.16%, respectively. In post ES-alone, [image: image] decreased from 57.21 ± 5.43 cm (baseline) to 51.78 ± 3.47 cm, and in post ST + ES, it increased to 61.55 ± 3.43 cm. Changes in [image: image] at post ES-alone, compared to baseline, were minimal from 23.97 ± 2.05 cm to 23.78 ± 2.57 cm, whereas in post ST + ES, there was an increase to 26.24 ± 3.14 cm. Note – these [image: image] and [image: image] values are less than the AB values. The [image: image] ranges at baseline, post ES-alone, and post ST + ES were −35.8 to 61.6%, −38.9 to 65.5%, and −35.8 to 70.7% of SL, respectively, and similar to AB control [image: image] trajectories, which ranged from −42.7 to 66.0% of SL.



Spinal Motorneuron Activity Patterns

We used the recorded EMG data from 22 bilateral muscles to construct the spinal MN activity maps during assisted stepping for all time periods at baseline, post ES-alone, and post ST + ES. Figure 5 illustrates the resulting maps of lumbosacral MN activity during t1 of assisted stepping at baseline and post ES-alone and ST + ES interventions.


[image: image]

FIGURE 5. Spatiotemporal patterns of α-motorneuron activation along the rostrocaudal axis of the spinal cord for the SCI participant (A–C) during assisted stepping on a treadmill with overhead body-weight support and for the able-bodied participant (D) during walking on a treadmill. Each segment on the vertical axis was reconstructed based on the recorded, non-normalized EMG signals from segmental localization charts (Kendall et al., 2005). Horizontal axis represents the time-normalized gait cycle with a vertical line that marks where the toe off occurs.


Observed bursts in the AB activity maps (Figure 5D) are consistent with previously published data on able-bodied individuals walking overground, with the exception of activity during mid-swing at S1-2 levels (Ivanenko et al., 2006). Temporal activation patterns are evident in all MN activity maps for the SCI participant (Figures 5A–C), however, there are apparent differences before and after interventions, compared to AB, especially during mid-swing at spinal levels L5–S2. Activation patterns for the SCI participant did show within-subject similarities, although in post ST + ES intervention, there were increases in spinal activation patterns during mid-stance at spinal levels L5–S2 for t1, t5, and t10 for the right limb and t1 for the left limb, as noted for the AB participant.



DISCUSSION

In the current study, for an individual with SCI, we characterized the biomechanical, neural, and functional effects for longitudinal, multimuscle ES during dynamic loading (ST + ES) compared to unloaded (ES-alone) conditions during 10 min of continuous treadmill stepping. Data from the first, fifth, and tenth minutes (t1, t5, and t10) of the 10-min condition identified the impact of the neural afferents associated with loading could influence locomotor outcome for muscle amplitude even after longitudinal stand training.

In post unloaded condition (ES-alone), compared to baseline, the majority (∼60%) of lower extremity muscle groups decreased their peak sEMG amplitude for all periods (t1, t5, and t10) with no change in the level of muscle activation in the remaining 40% of lower limb muscles. However, in post loaded condition (ST + ES), compared to post unloaded condition (ES-alone), there was a restoration in muscle activation that endured the continuous 10-min stepping. Across 40% of the lower limb muscles, the increased range (20–95%) in peak muscle activation amplitude was in all periods (t1, t5, and t10) especially for the knee extensors (VL, RF) and the ankle flexors and extensors (Figure 2); significantly, post ST + ES loaded condition restored a diminished left VL muscle activation amplitude.


Load Training Affects Spinal Excitability

After the unloaded training condition (ES-alone), compared to baseline, treadmill stepping evoked increased co-inhibition and lessened muscle amplitude responses for bilateral ankle flexors and extensors. However, these dampened sEMG responses were reversed during the 10-min stepping trial post loaded training condition (ST + ES), compared to ES-alone, for an increase in overall co-excitability (and amplitude) of the plantar flexor/extensor muscle pairs: TA/GN and TA/S (Figure 3).

Moreover, there appears to be a potential adaptation of spinal networks and muscle activation response due to stand training (Beres-Jones and Harkema, 2004; Ichiyama et al., 2008). Stand training, or loading, increased the afferent input (with ES) resulting in increased peak sEMG bursts and burst duration during the stance phase of stepping (Figures 1, 2 and Table 2). Specifically, peak sEMG occurred on peak load (Figure 1) at mid-stance for S, GN, and TA during weight-bearing stepping. Similar temporal sEMG responses for amplitude were seen in AB for GN and S muscles, except TA. TA activation bursts for AB occur at terminal swing and push-off at terminal stance (Figure 1). Similar spinal circuitry adaptations were reflected in left VL muscle activation. In post ES-alone, sEMG activation bursts for VL were diminished during 10-min stepping, only to be restored after longitudinal ST + ES load training (Figure 1).

Lack of weight bearing, or lack of afferent input, and conversely load training, or full weight bearing for afferent input, can have opposing effects on spinal networks and spinal excitability (Beres-Jones and Harkema, 2004; Forrest et al., 2008b). Beres-Jones and Harkema (2004) and Forrest et al. (2008a) established longitudinal, or even single-dose, step-training session resulted in greater sEMG amplitudes in GN, S, and TA during treadmill stepping for individuals with motor-complete injuries.

Our investigation shows a temporal coupling (i.e., phasing) of TA/GN sEMG amplitude during stepping (Figure 1), which is inappropriate for loading on the ipsilateral limb during stepping. The GN/S coupling is a more appropriate one during stepping. Forrest et al. (2008a) reported a similar co-contraction/co-excitation for the GN, S, and TA during loading after a high-dose locomotor training (LT) protocol for motor-complete SCI (Forrest et al., 2008b). After LT, the ankle joint at times would plantarflex on foot landing where the left TA had difficulty to concentrically contract against gravity to promote ankle dorsiflexion (Forrest et al., 2008b). In these experiments, the continued stepping with ankle plantarflexion at floor contact was likely to compromise afferent proprioceptive sensory input at foot floor contact and early stance and could have contributed partially to the co-contraction of the left TA and GN muscles. Beres-Jones and Harkema (2004) also suggested that the increased loading on the contralateral lower limb could have enhanced ipsilateral lower limb muscle activation; therefore, loading may not only facilitate ipsilateral extension but also may simultaneously facilitate contralateral flexion. Ultimately, the co-contraction of the left TA and the left GN needs further investigation (Beres-Jones and Harkema, 2004).



Trunk Muscle Activation and Center of Mass

At baseline, the [image: image] data reflected an overall lack of decoupling for the cervical and thoracic trunk muscles during ipsilateral left and contralateral right leg swing during stepping; the [image: image] trajectory projected beyond BoS midline (i.e., 50%). The lack of ipsilateral left trunk muscle activation combined with the stronger contralateral superior trunk muscles (SES) determined the overall path of the [image: image] at initial left toe-off (Ceccato et al., 2009). During right leg swing, especially at left mid-stance, there is a lack of contralateral trunk muscle bursts; the only activation of the right SES and right IO muscles provide trunk stabilization, resulting in a “pull” of the [image: image] further right of the BoS midline (Ceccato et al., 2009).



Lower Limb Multimuscle ES Affects Spinal Excitability

In post unloaded condition (ES-alone), the multimuscle ES of the lower limbs increased the neural control of trunk stability during continuous 10-min stepping. Specifically, during continuous 10-min stepping, the increased activation of the left SES and IES as the primary muscles stabilized the trunk during right swing, especially at left mid-stance (Figure 4). Overall, there was greater control of trunk [image: image] for more stabilized trunk [image: image] to decouple from leg movement during swing (compared to baseline); [image: image], trajectory was similar to AB trajectory.



Load Training and Lower Limb Multimuscle ES Affect Spinal Excitability

The greatest effect to trunk stability with the least amount of trunk excursion during continuous stepping resulted from the loaded condition combined with multimuscle ES (ST + ES) (Figure 4); trunk [image: image] excursions from the midline of BoS (50%) to the left (43%; AB: 22%) and right (64%; AB: 64%). Increased trunk stabilization during swing was due to the increase in the trunk neural adaptions during right swing. During right swing, especially at the left mid-stance, primary stabilizers for trunk control, left IES, and IO increased their amplitude and duration, concomitant to the decrease in right trunk muscles (SES, EO, and IO). The decrease in ipsilateral right trunk muscles are important to trunk stability during right swing (especially initial swing); they are known to provide a supportive, secondary role with a specific activation pattern occurring simultaneously with the main primary contralateral trunk stabilizers (Ceccato et al., 2009).

Previously, we have reported (Momeni et al., 2019) that ST + ES training for motor complete SCI increased neuromuscular and postural trunk control during standing, compared to post ES-alone and similar to the AB control during quiet standing. In addition, we reported gains in function that affected activities of daily living: (i) wheelchair transfers required less assistance, (ii) increased functional reach for improved seated balance, and (iii) increased independent seated trunk rotation ability. The current investigation extends previous findings to show that longitudinal stand training with components of stand retraining and stand adaptability can increase independent trunk control even in dynamic treadmill stepping conditions. In the unloaded condition (ES-alone), while there were gains in trunk stabilization during stepping (Figure 4), lower limb muscle activation decreased and co-inhibition increased during the continuous stepping (Figure 3).

With the addition of stand training to multimuscle ES, there was an increased longitudinal afferent input to the spinal network and increased excitability to normalize the trunk stability to resemble able-bodied trunk stability during stepping. Moraud et al. (2018) has suggested that these gains in postural control may also improve stepping quality in the lower extremity via the optimal medial–lateral trunk [image: image] excursion assisting in preserving the muscle spindle feedback to the lower agonist/antagonist muscles in the lower limb during stepping (Moraud et al., 2018).

After the combined ST + ES training, lower limb muscle amplitude increased to enhance treadmill stepping for a continuous 10-min stepping trial (Figure 5). However, the increased co-excitation of the lower limb muscles (GN/TA) reflected an inappropriate intralimb stepping pattern. The observed inter-limb muscle activation spatial–temporal patterns and the spatial–temporal pattern of the α-motorneuron pool in the lumbosacral segment, especially the upper lumbar segment, for the SCI participant, are not fully representative of the AB’s lumbosacral segment during terminal stance and terminal swing phases of stepping (Figure 5; Ivanenko et al., 2006); this is possibly because the stand training intervention was directed toward independent standing and not stepping. Using the α-motorneuron activity maps for this individual provides an approximate location of these motorneuron pools in the spinal cord (Yakovenko et al., 2002; Ivanenko et al., 2006). The maps, based on EMG profiles, do not directly represent individual contributions of muscles, but rather, they represent the organization of the spinal network and its motor output during stepping for this individual after the completion of the ES-alone and ST + ES interventions.

This preliminary case study is limited by the sample size of one, which makes it infeasible to obtain statistical significance in order to generalize its findings to the larger population. Future work needs to evaluate the intervention with a greater sample size for the effect of the intervention paradigm on trunk and lower limb gains. Another limitation of this study was the consecutive order of the interventions, without a washout period. Although this study focuses on the sequential changes and compares ST + ES only to ES-alone, a washout period would be preferable in future studies to avoid potential carryover effects comparing multiple interventions. Moreover, the therapists who performed the assisted stepping during data collection were not blinded to the type of intervention.

Overall, this study has shown, for one individual with SCI, an increase in dynamic postural stability and neural gains for integrated trunk and lower extremities after a dynamic standing intervention compared to an unloaded supine intervention for the same multimuscle ES protocol. The spinal neural networks and biomechanical adaptations reflected an increase in afferent input and spinal excitability (Edgerton and Roy, 2009) during training and the possible interactive neural control of trunk circuits and lower limb during locomotion as described by Moraud et al. (2018). Further research should evaluate the influence of the proprioception, mediolateral trunk orientation, and trunk and lower limb motor pools on the neural and mechanical intersegmental relationship between trunk and lower extremity during locomotion, as well as how all these constraints influence or modulate the overall postural recovery during standing and locomotion.
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Human bipedal walking is a complex motor task that requires supraspinal control for balance and flexible coordination of timing and scaling of many muscles in different environment. Gait impairments are a hallmark of Parkinson’s disease (PD), reflecting dysfunction of cortico-basal ganglia-brainstem circuits. Recent studies using implanted electrodes and surface electroencephalography have demonstrated gait-related brain oscillations in the basal ganglia and cerebral cortex. Here, we review the physiological and pathophysiological roles of (1) basal ganglia oscillations, (2) cortical oscillations, and (3) basal ganglia-cortical interactions during walking. These studies extend a novel framework for movement of disorders where specific patterns of abnormal oscillatory synchronization in the basal ganglia thalamocortical network are associated with specific signs and symptoms. Therefore, we propose that many gait dysfunctions in PD arise from derangements in brain network, and discuss potential therapies aimed at restoring gait impairments through modulation of brain network in PD.
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INTRODUCTION

Human gait requires the coordination of multiple brain areas to drive this complex and dynamic behavior. The supraspinal control of human locomotion begins in the cortical regions of supplemental motor area (SMA), premotor (PM) and primary motor (M1) cortices, where precise, intentional motor programs reach the basal ganglia for refinement, and then to the mesencephalic locomotor region (MLR), where cerebellar inputs join the MLR and descends to the medullary and pontine reticular formations to pass information to the spinal cord (Takakusaki, 2017). Disruptions in any part of this locomotion network can cause gait impairments. In the case of Parkinson’s Disease (PD), lack of dopaminergic innervation to the striatum not only affects the basal ganglia, but also causes brain network dysfunctions in many nodes of the circuit involved in locomotion.

The ability to directly measure neural activity on the population level gives investigators a unique opportunity to study neuronal network functions and dysfunctions in disease states. Synchronized activity patterns driven by neural ensembles can be measured in the form of membrane potential oscillations, and are becoming increasingly recognized as a means to drive dynamic brain coordination (Llinas, 1988; Buzsaki and Draguhn, 2004). Neural networks can oscillate across many frequencies ranges, and different oscillatory bands have been associated with distinctive behavioral states (Csicsvari et al., 2003; Hammond et al., 2007). Brain oscillations are important for nervous system functions because they provide key mechanisms for the encoding, storage, and processing of information across the neural network by biasing the probability of neuronal spiking activity (Llinas, 1988; Fries, 2005). These brain oscillations can be readily measured in the form of field potential by a wide variety of electrodes available for human clinical and research use, from local field potentials (LFP) recorded using depth electrodes penetrating the brain, electrocorticography (ECoG) potentials using electrode strip or grids placed over the surface of the brain, to electroencephalography (EEG) potentials using non-invasive scalp electrodes.

Using these methods over the past 15 years, researchers have developed a new framework for understanding neurological diseases resulting from disorders of network dynamics, or circuitopathies (Lozano and Lipsman, 2013). This work has generated a model for Parkinson’s disease where specific signs and symptoms are related to specific abnormal oscillatory synchronization in the basal ganglia-thalamocortical network. Extending this framework, we propose that dysfunctional oscillations in locomotor network contribute to different aspects of gait impairments in Parkinson’s disease. Here, we review recent evidence regarding the role of basal ganglia oscillations, cortical oscillations, and basal ganglia-cortical interactions during normal and abnormal gait in PD, and propose new therapeutic strategies to treat these circuitopathies to improve gait function in PD.



BASAL GANGLIA OSCILLATIONS DURING GAIT

Excessive basal ganglia oscillatory activity across different frequency bands have been associated with different motor signs of movement disorders. Increases in theta (4–8 Hz) and alpha (8–12 Hz) frequencies have been shown in the subthalamic nucleus (STN) of PD patients during resting tremor (Wang et al., 2005) and in the globus pallidus (GP) of patients with isolated dystonia at rest (Silberstein et al., 2003; Liu et al., 2008; Weinberger et al., 2012; Wang et al., 2018) and during phasic muscle contraction (Chen et al., 2006; Sharott et al., 2008). Elevated beta oscillations (13–30 Hz) and beta bursts (Tinkhauser et al., 2017b; Tinkhauser et al., 2018) has been observed in both the STN and GPi of PD patients at rest, which represents an akinesia state (Brown, 2003; Oswal et al., 2013; Wang et al., 2018). Additionally, narrowband gamma oscillations (60–80 Hz) has been found in the STN of PD patients with dopaminergic medication and during movement, and is associated with dyskinesia, a hyperkinetic state, in PD (Swann et al., 2016).

What happens to these oscillations during gait in PD? Normal upright walking consists alternating stance (foot is in contact with ground) and swing (foot is in the air) phase on each leg (Figure 1A); the left and right legs maintain reciprocal, out-phase-phase coordination that is critical for stable bipedal gait. Until recently, majority of LFP recordings are obtained from externalized DBS leads during the perioperative period via connection to an external amplifier, limiting patient mobility. Based on these limited stepping and walking tasks, several groups have reported alternating suppression of beta activity during stepping or gait in PD patients relative to the resting state. In a visually guided stepping task while sitting, alternating 20–30 Hz beta modulation was observed between left and right STN with gait cycle, and beta modulation increased with auditory cue (Fischer et al., 2018). Another study showed a suppression of beta power in the STN during both bicycling and walking, while this suppression was higher for bicycling (Storzer et al., 2017). Additionally, comparison between cued upper and lower extremity movements showed that there is greater movement-modulated desynchronization of high beta oscillations (24–31 Hz) for foot dorsi- and plantar-flexion compared to hand opening and closing (Tinkhauser et al., 2019). Now, with the availability of investigational neurostimulation devices with embedded sensing capabilities, new studies are shedding light on these basal ganglia oscillations change during gait in freely-moving PD patients. In a report of 10 patients implanted with such a bidirectional neurostimulator, it was found that high beta frequency power (20–30 Hz) and bilateral oscillatory connectivity are reduced during upright gait, as well as a reduction in overall high beta burst amplitude and burst lifetimes during gait compared to rest conditions (Hell et al., 2018; Figure 1B). However, not every study found decreased beta power during walking across all PD patients. Quinn et al. (2015) reported similar STN beta power during lying, sitting, standing, and forward walking for 14 akinetic-rigid (n = 7) and tremor-dominant (n = 7) PD patients, but only akinetic-rigid PD patients tended to exhibit beta desynchronization during walking, while tremor dominant patients did not. Another study found no difference in beta power, coherence, or cross-coupling during walking compared to sitting and standing; however, interhemispheric beta phase locking values decreased during walking compared to sitting and standing (Arnulfo et al., 2018). One explanation for this discrepancy on beta power among different studies is patient phenotypes, as akinetic-rigid PD patient could have greater gait-modulated beta changes (Quinn et al., 2015). Another explanation could be that since beta power appears to be modulated by phases of the gait cycle, averaging beta power for the duration of walking may not capture dynamic nature of this power modulation. Future studies characterizing the oscillatory changes during different phases of the gait cycle in different PD phenotypes will elucidate the dynamic control of gait within the basal ganglia.
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FIGURE 1. Gait event-related spectral changes from the subthalamic nucleus (STN) and sensorimotor cortex. (A) Schematic of gait cycle events for the right (light gray) and left leg (dark gray) during walking. Hatched lines indicate double support period when both legs are in contact with the ground. (B) Group time-frequency spectral analysis of field potentials recorded from the bilateral STN of 10 freely walking PD patients aligned to the gait cycle. Upper panel: contralateral averaged signals (i.e., Left STN time locked to right leg events and vice versa) demonstrating event-related modulations in alpha and beta frequency bands during gait. Lower panel: ipsilateral averaged signals (i.e., right STN time locked to right leg events). Color bar indicate percent change relative to average gait baseline. Modified from Hell et al. (2018) with permission. (C) Gait event-related spectral perturbation recorded from EEG of 8 healthy individuals during treadmill walking. Upper panel: average of the alpha (8–12 Hz) band amplitude from the left sensorimotor cortex (purple) and right sensorimotor cortex (red) time-locked to the gait cycle. Bottom panel: average of the beta (12–30 Hz) band amplitude. ERSP, event-related spectral perturbation; RHS, right heel strike; RTO, right toe off; LHS, left heel strike; LTO, left toe off. Modified from Gwin et al. (2011) with permission.


Do these oscillatory changes represent physiological or pathological gait? In a study recording GPi LFP from patients with isolated dystonia without gait abnormalities, LFP power in the theta (4–8 Hz), alpha (8–12 Hz), and gamma (60–90 Hz) frequency bands was higher during walking on a treadmill than during either sitting or standing conditions, and beta (15–25 Hz) band was the only frequency that was down-regulated during walking (Singh et al., 2011). Subthalamic LFP also showed alpha, beta, and gamma frequency powers that are modulated and locked to the gait cycle (Hell et al., 2018). While in the latter study, the authors posit that these changes may be due to movement-induced artifacts, we believe these gait-cycle related oscillatory changes from the basal ganglia represent physiological modulations during gait as similar patterns of activity have been observed in PD patients during intraoperative stepping tasks, as well as in freely moving dystonia patients without gait symptoms, using both recordings from externalized leads and implanted sensing devices. Additionally, there are differences within the oscillatory characteristics in PD patient during effective walking vs. pathological walking such as freezing of gait (FoG). Direct measurements of STN LFPs of PD patients demonstrated differences in beta frequency amplitude (Toledo et al., 2014; Hell et al., 2018) and alpha frequency entropy (Syrkin-Nikolau et al., 2017) between patients with or without FoG, with high beta amplitude and alpha entropy in freezers. Another measurement of beta frequency activity, beta burst duration, were also found to be prolonged during FoG episodes and shortened by DBS which improved gait (Anidi et al., 2018). Together, these data suggest that during normal walking, the human basal ganglia produces precisely timed modulation of low band frequency and beta frequency bands which are disrupted during pathological gait patterns seen in PD.



CORTICAL OSCILLATIONS DURING GAIT

The human motor cortex exhibits rhythmic EEG activity during walking that is coupled to the gait cycle (Gwin et al., 2011; Petersen et al., 2012). Electrocortical sources in the anterior cingulate, posterior parietal, and sensorimotor cortex showed increased alpha- and beta-band power during the double support period (near the end of stance phase of each leg when both feet are on the ground), and this pattern of alpha- and beta-band power fluctuations alternate between the left and right hemispheres by half a gait cycle (Gwin et al., 2011; Figure 1C). In addition, lower gamma band activity (25–40 Hz) in the premotor cortex shows desynchronization around the time of heel contact during robot assisted walking (Wagner et al., 2012). Synchronization in the 40–200 Hz during normal walking compared with standing has also been reported in 2 subjects utilizing ECoG over leg M1 (McCrimmon et al., 2018).

What is the functional role of these cortical oscillations during gait? In comparison to basal ganglia oscillations during gait, cortical oscillations show a similar pattern of alternation between the left and right hemispheres, as well as alpha and beta suppression during normal walking relative to rest. Cortical oscillations also show spectral power modulation that are associated with specific phases of the gait cycle, according to the specific task demands. Gait-modulated alternating suppression of alpha and beta oscillations likely exerts the similar effect as those involved with upper extremity tasks in order to suppress unwanted motor information and drive motor cortical activity in a spatiotemporal specific manner (Miller et al., 2007; Miller et al., 2010; Yanagisawa et al., 2012; Stolk et al., 2019). Increased activity in the anterior cingulate during double support period (when the leading leg contacts the ground) is thought to reflect error processing (Gwin et al., 2011). In general, a reduction in alpha- and beta-band power, along with greater theta power, in the sensorimotor cortex during more demanding walking tasks (e.g., walking on a balance beam, speed matching) is thought to reflect greater cortical involvement (Sipp et al., 2013; Bulea et al., 2015; Nordin et al., 2020). Distinct beta oscillations during gait adaptation (step shortening and lengthening) is thought to serve different motor and cognitive processes: motor cortical alpha- and beta-band power decrease is thought to reflect anticipatory processes and movement execution, while frontal beta-band activity increase is thought to reflect cognitive top-down control (e.g., motor inhibition during step shortening) (Wagner et al., 2016).

Additionally, oscillatory activity from the motor cortex may directly facilitate ankle dorsiflexors in swing phase, and ankle plantorflexors in stance phase, during treadmill walking (Petersen et al., 2012; Jensen et al., 2018, 2019). Corticomsucular coherence between Cz and the tibialis anterior muscle (ankle dorsiflexor) in the 24–40 Hz frequencies has been detected during the swing phase of treadmill walking, and the amount of beta and gamma coherence increases when stepping on virtual targets displayed on screen, indicating greater cortical involvement during precision stepping (Jensen et al., 2018; Spedden et al., 2019). The timing of motor cortex activity in relation to the step cycle suggests that the motor cortex is important for the execution of gait modifications, and groups of pyramidal tract neurons may control synergistic muscles that are simultaneously active at different phases of the gait cycle (Drew and Marigold, 2015). In contrast, modulation of the supplementary motor area, premotor cortex and posterior parietal cortex EEG occurs well in advance of visually guided modifications during treadmill walking (Nordin et al., 2019), and during the anticipatory postural adjustments for gait initiation (Varghese et al., 2016), consistent with their role in the planning of visually guided locomotion (Drew and Marigold, 2015).

How do these cortical oscillations change during gait in PD? One study showed a large increase in theta activity over the vertex (Cz electrode) during freezing compared to normal walking, as well as an increase in beta band activity in the parietal lead (Shine et al., 2014). Another study showed increased synchronization in the theta, alpha, beta and gamma bands between the left and right hemispheres during walking in PD compared to age-matched controls, and that hyper-synchronization in the frontal lobe is associated with freezing of gait (Miron-Shahar et al., 2019). This suggests that increased oscillatory synchronization in the both cerebral cortex and basal ganglia are associated with clinical features of gait disorders in PD. Several studies have also examined corticomuscular coherence during walking and cycling in PD (Yoshida et al., 2018; Gunther et al., 2019; Roeder et al., 2020). Subjects with PD and older age-matched participants did not show significant differences in corticomuscular coherence during double support phase in walking, nor bilateral cycling (Yoshida et al., 2018; Roeder et al., 2020). Together, these studies suggest abnormal cortical oscillations in PD does not affect the direct corticospinal drive to muscles during walking, but may impair walking via other indirect pathways (e.g., cortical-basal ganglia loop, cortico-brainstem). In the next section, we explore evidence how cortical-basal ganglia network changes are associated with gait disorders in PD.



BASAL GANGLIA-CORTICAL INTERACTIONS DURING GAIT

Because many of the motor symptoms in PD arise from pathological synchronization across different frequency ranges throughout the basal ganglia-cortical network, it is important to understand how cortical-subcortical structures interact during gait in PD, and how these interactions may be disrupted during abnormal gait. In a study that investigated 7 PD patients with bilateral STN DBS, 5 of which had FoG, investigators were able to simultaneously record subthalamic LFPs and scalp EEG during walking through a course that induced FoG episodes (Pozzi et al., 2019). Interestingly, the authors found no difference in STN low frequency (theta, alpha) and beta power, beta burst duration, or interhemispheric STN coupling between effective walking and FoG. However, during normal walking, the cortex and STN were synchronized in a low frequency band (4–13 Hz). FoG was characterized by low frequency cortical-subthalamic decoupling at the transition from normal walking into gait freezing, was sustained during the freezing episode, and resolved with recovery of the effective walking pattern (Pozzi et al., 2019). This data suggests that during effective gait, cortical areas such as the SMA may be involved to produce normal gait patterns and transitions as a person is navigating through a path. Hypoactivation of cortical input may result in pathological oscillatory patterns in the basal ganglia that affect downstream locomotor regions. The specificity of cortical oscillatory changes during gait disorders in PD in relation to specific phases of the gait cycle has yet to be fully examined. Future studies focused on characterizing gait phase-specific cortical-basal ganglia oscillations in PD will provide a more complete understanding of the pathophysiology of PD gait.



NEW THERAPIES TO MODULATE BRAIN OSCILLATIONS DURING GAIT IN PD

While conventional continuous DBS therapy has been used to improve many motor symptoms of PD, it has not significantly improved all aspects of gait and postural control. For instance, stimulation of the substantia nigra and pedunculopontine nucleus tend to improve anticipatory posture adjustments and gait postural control while having no significant effect on gait parameters, whereas STN or GPi DBS improve gait parameters and have heterogenous effects on postural control during gait initiation (Collomb-Clerc and Welter, 2015).

One possible reason that conventional DBS therapy fails to significantly improve postural adjustments and gait disturbances is that standard therapeutic stimulation occurs in a constant, open-loop manner, and does not account for the recursive and dynamic nature of gait, as shown by the cyclic oscillatory change that occur during the normal gait cycle. Closed−loop, or adaptive, DBS is a promising therapy for improving gait and balance functions in PD. Adaptive DBS automatically adjusts stimulation parameters based on brain signals that reflect different clinical states and pathophysiology. For instance, prototypes of adaptive DBS have used amplitude of STN beta oscillations (Little et al., 2013) and beta bursts (Tinkhauser et al., 2017a) to increase stimulation to reduce akinesia in PD. Others have used narrow-band gamma activity in the motor cortex, a biomarker for dyskinesia, to reduce side effects associated with STN stimulation (Swann et al., 2018). Therefore, understanding the neural signatures of gait in Parkinson’s disease – both in the cortex and in the basal ganglia – are critical for the development of better stimulation technologies.

Based on this principal, alternating DBS stimulation between the two hemispheres of the brain has been proposed as a potential therapy to improve gait functions in PD (Fischer et al., 2018). As presented earlier, alternating patterns of synchronized field potentials have been recorded from the motor cortical regions (Seeber et al., 2015; McCrimmon et al., 2018) and the basal ganglia (Singh et al., 2011; Fischer et al., 2018; Hell et al., 2018) in healthy subjects, as well as in PD and dystonia patients without gait impairments, during normal walking. A potential new therapy would be to use these physiological biomarkers or external kinematic sensors of gait as control signals to stimulate the locomotor centers during specific phases of the gait cycle (Figure 2). By decoding the physiological brain signals associated with gait control, we can then develop adaptive DBS to recapitulate these normal brain network dynamics to restore gait functions in PD patients. For instance, we can use high beta (24–31 Hz) desynchronization, which is associated with lower-limb movement and gait (Hell et al., 2018; Tinkhauser et al., 2019), to trigger stimulation during contralateral leg swing during the gait cycle. Another possibility is to used pathological oscillations associated with gait disorders, such as prolonged beta bursts, to trigger stimulation during freezing of gait episodes (Anidi et al., 2018) to abort or prevent these pathological gait patterns. With technological advances in DBS hardware design, now it may be possible to implement such adaptive stimulation paradigms using bidirectional DBS interfaces that has both sensing and stimulation capabilities. These novel platforms will be crucial in understanding the dynamic neural control of gait, and designing temporally-specific patterns of neuromodulation to improve gait.
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FIGURE 2. Proposed adaptive deep brain stimulation (aDBS) paradigm. When a gait phase-specific biomarker is discovered (i.e., swing phase), a bidirectional DBS device can decode the features of the biomarker in real time, and trigger stimulation once threshold is reached. This aDBS paradigm would allow alternating stimulation between the two brain hemispheres in order to synchronize stimulation to the swing phase of the right leg.




CONCLUSION

Understanding brain oscillations during gait has theoretical significance because it will provide new mechanistic understanding of network dysfunctions during human locomotion in PD patients. Normal walking is associated with suppression of beta oscillations that exhibits a pattern of left-right alternation. Disorders of network dynamics in PD are manifested in elevated beta oscillations and excess interhemispheric phase locking during walking in PD patients with gait impairments. This new knowledge has tremendous translational potential as it will build a foundation for developing new neuromodulation therapies to improve gait in PD.
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Freezing is an involuntary stopping of gait observed in late-stage Parkinson's disease (PD) patients. This is a highly debilitating symptom lacking a clear understanding of its causes. Walking in these patients is also associated with high variability, making both prediction of freezing and its understanding difficult. A neuromechanical model describes the motion of the mechanical (motor) aspects of the body under the action of neuromuscular forcing. In this work, a simplified neuromechanical model of gait is used to infer the causes for both the observed variability and freezing in PD. The mathematical model consists of the stance leg (during walking) modeled as a simple inverted pendulum acted upon by the ankle-push off forces from the trailing leg and pathological forces by the plantar-flexors of the stance leg. We model the effect on walking of the swing leg in the biped model and provide a rationale for using an inverted pendulum model. Freezing and irregular walking is demonstrated in the biped model as well as the inverted pendulum model. The inverted pendulum model is further studied semi-analytically to show the presence of horseshoe and chaos. While the plantar flexors of the swing leg push the center of mass (CoM) forward, the plantar flexors of the stance leg generate an opposing torque. Our study reveals that these opposing forces generated by the plantar flexors can induce freezing. Other gait abnormalities nearer to freezing such as a reduction in step length, and irregular walking patterns can also be explained by the model.

Keywords: Parkinson's disease, gait, chaos, neuro-mechanical model, modeling


1. INTRODUCTION

Parkinson's disease results from the loss of neurons in the substantia nigra pars compacta of the basal ganglia (BG) (Davie, 2008), which has projections toward the motor, and cognitive areas (Albin et al., 1989; Alexander and Crutcher, 1990). Freezing of gait (FoG) is a motor disability in PD patients where subjects experience an “episodic absence or marked reduction of forwarding progression of the feet despite the intention to walk” (Nutt et al., 2011, p 734). This debilitating symptom occurs during the late-stage PD (Giladi et al., 2001) and is known to be very difficult to predict and control. The physiology of this symptom is not yet established conclusively, consisting of both neural and mechanical components. A set of correlations between the neural inputs (e.g., Dysfunction of Visuomotor and occipito-parietal pathways) and mechanical variables (e.g., gait pattern generation and automaticity) of PD-FoG have been studied (Heremans et al., 2013) but causality is not well-established. Apart from freezing, abnormal gait patterns in PD consists of high stride time variability with less reduction in stride length (Heremans et al., 2013). The relationship between these abnormalities and freezing is also not well-understood.

Gait has been studied fundamentally from two different perspectives. One that of robotics and control, and the second, biophysical. Mathematical models of passive gait have been studied extensively by several authors to understand their stability (e.g., Goswami et al., 1996; Manchester et al., 2011; Dai and Tedrake, 2013; Sadeghian and Barkhordari, 2020), and the effect of external conditions such as ramps (McGeer, 1990) and bifurcations has been investigated (e.g., Mahmoodi et al., 2013; Iqbal et al., 2014; Fathizadeh et al., 2018, 2019; Znegui et al., 2020). Impulsive dissipation at heel strike is studied for a multidimensional biped model in (Ros et al., 2015). There are other approaches to motor control using optimal control which demands an arbitrary or learned cost-functionals (e.g., Flash and Hogan, 1985; Pekarek et al., 2007; Parakkal Unni et al., 2017). These models are not sufficient to understand human locomotion in PD patients as these papers have focused on the stability behaviors and control of robots. Some of these cost functional/error minimization based models, even though they assume the existence of such a cost, have the advantage of being useful for extracting parameters easily from the data (Delp et al., 2007; Wu et al., 2019). However, they do not address explicitly how the external inputs result in high variability and freezing observed in PD gait (Heremans et al., 2013).

On the other hand, a biophysical model proposed in Taga (1995) considers the interaction with the Central Pattern Generators (CPG). The aim of the model is primarily to demonstrate walking as a stable limit cycle that emerges from the dynamic interaction between neural oscillation originating in CPG and the pendulum oscillation of body linkages, rather than involuntary stoppage of gait and variability. CPG-based complex model, which depends on several parameters such as the strength of neural connections, the magnitude of the coefficients in the rhythmic force controller, and strength of sensory inputs, has its significance. However, one drawback of such CPG-based complex model is often the dependence on an excessive number of parameters as described above to be determined for achieving a desired locomotor pattern over a large search space. To identify and tune such parameters for attaining involuntary freezing and variability of gait behavior for a wider population of patients is rather an arduous trial-and-error or learning and optimization based task. Involuntary stoppage of gait and variability is the key detail that is necessary to show the model's ability to display PD walking behavior. The effect of opposing forces generated by the plantar flexors observed in PD, as reported in Nieuwboer et al. (2004), is yet another detail for understanding the PD gait.

The model by Muralidharan et al. (2014) successfully captures the neural dynamics of basal ganglia (BG) but does not focus on the mechanics. A model which combines the chaotic region of the Lorentz system with the passive dynamic walker by Montazeri Moghadam et al. (2018), adds chaos externally, which makes it less relevant biophysically. However, these authors have established a need for explaining the variable nature of PD walking. As chaos is known to be absent in the basal ganglia (BG) of a PD patient (Mandali et al., 2015) the neuro-mechanical interactions need to be studied to find out its underpinnings. Another way to look at gait biophysically is through the equilibrium point hypothesis (Feldman, 1986; Duan et al., 1997), which suggests movements are the result of active changes in the equilibrium state of the motor system. Torque length characteristics of the muscles can be changed by a neural controller to achieve motion. It has been shown that the muscles act synergistically to reduce the variability in the targeted action. For example, the uncontrolled manifold hypothesis by Latash et al. (2002) explains the variability in muscle recruitment as “good” and “bad” regions of variability, depending on whether they achieve the targeted action or not. The muscle recruitments which achieve targeted action are considered “good” regions of variability, whereas the muscle recruitments which does not achieve targeted action are considered as “bad” regions of variability. The Equilibrium point approach (Feldman, 1986) makes the electromyogram (EMG) activity implicit. Another limitation of the equilibrium point hypothesis is in its difficulty in testing. The empirical determination of invariant characteristics (Sainburg, 2015) such as torque-length characteristics (Feldman, 1986) is necessary for validating the equilibrium point hypothesis. A way in which it is achieved is by asking the subjects “not to intervene” (Feldman, 1986; Sainburg, 2015) while doing a task such as unloading and assuming this results in stabilization of central commands to muscles (Sainburg, 2015). But this assumption is not necessarily true as there could be involuntary responses. The neuromuscular system is over-actuated with redundancies, as it contains more actuators than the degree of freedom. Use of muscle synergies (Latash, 2010) in models is one way to address redundancies. These models assume co-activation of a set of muscles as motor primitives to address the redundancy associated with muscle activation (Aoi et al., 2019; Tamura et al., 2020). The idea of muscle synergy is still debated and is considered difficult to refute by any empirical evidence or falsify (Popper, 2002; Olszewski and Sandroni, 2011) by some authors (Tresch and Jarc, 2009).

There is a need for a model to explain the empirical observations in PD gait, such as the high coefficient of variability and freezing near narrow passages (Snijders et al., 2008). Such a model will help in understanding the essential aspects of neural and mechanical systems contributing to PD gait, also shedding light into the future experimentations required. In this work, the relationships between the high variability and freezing will be studied by deriving a set of forces acting on the stance leg. They phenomenologically represent the EMG (Electromyogram) signals and therefore the activity of the CPGs. Kinetics of both swing leg and stance leg will be studied to better understand their roles under the action of these forces.

In summary, the model is built with two aims. The first aim is to explain the empirical observations that are seen in PD-Gait with a minimum number of variables. These include (1) a high coefficient of variation in PD subjects (Heremans et al., 2013), (2) a pattern of reduction of step lengths before freezing (Nutt et al., 2011), (3) the ability of sensory and visual cues to help reduce freezing (Rochester et al., 2005; Young et al., 2014; Amini et al., 2019), (4) the difficulty of freezing prediction, and (5) the occurrence of freezing near obstacles and narrow passages (Snijders et al., 2008). Secondly, the model aims to show the role of the swing leg as a supplier of ankle push of force as well as one that determines the time of heel strike. Hence, a bipedal model and a reduced low dimensional model resembling an inverted pendulum are studied upon the action of the ankle push-off force. The movement of the CoM under the action of the ankle push-off force is depicted in Figure 1. Hence, the hypothesis investigated in this study is that the variability and the motor symptoms associated with PD (Heremans et al., 2013) can be explained by the experimentally observed premature activation of plantar flexors observed in PD (Nieuwboer et al., 2004).


[image: Figure 1]
FIGURE 1. Anatomical representation of the stance phase from the ankle push-off to the heel strike is shown. The position of the center of mass (CoM) is shown as a red circle which is assumed to be rotating with respect to a pivot point S. The location of the plantar flexors, approximate region generating ankle push-off force and heel strike region are noted. The initial angle and angular velocity are represented by θ0 and ω0, respectively.




2. MATERIALS AND METHODS—MODELING


2.1. Physiology

Walking is a complex process which involves the interaction of the brain, spinal cord and the musculoskeletal systems (Nutt et al., 2011). The typical gait cycle associated with walking involves “stance” and “swing” phases. The stance phase begins with a crucial heel strike phase, which is the initial contact that occurs instantaneously. As soon as the stance phase ends, the swing phase begins. The plantar flexor muscles of the trailing leg, supply energy to “push-off” the contra-lateral leading leg (Zelik and Adamczyk, 2016). Once the push-off occurs, the trailing leg enters the swing phase. The soleus and gastrocnemius muscles are the most notable plantar flexors, of which the significant role of the latter one in PD freezing/walking is established (Nieuwboer et al., 2004). Even though physiologically there is a non-linear relationship between the EMG signals and the torques generated (Genadry et al., 1988), a linear relationship can be assumed (Hof and Van Den Berg, 1977) between the envelope of the EMG (CPG firing) and the torques generated about the joint. Several other muscles are involved in walking, but the present study investigates only the effect of plantar flexors as these muscles supply most of the energy required for walking. In this work, the “freezing step” is defined as the step at which the legs do not have sufficient angular momentum to progress walking forward. When the physiology is modeled as an inverted pendulum-like system, the freezing results in backward motion of the stance leg. In a real-life scenario, this implies the patient either falls or stops movement. The remark 1 defines freezing and related terms used in this work.

REMARK 1. In this study, “freezing” or “freezing event” is defined as the condition where there is no forward motion of the stance leg. “Freezing episode” is defined as the events happening in the time interval between the heels strike phase the freezing event. Hence, the “start of the freeze” is defined to be at the heel strike phase after which a freezing event occurs.

Here, we carry out a systematic stability analysis, including unstable regimes, of the model in contrast to the stable limit cycle behavior studied in robotics (Grizzle et al., 2001) and passive walking dynamics literature (McGeer, 1990). Even though the complex freezing behavior can be explained through several possible routes (Nutt et al., 2011) (some of them purely based on neural control) an attempt is made here to explain it in the simplest possible way and to understand the effect of neuromuscular inputs in generating unstable and chaotic walking behavior as observed in PD (Heremans et al., 2013).



2.2. Dynamics of Walking

The dynamics of walking involves the coordinated action of neural input and muscles of the limbs. It consists in a continuous movement of the limbs as well as state reset at heel strike resulting in discrete dynamics (Sinnet et al., 2011). Plantar flexors of the swing leg supply the necessary torque to push the CoM forward. During walking, the CoM is supported by leg in stance phase for the majority of the time (80-90%) as the double support phase is approximately 10-20% of the overall gait cycle (Wahde and Pettersson, 2002; Kharb et al., 2011). The motion of the CoM with single support under the action of the plantar flexors is modeled in this work. The heel strike is modeled using discrete dynamics.

Traditionally the dynamics of walking is often modeled as biped model (Taga, 1995). In this section, a simplified biped model is presented. Further, a reduced, low dimensional, inverted pendulum system is considered as a special case relevant to PD. It is assumed that CoM is at the tip of the pendulum, and the links and the swing leg are massless. Therefore, the model generates the motion of the CoM of the human body. Running and jumping gaits are not considered in this model as the links are assumed to be rigid. It is also assumed that sufficient friction exists to avoid any slip. The angular displacements are assumed to be small enough (< 0.5 rad.) (Usherwood, 2005; Ranavolo et al., 2011; Polese et al., 2012) to allow for first/second-order approximations during the stance phase. Kane's method (Kane and Levinson, 1985) is used to derive the equations of motion (EoM). Kane's dynamical equation is of the form [image: image], where [image: image] and [image: image] represents generalized active forces and generalized inertia forces, respectively, as described in Kane and Levinson (1985) (chapter 6, page 159). The equations in the form necessary for simulation is obtained using python libraries, the details of which are given in Gede et al. (2013).

Symbols m1, m2 represent the mass of the body and swing leg, respectively, as shown in Figure 2. The length of both the legs is represented by l. The variables associated with the system are the components of the vector [image: image] which are the angles and angular velocities (w.r.t inertial frame for stance leg and w.r.t. stance leg frame for swing leg) as indicated in Figure 2. There are two types of angular velocities. The one which corresponds to the rotation of the rigid body with respect to its center of rotation is called spin angular velocity and one which corresponds to the revolution of a point with respect to an origin is called orbital angular velocity. In this work, spin angular velocities with respect to the center of rotation of the rigid links are considered as they rotate about the center of rotation.


[image: Figure 2]
FIGURE 2. The toe-off, mid stance, and heel strike instances of the two connected links of the biped with its CoM while walking in the forward direction. CoM indicated as a circle represents a point mass at the tip of the pendulum. The swing leg is indicated in red. The point of collision during a heel strike instance is circled in red. The terms θ1 and θ2 are the angles that the stance and swing legs subtend w.r.t. the vertical (in the inertial reference frame), respectively. The quantities ω1, ω2 and m1, m2 are the corresponding angular velocities and masses of the body and swing leg, respectively. The torques that are acting on the stance leg are indicated as ζ1(t) (Ankle push-off force) and ζ2(t) (Torque due to the activation of the plantar flexors of the stance leg). States immediately before and after heel strike is indicated with “-” and “+” superscripts, respectively.


Hybrid systems (Lunze and Lamnabhi-Lagarrigue, 2009) are a class of dynamical systems, which exhibit both continuous states and discrete mode dynamics often associated with events such as resets, jumps, and switching. The continuous behavior is typically governed by a system of differential equations (similar to Equation 1) and the discrete part is governed by a vector-valued function (similar to Equation 2) (Lunze and Lamnabhi-Lagarrigue, 2009)(chapter 1). The transition between the discrete and continuous governing equations is determined by the state of the system in the overall phase space. The dynamics in this work is governed by the general hybrid dynamical system of the form,

[image: image]
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where,

[image: image]

where, q(x), Δ(x−), and greset(x) are continuous vector valued functions of x. In the absence of external torques acting on the leg, the term q(x) is,

[image: image]

The function, Δ(.) is the reset map, χ ⊂ ℝ4 the state space, and greset(.) is the function that defines the heel strike. The set “S” defines a surface where the heel strikes the ground and the states change abruptly according to the reset map. The x− and x+ indicate the states immediately before and after the heel strike, respectively. The functions Δ(.) and greset(.) are described in sequel.

As the body mass is considerably larger than the mass of the leg, the case where m2 goes to 0 has only been considered. Further, small-angle approximation leads to the following equation for [image: image] and [image: image]

[image: image]
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The ankle push-off forces of the stance leg supply majority of the energy needed to propel the leg forward. When this neuromuscular forcing Γ(t) is added to the stance leg, the Equation (5) becomes,

[image: image]

The forcing term Γ(t) is derived in the following section.



2.3. Derivation of the Forcing Terms

The torques acting on the stance leg are derived in this section to generate the neuromuscular forcing term Γ(t) for the stance leg. Torque produced by the plantar flexors on the trailing leg is defined as Gr(t) and that on the leading leg as Gl(t). These torques are assumed to be linearly related to the envelop of the EMG signals which are positive functions of time (Nieuwboer et al., 2004). The torque Gr(t) generates the ankle push off force F(t) and is assumed to be in phase with the heel strike. In the proposed model, the force F(t) and the torque Gl(t) are assumed to be

[image: image]

[image: image]

where τl and τr are constants. The variables, fr1, fr2 and ϕ represent frequencies and the phase difference between torques on the leading and trailing leg, respectively. Both frequencies are assumed to be unity. The ankle push off torque acting on the leading leg (in stance phase) can be calculated using the free body diagram shown in Figure 3. The pivot points of the trailing leg and leading leg are “O” and “S,” respectively. Trailing leg and leading leg subtends the same angle θ1 w.r.t. the normal to the ground as the trailing leg and leading leg together with the ground is assumed to form an isosceles triangle. By balancing the moments about the point “S” in Figure 3 yields,

[image: image]

When angle θ1 is small (sin(θ) ≈ θ) and since [image: image], Equation (10) is rewritten as,

[image: image]

Substituting F(t) and Gl(t) from Equation (8) and (9) in Equation (11), one obtains,

[image: image]

Rearranging Equation (12), angular acceleration of the leading/stance leg is,

[image: image]

[image: image]

where [image: image] (as shown in Figure 2) is the time varying neuromuscular forcing.


[image: Figure 3]
FIGURE 3. The diagram visualizes the forces and moments on leading and trailing leg that enable the movement of the center of mass (CoM) forward. Symbols S and O indicate the points on leading and trailing leg about which the torques Gl and Gr are applied. Gr is the torque generated by the plantar flexors of the trailing leg, which results in a force F (ankle push-off) acting on the leading leg, about the point “S.” The distance between the pivot point to the point of action of the force is lf. The plantar flexors of the leading leg generate a torque Gl in the leading leg, in the opposite direction. The angle the leading leg subtends with the vertical axis at S is θ1. θh represents the hip angle. The moments are balanced about “S” to get the equations of motion (EoM). An approximate position of the starting stance phase is shown in the background in gray color.


The initial velocity of the swing leg is assumed to be constant in every step. As the mass m2 is assumed to be zero, the corresponding angular momentum is also equal to zero. Therefore, the angular velocity of the stance leg is reset to conserve its angular momentum and the initial angular velocity of the swing leg after reset is assumed to be a positive constant to account for the impulse during the ankle push-off. This is a valid assumption as the definition of freezing in this work is independent of the swing leg movement. A reset is carried out when θ1 + θ2 = 0 and θ1 < 0. Using Equations (6) and (14), the equations of motion of a biped can be written as in Equations (1)–(2), where the functions q(x), Δ(x), greset(x) and the set S are written as follows,

[image: image]

[image: image]

with initial conditions [image: image].

REMARK 2. It may be noted that the torque generated by the plantar flexors is assumed to act about the point “O” as the pivot point. Balancing the moments due to the ankle push off force, F(t) and Gr(t) about the point O, the ankle push-off force can be determined in terms of Gr(t) as,

[image: image]

Here, the distance, lf is taken between the heel to the pivot point on the foot for calculating the moments, as shown in Figure 3. Therefore, implicitly, the following assumption has been made while prescribing F(t).

[image: image]
 

2.4. Rationale for Using a Low Dimensional Model for Analysis

The angular velocity of the stance leg contributes directly to the angular acceleration of the swing leg. A higher absolute angular velocity of the stance leg leads to lower acceleration of the swing leg. However, the dynamics of the stance leg in Equation (14) is uncoupled from the dynamics of the swing leg, and hence resembles the dynamics of an “inverted pendulum system.” It may be noted that the term “[image: image]” can be approximated to a constant as in the physiological range of low angular velocities (especially in PD patients) [image: image] (typically quantity [image: image] is of order “0” while g = 9.8 m.s−2 is of order 1). This results in a condition where the swing leg acts independently to the stance leg, effectively determining the step length. Therefore, an inverted pendulum walking model for PD subjects is valid when constant step length is assumed. Figure 1 depicts the physical rationale behind the use of an inverted pendulum model. The constant step length assumption is general enough to explain the variability in stepping as this leads to variability in stepping angular velocities rather than step lengths. In summary, in the following sections we present analysis of the stance phase walking model in light of the PD walking behavior at a constant step length. Physiologically, the hip applies torques on the swing leg and controls its initial angular velocity. The hip torques acting on the swing is not relevant in propelling the CoM forward, as most of the torque required for that is supplied by the ankle (Zelik and Adamczyk, 2016). Therefore, an assumption made on the swing leg angular velocity will not affect the applicability of the model to the freezing problem as freezing is related to the inability of the legs to propel the CoM forward in the case of walking. Hence, swing leg angular velocity is reset to [image: image] in every step. Furthermore, the low dimensional model helps to avoid making any assumptions on the initial angular velocity of the swing leg [image: image] as it doesn't involve a swing leg.




3. ANALYSIS OF THE REDUCED SYSTEM

When considered independently of the swing leg, the dynamics has states corresponding only to the stance leg, i.e., [image: image]. The terms defining the Equation (1)–(2) for the inverted pendulum case are given below.
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As the inverted pendulum model is analyzed independently, θ1, m1, [image: image] and [image: image] will be referred here as θ, m, θ0 and ω0, respectively. These equations are solved to produce the motion trajectory during the stance phase of the stepping cycle. The sequence of model evolution is depicted in Figure 4, with the beginning and end of the stance positions, initial angular position (θ0), initial angular velocity (ω0) and the angle at reset (θreset). Step length is defined to be equal to |θreset| where |.| denotes the absolute value.


[image: Figure 4]
FIGURE 4. Gait cycle for the low dimensional (inverted pendulum system) system is shown. Terms [image: image] and [image: image] indicate the initial and final angular position and velocity of the leading/stance leg, respectively, at the beginning and end of the stance phase. θreset is the angular displacement at which the angle is reset. The CoM (center of mass) which is assumed to be acting as a point mass at the tip of the inverted pendulum is shown as a circle. States before and after heel strike is indicated with “-” and “+” superscripts, respectively.



3.1. Gait Cycle

The proposed model considers only the “stance” phase of the gait cycle. Therefore, “gait cycle” in this study has been defined as the process, where the model states evolve from an initial condition of a step (“double support phase”) until the reset condition (where the heel of the swing leg is assumed to collide with the ground or “heel strike condition”) is met and the initial condition of the next step is computed. Here, the state of the system moves through three different states (beginning of the “stance” (double support), end of the “stance” (before collision of the contra-lateral leg), heel strike (after collision of the contra-lateral leg) whose notations are given below (Equation 23) 1,2.
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Here [image: image], [image: image], [image: image] correspond to the states at the initiation of the step, states at the end of the flow “immediately” before collision, and states “immediately” after collision, respectively. The states immediately after collision form the initial condition for the next step [image: image]. The superscripts (“-,” “+”) need not indicate the relative sizes of the states but the chronological order in which they appear, that is “-” superscript represent before collision variables and “+” represents after collision. But it should be noted that the transformation from [image: image] to [image: image] happens instantaneously in the model. Counterclockwise angles are defined as positive. In a typical walking simulation this results in θ− < 0 < θ+. That is, the stance phase ends at a negative value for the angle and resets to a positive value before beginning the next stance phase.

Subscripts (indicating the step number) will be dropped from before and after collision state symbols when the step number is not relevant for the derivation (Equation 24). The same superscript will be used while referring to other parameters which change during collision 3.

The states [θ, ω]T evolve as a function of time except at the collision point, where the same time point maps to two different state values. 4
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3.2. Heel Strike Condition

A heel strike is defined as the state at which the swing leg (trailing leg) collides with the ground. This is modeled using an appropriate reset condition. At heel strike, both the angle and angular velocity are reset from the “before collision” to “after collision” state as described in Equation (24). The collision of the swing leg (trailing leg) at heel strike is modeled to be inelastic with angular momentum conserved. Therefore, the magnitudes of the angular momentum about the point of collision after and before collision are equated in the following way to generate the transition rule for angular velocity
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at the nth iteration(step)
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where θh is the hip angle. The angle, on the other hand, will be reset from θ− to −θ−. This results in the following transition rules at [image: image]
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Rearranging we obtain Δ(.) as
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3.3. Analytical and Numerical Solution of the Equations of Motion

The differential equation Equation (1), was solved using the definition of the vector field given in Equation (19) analytically to obtain the flows given below.
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where N1, N2, D1, D2 are given in Supplementary Section 1. The analytical solution is intended to be used for the bifurcation analysis as numerical solutions may not always be able to detect the chaotic behavior (Lozi, 2013). The analytical solution will therefore be used to generate the discrete map governing the motion in the following sections. A numerical solution of the Equations (1)–(2) using definitions given in Equations (19)–(22) with the appropriate reset conditions (in the physiological range) are solved to show the freezing behavior and dynamics in the phase plane. PD subjects freeze intermittently, and the amount of time the subject walks until the freeze is an important measure to quantify the transient walking behavior. A simulation for a 10 s- window is carried out for different values of the parameters τl and τr (for a constant initial condition). The total time for which transient walking behavior occurred is computed numerically as a function of the parameters τl and τr. Numerical methods are also used in solving boundary value problems to gain further insights into the system as given in the remark 3.

REMARK 3. The parameters τl and τr determines the amount of energy supplied to the system apart from gravity. To understand how they influence the kinetic energy of the system, the difference in speed between the initial and final states are compared for the boundary value problem with boundary conditions θ0 = 0 rad. and θ0.5 = −0.1 rad. with definitions given in Equations (19)–(22) unchanged. Here the boundary conditions are chosen from the physiological range.

The quantities τl, τr, ω, ϕ, θreset and step length has units N m, N, rad. s−1, rad., rad., and rad., respectively, when not specified.



3.4. Derivation of a Map to Describe Successive Stance Phases

The evolution of the flow (given by Equation 32) is terminated when the swing leg meets the ground. In other words, when there is sufficient energy in the system for forward motion, there exists a “reset time” T(θ0, ω0) such that fθ(T(θ0, ω0), ω0, θ0) = Areset(θ0). Here, Areset(.) is a function of the joint angle and the ground that determines the angle of the stance leg while the foot strikes the ground. The arguments associated with the reset time T(θ0, ω0) will be dropped and will be referred to as T from here on. Accounting the transition rules in Equation (29) for reset and conservation of angular momentum,
 one defines5
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Following an induction hypothesis, for an arbitrary initial condition (θn, ωn) the map is
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The following definitions are made to make the notations compact for further analysis
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where [image: image] and [image: image] are T parametrized family of maps for (ωn, θn) ↦ (ωn+1, θn+1).

To investigate the condition of same step lengths and to generate a 1D map for further evaluation, Areset(θ, t) is set to be θreset. Here θreset is an arbitrary angle in the physiological range at which the swing leg meets the ground. Then for an intermediate step, (when there is sufficient energy to move forward) there exists a [image: image] s.t. [image: image]. When there is not enough energy and therefore momentum to move forward, the model behavior is defined as freezing.

To find the [image: image] at which θn maps to itself the following minimization problem is solved 6 using Newton's method (Wolfram Research Inc., 2019). This detects implicitly the time at which the swing leg collides with the ground.
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Substituting [image: image] from Equation (39) in Equation (38) the following map is obtained.
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When used as a 1D map,
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The argument [image: image] in the function will be dropped from here-on. The function [image: image] acts on the same input ωn and θn = θ0. This map has been analyzed to show the freezing behavior and variabilities associated with PD walking. The map has been analyzed for a particular parameter value to show the presence of horseshoe in the Supplementary Section 2.

REMARK 4. Equations (1)–(2) represent a general hybrid system. When the hybrid bipedal system's solution is sought these equations are solved using the definitions given in Equations (15)–(16); and, Equations (19)–(22) are used for hybrid inverted pendulum system.




4. RESULTS

Numerical simulation of the PD gait and associated freezing behavior is described in this section. The change in the angular velocity from negative to zero is a property of any solution containing freezing by definition. Typically in this model, the angular velocity changes to a positive value under the action of gravity during a freeze. The effect of variation of the parameters τl, τr, ϕ, θreset are also investigated. The work aims to show that, the two opposing torques modeled to be generated from the plantar flexors could elicit freezing and chaotic behavior. The ability of these torques to generate freezing behavior has been shown first in a simplified biped model described using Equations (15)–(16), and then in the inverted pendulum model generated by Equations (19)–(22). As argued previously the inverted pendulum dynamics sufficiently captures the PD walking scenario. The results are presented in the sequel to support this hypothesis. Also, walking is the process of moving the CoM by pushing the stance leg forward, and the inverted pendulum model helps to study the effect of the stance leg independent of other variables. A range of values for the constants τl, τr, and ϕ have been analyzed, such that the trend in behavior is clear to understand. The range in which the behavior of the map [image: image] changes the number of periodic orbits from “0” to “more than one” in lower absolute value of angular velocity conditions, is given Table 1. Simulations are carried out to understand the behavior of the system over and above this range. But it may be noted that the maximum value of the torque for l = 0.6 m., θreset = −0.1 rad. is approximately 0.23|τr| N m and 2|τl| N m in forward and backward directions, respectively. Hence, in this case, forward pushing plantar flexors has to generate 8.7 times the “premature activation of plantar flexors” to nullify the effect if the phase is matched exactly. Physiologically the minimum value of these torques is zero and the maximum is subject-specific.


Table 1. Summary of qualitative behavior of the map.
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4.1. Freezing in a Biped Model

The hybrid system (Equations 1–2) defined by the Equations (15)–(16) are simulated numerically and the results are shown in Figures 5A,B. The figure shows normal walking for the first few steps and then freezing afterwards (highlighted). The gradual reduction in step length observed experimentally prior to freezing (Nutt et al., 2011) is also observed in the model.


[image: Figure 5]
FIGURE 5. Results of numerical simulation of the biped during freezing. Parameters are chosen to be τl = 2.3 N m, τr = 15.74 N, ϕ = −π/2 rad. and initial conditions [image: image]. The change in the θreset in every step and gradual reduction in θ1 nearer to a freezing event is evident. (A) Simulated time series of the states θ1 and ω1. Region of slowing down and freezing is highlighted (B) Shows numerical simulation of biped in the phase plane.


There are two dissipative forces in this model; they are, the opposing torques due to the plantar flexors and the dissipation at the heel strike. Long-range walking will be achieved when the speed gain in every step compensate these two effects. The dissipative effect of the heel strike can't be controlled by the neuromuscular system, but the effect of plantar flexors can. Figures 6A,B illustrates the effect of the plantar flexors in this regard.


[image: Figure 6]
FIGURE 6. (A) A simulation was carried out for a time window of 10 s, and the total time walked before freezing was computed. This time is plotted as a function of τl and τr. The initial conditions are set to be [image: image] and ϕ = −π/2 rad. The yellow region forms the optimal region of the parameters τl, τr where walking is achieved. (B) Contour plot of the difference in speed(|ω(0)| − |ω(0.5)|) as a function of τl and τr determined by solving a BVP numerically with [image: image] and [image: image] for the biped model with the other initial conditions being [image: image] (and ϕ = −π/2 rad.). This illustrates a decrease in the speed and therefore kinetic energy when there is an increase in τl and a decrease in τr.


A simulation was carried out for a 10 s window and the time difference between, the start of the simulation and the time of the last heel strike before the freezing event (as defined in remark 1), has been computed. This is shown as a function of the parameters τl and τr in Figure 6A. The blue shades indicate eventual freezing and shorter walking time and the yellow region is the safer non-freezing region. There is an intermediate region of parameter τl and τr in which the walking happens without freezing in the 10 s window. A higher value of τl necessitates a higher τr for walking. But a very high τr doesn't necessarily produce balanced walking as it can result in a lack of coordination between the swing leg and the stance leg. Although the initial value problem (IVP) in Figure 6A and boundary value problem (BVP) in Figure 6B can't be directly compared, they show analogous qualitative results. That is, to achieve the same speed gain [or kinetic energy (KE) gain] a higher τl demands a higher τr. A key aspect of PD freezing is, therefore, the inability of the two plantar flexors to coordinate to produce the required energy. From an energy point of view, the role of the swing leg is mainly in the generation of ankle push of force. In the following sections, the dynamics of the stance leg is studied independently using an inverted pendulum model, reducing the role of the swing only as a supplier of the ankle push-off force.



4.2. Freezing in an Inverted Pendulum Model

Freezing is defined as the condition where there is no more forward motion of the leg. Numerical simulation of such a scenario in the inverted pendulum model is shown in Figure 7A where there is a freezing episode after 18 s. A gradual reduction in step length observed in the biped model translate to the increased time taken in making the final few steps before freezing. The simulation in the phase plane for the last three steps is shown in Figure 7B. The dissipative torques due to the opposing plantar flexors act in the same way in the case of the inverted pendulum model. Figures 8A,B illustrate this similarity, where, an increased τr generates higher speed gains and, an elevated τl results in lower speed gains and lower total walk times. This is because increasing parameter τr heightens the forward ankle push-off while larger τl amplifies the dissipative torque. A key difference between the inverted pendulum model and the biped model is that a higher τr will not result in an imbalance in the former as there is no swing leg in that model, while there is a lack of balance in the latter. The contour plot of the speed differences as a function of τl and τr is shown in Figure 8B. The figure shows that a higher value of τl and a lower value of τr result in negative speed gain (reduction in KE). Numerical simulation of the total time of the walk, defined as the difference between the time in which the first step is taken and the last step before freezing in 10 s is shown in Figure 8A. More than 9 s of walking is indicative of the fact that there is no freezing in that parameter range in that time frame. A higher τr and lower τl results in better walking performance as in the case of a biped. Therefore, energetically, PD related behavior that is of interest is analogous in the case of inverted pendulum and biped model. Therefore, the analytical solution of the inverted pendulum model is investigated further to understand the consequence of the change in parameters τl, τr and ϕ. These parameters are controlled by the neural system while others such as mass of the body and length of the legs are not. The quantity θreset differentiates the inverted pendulum model from the biped model. Hence, the effect of this parameter is also studied.


[image: Figure 7]
FIGURE 7. Simulation of the inverted pendulum dynamics for the parameter values [image: image]. Freezing occurs after 18 s. (A) States θ and ω as a function of time (10–20 s). Region of slowing down and freezing is highlighted. (B) Numerical simulation of the inverted pendulum states in the phase plane for 16–20 s.



[image: Figure 8]
FIGURE 8. (A) A simulation was carried out for a time window of 10 s, and the total time of walking before freezing was computed. This time is plotted as a function of τl and τr. The angle is reset when θ(t) = −0.1 rad. and ϕ = −π/2 rad. The colors indicate the duration of the walk (see the legend). (B) Contour plot of difference in speed (|ω(0)| − |ω(0.5)|) as a function of τl and τr determined by solving a BVP with θ0 = 0 rad. and θ0.5 = −0.1 rad. (and ϕ = −π/2 rad.) in Equation (1)–(2) using definitions in Equation (19)–(22). This illustrates a decrease in the speed and therefore KE when there is an increase in τl and a decrease in τr.




4.3. Parameter Exploration of the Inverted Pendulum: Study of the Map [image: image]

The neural control on the muscles alters the magnitude and the phase of the control signals. Exploration of the parameters τl, τr, and ϕ, therefore, reflects the effect of the neural control on walking dynamics. One of the hypotheses that are investigated through the model is that of the generation of variability through the premature activation of the plantar flexors. We have quantified the phase difference of the “premature” activation using the parameter ϕ in the model. Figure 9 shows the bifurcation diagram of the parameter ϕ in the range 0 to −2π for constant values of τl and τr. A period-doubling route to chaos can be observed when ϕ is varied between −5π/8 and −π/4. The map [image: image] is iterated for 500 walking cycles and the last 50 walking cycles are used to compute the equilibrium points. The Feigenbaum bound is found to be at ϕ = −1.37 rad. at which walking becomes fully chaotic. This indicates that the premature activation (or lack of coordination between the muscles) can generate highly variable behavior in the system despite deterministic neural signals. The region of chaotic ϕ is sandwiched between the periodic orbits and freezing region. This suggests a higher variability in walking likely arising from a shift in ϕ (early activation of plantar flexors) must be treated with caution. Figure 9 shows the presence of chaos in the system for carefully selected parameter values. Its presence and stability are illustrated for other parameters values and initial conditions using a set of maps in Figures 10–12B and bifurcation diagrams in Figures 13A–D. A summary of the insights obtained from the maps are given in the Table 1. The presence of a period 3 orbit in a one-dimensional map is indicative of other periodic orbits and chaos. The presence of horseshoe in any of the period 1, 2,..., n maps also indicates chaos. An illustration of the presence of horseshoe for a set of parameter values is given in Supplementary Section 2. The intersection of the [image: image], [image: image], [image: image] maps with ωn = ωn+1 indicate period 1, 2, 3 orbits, respectively. Figures 10–12B illustrate how the maps change with respect to the change of parameters.


[image: Figure 9]
FIGURE 9. Stable ω is shown as a function of the parameter ϕ for [image: image]. The Feigenbaum bound was found to be at ϕ = −1.37 rad. where walking becomes fully chaotic. The period-doubling cascade has been highlighted and enlarged. This chaotic region forms only a small part of the overall parameter space of ϕ. This region is sandwiched between the walking and the freezing regions indicated in red.



[image: Figure 10]
FIGURE 10. Maps obtained by varying the parameter τl and fixing τr = 35 N, ϕ = −1.57 rad., θreset = −0.1 rad. The black, green, and red curves represent [image: image], [image: image], [image: image], respectively, and the ωn = ωn+1 is shown in blue. The curves intersect the blue line at a higher absolute value of angular velocity forming an attractor, this is not shown in the figure. There are no periodic orbits for the low velocity regimes for τl = 0 − 2 N m but they appear afterwards. Units: τl, τr, ω, ϕ, θreset and step length has units N m, N, rad. s−1, rad., rad., and rad., respectively, when not specified.



[image: Figure 11]
FIGURE 11. Varying the parameter ϕ and fixing τr = 35 N, τl = 5 N m, θreset = −0.1 rad. The black, green, and red curves represent [image: image], [image: image], [image: image], respectively, and the ωn = ωn+1 is shown in blue. The curves intersect the blue line at a higher absolute value of angular velocity forming an attractor, this is not shown in the figure. Creation of the periodic orbits and its coexistence is observed. Units: τl, τr, ω, ϕ, θreset and step length has units N m, N, rad. s−1, rad., rad., and rad., respectively, when not specified.



[image: Figure 12]
FIGURE 12. Variations of the parameters τr and θreset are depicted in Figures 12A,B, respectively. Units: τl, τr, ω, ϕ, θreset and step length has units N m, N, rad. s−1, rad., rad., and rad., respectively, when not specified. (A) Varying the parameter τr keeping τl = 5 N m, ϕ = −1.57 rad., θreset = −0.1 rad. fixed. The black, green, and red curves represent [image: image], [image: image], [image: image], respectively, and the ωn = ωn+1 is shown in blue. The curves intersect the blue line at a higher absolute value of angular velocity forming an attractor, this is not shown in the figure. Increasing τr has an analogous behavior as decreasing τl. (B) Varying the parameter θreset keeping τr = 35 N, ϕ = −1.57 rad., τl = 0.5 N m. The black, green and red curves (overlapped) represent [image: image], [image: image], [image: image], respectively, and the ωn = ωn+1 is shown in blue. The curves intersect at a high absolute value of angular velocity. The unstable region moving to the higher absolute value of angular velocities (moving to the left) can be observed while |θreset| is increased.



[image: Figure 13]
FIGURE 13. Period one orbits are shown by varying τl and τr for two different values of initial angular velocities in (C,D). Period one orbits found by varying τl and ω0 is shown in (A). Period one orbits found by varying τr and ω0 is shown in (B). The parameter values used are given in the respective figures. The green region shows the stable region where [image: image]. The stable periodic regions are the ones where the green region overlap the curves of the periodic orbits. Units: τl, τr, ω, ϕ, θreset and step length has units N m, N, rad. s−1, rad., rad., and rad., respectively, when not specified. (A) ϕ = −π/2 rad., τr = 40 N, θreset = −0.1 rad. (B) ϕ = −π/2 rad., τl = 5 N m, θreset = −0.1 rad. (C) ϕ = −π/2 rad., ω0 = −0.4 rad. s−1, θreset = −0.1 rad. (D) ϕ = −π/2 rad., ω0 = −1 rad. s−1, θreset = −0.1 rad.


Variation of the parameter τl or the magnitude of premature activation (as ϕ is set to -1.57 rad.) results in a set of rich dynamic behaviors as shown in Figure 10. The presence of the periodic orbits starts appearing approximately around τl ≈ 3 N m, where, the maps tangentially intersect the ωn = ωn+1 line. The intermittency thus generated could elicit a period of slow walking (as ωn and ωn+1 are less than -0.5 rad. s−1) as observed in PD. The period 3 orbits are generated upon a further increase in τl. As can be seen from the maps in Figures 10–12B, a higher initial value of ωn (e.g., ωn > 0.45 rad. s−1 for τl ≈ 3 N m) results in a further increase in ωn+1 and gets attracted toward the periodic orbit of higher absolute value of angular velocity. This explains how swaying back and forth helps the PD patients in getting out of a freeze. Increasing τr results in almost opposite behavior as that of τl (Figure 12A). Varying ϕ can result in chaotic behavior as shown in Figure 9, and, Figure 11 indicates the variation in the maps which leads to this behavior. The neural control of the activity of plantar flexors is not explicitly modeled here. However, coming out of freeze could be the result of an increase of τr or decrease τl or increased initial absolute angular velocity generated by swaying. A low absolute value of angular velocity (voluntary or involuntary) or decrease of τr or increase of τl results in freezing (angular velocity moving to the region where ωn = 0 rad. s−1). This explains the higher chances of freezing episodes even when the subject reduces the velocity (voluntarily/involuntarily) near narrow passages. Increase in the step length or |θreset| results in freezing at comparatively higher absolute angular velocities (Figure 12B). But it may be noted that, typically, an increased step length is also associated with an increased absolute angular velocity due to inertia and therefore could be beneficial. There is likely an optimum step length for every subject as there is a trade-off between fatigue and initial angular velocity, which warrants further study.



4.4. Bifurcations of the One Dimensional System for the Inverted Pendulum Model

Even though for most of the regions, the slope of the map in relation to the ωn = ωn+1 can be identified visually, the stability of the system is not explicitly studied in the previous section. The contour of [image: image] for n=1 and 3 are plotted for variation in parameters in Figures 13, 14, respectively. The stability is computed by taking the derivatives (numerically) for the maps described in Figures 10–12B. These contours show how the points of intersection with ωn = ωn+1 line for the maps shown in Figures 10–12B change upon variation in parameters.


[image: Figure 14]
FIGURE 14. Constant parameters used are ϕ = −π/2 rad., ω0 = −0.4 rad. s−1, and θreset = −0.1 rad. The stable period 3 region is shown in green. The intersection of the period 3 orbits (in blue) and the stable regions form the region of stable period three orbits. The presence of period 3 orbits implies orbits of all other periods and therefore chaos.


Period one orbits are the normal walking cycles. The existence of these orbits in both low and high angular velocity conditions and different parameter variations are shown in Figure 13. In Figure 13A, two fixed points comes closer to each other and completely vanish for high values of τl resulting in a complete lack of periodic solutions. Typically walking could be ascribed to the stable region for periodic orbits, but, when ω0 is lower, and τl is non-zero, another periodic point emerges in the low-velocity regimes. This, therefore, results in slow-walking regions which under perturbations could lead to freezing. Also, at low-velocity regimes, the region is discontinuous and unstable for small perturbations of the parameter values or initial conditions. The stable periodic orbit moves to lower absolute value of angular velocities as τl is increased and eventually disappears.

The behavior observed while decreasing τr is analogous to increase in τl. Figure 13B illustrates how changing τr and ω0 results in creation/destruction of the periodic orbits. It can be seen that at a sufficiently low value of τr the periodic orbit disappears. A higher value of τr results in the separation of the periodic orbits resulting in higher stable walking angular speeds. A similar behavior could be observed while decreasing τl in Figure 13A.

Initial angular velocity plays a major role in the behavior of the system. The effect of neural control parameters τl and τr in generating periodic behavior has been illustrated for lower and higher absolute angular velocity conditions in Figures 13C,D, respectively. In Figure 13C, the periodic orbit appears stable only for a tiny fraction of the parameters space. This is due to the highly discontinuous map shown previously. Conversely, at higher initial angular speeds the period one orbit is stable as shown in Figure 13D. It can be seen that an increase in τl moves the periodic orbit into an unstable region resulting in the possibility of a freeze. The presence of these orbits could only be seen in the low-velocity regions of the maps. Orbits of minimal period three indicate chaos and the presence of every other periodic orbits (Glendinning, 1994). The period 3 orbits for the variation of the parameters τl and τr is shown in the Figure 14. The Period 3 orbit is shown in blue and the period one in yellow.




5. DISCUSSION, SUMMARY, AND FUTURE WORK

Freezing of gait results from a complex set of interacting physiological systems which consist of the brain, spinal cord, musculoskeletal system and external disturbances (Nutt et al., 2011). The model explains how a lack of coordination between central pattern generators of the plantar flexors of the leading leg and trailing leg (Nieuwboer et al., 2004) could lead to freezing and variability of walking.

A model of the torques generated by the plantar flexors acting on the stance leg has been proposed, and its effect on a biped and a reduced inverted pendulum model has been studied. The pattern of freezing observed in the model matches well with the behavior observed experimentally7 in Nutt et al. (2011) and Figure 5A). The equilibrium point description (Feldman, 1986; Sainburg, 2015) of the control of the muscles is avoided here and instead, we opted for an explicit control signal. However, variabilities in the “torque-length-characteristics” (Feldman, 1986) for a particular (set of) equilibrium point (points) can generate torques required for motion. Therefore, a parallel between the equilibrium point hypothesis of postural balance and our model can be drawn if the torques prescribed in the model are assumed to be the result of variabilities in the “torque-length-characteristics.”

Chaotic regions are observed to be closer to those regions where freezing ensues. In the inverted pendulum model, these regions show up only at low absolute angular velocity initial conditions. This may explain why freezing is a “rarely” occurring intermittent condition. This also may explain why freezing happens near obstacles or narrow paths where the subject voluntarily slows down to reduce the probability of collision. Obstacles could be either perceived or real. Hence, even though the pattern of freeze remains the same the causes could be varied. It might even be possible that the control of τl is driven by perceived obstacles or anxiety about the consequence of freezing (Ehgoetz Martens et al., 2014; Martens et al., 2016). Increase in τl, therefore, could be thought to be indirectly influenced by anxiety and perceived obstacles. However, this hypothesis warrants further experimentation.

Varying the parameter step length which controls the stride length is observed to affect the maps and therefore the freezing regions. The results indicated that keeping the steps closer to each other such that |θreset| is minimized, is safer for the PD patient. The stability of the period 2 & 3 orbits are highly sensitive to small variations of parameters (ϕ, τr, τl) which are proposed to be the reason for sporadic variabilities in gait seen in PD subjects. We also hypothesize that stable low absolute angular velocity regions of the state space for some parameter values form a “cantor set” and necessitates further study.

It can be speculated that a reason for the observed help of auditory/sensory cues (Rochester et al., 2005; Young et al., 2014; Amini et al., 2019) in reducing instances of freezing, is by indirectly forcing PD patients to make shorter steps with lesser variability, thus reducing the possibility of moving into the freezing region of walking. Variability in the walking times observed in the Inverted pendulum model translates to variability in step lengths in the biped model. Biped model shows a more complicated dependence on the parameters to eventual freezing (Figure 6A). This dependence is also a function of the initial conditions and could be investigated further in future work along with detailed bifurcation analysis.

The CPG activity is controlled by feedback mechanisms with delays, noise and input from the brain (which in turn is affected by different factors, including emotional state). The ground and other environmental conditions also play a role in walking. These variabilities are not accounted for in our model, which represents a limitation of the study. Like any other studies which are based on a mathematical model and numerical simulations, our results and conclusions also might not necessarily represent the entire spectrum of patients. Further extensive patient-based studies are to be performed prior to use of these ideas for the treatment of PD gait. As future work, a more detailed model is planned to include these variabilities. The future models will be compared with the simpler versions to understand the minimum set of variables generating the abnormal walking behavior. The key aspects explained using the proposed model can be summarized as follows

1. The higher variability in PD patients could be the result of parameters being closer to the point of chaos. A further change of the parameters can result in freezing. Therefore, increased variability should be looked at with caution (clinically) and should be treated to reduce it. The difficulty in the prediction of freezing also owes to the horseshoe near the freezing regions.

2. The pattern of reducing the step-sizes before freezing has been shown to be the result of slowing down (Figure 5A). Voluntary/involuntary reduction in angular velocity (in absolute terms) near the obstacles makes the subject more susceptible to freezing and highly irregular walking.

3. One plausible reason why sensory cues such as auditory or visual cues help in freezing is by reducing step lengths. The proposed model shows that the reduction in step length helps in reducing freezing episodes at lower absolute value of angular velocity conditions as it moves the patient away from the freezing region. Further experimental study is needed to understand the clinical applicability.
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FOOTNOTES

1Here a ↦ b indicates state a “maps to” state b after some time t where t ≥ 0,

2[image: image] and [image: image] are used interchangeably, where, x1 and x2 are components of some vector

3p− and p+ refers to any parameter p before and after collision, respectively, in a particular step cycle.

4θ(t) and ω(t) are multi-valued functions at the point of collision.

5Even though the symbol θ(T) is used at the point of collision, it may be noted that this is a one to many mapping and therefore is not a single valued function in the traditional sense of the word.

6The solution to this optimization problem may not always exist.

7Here we are referring to the Figure 1 in Nutt et al. (2011). Source of the figure :https://pubmed.ncbi.nlm.nih.gov/21777828/#&gid=article-figures&pid=figure-1-uid-0
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Objective: This study aims to review existing literature regarding the effects of transcranial direct current stimulation (tDCS) on the physical performances of the foot and ankle of healthy adults and discuss the underlying neurophysiological mechanism through which cortical activities influence the neuromechanical management of the physical performances of the foot and ankle.

Methods: This systematic review has followed the recommendations of the Preferred Reporting Items for Systematic reviews and Meta-Analyses. A systematic search was performed on PubMed, EBSCO, and Web of Science. Studies were included according to the Participants, Intervention, Comparison, Outcomes, and Setting inclusion strategy. The risk of bias was assessed through the Cochrane Collaboration tool, and the quality of each study was evaluated through the Physiotherapy Evidence Database (PEDro) scale.

Results: The electronic search resulted in 145 studies. Only eight studies were included after screening. The studies performed well in terms of allocation, blinding effectiveness, and selective reporting. Besides, the PEDro scores of all the studies were over six, which indicated that the included studies have high quality. Seven studies reported that tDCS induced remarkable improvements in the physical performances of the foot and ankle, including foot sole vibratory and tactile threshold, toe pinch force, ankle choice reaction time, accuracy index of ankle tracking, and ankle range of motion, compared with sham.

Conclusion: The results in these studies demonstrate that tDCS is promising to help improve the physical performances of the foot and ankle. The possible underlying mechanisms are that tDCS can ultimately influence the neural circuitry responsible for the neuromechanical regulation of the foot and ankle and then improve their physical performances. However, the number of studies included was limited and their sample sizes were small; therefore, more researches are highly needed to confirm the findings of the current studies and explore the underlying neuromechanical effects of tDCS.

Keywords: transcranial direct current stimulation, foot, ankle, physical performance, neural circuitry, neuromechanical management


INTRODUCTION

The functionality and physical performances of foot and ankle, including muscular strength, somatosensory function, and endurance, play a key role in locomotor control when standing, walking, jumping, and endurance running in everyday activities (Rodgers, 1988; Aagaard, 2018). In addition to the peripheral nervous system, the cortical functional networks of the brain have been linked to the formation and regulation of the physical performances of the foot and ankle (Noakes, 2011; Foerster et al., 2018a). A decrease in the excitability of cortical regions is associated with diminished biomechanical management of physical performance and increases the risk of injuries (e.g., chronic ankle inability) (Needle et al., 2017). Therefore, strategies designed to facilitate the neural circuitry of the brain have a great potential of improving the functional and physical performances of the foot and ankle.

One promising approach is transcranial direct current stimulation (tDCS). TDCS non-invasively modulates the excitability of brain regions by delivering low-amplitude current flow between two or more electrodes placed on the scalp (Nitsche and Paulus, 2000, 2001; Reardon, 2016). Anodal tDCS can increase cortical excitation through the tonic depolarization of the membrane resting potential, and cathodal tDCS may decrease cortical excitation by the hyperpolarization of the membrane resting potential (Stagg and Nitsche, 2011; Rahman et al., 2013). TDCS can enhance the cognitive–motor function and is beneficial for multiple neurological and psychiatric disorders (e.g., depression and Alzheimer's disease) (Kuo et al., 2014; Summers et al., 2016).

In recent years, researchers have explored the effects of tDCS on the physical performance of healthy individuals. Anodal tDCS applied over the primary motor cortex (M1) can improve multiple physical performances, such as balance control (Saruco, 2017; de Moura et al., 2019), pain perception (Vaseghi et al., 2014), muscle strength, and muscular endurance (Lattari et al., 2018; Vargas et al., 2018; Machado, S. et al., 2019). Specifically, tDCS designed to target the sensorimotor region has induced improvements in the physical performances of the foot and ankle of healthy adults (Devanathan and Madhavan, 2016; Zhou et al., 2018). For example, Zhou et al. (2018) observed that one session of tDCS targeting M1 has improved the vibrotactile sensation of the foot sole of healthy older adults when standing. These efforts have shed a light on a novel strategy for the enhancement of the physical performances of the foot and ankle by using tDCS to modulate the excitability of cortical brain regions. Considering the different methodologies and unpredicted effects, systematic review of published studies can provide valuable summaries of the effects of tDCS on the physical performances of the foot and ankle.

This study thus aims to systematically review available peer-reviewed publications to date on the effects of tDCS on the physical performances of the foot and ankle of healthy adults. We then further discuss the underlying neurophysiological mechanism through which cortical activities influence the neuromechanical management of physical performances of the foot and ankle. This review will provide the most recent achievements and a better understanding of research efforts in this direction to ultimately help optimize the implementation of tDCS to enhance the physical performances of the foot and ankle in the near future.



METHODS

The method of this review was designed following the recommendations of the Preferred Reporting Items for Systematic reviews and Meta-Analyses and the Cochrane Handbook for Systematic Reviews of Interventions (Moher et al., 2009; Cumpston et al., 2019).


Search Strategy

This systematic review conducted a comprehensive search of three databases, namely, PubMed, Web of Science, and EBSCO, up to May 2020. The search was performed using the terms “foot,” “toe,” and “ankle,” which were separately combined with “transcranial direct current stimulation” or “tDCS” in all databases. Boolean operators “AND” and “OR” were used to combine keywords according to the recommendations of each database. All results found in the search were imported into the EndNote reference manager (EndNote X9, USA, Stanford) to gather together and automatically find out duplicate records.



Eligibility Criteria and Article Selection

The following inclusion criteria were applied based on the Participants, Intervention, Comparison, Outcomes, and Study design (Ferreira et al., 2019). (1) The participants were healthy adults with no history of musculoskeletal injury and overt neurological disease. (2) The intervention was tDCS, regardless of stimulation types, stimulus intensity, duration, and electrode location. (3) A comparison was with sham tDCS (i.e., placebo). (4) The primary outcomes were strength, perception, flexibility, or other related variables of the foot and ankle. (5) The study design was randomized, crossover, and sham-control designs. Animal studies and non-English studies were excluded. Reviews, case reports, letters, opinions, and conference abstracts were also excluded (Figure 1).


[image: Figure 1]
FIGURE 1. Flow diagram of the search strategy.


Two researchers independently evaluated the results of the search and resolved differences through discussion (SL and BF). The Abstracts and full texts of relevant articles were read thoroughly, and only those that met the eligibility criteria were selected. Then, the researchers further confirmed the selected articles and discussed possible disagreements; if any disagreement persisted, then a third researcher was consulted and judged the results (WJ).



Data Extraction

The original data of the included articles were summarized in Microsoft Excel (Microsoft Corporation, Redmond, WA, USA). The findings were divided into two categories, namely, the effects of tDCS on the physical performances of (1) the foot and (2) ankle, to facilitate the interpretation of the results. Besides, the following data were summarized: author, sample size, gender, age, anodal/cathodal location, electrode size, current intensity, duration, control, and main outcomes.



Quality and Risk-of-Bias Assessments

The Physiotherapy Evidence Database (PEDro) scale was used to assess the quality of each study (Maher et al., 2003). Studies with a PEDro score of <6 were deemed as having low quality.

The risk of bias of each study was assessed using the Collaboration's “Risk of Bias” tool, version 5.2 based on the Cochrane Handbook for Systematic Reviews of Interventions (Cumpston et al., 2019). The risk of bias for each study was judged as “low,” “high,” or “unclear” risk of bias. The two researchers independently evaluated the PEDro score and risk of bias of each study; a third researcher was consulted to reach a final consensus if any disagreement persisted.




RESULTS

A total of 145 related articles were found in the databases (43 in PubMed, 50 in EBSCO, and 52 in Web of Science). Only eight articles were included for systematic review after removing duplicate articles and excluding irrelevant studies by reading the titles, Abstracts, and full texts. Four studies examined the effects of tDCS on foot physical performance (Table 1), and the other four studied its effects on ankle physical performance (Table 3).


Table 1. The characteristics of studies investigating the effect of tDCS on foot physical performance.
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Effects of tDCS on Foot Physical Performance

Four studies investigated the effect of tDCS on foot physical performance. Fifty-four participants, consisting of 52 males and 2 females, were recruited with an age of between 20 and 61 years (Table 1). A bias in gender was observed across these studies.

Only the immediate effects of one-session tDCS were examined in these studies. Three studies used conventional tDCS applied over the sensorimotor cortex with an electrode size of 35 cm2 (Tanaka et al., 2009; Zhou et al., 2018; Yamamoto et al., 2020). One study used a 4 × 1 ring high-definition tDCS (HD-tDCS), in which the anodal electrode was placed over Cz and was surrounded by four cathodal electrodes with a size of 1 cm2 (Xiao et al., 2020). Three studies applied the current intensity of 2 mA (Tanaka et al., 2009; Zhou et al., 2018; Xiao et al., 2020), and one study applied the intensity of 1.5 mA (Yamamoto et al., 2020). The duration of tDCS was 10 min in two studies (Tanaka et al., 2009; Yamamoto et al., 2020) and 20 min in the other two studies (Zhou et al., 2018; Xiao et al., 2020). The current density at the stimulation electrode was 0.043 or 0.057 mA/cm2 with a total charge between 0.026 and 0.069 C/cm2. Sham was used as a control in these studies, in which the placements of electrodes were the same as real tDCS but the current was delivered in only the first 30 or 60 s of the stimulation (Table 2).


Table 2. Stimulation protocols and main outcomes of studies investigating the effect of tDCS on foot physical performance.
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Several variables were assessed in these studies, including foot sole standing vibratory threshold, foot tactile threshold, foot flexor strength, and toe pinch force. Specifically, Zhou et al. (2018) observed that the standing vibratory threshold was decreased (i.e., better sensation) after anodal tDCS compared with sham. Yamamoto et al. (2020) examined the effects of cathodal tDCS designed to target the left motor area on foot tactile threshold and observed a significant decrease in the tactile threshold of the left center of the distal pulp of the hallux after cathodal tDCS compared with sham. One study showed that tDCS could improve toe pinch force (Tanaka et al., 2009). More recently, Xiao et al. (2020) found no significant differences in foot flexor strength between anodal HD-tDCS and sham stimulation.



Effects of tDCS on Ankle Physical Performance

Four studies examined the effects of tDCS on ankle physical performance. Forty-four participants, consisting of 25 males and 19 females, were recruited. The age of the participants was between 18 and 32 years (Table 3).


Table 3. The characteristics of studies investigating the effect of tDCS on ankle physical performance.
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Only the immediate effects of one-session tDCS were examined in these studies. The target of tDCS was M1 in three studies (Sriraman et al., 2014; Devanathan and Madhavan, 2016; Mizuno and Aramaki, 2017), and the targets in the other study were M1 and the cerebellum (Shah et al., 2013). Three studies used transcranial magnetic stimulation to identify the area of M1 by hot spotting for the left tibialis anterior (TA) muscle (Shah et al., 2013; Sriraman et al., 2014; Devanathan and Madhavan, 2016), and one study placed the electrodes according to the 10/20 EEG system (Mizuno and Aramaki, 2017). The electrode sizes were between 8 and 35 cm2 (Shah et al., 2013; Sriraman et al., 2014; Devanathan and Madhavan, 2016; Mizuno and Aramaki, 2017). Three studies applied the intensity of 1 mA for 15 min (Shah et al., 2013; Sriraman et al., 2014; Devanathan and Madhavan, 2016) and the other one used 2 mA for 10 min (Mizuno and Aramaki, 2017). The current density at the stimulation electrode was 0.057, 0.08, or 0.125 mA/cm2 with a total charge between 0.034 and 0.113 C/cm2. Sham was used as a control in these studies, in which the placement of electrodes was the same as real tDCS but the current was delivered in only the first 30 s of the stimulation.

For the excitability assessment induced by tDCS, one study showed that cerebellar cathodal and anodal tDCS increased the normalized motor-evoked potential (MEP) amplitudes for the TA muscle compared to the sham condition (Shah et al., 2013). The other study observed a trend toward a greater change in MEP amplitude during anodal tDCS compared to the pre-stimulation (Sriraman et al., 2014) (Table 4).


Table 4. Stimulation protocols and main outcomes of studies investigating the effect of tDCS on ankle physical performance.
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Ankle physical performance outcomes, including ankle reaction time, ankle range of motion, accuracy index for the ankle motor task, and passive kinesthesia thresholds, were measured in these studies. Devanathan and Madhavan (2016) observed that anodal tDCS could reduce the choice reaction time of ankle dorsiflexion compared with a sham condition. Mizuno and Aramaki (2017) observed that cathodal tDCS significantly increased ankle range of motion. Shah et al. (2013) and Sriraman et al. (2014) explored the effects of tDCS on ankle motor skill learning. The former found that anodal cerebellar, cathodal cerebellar, and anodal M1 tDCSs improved the target-tracking accuracy index of the ankle; and the latter similarly observed that tDCS increased motor performance during the practice of a skilled ankle motor task. Xiao et al. (2020) observed that anodal HD-tDCS decreased the passive kinesthesia thresholds of ankle inversion and dorsiflexion from pre- to post-stimulation, but no significant differences were observed between anodal and sham HD-tDCS.



Risk of Bias and Quality of Evidence

The summary risk of bias graph was illustrated in Figure 2. One study maintained a low risk of bias in all the domains evaluated (Xiao et al., 2020), whereas the other studies showed a certain high or uncertain risk in the risk-of-bias assessment. Regarding random sequence generation, all studies utilized randomization, but only one study sufficiently described the methods used for random sequence generation (Xiao et al., 2020). For blinding, five studies used a double-blind approach, one utilized single blinding, and the remaining described that no one noticed the difference between groups. Only two studies presented a high risk of incomplete outcome data. Three participants did not perform the hand pinch force task because of machine trouble and some other reasons in Tanaka et al. (2009). Two participants were excluded based on the results of the Smirnov–Grubbs rejection test by (Mizuno and Aramaki, 2017). Regarding selective reporting, all studies were deemed as having a low risk of bias. Besides, the PEDro scores of all the studies were over six, which indicated that all the included studies have high quality. Generally, the studies performed well in terms of allocation, blinding effectiveness, selective reporting, avoidance of order effects, maintenance of stimulation well-tolerated, and absence of side effects.
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FIGURE 2. Summary of risk-of-bias assessment.





DISCUSSION

In this study, we systematically reviewed the literature reporting the effects of tDCS on the physical performances of the foot and ankle. Seven of the eight included studies showed improvements in the task performances of the foot and ankle, such as motor performance, motor learning skill, and somatosensory function, which suggests that tDCS is promising to help improve the physical performances of the foot and ankle. However, due to the small sample size, various tDCS parameters, etc., these findings still need to be examined and confirmed in future studies. We will thus discuss the underlying mechanism and outlook on the possible directions of futures studies.

Nowadays, the effectiveness of tDCS is gradually certified in improving physical performances (Vargas et al., 2018; Lattari et al., 2020a,b). The effects of tDCS on lower limb performance, especially the physical performances of the foot and ankle, are relatively understudied to date (Fleming et al., 2017). Applying tDCS over the foot and ankle area of the motor cortex is challenging because of its deep position in the interhemispheric fissure (Foerster et al., 2018b). However, an initial study exploring the effects of tDCS on lower limb M1 excitability reported that 10 min of 2 mA anodal conventional tDCS with an electrode size of 35 cm2 can increase the corticospinal excitability of the leg area of the motor cortex as reflected by an increase in the amplitude of motor-evoked potentials of the TA muscle (Jeffery et al., 2007). In line with the aforementioned preliminary finding, subsequent studies have shown that tDCS can also modulate the excitability of the lower-limb area of the motor cortex and further alter the physical performances of the foot and ankle of healthy adults and thus has potential benefits on promoting the physical performances of the foot and ankle (Tanaka et al., 2009; Shah et al., 2013; Sriraman et al., 2014).

Notably, high variability in the effects of tDCS on these types of physical performances was observed (Angius et al., 2018). For example, anodal tDCS failed to enhance the muscle strength of the lower extremity of healthy participants, including knee extensor and foot flexor strength (Flood et al., 2017; Maeda et al., 2017; Xiao et al., 2020). The variability may have arisen from the variance in the characteristics of the participants, the design of study protocols, and tDCS montages. Specifically, the variance in experimental outcomes in response to tDCS was caused by several factors associated with high inter-individual variability, including the organization of local circuits, basal level of function, psychological state, level of neurotransmitters and receptor sensibility, baseline neurophysiological state, and genetic aspects (López-Alonso et al., 2015; Pellegrini et al., 2018a,b; Machado et al., 2019). In addition, those previous studies used different experimental designs and stimulation protocols (i.e., different montages), potentially contributing to the variance in the results or even the reversal effect (Datta et al., 2009; Angius et al., 2018; Machado, S. et al., 2019; Hassanzahraee et al., 2020; Pellegrini et al., 2020). For example, Hassanzahraee et al. (2020) observed the reversal of corticospinal excitability of anodal tDCS with a current intensity of 1.0 mA when the stimulation duration was over 26 min, which may provide certain implications for preventing excessive brain activation. Additionally, a “ceiling effect” may limit the benefit induced by tDCS in healthy adults (Zhou et al., 2018), that is, healthy participants can perform the task well at baseline; thus, the tDCS-induced improvement would be not as high as expected. Nevertheless, the main outcomes of these studies showed the potential of tDCS in enhancing the physical performances of the foot and ankle, yet its effectiveness should be further confirmed in future studies with more rigorous study design and larger sample sizes.

These studies showed the potential of tDCS in enhancing the physical performances of the foot and ankle. However, the montages of tDCS (e.g., current intensity, duration, and electrode size) were inconsistent across the included studies. Specifically, three studies that investigated the effect of tDCS on foot physical performance used the conventional tDCS, which delivered a current of 1.5–2 mA via two large sponges (size: 35 cm2). The total charge of received current on targets was between 0.026 and 0.069 C/cm2, which can adequately induce variation in the response threshold of the stimulated neurons and change the electrical activity of the neurons (Fertonani and Miniussi, 2017). Thus, Zhou et al. (2018) found that 20 min of 2 mA tDCS applying over C3 can also improve foot somatosensory function. Similarly, among the studies investigating the effect of tDCS on ankle physical performance, four studies used the conventional tDCS delivering the current intensity between 1 and 2 mA via two large electrodes with different sizes (i.e., 8–35 cm2). The total current charge was between 0.034 and 0.113 C/cm2, and these studies showed that applying tDCS over M1 could increase ankle motor performance. However, this conventional tDCS may induce diffuse current flow on targets and the distribution of the induced electrical field may vary across participants. More importantly, the return of current in this conventional tDCS cannot be well-controlled, and may thus induce the inhibitory effects on the cortical regions next to the targeted area (To et al., 2016). For example, Zhou et al. (2018) targeted the primary sensory cortex (C3 area of 10/20 EEG template) using large sponge electrodes, and the excitability of the primary motor cortex (located anatomically next to the primary sensory cortex) may be inhibited, which may thus limit the effects of tDCS on the functional performance (e.g., they did not observe the significant improvement in the performance of timed-up-and-go test of mobility, though the foot-sole tactile sensation was improved). Besides, only one study using HD-tDCS observed a significant improvement in foot physical performance from pre- to post-stimulation, but not between anodal and sham HD-tDCS (Xiao et al., 2020). For anodal HD-tDCS, the anodal electrode was set at 2 mA, while the four return electrodes placed 3.5 cm apart from the anodal electrode were programmed to −0.5 mA. The previous study anticipated that −0.25 mA inhibitory input from the surrounding cortical areas may negate or override the focalized 1 mA current intensity over M1, which may influence overall M1 excitability (Pellegrini et al., 2020). Thus, the improvements in foot physical performance induced by anodal HD-tDCS may not be significant (Xiao et al., 2020). The applicable HD-tDCS protocol and its effectiveness should be further confirmed in future studies with more rigorous study design and larger sample size.

The mechanisms of tDCS in improving the physical performances of the foot and ankle are still uncertain (Angius et al., 2017). However, several possible explanations have been made. The modulation of the cortical excitability and the activation of the synaptic neuroplasticity of targeting brain regions play a key role in the regulation of neural circuits responsible for biomechanical management (Nitsche et al., 2008). Specifically, the current flow delivered by tDCS may augment active synaptic connections between the neuronal structures of cortical regions and thus may induce sustained changes in the neural activity of motor neurons. Such neuronal changes can improve the degree of the synchronous discharge of motor units, which influence the neural circuitry on the neuromechanical regulation of the foot and ankle and then improve their physical performance (Bindman et al., 1964; Dutta et al., 2015; Patel et al., 2019). TDCS can also induce an increase in cortico-muscular coherence, which is defined as the coherence mapping the synchrony between cortical neural activity and muscles (Chen C. et al., 2019). This occurrence may also support the aforementioned hypothesis of the underlying mechanism. Besides, the neuronal circuits involved in the regulation of motor tasks are likely active at a heightened state (Ziemann et al., 2004; Sriraman et al., 2014; Chen J. et al., 2019). The tDCS-induced improvements in physical performance and/or motor learning skills are commonly observed in the presence of activity-dependent modifications of synapses. Thus, the membrane shifting induced by anodal tDCS accessibly may shape synaptic plasticity and improve motor performance and learning (Sriraman et al., 2014). Sensory sensitivity depends on the degree of excitation in the somatosensory cortex and the integrity of the individual's neural circuitry (Fregni and Pascual-Leone, 2007). Wang et al. (2015) observed that anodal tDCS could modulate and augment cortical responsiveness to foot pressure stimuli in healthy adults by increasing the activation of the left posterior paracentral lobule (including the primary sensory cortex [S1]), and this tDCS-induced increase in cortical responsiveness to pressure stimuli may help the sensation of the lower limbs. Additionally, S1 is next to M1; therefore, tDCS targeting S1 may also increase the excitability of M1. Thus, improvements in sensory function may be attributed to the tDCS-induced activation of M1.

Interestingly, cathodal tDCS applied over the motor area also induced a positive effect on foot tactile sensation and ankle range of motion (Mizuno and Aramaki, 2017; Yamamoto et al., 2020). Cathodal tDCS usually decreases cortical excitability. By contrast, the administration of cathodal tDCS to the motor cortex of one hemisphere increases the excitability of the motor cortex of the other hemisphere in healthy participants (Schambra et al., 2003) and improves the physical performance of the ipsilateral foot (Yamamoto et al., 2020). Besides, an increase in ankle range of motion may be based on decreased pain perception secondary to the decreased excitability of the cerebral cortex caused by cathodal tDCS (Mizuno and Aramaki, 2017). Although anodal and cathodal tDCS maintain discrepant neurophysiological effects, both have shown benefits in improving the physical performance of the foot and ankle.

Multiple intermediate structural and functional levels between cortical regions and the foot and ankle in the regulatory pathway of the physical functions of the foot and ankle may mediate and integrate the effects of tDCS (Fertonani and Miniussi, 2017). These components are interconnected over multiple levels; therefore, tDCS that modulates neurons close to the discharge threshold, which are potentially engaged in the execution of a specific task, may also regulate the functionality of multiple components (e.g., task-related networks and secondary-level neural circuitry) in the regulatory system (Siebner et al., 2009; Bikson et al., 2013; Miniussi et al., 2013; Luft et al., 2014). However, some improvements in performance have been noted without remarkable changes in corticospinal excitability (Abdelmoula et al., 2016; Angius et al., 2016). Thus, characterizing the multi-level components of the regulatory system of the foot and ankle's physical function in future studies using neuroimaging techniques will ultimately advance the understanding of the underlying mechanisms behind the ergogenic neuromechanical effects of tDCS on the foot and ankle, as well as the other parts of the body extremities.

The results of this systematic review should also be taken with caution since the included studies have some methodological limitations. First, the sample size of the included studies in this review is relatively small. Second, the selection of tDCS parameters varied across studies, and many of them lacked optimization. For example, two studies applied the conventional tDCS over the C3 area, which may not be the appropriate target for the control of the lower-extremity function (Zhou et al., 2018; Yamamoto et al., 2020). Thus, a standardized protocol of tDCS using a more rigorous study design and advanced neuro-modeling technique is highly demanded in future studies aiming at examining the effectiveness of tDCS on the physical performances of the foot and ankle. Besides, the neurophysiological mechanisms through which tDCS benefits the physical performance are still not fully understood. Only two studies measured the changes of cortical excitability within the tDCS targets (i.e., M1), but the “dose-response” effects of tDCS were not examined (Shah et al., 2013; Sriraman et al., 2014). Further studies are warranted to estimate the on-target “does” of tDCS (e.g., the normal component of the electric field within the tDCS targets) using neuro-modeling techniques with the brain magnetic resonance images of participants and correlate such dose to the observed functional improvements (Fischer et al., 2017). This will provide fundamental knowledge into the causal relationship between the tDCS-induced neurophysiological changes of cortical regions and the changes in behavior induced by tDCS. A bias in gender was observed in the studies investigated the effects of tDCS on foot sensory function and foot muscle strength. However, to date, no studies have examined how gender influences the tDCS-induced effects on foot physical performance, which is worthwhile to be explored in the future. Besides, much more numbers of studies generally demonstrated that tDCS can induce benefits to functional performance. However, potential publication bias should be noted, that is, studies with positive results are more preferred to be reported. Negative results on the efficacy of tDCS might be encouraged to be published to critique the implementation of tDCS, which will ultimately help optimize the protocol of tDCS intervention.

Research efforts on exploring the effects of tDCS on the physical performances of the foot and ankle have emerged recently, and a relatively limited number of studies (n = 8) was published. The current review was thus performed based upon this number of publications. Besides, this study only focused on the effect of tDCS on the physical performances of the foot and ankle of healthy adults; patients with diminished or impaired foot and ankle functionality should be taken into account in future studies.



CONCLUSION

Based on the existing studies, tDCS is promising to help improve the physical performances of the foot and ankle, such as motor performance, motor learning skill, and somatosensory function, which needs to be examined and confirmed in future studies. The underlying mechanism has been postulated that tDCS increased neuronal excitability of the targeted cortex and may potentially enhance the neuromechanical management of the physical performances of the foot and ankle. However, future studies with a larger sample size and a more rigorous experimental design (i.e., study protocol and tDCS montage) are warranted to confirm the findings of current studies and explore the neurophysiological and neuromechanical mechanisms of tDCS-induced improvements in the physical performances of the foot and ankle.
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Kinematic synergies (kSYN) provide an approach to quantify the covariation of joint motions and to explain the mechanisms underlying human motor behavior. A low-dimensional control strategy by means of the activation of a moderate number of kSYN would simplify the performance of complex motor tasks. The purpose of this study was to examine similarities between the kSYN of varying locomotion tasks: straight-line walking, walking a 90° spin turn and walking upstairs. Task-specific kSYN were extracted from full body kinematic recordings of 13 participants by principal component analysis. The first five kSYN accounting for most of the variance within each task were selected for further analysis following previous studies. The similarities between the kSYN of the three different locomotion tasks were quantified by calculating cosine similarities (SIM), as a vector-based similarity measure ranging from 0 (no similarity) to 1 (high similarity), between absolute principal component loading vectors. A SIM between two kSYN > 0.8 was interpreted as highly similar. Two to three highly similar kSYN were identified when comparing two individual tasks with each other. One kSYN, primarily characterized by anteversion and retroversion of the arms and legs, were found to be similar in all three tasks. Additional kSYN that occurred between individual tasks reflected mainly an upwards/downwards movement of the body or a countercyclical knee flexion/extension. The results demonstrate that the three investigated locomotion tasks are characterized by kSYN and that certain kSYN repeatedly occur across the three locomotion tasks. PCA yields kSYN which are in descent order according to their amount of total variance accounted for. Referring to the placing of a kSYN within the order as priorization, we found a change in priorization of repeatedly occurring kSYN across the individual tasks. The findings support the idea that movements can be efficiently performed through a flexible combination of a lower number of control-relevant variables.

Keywords: motor coordination, movement organization, principal component analysis, full body kinematics, everyday locomotion tasks


INTRODUCTION

The true complexity of the control processes involved in ordinary human movements is masked by the ease of their execution (Wolpert et al., 2013). The human central nervous system (CNS) consists of billions of interconnected neurons, and the musculoskeletal system is composed of approximately 700 muscles and over 300 mechanical degrees of freedom (Bruton and O'Dwyer, 2018). This highly redundant motor system enables us to achieve movement in countless ways (Bernstein, 1967), and one of the longstanding questions in motor control research is how the CNS resolves this redundancy. In addition, we learn an enormous number of skills, such as raising a hand or playing sports, in the course of our lives and even when the execution of such tasks seems to be easy, it requires a fine tuning of the CNS. This leads to another fundamental question of motor control research: namely, how this versatility is implemented in the CNS. Consequently, finding answers to these two questions through analyzing the coordination of human movements, has—besides other challenges such as dealing with non-linearities within the motor system (Franklin and Wolpert, 2011)—become a central issue in motor control research (e.g., Bizzi et al., 1991; Wolpert and Kawato, 1998; Scholz and Schöner, 1999; Todorov and Jordan, 2002; d'Avella et al., 2003; Daffertshofer et al., 2004; Lacquaniti et al., 2012).

A possible answer to the questions of how the CNS solves the challenge of versatility and redundancy could be through a modular control architecture (Wolpert and Kawato, 1998; d'Avella, 2016). Many daily tasks are not independent from each other and have certain similarities, e.g., walking straight ahead vs. walking in a curve. If motor skills are represented by a collection of compositional elements (Giszter, 2015; d'Avella, 2016) that act as building blocks for movement construction, one would assume that similar movement tasks (e.g., walking in a straight line vs. walking in a curve) are composed of similar elements, although these may be weighted differently during construction of movements.

Such compositional elements could have various forms (Giszter, 2015). Synergies have been proposed as one possibility for implementing the idea of a modular control architecture (Bizzi et al., 1991; Bruton and O'Dwyer, 2018). Synergies ensure organization by establishing working relationships and thus simplifying the control of movements in a highly redundant motor system (Bernstein, 1967; Bruton and O'Dwyer, 2018). Such synergies can either exist on a muscular (d'Avella et al., 2003) or kinematic level (Borghese et al., 1996; Catavitello et al., 2018) and they typically represent compositional elements working together to produce results not obtainable by any of the elements alone (McGowan et al., 2010; Wang et al., 2013; Tagliabue et al., 2015). There is a growing body of literature supporting the existence of synergies and demonstrating that multi-segmental movements are highly coupled and correlated for a variety of tasks (Kelso et al., 1983; Lacquaniti et al., 1986; Troje, 2002; Daffertshofer et al., 2004; Wang et al., 2013; Majed et al., 2017; Haid et al., 2018).

The use of principal component analysis (PCA) has been proven to be effective in reducing the redundancy of large kinematic datasets and has been shown to be a feasible approach to extract relevant hidden structures (Courtine et al., 2005; Wang et al., 2013; Majed et al., 2017; Zago et al., 2017b; Bruton and O'Dwyer, 2018). Such analysis performed on a full body kinematic dataset decomposes the complex movement pattern into its main kinematic synergies (kSYN) (Daffertshofer et al., 2004; Lamoth et al., 2009; Wang et al., 2013). The first several few principal components normally account for most of the variance in the original data, and can be interpreted as the kinematic elements by which the motor system organizes a movement (Wang et al., 2013). For example, most previous studies stated that the dimensionality of gait could be reduced to 3–5 kSYN (Courtine and Schieppati, 2004; Wang et al., 2013; Zago et al., 2017c). Within the last two decades, kSYN of whole body motion have been investigated for common locomotion tasks such as walking or running (Troje, 2002; Daffertshofer et al., 2004; Lamoth et al., 2009; Federolf et al., 2013); balance tasks (Federolf, 2016; Haid et al., 2018); and more complex movements such as contemporary dance (Hollands et al., 2004) or karate (Zago et al., 2017a). In the majority of the studies, redundancies and patterns of coordination were determined in order to gain insight into the movement control mechanisms (Wang et al., 2013).

One of the first studies investigating basic coordination patterns in straight-line walking and walking turns using PCA was done by Courtine and Schieppati (2004). Their findings indicated invariant coordination patterns among limb segments and the trunk during straight-line walking and walking turns. Furthermore, a turn-dependent tuning of the coordination patterns was observed depending on the walking direction of the body. Such adaptations are required to successfully turn, as the center of mass must be quickly halted and redirected over a relatively stable base of support (Dixon et al., 2013). The investigation of turning biomechanics showed changes in lower-limb joint kinematics and spatio-temporal differences for the two main turning strategies for 90° turns, namely spin turn and step turns (Taylor et al., 2005; Dixon et al., 2013). The spin turn is characterized by a change of direction toward the same side as the stance limb and has been postulated to be an economical turning strategy (Taylor et al., 2005; Dixon et al., 2013). Similarly, other frequently encountered locomotion tasks by humans in daily living, such as stair walking, are characterized by biomechanical changes in comparison to straight-line walking. Riener et al. (2002) described a greater knee angle and the change from heel contact to middle food contact while walking stairs and hypothesized that the participants switch their gait patterns. Whether such changes lead to a similar tuning of kSYN as proposed for walking turns has not been examined so far. Overall, differences in coordination due to changes in the locomotion task have not been studied extensively. A few studies analyzed similarities in whole body kSYN. Lamoth et al. (2009) examined whole body kinematics when comparing multi-segmental coordination and stride characteristics in walking and running. They highlighted that “walking and running entail similar, albeit speed- and gait-dependent, coordination structures.” Their finding suggested that similar neural circuits in the spinal cord control the two locomotion tasks walking and running (Lamoth et al., 2009). d'Avella et al. (2003) came to a similar conclusion when they related muscle activity patterns to movement kinematics in frogs. They proposed the “existence of a substantial amount of shared structure in the control of different tasks” as well as “the existence of behavior-specific synergies.” They concluded that mixing behavior-independent and behavior-specific modules allows for the execution of different, complex behaviors. Overall, the link between muscle synergies, kSYN and movement production can be described as follow: a certain set of muscle synergies are required to produce a movement and the consequence of activating muscle synergies leads to the activation of the associated kSYN. This leads to the assumption that the CNS can benefit from a flexible combination of kSYN as supplements to muscular synergies for a range of similar movements.

Taken together, how and to what extend whole body kSYN are utilized across varying locomotion tasks has not yet been studied extensively. However, a deeper understanding on a cross-task use of whole body kSYN can help to better understand how the CNS takes advantage of a modular control architecture to efficiently solve the degrees of freedom problem in locomotion tasks. Therefore, the purpose of this study was to examine similarities in whole body kSYN between varying locomotion tasks by investigating straight-line walking, walking a 90° spin turn and walking upstairs. We expected that: (1) characteristic kSYN for the three tasks are identifiable and (2) certain kSYN repeatedly occur across the three tasks due to their similarity.



MATERIALS AND METHODS


Participants

Thirteen male volunteers (age 26.1 ± 2.9 years; height 178.7 ± 5.5 cm; body mass 78.4 ± 5.9 kg) participated in this study. All participants were physically active and had no known history of neurological or motor disorders or injuries over the last 6 months. The study was approved by the ethics committee of the Karlsruhe Institute of Technology. All participants were informed of the experimental procedures and gave informed written consent prior to study participation.



Data Acquisition

Full body kinematic data of straight-line walking (SW), walking a 90° spin turn (WT), and walking upstairs (WU), as tasks among the most common forms of human gait (Riener et al., 2002; Glaister et al., 2007), were collected using a marker-based motion capture system (Vicon Motion Systems Ltd., Oxford, UK) with a sampling rate of 200 Hz. Eighteen passive-reflective markers were placed bilaterally on the participants' forehead, shoulder, elbow, hand, pelvis, knee, ankle, heel, and forefoot following previous studies (Daffertshofer et al., 2004; Federolf et al., 2013). SW trials were collected while participants walked overground. For the WT trial, participants followed a path with a 90° curve to the right drawn on the ground. They were instructed to use a spin turn strategy, which means that they had to perform their first turning step with the left foot (Taylor et al., 2005). A staircase of seven steps was used to collect the WU trials. The stair tread had a height of 0.17 m, which is right in the middle of the DIN-normed range for stair treads (DIN 18065). All locomotion tasks were performed at a self-selected speed. Prior to the recording of one valid trial for each specific locomotion task, participants were given two to three practice trials per locomotion task.



Data Processing

Vicon Nexus software (V. 1.8.5, Oxford, UK) was used to produce gap-free 3D marker trajectories. Further data processing steps were carried out in Matlab (The MathWorks Inc., Natick, MA, USA). 3D marker trajectories were low-pass filtered (Butterworth 4th order) at a cut-off frequency of 15 Hz. Gait cycles for the left leg were identified by determining initial contact as the minimum of the vertical heel marker trajectories for SW and WT. The minimum of the forefoot marker was determined to identify gait cycles during WU, as the initial contact with the stair was made with the forefoot (Riener et al., 2002). Data were extracted from the gait cycle at the mid-point of the walkway, the turning step, in the middle of the three turning phases of approach, turning and departure (Dixon et al., 2013), and at the mid-point of the stairs as representative for SW, WT, and WU, respectively. Gait cycles were time-normalized to 100 data points. All marker coordinates were expressed relative to the horizontal position of the pelvis, i.e., the horizontal center of the pelvis markers was subtracted from all marker coordinates. To minimize the influence of anthropometric differences on the calculation of the kSYN, the mean over the analyzed period was subtracted and the marker trajectories were normalized to unit standard deviation (Daffertshofer et al., 2004). Based on the normalized marker trajectories, a movement data matrix was formed for each task. The dimension of the matrices was 1,300 (13 participants × 100 time points) × 54 (18 markers × 3D coordinates).



Extraction of Kinematic Synergies

kSYN for each task were extracted by applying PCA to the corresponding movement data matrices. PCA was performed using singular value decomposition. Each PCA yielded (i) principal component vectors PCk, (ii) eigenvalues EVk, and (iii) scores (Daffertshofer et al., 2004; Federolf et al., 2013; Wang et al., 2013). The PCk indicate the directions of the largest variations in the movement data matrix. The eigenvalues indicate the fraction of the total variance accounted for by each PCk. The scores contain the projections of the original movement data onto each PCk. k denotes the order of the eigenvectors. The components, i.e., loadings of the PCk, quantify the contribution of the original variables (1D marker coordinates) to a specific kSYN (Esbensen et al., 2002). A high loading value indicates that this variable strongly loads on a particular kSYN. Loadings were expressed as absolute values. To provide an intuitive interpretation of the kSYN, they were visualized as two-dimensional stick figures in the original marker coordinates (Federolf et al., 2012; Haid et al., 2018). This included the projection of individual scores on specific PCk and the rescinding of the normalization (multiply by the standard deviation of the time series and add mean of the time series). Consequently, isolated deviations from the mean body position of an individual caused by a single kSYN could be represented graphically. Figure 1 exemplifies the full movement as well as the first extracted kSYN of SW for one participant.


[image: Figure 1]
FIGURE 1. Illustration of the full movement (Left) and the first kSYN (Right) of one gait cycle while the participant walked in a straight line. The stick figures show the marker positions at the beginning of the gait cycle. The red and blue lines show the marker trajectories over the whole gait cycle. AP, anterior-posterior; ML, medial-lateral; Vert, vertical; BH, body height.




Similarity Analysis

The similarities between the first five kSYN according to their eigenvalues (Wang et al., 2013; Zago et al., 2017c) of the three different locomotion tasks were quantified using cosine similarity (SIM; Singh et al., 2018). SIM is a vector-based similarity measure ranging from 0 (no similarity) to 1 (high similarity), as long as all components of the vector are positive (Zhang, 2008). A SIM between two kSYN > 0.8 is interpreted as highly similar (Xiao et al., 2008; Song and Chen, 2013; Saito et al., 2018). The SIM between two kSYN is calculated as follows:

[image: image]

where [image: image] and [image: image] refer to the corresponding principal component loading vectors of the two kSYN under comparison, and i indicates the vector component. According to the equation, two kSYN were considered similar if the same variables load equally on both kSYN, and this is reflected in a high SIM value. SIM has been shown to produce high quality results across different fields (Lee et al., 2011; Xhafa et al., 2014).




RESULTS


Identified Kinematic Synergies

The aspects of the whole movement represented by each kSYN are listed in Table 1 and visualized in the videos submitted as Supplementary Materials. Together, the first five kSYN explained 83.9, 91.1, and 86.5% of the variance in the kinematic data for SW, WT, and WU, respectively.


Table 1. Description of the first five kinematic synergies (kSYN) of the three different locomotion tasks.
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Similarities Between Kinematic Synergies

SW and WT showed two highly similar kSYN (Table 1): one between SW3 and WT3 (SIM = 0.89) and the second between SW1 and WT2 (SIM = 0.84). All other comparisons between SW and WT yielded SIM <0.79.

SW and WU showed three highly similar kSYN (Table 1): one between SW1 and WU2 (SIM = 0.85), the second between SW2 and WU3 (SIM = 0.84), and the third between SW4 and WU5 (SIM = 0.83). All other comparisons between SW and WU yielded SIM <0.77.

WU and WT showed two highly similar kSYN (Table 1): one between WU2 and WT2 (SIM = 0.86) and the second between WU1 and WT3 (SIM = 0.84). All other comparisons between WT and WU yielded SIM <0.78.

Figure 2 illustrates similarities between the kinematic synergies of the three investigated locomotion tasks.


[image: Figure 2]
FIGURE 2. Schematic representation of the three locomotion tasks (SW, straight-line walking; WT, walking 90° spin turn; WU, walking upstairs) and their decomposition into five main kinematic synergies. The black arrows highlight high similarities (cosine similarity >0.80) across the different locomotion tasks.





DISCUSSION

The current study examined similarities in kSYN across three common locomotion tasks: straight-line walking, walking a 90° spin turn and walking upstairs. Previous research in motor control has highlighted that the CNS organizes movement by flexible combinations of a low number of synergies (d'Avella, 2016; Lambert-Shirzad and van der Loos, 2017; Bruton and O'Dwyer, 2018). Based on the current literature, we expected that: (1) we could identify characteristic kSYN for the three tasks and (2) certain kSYN would repeatedly occur across the three tasks due to the similarity of the locomotion involved. For this purpose, similarities in kSYN were compared across the three tasks. The study revealed that (1) the first five kSYN accounted for more than 83.9% of the total variance of each task and (2) two to three kSYN were in common across the three tasks, while other kSYN were task specific. Common kSYN across the three tasks predominantly represented the anteversion and retroversion of the arms and legs, the upwards/downwards movement of the body and flexion/extension movements of the knees. In consequence, the results confirm our hypotheses and help to gain a deeper understanding on the construction of locomotion movements.


Identification of Kinematic Synergies

Previous studies investigating whole body kinematics showed a reduction of control-relevant degrees of freedom via kSYN for various tasks including locomotion (Troje, 2002; Daffertshofer et al., 2004; Lamoth et al., 2009; Federolf et al., 2013), balance tasks (Federolf, 2016; Haid et al., 2018), and more complex movements (Hollands et al., 2004; Zago et al., 2017a). In line with related studies on whole body gait patterns for straight-line walking (Daffertshofer et al., 2004; Majed et al., 2017), we found a small number of compositional elements that described the essential features of gait: a combination of five kSYN explained 83.9% of the variance in the kinematic data. A comparable reduction to control relevant degrees of freedom during curved walking was reported by Courtine and Schieppati (2004) when they analyzed the limb segments and the trunk. Similarly, in an earlier study, Borghese et al. (1996) described the existence of laws of intersegmental coordination when investigating lower limb kinematics during walking. The authors observed regular loops on a plane for the elevation angles of the limb segment (pelvis, thigh, shank, and foot), despite large excursions of the individual angles, across six males. Lacquaniti et al. (2012) further reported in their review on patterned control of human locomotion that the so-called planar covariance corresponds with muscle activation patterns in order to simplify the problem of control of multi-segmental movements. Studies at the muscular level also suggest that movement tasks are performed using combined synergies (Cappellini et al., 2006; Bejarano et al., 2017; Bruton and O'Dwyer, 2018; Maguire et al., 2019). Additionally, animal studies support that the nervous system may use global variables having fewer degrees of freedom for controlling locomotion (Ivanenko et al., 2007; Catavitello et al., 2018). Catavitello et al. (2018) underlined the existence of kSYN when investigating the planar covariation of limb segment motion across a wide range of animals in a more recent study. The authors stated that kSYN lie at the interface between neural command signals and the mechanics of locomotion. A closer look at the first five kSYN of the three analyzed tasks (Table 1) highlights the phenomenon described by Daffertshofer et al. (2004) that these components reflect movements oscillating at either the stride frequency (e.g., arm and leg swing) or the second harmonic (i.e., movement components that oscillate at double frequency of the stride frequency, such as knee bending). Our finding supports the idea that the CNS may use kSYN as a possible implementation of the idea of a modular control architecture to deal with the large number of degrees of freedom of the motor system. Moreover, results are in line with the idea of mixing of behavior-independent and behavior-specific modules for the execution of different, complex behaviors, described by d'Avella et al. (2003).



Occurrence of Kinematic Synergies Across Locomotion Tasks

Regarding a cross-task use of kSYN, our findings show a change in the prioritization of similar kSYN. SW1, as the highest prioritized kSYN of SW, showed high similarity to WT2 and WU2, which is downstream of a presumably more task-specific kSYN, such as the body's rotation around the longitudinal axis for WT and the vertical displacement of the center of mass for WU. Interestingly, kSYN with high similarity showed slight variations in their characteristic depending on the individual task. For example, the kSYN characterizing an upwards/downwards movement of the body with unilateral knee flexion in WT (WT3) was highly similar with the kSYN characterizing an upwards/downwards movement of the body in SW (SW3) and the kSYN characterizing an upwards movement of the body with unilateral knee flexion in WU (WU1). This finding indicates that the CNS has the capability to tune kSYN with the actual task requirements for a successful realization of the individual movement task.

The results of Lamoth et al. (2009) also indicate a cross-task use of kSYN. The authors concluded that walking and running entail similar kSYN (referred to in their study as coordinative structures), although these kSYN are speed- and gait-dependent. This finding is supported by similar phenomena at the muscular level during walking (Bejarano et al., 2017). Our findings suggest that, for movement construction in locomotion tasks, the CNS optimizes its kSYN selection: slightly adapt certain cross-task kSYN, reflected by a high SIM between tasks, and complement these by adding more task-specific kSYN to successfully realize the whole body movement.

The identified task-specific kSYN can be seen as a means to perform biomechanical subtasks (Maguire et al., 2019). Biomechanical subtasks of locomotion are, for example, generating body support and forward propulsion (McGowan et al., 2010). Previous research provides evidence that individual muscle synergies are associated with specific subtasks (McGowan et al., 2010; Maguire et al., 2019). This association between muscle synergies and specific subtasks is potentially reflected by the corresponding kSYN, which can be seen as representative for the biomechanical subtasks. For example, the kSYN characterizing the upwards/downwards movement of the body (SW3, WT3, and WU1) can be linked to the biomechanical subtask of generating body support. The result of combined activation of such functional units or referent coordinates form the whole movement for a specific motor task (Latash, 2020). Research on the origin of synergies and the linkage between kSYN and muscle synergies have produced results compatible with this idea (Tagliabue et al., 2015; Leo et al., 2016; Latash, 2020). Overall, the finding of this study—that pronounced kSYN repeatedly occur across the three investigated locomotion tasks—supports the idea that the CNS ensures movement organization by flexible combinations of a low number of synergies representing the idea of a modular control architecture.

The lower correlation between the kSYN in SW and WT (two kSYN with similar characteristics) compared to the relationships between the kSYN in SW and WU (three kSYN with similar characteristics) is possibly due to a greater asymmetry in the motion execution in WT. Asymmetries in WT are caused by rotation about the longitudinal axis and are characterized by different stride lengths (Orendurff et al., 2006). Comparable asymmetries are typically not present in WU (Andriacchi et al., 1980). Overall, it must be noted that the three investigated locomotion tasks can be performed with different strategies, e.g., walking a turn as a spin or step turn (Dixon et al., 2013) or walking upstairs using the step-over-step or step-by-step strategy (Reid et al., 2007), and at different velocities. Furthermore, turning is subdivided in three phases, namely approach, turning, and departure, that are characterized by biomechanical differences (Dixon et al., 2013). However, it remains unsolved how such differences in movement execution affect the kSYN structure and further research would be indispensable to obtain a more detailed understanding how the CNS can benefit from a flexible combination of kSYN.



Limitations

One consideration worth noting is that the kSYN were calculated based on single gait cycles per participant. Whether the incorporation of multiple trials per participant results in slightly different kSYN remains speculative and should be addressed in the future. The rather small and homogeneous group of participants consisting of 13 males potentially limits the outcome with respect to a general explanation for the mechanisms underlying human motor coordination. Nonetheless, future studies may benefit from the presented approach in this study. Whole body movements were reduced to five kSYN, which covered about 85–90% of the variance in the data. Thus, it can be assumed that the major part of relevant movement aspects is considered. Nonetheless, if the remaining 10–15% of the variance also contains relevant kSYN that could simplify the construction of various locomotion tasks cannot be answered. The investigation of higher order kSYN can be difficult, as such components rather represent movement components of the individual movement execution than common movement components across participants and they are more likely to be susceptible to noise (Federolf et al., 2012, 2014; Wang et al., 2013). Another limitation is that the qualitative descriptions of the kSYN represent subjective interpretations. As the interpretation of the kSYN depends on the decomposition method, this is a potential limitation of the study. The applied PCA approach is a linear decomposition method and the use of different matrix factorization methods could result in a different outcome (Lambert-Shirzad and van der Loos, 2017). In addition, when applying the PCA to marker coordinates, the complex, high-dimensional movements of all markers are transformed into a set of one-dimensional movement components (kSYN). These components of movements cannot necessarily be performed in an isolated form by humans, and instead result from a combination of actual movements (Federolf, 2016). Similarly, it must be mentioned that studies using matrix factorization methods to extract synergies reflect biomechanical constraints of the task and their link to underlying neural strategies of motor control has not been fully explored yet (Lambert-Shirzad and van der Loos, 2017). Finally, the extraction of kSYN using matrix factorization algorithms provide a descriptive model of covariations among segment movements.



Conclusion

In this study we reported on similarities between kSYN of varying tasks. This study demonstrated that SW, WT, and WU are characterized by kSYN and that certain kSYN repeatedly occur across the three locomotion tasks. In addition to a more detailed analysis of the relationship between kinematic and muscular synergies, future interventions should examine whether such synergies serve as a causal explanatory model. This means that, against the background of a modular control architecture, the ease of learning a task depends on its compatibility with existing synergies. The idea of a modular control architecture addresses an important issue on the interface of theory and practice. In the future, a clear understanding of the kSYN structure of everyday and sport movements could affect the design of neurorehabilitation programs or practice protocols in sport trough targeted exercises for regaining and improving motor function.
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The vestibulo-ocular reflex (VOR) plays an important role in controlling the gaze at a visual target. Although patients with vestibular hypofunction aim to improve their VOR function, some retain dysfunction for a long time. Previous studies have explored the effects of direct current stimulation on vestibular function; however, the effects of random noise stimulation on eye–head coordination have not previously been tested. Therefore, we aimed to clarify the effects of high frequency noisy vestibular stimulation (HF-nVS) on eye–head coordination related to VOR function. Thirteen healthy young adult participants with no serious disease took part in our study. The current amplitude and density used were 0.4 mA and 0.2 mA/cm2, respectively, with a random noise frequency of 100–640 Hz. The electrodes were located on both mastoid processes. The stimulus duration and fade in/out duration were 600 and 10 s, respectively. Subjects oscillated their head horizontally, gazing at the fixation point, at 1 Hz (0.5 cycles/s) for 30 repetitions. The coordination of eye–head movements was measured by eye-tracking and a motion capture system. Peak-to-peak angles for eye and head movement and deviation of the visual line from the fixation target revealed no significant differences between HF-nVS and sham. The lag time between the eye and head movement with HF-nVS post-stimulation was significantly shorter than that of the sham. We found that HF-nVS can reduce the lag time between eye and head movement and improve coordination, contributing to a clear retinal image. This technique could be applied as a form of VOR training for patients with vestibular hypofunction.

Keywords: vestibulo-ocular reflex, eye–head coordination, fixation, lag time, high frequency noisy vestibular stimulation


INTRODUCTION

When we look at an object in the world around us, eye–head coordination is vital to accurately identifying that object. The vestibulo-ocular reflex (VOR) functions to correct eye movements during head movement and leads to the stable and sharp foveal vision of the object (Chin, 2018). The vestibula, including three semicircular canals and otolith organs (utricle and saccule), can perceive angular velocity and the acceleration of the head (Yang et al., 2015). The VOR receives positional input from the vestibular afferents (Ischebeck et al., 2017, 2018) and sends signals to the eye muscles and cerebellum, which send feedback signals to modulate or fine-tune the VOR (Wallace and Lifshitz, 2016). Thus, the position of the eyes affects the movement of the head.

It is well known that the vestibular nerves associated with both semicircular canals and otolith organs can be electrically stimulated (Fitzpatrick and Day, 2004; Uchino and Kushiro, 2011; Yang et al., 2015). Several previous studies applied a small direct current to the right and left mastoid processes behind the ear, and the firing rate of all vestibular afferents could be modified by the current (Fitzpatrick and Day, 2004; Uchino and Kushiro, 2011; Yang et al., 2015). Recently, Forbes et al. (2020) demonstrated that vestibular afferents were sensitive to alternating currents ranging randomly between low and high frequencies (0–300 Hz) known as Noisy Vestibular Stimulation, and the neck motor neurons were activated by vestibular stimulation. In addition, a review by Forbes et al. (2014) suggested that noisy vestibular stimulation with low to high frequencies and low amplitude could modify postural control. Moreover, some previous studies have applied low frequency with low amplitude (0–30 Hz and 0.3–0.5 mA, respectively) (Fujimoto et al., 2016; Wuehr et al., 2016) or low to high frequency with low amplitude noise vestibular stimulations (0.1–640 Hz and 0.4–1.0 mA, respectively) (Inukai et al., 2018) over the mastoid process. These studies suggested that noisy vestibular stimulation with low to high frequency with low amplitude improved walking performance (Wuehr et al., 2016) and standing balance (Fujimoto et al., 2016; Inukai et al., 2018). Meanwhile, to stimulate cortical neurons, a high frequency noise stimulation (100–640 Hz) can increase cortical excitation (Terney et al., 2008; Penton et al., 2018; Pavan et al., 2019). Specifically, high frequency random noisy stimulation between 100 and 640 Hz increased cortical neuron excitability, which lasted up to 60 min even after stimulation was stopped (Terney et al., 2008; Inukai et al., 2016). Others have demonstrated that high frequency noisy stimulation improves behavioral performance in visual detection and discrimination (Romanska et al., 2015; Campana et al., 2016; van der Groen and Wenderoth, 2016), perceptual learning (Fertonani et al., 2011; Camilleri et al., 2016; Moret et al., 2018), and arithmetic skills (Snowball et al., 2013; Pasqualotto, 2016; Popescu et al., 2016). In particular, the vestibular afferents were activated in response to high frequency noisy stimulation (Forbes et al., 2020). These results implied that the noise vestibular stimulation at high frequency might affect human behavior, mainly influenced by the vestibula.

Several studies (Uchino and Kushiro, 2011; Yang et al., 2015) and a review (Fitzpatrick and Day, 2004) have reported a direct current or step waveform that also alternates the direction of the current between step pulses. Although some studies have used noisy vestibular stimulation, they only assessed the activation of the vestibular afferents and neck motor neurons (Forbes et al., 2020), walking performance (Wuehr et al., 2016), and standing balance (Fujimoto et al., 2016; Inukai et al., 2018). The voluntary performance of eye–head coordination during high frequency and low amplitude noisy vestibular stimulation was not investigated. Therefore, although high frequency noisy vestibular stimulation (HF-nVS) can influence neural activity, it remains unclear whether eye–head coordination performance is affected by HF-nVS in the context of the VOR function. If, in addition to the knowledge provided by Forbes et al. (2020), the relationship between HF-nVS and eye–head coordination performance could be clarified, then we might understand better the nVS-induced modification processes for eye–head coordination and performance that occur in VOR functional modification. We, therefore, designed a paradigm involving eye–head coordination during HF-nVS. We predicted that if HF-nVS affects the VOR function, then HF-nVS should decrease the deviation from fixation targets and the time lag between the eye and head motions. We, therefore, investigated eye–head coordination during HF-nVS. Exploring how HF-nVS affects eye–head coordination tasks may have interesting implications for VOR training potential in behavioral science and neuroscience.



MATERIALS AND METHODS


Participants

Our target sample size was based on a 90% statistical power to detect changes in eye–head coordination with a 0.90 effect size and a two-sided α-level of 0.05. Inputting these parameters into the Hulley matrix (Hulley et al., 1988) yielded a sample size of 12. We recruited 13 healthy, neurologically intact subjects [two men and 11 women aged 21–48 years, mean ± standard deviation (SD): 33.4 ± 11.2 years] for the eye and head movement measurements. Screening for medication use and medical history was performed through an interview. Here, participants were also informed about the research, such as its purpose; procedures; duration of the experiment; potential risks, adverse effects, or discomfort that may occur; and the right to decline to participate in the study. None of the subjects took medications or had any psychiatric or neurological diseases. Our experimental procedures were approved by the Research Ethics Committee of the Tokyo Kasei University and performed following the principles of the Declaration of Helsinki. All subjects provided written informed consent prior to participation.



Recording of Reflexive Eye Movements

Each subject sat comfortably in front of a 0.5 cm diameter fixation target on the computer screen located 110 cm from the face at eye level (Figure 1A). Horizontal compensatory eye movement angles in response to sinusoidal horizontal head rotations were measured by an infrared camera (TalkEye Lite, Takei Scientific Instruments Co., Ltd., Tokyo, Japan) from the right eye during eye–head coordination tasks. The head rotation angle was recorded using the VICON motion capture system (Vicon Motion Systems, Ltd., Oxford, United Kingdom). Three infrared reflective markers (14 mm in diameter) were placed on the subject’s forehead. The sampling frequency was 30 Hz for eye tracking and 100 Hz for motion capture, respectively.
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FIGURE 1. Experimental design for the eye–head coordination task. The subject sat in front of a 0.5 cm fixation target on the computer screen located 110 cm from the face at eye level (A). The subjects were asked to swing their head right and left alternately as far as possible for 30 s in accordance with the rhythm of a metronome at 1 Hz while staring at the fixation target (B). During the eye–head coordination task, the electrodes for active and sham HF-nVS were positioned at either mastoid process (C). HF-nVS, high frequency noise vestibular stimulation.


In previous studies, the participant’s head was passively turned approximately 5–15° at 0.1–33 s for VOR assessment (Halmagyi et al., 2017; Ischebeck et al., 2017, 2018). However, in daily living, when people actively turn their heads faster and wider and gaze at the fixation target, their eye movement can compensate for the head turn to maintain their gaze on the target (Halmagyi et al., 2017). Therefore, in the eye–head coordination tasks of our study, each participant actively, widely, and horizontally performed head oscillations. Head oscillations occurred, with a gazing fixation point, at 1 Hz (0.5 cycles/s) for 30 repetitions. Specifically, to assess active eye–head coordination performance, we did not passively turn the participant’s head, but rather, asked the participant to horizontally swing his/her head from right to left, as far as possible, for 30 s in accordance with the rhythm of a metronome, while staring at the fixation target (Figure 1B).



HF-nVS

Stimulation was delivered via a battery-driven electrical stimulator (DC-Stimulator Plus, Eldith, NeuroConn GmbH, Ilmenau, Germany) through 2.0 cm2 conductive rubber electrodes with paste. For both active and sham HF-nVS, the electrodes were positioned according to the mastoid process (Fitzpatrick and Day, 2004; Uchino and Kushiro, 2011; Yang et al., 2015; Inukai et al., 2018) (Figure 1C). As previously described (Terney et al., 2008; Inukai et al., 2018; Brevet-Aeby et al., 2019; Donde et al., 2019; Moret et al., 2019; Forbes et al., 2020), noisy stimulation was administered using a device with a current density of 0.06–0.5 mA/cm2. We then delivered electrical currents of 0.4 mA to 2.0 cm2 via small electrodes to achieve a current density of 0.2 mA/cm2 with alternating currents ranging randomly between 100 and 640 Hz (each frequency has equal power as white noise). For active HF-nVS, stimulus duration and fade in/out duration was 600 and 10 s. A previous study (Terney et al., 2008) applied an electrical current to a participant’s skin for a short time, because the participant tended to perceive sensations, such as tingling, at the beginning of stimulation. Thus, in our study, for sham HF-nVS, the short-time stimulus and fade in/out durations were 60 and 10 s, respectively. After 60 s of stimulation, the stimulator was turned off, but electrodes were held at the mastoid process.



Experimental Procedure

The time path of the experimental procedure is schematically shown in Figure 2. The repeated-measurement design consisted of a cross-over, in which the two stimulus conditions for active and sham HF-nVSs were randomly performed with a break of at least 1 day in between. Participants experienced both active and sham HF-nVS conditions, and the starting condition was randomly assigned. The eye–head coordination tasks were conducted before (Pre) stimulation, 150 s (t150) and 450 s (t450) after the onset of stimulation (i.e., 160 and 460 s including fade-in duration), and after (Post) the stimulation endpoint (i.e., 620 s after the stimulation beginning including fade in/out duration).


[image: image]

FIGURE 2. Time course of the experimental procedure. For active HF-nVS, stimulus duration and fade in/out duration were 600 and 10 s. For sham HF-nVS, stimulus duration and fade in/out duration were 60 and 10 s. Each eye–head coordination task was conducted four times. EHC, eye–head coordination; HF-nVS, high frequency random noise stimulation; Pre, before stimulation beginning; t150, 150 s after the stimulation onset; t450, 450 s after the stimulation onset; Post, after the stimulation endpoint.




Data Analysis

All data were visually inspected and removed if contaminated by excessive noise, such as eye blinks. The blank cells produced by removing eye blinks were then linearly interpolated across the blank cells. Eye and head angle changes were then normalized to the difference from the initial angle of each participant, to eliminate inter-individual differences in initial eye and head positions. Next, data were up sampled to 300 Hz by cubic spline function to solve differences in sampling rates between the eye and head recordings.

To measure the deviation of the visual line from the fixation target, head angles were subtracted from eye angles. The absolute values of the visual line deviation were then calculated, resulting in a single number for each period (i.e., data sampled at 300 Hz for 30 s in Pre, t150, t450, and Post). The mean of the absolute values of visual line deviation in each Pre, t150, t450, or Post for each participant was used. Next, each participant’s mean value in Pre was subtracted from the mean values in each t150, t450, or Post to provide normalized visual line deviation as an amount of change at t150, t450, and Post from Pre. To carefully assess intra- and inter-individual changes, differences in the normalized visual line deviations between active and sham HF-nVSs in t150, t450, and Post were analyzed by the permutated Brunner–Munzel test. The permutated Brunner–Munzel test, based on asymptotic permutational distribution, can compare small sample data, leading to a standard normal distribution and accurate p-value (Fagerland et al., 2011).

In addition, each subject’s up-sampled data at 300 Hz of eye and head movements were normalized by linear transformation, and the data were expressed as Z scores (Aglioti et al., 2008) because peak-to-peak angles of eye and head movements were different between subjects. To quantify the time lag of compensatory eye movement in response to head movement, the time lag at minimum r value between up-sampled Z scores of eye and head movements was identified by cross-correlation function in each Pre, t150, t450, or Post because eye and head angles were expected to be in the opposite phase. After identifying time lag at minimum r value by cross-correlation function, the absolute values of the time lag were calculated. Each participant’s time lag in Pre was then subtracted from the time lags in each t150, t450, or Post to provide the normalized time lag. Differences in the time lags between active and sham HF-nVSs in t150, t450, and Post were analyzed by the permutated Brunner–Munzel test. We defined statistical significance as p < 0.05. All statistical analyses were performed with R 3.5.2 software (R Foundation for Statistical Computing, Vienna, Austria).



RESULTS

All subjects completed all experimental conditions. No adverse HF-nVS-related effects occurred during the experiments. Table 1 shows the peak-to-peak angles of the eye and head oscillations from subjects exposed to active or sham HF-nVS. Although both eye and head movements were sinusoidally and horizontally changed, peak-to-peak angles of eye movements were slightly smaller than those of the head. The absolute degree of the deviation of the visual line from the fixation target is shown in Table 2. Mean visual line deviations in the Pre, t150, t450, and Post were approximately 18.1°–22.1°. The visual line deviations normalized by subtraction of the Pre data from t150, t450, and Post were not significantly different between active and sham HF-nVSs (permuted Brunner–Munzel test, t150, p = 0.977; t450, p = 0.977; Post, p = 0.935; Figure 3). Table 3 depicts the time lags and r values derived from the cross-correlation function. The r values of time lags were consistently negative and high across all experimental groups. The mean time lags in the Pre, t150, t450, and Post were approximately −0.88 to 0.52 s. The time lags normalized by subtraction of the Pre data from t150, t450, and Post were 0.050 ± 0.041, 0.063 ± 0.038, and 0.064 ± 0.034 s for sham HF-nVS, respectively, and were −0.005 ± 0.033, −0.0002 ± 0.039, and −0.069 ± 0.049 s for active HF-nVS, respectively. The permutated Brunner–Munzel test showed that there was a significantly smaller time lag for active HF-tRNS compared to sham HF-tRNS at Post (permuted Brunner–Munzel test, t150, p = 0.204; t450, p = 0.222; Post, p = 0.030; Figure 4).


TABLE 1. Peak-to-peak angles for eye and head movements.

[image: Table 1]
TABLE 2. The absolute degree of deviation of the visual line from the fixation target.
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FIGURE 3. Normalized visual line deviations during active and sham HF-nVSs. Black line and symbols denote active HF-nVS, and gray line and symbols denote sham HF-nVS. The symbols and bars denote the mean and standard error of the mean. The normalized visual line deviations for t150, t450, and Post were not significantly different between active and sham HF-nVS (permuted Brunner–Munzel test, t150, p = 0.977; t450, p = 0.977; Post, p = 0.935). HF-nVS, high frequency noisy vestibular stimulation; Pre, before stimulation onset; t150, 150 s after stimulation onset; t450, 450 s after the stimulation onset; Post, after the stimulation endpoint.



TABLE 3. Time lags and r values derived from the correlation function.
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FIGURE 4. The normalized root-mean-square values of time lags during active and sham HF-nVSs. Black line and symbols denote active HF-nVS, and gray line and symbols denote sham HF-nVS. The symbols and bars denote mean and standard error of the mean. The normalized root-mean-square values of time lags were significantly smaller for active HF-nVS than for sham HF-nVS at Post (permuted Brunner–Munzel test, t150, p = 0.204; t450, p = 0.222; Post, p = 0.030). HF-nVS, high frequency noisy vestibular stimulation; Pre, before stimulation onset; t150, 150 s after stimulation onset; t450, 450 s after the stimulation onset; Post, after the stimulation endpoint.




DISCUSSION

To test the hypothesis that HF-nVS should decrease the deviation from the fixation target and the time lag between the eye and head motions, we measured changes in eye–head coordination related to the VOR function. Our results show that the normalized time lag of compensatory eye movement in response to head movement was smaller after active HF-nVS than after sham HF-nVS. The visual line deviation was not different between active and sham HF-nVSs. The normalized time lag between eye and head movements was significantly smaller after active HF-nVS and maintained a stable visual line deviation. This implies that HF-nVS affects eye–head coordination, reflecting the time lag between eye and head movements. This is the first systematic study to show that HF-nVS changes eye–head coordination.

Corrective eye movement in response to head movements is essential for stabilizing foveal vision. The vestibular receptors of the inner ear are known to accurately detect movements of the head (Chin, 2018). The VOR receives input from the vestibular receptors, responding to movements of the head (Ischebeck et al., 2018). Electrical stimulation is a well-known procedure used to stimulate the vestibular system (Fitzpatrick and Day, 2004; Kim and Curthoys, 2004; Uchino and Kushiro, 2011; Yang et al., 2015; Fujimoto et al., 2016; Wuehr et al., 2016; Inukai et al., 2018). A small electrical direct current or step waveform applied to the mastoid process can modulate vestibular nerve activity (Fitzpatrick and Day, 2004; Uchino and Kushiro, 2011; Yang et al., 2015; Chin, 2018; Mackenzie and Reynolds, 2018). Recently, high frequency noisy stimulation has been found to apply to cortical (Terney et al., 2008) and vestibular neurons (Forbes et al., 2014, 2020; Inukai et al., 2018). Moreover, applying a noise small current with 0.05–20 Hz (the amplitude and density values were 10 mA and 0.6 mA/cm2, respectively) (Mackenzie and Reynolds, 2018), 0–30 Hz (amplitude, 0.3–0.5 mA) (Fujimoto et al., 2016; Wuehr et al., 2016), and 0.1–640 Hz (the amplitude and density values were 0.4–1.0 mA and 0.2–0.5 mA/cm2), respectively (Inukai et al., 2018), to the mastoid area alters ocular torsion response (Mackenzie and Reynolds, 2018), body sway response (Fujimoto et al., 2016; Inukai et al., 2018), and walking performance (Wuehr et al., 2016) related to the vestibular system. We observed that the time lag between eye and head movements was reduced after active HF-nVS over the mastoid process. This is a novel observation from our study.

In our study, one potential effect of a decreased time lag between eye and head movements by HF-nVS may be the stochastic resonance phenomenon. Stochastic resonance is a phenomenon in which the response of a system to an input signal benefits from the presence of noise (Gammaitoni et al., 1989; Collins et al., 1995; Gammaitoni, 1995; Gluckman et al., 1996; Moss et al., 2004; McDonnell and Abbott, 2009; Nobusako et al., 2018). Previous studies have noted that random noise stimulation could enhance the detection of weak stimuli or enhance the sensitivity of neurons to a weak stimulus related to the stochastic resonance phenomenon (Moss et al., 2004; Pavan et al., 2019). Because the effect of stochastic resonance is due to the improvement of signal detection in the presence of noise, stochastic resonance can provide noise benefits to some sensory and motor systems (Moss et al., 2004; McDonnell and Abbott, 2009; Nobusako et al., 2018). The effects of HF-nVS used in our study can be explained within the stochastic resonance framework, that is, the neural noise induced by HF-nVS could increase VOR function and improve eye–head coordination. However, further physiological and behavioral studies are required to understand the effects of HF-nVS on the VOR function.

The small size of the electrodes results in more focused spatial stimulation of the mastoid areas, which may be related to the current densities. Although we used small electrodes and low current amplitude, the current density was not low (0.2 mA/cm2) compared to previous studies (0.06–0.5 mA/cm2) (Terney et al., 2008; Inukai et al., 2016, 2018; Brevet-Aeby et al., 2019; Donde et al., 2019; Moret et al., 2019; Forbes et al., 2020). In the present study, small electrodes with the optimal current density (0.2 mA/cm2) for activating the VOR function were used. In the stochastic resonance phenomenon, a system is characterized by the output signal-to-noise ratio, which is defined as the ratio of the strength of the signal peak to the background noise at the input signal frequency (Collins et al., 1995; McDonnell and Abbott, 2009). Therefore, higher or lower current amplitude leads to a worse response of the system, including the low signal-to-noise ratio and disturbance of signal detection, whereas optimal current amplitude leads to an improved response of the system. In our study, HF-nVS could lead to eye–head coordination change including the VOR function related to optimal weak noise (i.e., optimal stimulus density in accordance with low current amplitude for small electrodes) in the stochastic resonance phenomenon (Moss et al., 2004). There is not, however, sufficient evidence to suggest that the current used in our study can reach the vestibular system. Although we expect that HF-nVS stimulates the vestibular system based on previous studies’ stimulation intensities (Terney et al., 2008; Inukai et al., 2016, 2018; Brevet-Aeby et al., 2019; Donde et al., 2019; Moret et al., 2019; Forbes et al., 2020), we have to consider the potential for current spreading to nearby sites and complex structures of the inner ear. Therefore, further research is needed to simulate calculations on current spread by HF-nVS to the vestibula and other areas, such as the cerebellum, and to directly record changes in the VOR function related to HF-nVS by detailed physiological experiments.

In standard VOR assessments, the clinician turns the patient’s head abruptly and unpredictably, roughly 15° in about 100 ms, and observes the compensatory eye movement response (Halmagyi et al., 2017). In another recent VOR assessment, Ischebeck et al. (2017, 2018) noted that the chair rotated for 33 s with an amplitude of 5.0° and a frequency of 0.16 Hz. This yielded five sinusoidal rotations of the chair with a peak velocity of 5.03°/s (Ischebeck et al., 2017, 2018). In our study, the participant was asked to hold their visual line to the fixation target and horizontally rotate their head as far as possible with a beep rhythm of 1 Hz. These frequencies and ranges of head rotation were faster and further than those used in previous studies (Halmagyi et al., 2017; Ischebeck et al., 2017, 2018). As a result of the settings of this experiment, the mean (SD) peak-to-peak angles of eye and head oscillations were slightly larger than other studies, at around 40–50° (0.8–1.0°). Although we cannot explain the mechanism by which the visual line deviation was not different between active and sham HF-nVSs, one possibility is that a large variation in peak-to-peak movements for eye and head (from faster and bigger movements) might obscure the difference. Additionally, previous studies recorded inter-ocular asymmetry torsion movements (Severac Cauquil et al., 2003). Given that we recorded horizontal eye movement only, we were unable to detect this. Therefore, further research is needed to record more precisely not only horizontal but also torsion eye movements in response to head movement.

A potential limitation of our study is the sample size, which was estimated using Hulley’s matrix method (Hulley et al., 1988). This method does not consider factors such as differences in age, sex, and baseline eye–head coordination performance and VOR function. Thus, a larger sample size is needed in further studies. These findings would be more widely representative with the addition of a detailed examination classifying participants by the above factors and the inclusion of a larger number of participants with normal VOR and VOR hypofunction.



FUTURE PERSPECTIVE

Compensatory eye movements in response to head motion ensure the stability of the gaze and clear vision during motion, which is necessary to perform the activities of daily living, including playing sports and other tasks. Our findings highlight the potential of HF-nVS as a form of VOR training for patients with vestibular hypofunction. Although we investigated whether eye–head coordination was affected by HF-nVS, future studies should assess eye–head coordination in patients with brain injuries and investigate changes in VOR function using HF-nVS.



CONCLUSION

In conclusion, our results show that by application of active HF-nVS, the time lag of eye and head movements was decreased compared by sham HF-nVS. Our results bring to light new ways of manipulating eye–head coordination with HF-nVS.
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This study aimed to simultaneously examine the differences of human nerve conduction velocity (NCV) and nerve cross-sectional area (nCSA) between the upper and lower limbs and between different regions of the upper and lower limbs. Thirty healthy subjects volunteered for the study. NCV and nCSA of the ulnar and tibial nerves were measured with the dominant and non-dominant arms and the supporting and reacting legs using supramaximal electric stimulation and peripheral nerve ultrasonography at three regions for ulnar and tibial nerves, respectively. Supramaximal electric stimulation was superficially applied to the ulnar and tibial nerves at each point. These action potentials were recorded from the digiti minimi and soleus muscles for the ulnar and tibial nerves, respectively. Our results clearly showed that the NCV, nCSA, and circumference of the ulnar and tibial nerves were higher and greater in the lower limbs than in the upper limbs. The greater the circumference, the greater the nCSA for both the upper and lower limbs. However, unlike the upper limbs, the supporting leg did not have higher NCV than the reacting leg despite its greater circumference. Therefore, nCSA can be related to the circumference but not necessarily function for NCV developments of the lower limbs. These various aspects between the upper and lower limbs suggest that NCV does not depend on the nCSA sizes or upper and lower limb circumference; the results indicate the existence of limb-specific NCV but not nCSA developments.

Keywords: nerve conduction velocity (NCV), ultrasonography, peripheral nerve, electrical stimulation, rapid movement, reaction, nerve cross-sectional area


INTRODUCTION

The elucidation of the neuromuscular function of the human peripheral nervous system that enables rapid and accurate limb movements can be revealed by evaluating the morphology and functional characteristics of the peripheral nerves. Previous animal studies reported that trained mice had greater nerve axon diameter than the non-trained mice (Edds, 1950; Samorajski and Rolsten, 1975) and the peripheral nerve conduction velocity (NCV) was greater with the greater peripheral nerve axon diameter (Gasser and Grundfest, 1939; Hursh, 1939). In human, however, the analysis of the peripheral nerve size in vivo is difficult and many reports are only available on human NCV. Kim et al. (2009a) and Pawlak and Kaczmarek (2010) reported that the NCV in the trained athletes was higher in the dominant than in the non-dominant upper limbs. Hatta et al. (1995) also reported that the NCV and dominant forearm circumference were faster and greater in badminton and kendo players than those in the healthy control subjects. Consequently, they imply that the developments of the human arm circumference and its muscle size would develop the human NCV. Therefore, high resolution imaging techniques of the peripheral nerve in vivo are expected to prove the above speculation.

The diameter size of the peripheral nerve fiber is very small (proximately 10–30 μmm). So far, the resolution of current in vivo human imaging technology cannot identify the cross-sectional area (CSA) of the nerve fibers. Therefore, the factors enhancing human NCV are not fully understood in the nerve fiber level. However, recent high-resolution imaging techniques of the peripheral nerve ultrasonography allow direct measurements of the cross-sectional area of the nerve trunk (nCSA), which is a bundle of various nerve fibers. Although there is no evidence for a correlation between nCSA and either axon diameter or NCV, this peripheral nerve ultrasonography combined with NCV calculation evoked by electrical stimulation makes it possible to further evaluate in vivo human peripheral nerve morphology and function.

Unlike the upper limbs, there have only been a few reports of NCV for the lower limbs, especially for a comparison of NCV for both the upper and lower limbs (Kim et al., 2009b). From the literature, the NCV of the upper limbs would be higher than that of the lower limbs (Mayer, 1963). However, the peripheral nerve ultrasonography showed that the lower limbs had greater nCSA than the upper limbs (Bedewi et al., 2017, 2018). These NCV and nCSA reports are not in line with the principle that the greater the peripheral nerve axon diameter, the higher the NCV (Edds, 1950; Samorajski and Rolsten, 1975). This conflict needs to be thoroughly examined during the simultaneous comparison between both human upper and lower limbs and at different regions because nCSA was not uniformly developed from the distal to proximal parts (Nobue and Ishikawa, 2015). The regional specificity of the nCSA developments and functions in both the upper and lower limbs also need to be fully discussed. In addition, the postural lower limb muscles had greater innervation ratio calculated by the number of muscle fibers dominated by axons than in the upper limb fine regulator muscles (Feinstein et al., 1955). Therefore, the branch unit of efferent nerve fibers in the greater innervation ratio muscle could be greater nerve axon size, and therefore, the lower limbs could have greater nCSA than the upper limbs. In this case, the simultaneous NCV measurements for both the upper and lower limbs together with nCSA measurements can solve the above-mentioned discrepancies and demonstrate the existence of the limb-specific NCV profiles.

The specificities of the lateral preference and dominancy of the upper limbs have been well examined but not in the lower limbs. McGrath et al. (2015) suggested the difficulty to discern the lateral preference and dominancy of the lower limbs. A previous human lower limb study (Kim et al., 2009b) found no differences in the NCV of the lower limbs between the dominant and non-dominant sides. Therefore, the lower limbs could have smaller differences in the nCSA and muscle sizes between the dominant and non-dominant sides than in the upper limbs. Therefore, unlike the upper limbs, the lateral preference and dominancy of the lower limbs may not exist.

Therefore, this study aimed to simultaneously examine the nCSA size of the upper and lower limb regions with the NCV of the ulnar and tibial nerves. Our hypotheses are as follows: (1) NCV, nCSA, and limb circumference are greater in the lower limbs than in the upper limbs. (2) The nCSA at any upper and lower limb region depends upon their circumferences. However, the lower limb shows no significant correlation between the size of the lower limb nCSA and its NCV as is the case with the previous upper limb study (Nobue and Ishikawa, 2015). Functionally, the proximal parts of the limbs have higher and thinner NCV and nCSA and vice versa than the distal parts. (3) Unlike the upper limbs, the NCV and nCSA of the lower limbs do not show any lateral preference despite the varying circumferences of both legs.



MATERIALS AND METHODS


Subjects

Thirty participants who have no history of any neurological, peripheral neuropathy, or other disorders of the upper and lower limbs, as well as no bilateral differences of the forearm and shank length, volunteered for this study [25 male and 5 female; age 19.8 ± 1.6 (18–25) years; body mass 65.5 ± 15.6 kg; height 172.0 ± 6.7 cm]. All subjects were competitive and active athletes who regularly attended local competitions for more than 6 years [tennis, baseball, track and field (sprint, javelin throw, high jump, hurdle, and decathlon), rugby, or soccer]. The dominant hand was confirmed by the Edinburgh Handedness Inventory (Oldfield, 1971), and the dominant (reacting) and non-dominant (supporting) legs were confirmed by the Waterloo Footedness Questionnaire (Elias et al., 1998). Informed consent was obtained before the experiment, which was conducted according to the guidelines of the Declaration of Helsinki and was approved by the Ethics Committee of the Osaka University of Health and Sport Sciences (authorization number 19-8).



Protocols

Firstly, the upper and lower limb circumferences were measured using a measuring tape. The nCSA of the ulnar and tibial nerves of the participants were measured by ultrasonography [Noblus, Hitachi Aloka Medical Ltd., a high-frequency (18 MHz) linear array ultrasound transducer; image resolution: 0.08 mm] in the sitting position with the forearm flexed at 120° and in the abdominal position, respectively. After the nCSA measurements, NCVs of the ulnar and tibial nerves were measured using the standard techniques of supramaximal percutaneous stimulation with a constant current stimulator (DS7A, Digitimer Ltd., United Kingdom) and surface electrode recording (P-EMG plus, Oisaka Electronic Equipment, Japan) on each limb of each subject.



Measured Parameters


Nerve Cross-Sectional Area

The ulnar and tibial nerves were scanned at three regions in the upper and lower limbs, respectively (Figures 1A,B). In the upper limb, the first region was at 100 mm proximal point to the medial epicondyle of the humerus (UNprox), the second region was at 30 mm distal point to the medial epicondyle of the humerus (UNmid), and the third region was at 30 mm proximal point to the ulnar head (UNdis). In the tibial nerves, the first region was at 100 mm proximal point to the popliteal fossa (TNprox), the second region was at the popliteal fossa point (TNmid), and the third region was at 50 mm proximal point to the soleus muscle belly (TNdis). As mentioned above, the nCSA size, which is a bundle of nerve fibers was measured by the ultrasonographic images at each region of the ulnar and tibial nerves, respectively (Nobue and Ishikawa, 2015). From these ultrasonographic images, the boundary of the nerve circumference was traced, and the upper and lower limb nCSAs were separately analyzed at each point (UNprox, UNmid, and UNdis; TNprox, TNmid, and TNdis, respectively) by ImageJ software (ver 1.45 s, National Institutes of Health, Unites States). The mean upper and lower limb nCSAs were calculated by the measured three points at each limb, respectively. For the comparison between the different regions, the upper arm and forearm nCSAs were averaged by nCSA at UNprox and UNmid and at UNmid and UNdis, respectively. Moreover, the thigh and lower leg nCSAs were averaged by nCSA at TNprox and TNmid and at TNmid and TNdis, respectively.
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FIGURE 1. The measurement setup for the ulnar and tibial nerves and the representative EMG responses with the compound muscle action potentials of the measured points of the cross-sectional area (CSA) and positions of nerve electrical stimulation of the ulnar and tibial nerves. (A) The measured positions of the circumstance, nerve cross-sectional area (nCSA), and electrical stimulation for the ulnar nerve: 100 mm proximal to the medial epicondyle of the humerus (UNprox), 30 mm distal to the medial epicondyle of the humerus (UNmid), and 30 mm proximal to the ulnar head (UNdis). (B) The measured positions of the circumstance, nCSA and electrical stimulation for the tibial nerve: 100 mm proximal to the popliteal fossa (TNprox), at the popliteal fossa (TNmid), and 50 mm proximal to the soleus muscle (TNdis). (C) The onset of the M wave was measured by the compound muscle action potential recorded from each stimulation point.




Upper and Lower Limb Circumferences

The circumferences of the upper and lower limbs were measured around the maximal girth of the forearm and calf and at the measured nCSA points of UNprox, UNmid, UNdis, TNprox, TNmid, and TNdis, respectively (Figures 1A,B). The CSA for each arm and leg region was calculated from each circumference:

[image: image]

The upper arm and forearm circumferences were averaged by circumferences at UNprox and UNmid, and at UNmid and UNdis, respectively. Furthermore, the thigh and lower leg circumferences were averaged by circumferences at TNprox and TNmid, and at TNmid and TNdis, respectively.



Motor Nerve Conduction Velocity

The motor response from each muscle was collected using the Signal software (Signal version 7.01, Cambridge Electronic Design Limited, United Kingdom) at a sampling rate of 10 kHz (Power 1,401, Cambridge Electronics Design Limited, United Kingdom). The compound muscle action potentials (CMAPs) were evoked by the electrical stimulation (DS7A, Digitimer Ltd., United Kingdom; 0.2 ms duration constant current square wave pulses) of the ulnar and tibial nerves starting from minimal and progressing to supramaximal stimuli intensity. As shown in Figure 1A, the CMAPs are evoked from the abductor digiti minimi muscle after electrical stimulation of ulnar nerve at the same nCSA measured points. The active electrode was attached to the belly of the abductor digiti minimi muscle (the muscle innervated by the ulnar nerve) and a ground electrode was attached to the ulnar head. Examination was performed with the subjects sitting and the forearm flexed at 120°. Similarly, as shown in Figure 1B, the CMAPs are evoked from the soleus muscle after electrical stimulation of tibial nerve at the same nCSA measured points. The active electrode was attached to the belly of the soleus muscle (the muscle innervated by the tibial nerve) and a ground electrode was attached to the malleolus lateralis. Examination was performed with the subjects lying prone and the ankle in a neutral position. The stimulation regions for both upper and lower limbs were marked with an aqueous marker, and the distances between stimulation regions were measured using a measuring tape. The latency of the stimulus artifact at each point was detected as the onset of the M-wave (Figure 1C). NCV was calculated by dividing the distance between each stimulating point by the differences between the latency responses (Kimura, 2013). These values were used as follows:

Upper arm NCV of the ulnar nerve: the distance from UNprox to UNmid, the latency from UNprox to UNmid.

Forearm NCV of the ulnar nerve: the distance from UNmid to UNdis, the latency from UNmid to UNdis.

Upper limb NCV of the ulnar nerve: the average value of these above two NCVs.

Thigh NCV of the tibial nerve: the distance from TNprox to TNmid, the latency from TNprox to TNmid.

Lower leg NCV of the tibial nerve: the distance from TNmid to TNdis, the latency from TNmid to TNdis.

Lower limb NCV of the tibial nerve: the average value of these above two NCVs.

Skin and core body temperatures (around the soleus and abductor digiti minimi muscles) of each subject were monitored (CORE, greenTEG AG, Switzerland) at each trial to avoid the influence of temperature on NCV. During measurements, we confirmed that the skin and core body temperatures stayed constant at each subject.




Statistical Analyses

Results were presented as means ± standard deviations. For comparison between the upper and lower limbs, the mean maximal circumferences, NCVs and nCSA for each subject were averaged for the right and left arms and for the right and left legs, respectively. Prior to all statistical analyses for this comparison, the distribution of the variables was passed for normality. Thus, statistical analyses were performed using the paired t-test between the upper and lower limbs. For the lateral comparison, the variables were compared between dominant and non-dominant arms as well as between the supporting and reacting legs, respectively. For comparison between regions for each upper and lower limb, the variables were compared between forearm and upper arm and between thigh and lower leg, respectively. To consider the statistical test of interaction between these two comparisons, Mauchly’s test of sphericity was performed on the data, and a two-way repeated-measures ANOVA (rmANOVA) was used to test for significance of the main effects of each parameter and interaction between lateral comparison as well as regions for the upper and lower limbs, respectively. When no transform was found that made the variable normally distributed, nonparametric Wilcoxon signed rank tests were used to test for differences between groups and the significance levels were Bonferroni corrected. The correlations between each parameter were evaluated using the Pearson’s correlation coefficients after the distribution of the variables was passed for normality. The confidence level was set at p < 0.05 to determine statistical significances for all data. SPSS 25.0 software was used for statistical analyses.




RESULTS

For comparison between upper and lower limbs (averaged variables between lateral parts), Table 1 shows the maximum circumference, NCV, and nCSA, respectively. The lower limb had significantly greater maximum circumferences, NCV, and nCSA than the upper limb, respectively (p < 0.05).



TABLE 1. Comparison of the measured parameters for the upper and lower limbs.
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For the lateral comparison at upper limbs (averaged variables between upper arm and forearm), the maximum forearm circumferences, upper limb NCV, and upper limb nCSA were significantly greater in the dominant than in the non-dominant arms (264 ± 29 vs. 256 ± 31 mm, 56.7 ± 6.2 vs. 54.5 ± 4.0 m s−1, and 6.9 ± 1.6 vs. 6.2 ± 1.2 mm, respectively: p < 0.05). For the lateral comparison at lower limbs (averaged variables between thigh and lower leg), the maximum lower leg circumference was greater in the supporting than in the reacting legs (376 ± 19 vs. 373 ± 18 mm, p < 0.05). The tibial nerve nCSA did not show any significant differences between the supporting and reacting legs (23.1 ± 4.7 vs. 23.6 ± 5.0 mm2, respectively). However, the mean lower limb NCV was significantly lower in the supporting than in the reacting legs (55.7 ± 11.3 vs. 62.5 ± 10.7 m s−1, p < 0.05).

More detail comparisons were performed for examining region and lateral specificities. In the circumference of the upper limb, the rmANOVA with lateral dominance and region as factors showed no interaction between all variables and revealed main effects of lateral dominance [F(1,29) = 19.54, p < 0.001] and region [F(1,29) = 521.42, p < 0.001], respectively (Figure 2A). In the ulnar NCV, the rmANOVA with lateral dominance and region as factors showed no interaction between all variables and revealed main effects of region [F(1,29) = 18.90, p < 0.001] but not lateral dominance [F(1,29) = 2.891, p = 0.100], respectively (Figure 2B). In the ulnar nCSA, the rmANOVA with lateral dominance and region as factors showed no interaction between all variables and revealed effects of lateral dominance [F(1,29) = 10.42, p = 0.003] and region [F(1,29) = 29.19, p < 0.001], respectively (Figure 2C).
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FIGURE 2. Limb circumference, nerve conduction velocity (NCV), and nCSA nerve cross-sectional area for the upper and lower limbs. (A) The upper arm and forearm arm circumferences for the dominant and non-dominant arms are shown, respectively. (B) The ulnar NCV of the upper arm and forearm are shown for the dominant and non-dominant arms, respectively. (C) The ulnar nCSA of upper arm and forearm are shown for the dominant and non-dominant arms, respectively. (D) The thigh and lower leg circumferences for the supporting and reacting legs are shown, respectively. (E) The tibial NCV of the thigh and lower leg are shown for the supporting and reacting legs, respectively. (F) The tibial nCSA of the thigh and lower leg are shown for the supporting and reacting legs, respectively. *, †, and ns indicate repeated two-way ANOVA analysis showing the main effect of lateral dominance (preference), region and interaction. *, **, and †† are significantly higher values as compared with the others (*p < 0.01, **p < 0.001, ††p < 0.001, ns, not significant), respectively.


In the circumference of the lower limb, the rmANOVA with lateral preference and region as factors showed no interaction between all variables and revealed main effects of region [F(1,29) = 295.83, p < 0.001] but not lateral preference [F(1,29) = 0.34, p = 0.564], respectively (Figure 2D). In the tibial NCV, the rmANOVA with lateral preference and region as factors showed no interaction between all variables and revealed effects of lateral preference [F(1,29) = 10.26, p = 0.003] and region [F(1,29) = 56.71, p < 0.001], respectively (Figure 2E). In the tibial nCSA, the rmANOVA showed no interaction between all variables and revealed with lateral preference and region as factors showed no interaction between all variables and revealed main effects of region [F(1,29) = 213.99, p < 0.001] but not lateral preference [F(1,29) = 3.526, p = 0.078], respectively (Figure 2F).

Figure 3 shows a semi-log plot of the nCSA at each region vs. the CSA calculated from its circumference at each region of the upper and lower limbs. According to the Pearson’s correlation, the data of all limbs clearly follow a straight line, which indicates that all nCSA data of both limbs maintain a relatively constant value to its circumference (Figure 3; r = 0.90, p < 0.001), although the tibial nerve had a much greater nCSA than the ulnar nerve.
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FIGURE 3. Relationship between the nerve and CSA for the upper and lower limbs. Semi-log plots of nCSA and the estimated CSA of each circumference are plotted for both the upper and lower limbs.


A further examination of the relationships between the ulnar NCV and nCSA at each region for the upper limbs showed no significant correlation for both dominant and non-dominant arms together, and for the dominant and non-dominant arms, respectively (Figures 4A,B). Similarly, at the lower limbs, no significant correlation was found between the tibial nerve NCV and nCSA (Figures 4C,D). In the upper limbs, positive correlations were found between the forearm nCSAs and the forearm circumferences (Figure 5B; r = 0.41, p < 0.01). In the lower limbs, a weak positive correlation was found between the lower leg nCSAs and their circumferences (r = 0.28, p < 0.05; Figure 5D).
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FIGURE 4. Relationships between motor NCV and nCSA for the upper and lower limbs, respectively. Relationships between motor NCV and nCSA of the upper arm (A) and forearm (B) for the dominant (●) and non-dominant arms (○) as well as of the thigh (C) and lower leg (D) for the supporting (●) and reacting legs (○).
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FIGURE 5. Relationships between nCSA and circumferences for the upper and lower limbs, respectively. Relationships between nCSA of the upper arm (A) and forearm (B) for the dominant (●) and non-dominant arms (○) as well as of the thigh (C) and lower leg (D) for the supporting (●) and reacting legs (○).




DISCUSSION

Our results clearly showed that the lower limbs had higher and greater NCV, nCSA, and circumference than the upper limbs. However, NCV did not show any relationships with nCSA and circumference for both the upper and lower limbs. Unlike the upper limbs, the reacting leg had higher NCV than the supporting leg, despite the supporting leg having greater circumference than the reacting leg. Therefore, the absolute nCSA size can be related to its circumference but not necessarily function to the NCV developments for the limbs. These varying aspects between the upper and lower limbs indicate the existence of limb-specific NCV developments but not nCSA developments.


Limb Specificity of Neuromuscular Features

As surmised by the reports of Bedewi et al. (2017, 2018), our results clearly confirmed that the lower limbs had an approximately 3.5 times greater human nCSA than the upper limbs, despite the lower limbs having approximately 1.4 times greater maximum circumference than the upper limbs. Additionally, the lower limbs NCV (59.1 ± 9.0 m s−1) was greater than that in the upper limbs (55.6 ± 4.3 m s−1). This result does not necessarily coincide with those of the previous study, which showed that the lower limbs had lower NCV (45.5 ± 3.8 m s−1) than the upper limbs (58.9 ± 2.2 m s−1; Mayer, 1963). This conflicting result could be related to the testing place of the leg muscles and nerves, which were much more distal in the previous study (abductor hallucis muscle and tibial nerve) than in the present study (soleus muscle and tibial nerve). Additionally, the NCV measured in the proximal part of the upper limb can be higher than that in the distal part (Trojaborg and Sindrup, 1969). Another possibility of the conflicting result is the influence of the tested subjects. The present study had active athletes as participants; however, those in the previous study were not (mentioned as just normal subjects). The NCV of the active athletes may be developed compared with the normal healthy subjects. When taken together, our results clearly showed that the lower limbs had greater and higher nCSA and NCV than the upper limbs. However, all nCSA data of each region in both the upper and lower limbs maintain a relatively constant value to its circumference and NCV did not show any relationships with nCSA for both the upper and lower limbs. Therefore, these aspects of NCV and nCSA between the upper and lower limbs indicate the existence of limb-specific NCV characteristics and non-limb-specific nCSA developments.



Lateral Preferences of Neuromuscular Features in the Upper and Lower Limbs

As shown by the previous study (Nobue and Ishikawa, 2015), the present study confirmed that the dominant arms had greater circumference and nCSA than the non-dominant arms. Furthermore, the dominant arm had higher NCV than the non-dominant arms. Therefore, the dominant upper limb can have greater and higher nCSA and NCV than the non-dominant upper limb, respectively. In the lower limbs, however, the supporting leg had lower NCV than the reacting leg. In addition, the nCSA cannot be necessarily high in the big supporting leg compared with the small reacting leg. In the reaction movements of the lower limbs, not only the reacting but also the opposite supporting legs work as the inherent functions of supporting the body weight prior to performing movements, which requires effective coordination between both legs (Promsri et al., 2020). Meanwhile, the reaction movements of the upper limbs could be focused by testing one arm but not another arm. Thereby, unlike the upper limbs, both lower limbs can have different functions to the reaction movements. Thus, the limb-specific function to quick response movements may lead to different results of lateral preferences of neuromuscular features for both the upper and lower limbs, respectively.



Region Specific of Peripheral Nerve Features

Trojaborg and Sindrup (1969) reported that NCV measured in the proximal part of upper limb was higher than that in the distal part. In this case, the nerve axon diameter may be possible to be greater in the proximal part than in the distal part due to the less nerve branching in the proximal part. However, there have not been any reports about the comparison of the nerve axon diameter at different regions. In the nCSA level of the present study, the nCSA in the proximal parts were greater than that in the distal parts for both the upper and lower limbs, depending on their circumferences (Figures 2, 5). However, the distal parts of both limbs had higher NCV than the proximal parts. These results were not in line with those of the upper limbs in the previous in vivo study (Trojaborg and Sindrup, 1969). Further examination of the region specific NCV and nerve size in both the upper and lower limbs are needed to solve this inconsistency. Taken together, the present study suggests that the nCSA at any regions in both the upper and lower limbs can be depended on their circumferences. In addition, our results imply the region-specificity in both the upper and lower limbs, where the distal parts of limbs can have higher NCV as well as thinner nCSA and vice versa than the proximal parts.



Methodological Limitations

The diameter size of the peripheral nerve fiber is proximately 10–30 μmm. So far, the resolution of current in vivo human imaging technology cannot identify an axon diameter of the nerve fibers. Therefore, in the present study, we have measured the size of the nerve trunk (nCSA), which is a bundle of nerve fibers, using peripheral nerve ultrasonography. In this size level, nCSA could contain a variety of fiber types, not only the efferent fibers but also afferent fibers. Therefore, further considerations in the diameter level of the myelinated nerve fibers and the distinction of the efferent fibers from different fiber types of mixed peripheral nerve should be given in future studies with more detail high-resolution ultrasonography. In this study, the subject was selected with no bilateral differences of the forearm and shank length and was recruited to minimize the effects of the different distances between the nodes of Ranvier in the myelinated axons. Further validation needs to expand the various subject groups.




CONCLUSION

Direct measurements of the human NCV and nCSA clearly showed the morphological and functional differences between the upper and lower limbs and between regions of both limbs. The different aspects between the upper and lower limbs and between regions suggest that NCV does not depend on either the nCSA sizes or circumference of both upper and lower limbs and indicate the existence of limb-specific NCV developments but not nCSA developments.
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Neuromechanical Assessment of Activated vs. Resting Leg Rigidity Using the Pendulum Test Is Associated With a Fall History in People With Parkinson’s Disease
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Leg rigidity is associated with frequent falls in people with Parkinson’s disease (PD), suggesting a potential role in functional balance and gait impairments. Changes in the neural state due to secondary tasks, e.g., activation maneuvers, can exacerbate (or “activate”) rigidity, possibly increasing the risk of falls. However, the subjective interpretation and coarse classification of the standard clinical rigidity scale has prohibited the systematic, objective assessment of resting and activated leg rigidity. The pendulum test is an objective diagnostic method that we hypothesized would be sensitive enough to characterize resting and activated leg rigidity. We recorded kinematic data and electromyographic signals from rectus femoris and biceps femoris during the pendulum test in 15 individuals with PD, spanning a range of leg rigidity severity. From the recorded data of leg swing kinematics, we measured biomechanical outcomes including first swing excursion, first extension peak, number and duration of the oscillations, resting angle, relaxation index, maximum and minimum angular velocity. We examined associations between biomechanical outcomes and clinical leg rigidity score. We evaluated the effect of increasing rigidity through activation maneuvers on biomechanical outcomes. Finally, we assessed whether either biomechanical outcomes or changes in outcomes with activation were associated with a fall history. Our results suggest that the biomechanical assessment of the pendulum test can objectively quantify parkinsonian leg rigidity. We found that the presence of high rigidity during clinical exam significantly impacted biomechanical outcomes, i.e., first extension peak, number of oscillations, relaxation index, and maximum angular velocity. No differences in the effect of activation maneuvers between groups with clinically assessed low rigidity were observed, suggesting that activated rigidity may be independent of resting rigidity and should be scored as independent variables. Moreover, we found that fall history was more common among people whose rigidity was increased with a secondary task, as measured by biomechanical outcomes. We conclude that different mechanisms contributing to resting and activated rigidity may play an important yet unexplored functional role in balance impairments. The pendulum test may contribute to a better understanding of fundamental mechanisms underlying motor symptoms in PD, evaluating the efficacy of treatments, and predicting the risk of falls.
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INTRODUCTION

Rigidity is a cardinal feature of Parkinson’s disease (PD) and its role in functional balance and gait impairment has been questioned (Wright et al., 2007; Franzén et al., 2009). Our recent work suggested that leg–but not arm, neck, or total–rigidity score is associated with frequent falls in people with PD (McKay et al., 2019). However, leg rigidity scores reflect a coarse and subjective categorization based on subitem 3.3 in the Movement Disorders Society Unified Parkinson’s Disease Rating Scale (MDS-UPDRS). Rigidity is clinically described as a constantly increased resistance to a passive or externally induced motion throughout the range of movement (Fung and Thompson, 2002). Rigidity generally responds well to dopaminergic medication and surgical interventions (Xia, 2011), and a reduction in rigidity is taken as an indicator of successful treatment. Parkinsonian patients perceive rigidity as achiness and stiffness in the muscles and joints affected, which is also used as a metric for pain and impaired mobility.

Changes in the neural state can exacerbate rigidity (Hong et al., 2007; Mendonça and Jog, 2008; Powell et al., 2011), but such effects are quantified only at the lowest range of the MDS-UPDRS. In the MDS-UPDRS, a passive movement is imposed by an examiner and the perceived stiffness is rated with an ordinal score from 0 (absent rigidity) to 4 (severe rigidity) for each arm, leg, and neck. In the “resting rigidity” condition, the subject is asked to completely relax during the assessment (Webster and Mortimer, 1977). An activation maneuver (such as finger tapping) is used in the MDS-UPDRS to evaluate “activated rigidity” only if a person exhibits no resistance when relaxed; thus activation maneuver is mainly used in only at the mildest rigidity levels (Fung et al., 2000; Powell et al., 2011). Moreover, activated rigidity has not been systematically studied in the leg, although it could play a causal role in falls (McKay et al., 2019). Thus, more sensitive and objective methods for quantifying leg rigidity are necessary to enable associations between rigidity and other biomechanical or clinical outcomes.

Here, we proposed the use of the pendulum test to objectively characterize resting vs. activated rigidity based on biomechanical outcomes and electromyographic (EMG) recordings. Various methods have been proposed in the literature to objectively quantify rigidity in PD (Eisen, 1987; Andreeva and Khutorskaya, 1996; Kirollos et al., 1996; Patrick et al., 2001; Marusiak et al., 2010; Xia et al., 2011; Powell et al., 2012; Endo et al., 2015; Zetterberg et al., 2015), but the focus has been primarily on the upper limbs. Moreover, objective metrics have not been implemented in the clinical setting because of their complexity, need for expensive devices, and time involved. In contrast, the pendulum test is a diagnostic method that allows passive joint resistance to be objectively characterized based on the pattern of lower leg movement after release from the horizontal (Wartenberg, 1951). Assessment using the pendulum test is sensitive to standard clinical measurements of spasticity in children with cerebral palsy (Fowler et al., 2000; Fee and Miller, 2004; Szopa et al., 2014; Willaert et al., 2020), multiple sclerosis patients (Bianchi et al., 1999), and stroke survivors (Brown et al., 1988; Lin and Rymer, 1991; Bohannon et al., 2009; Kristinsdottir et al., 2020). The first swing excursion is the most sensitive outcome for spasticity severity (Fowler et al., 2000; Bohannon et al., 2009; Szopa et al., 2014; Willaert et al., 2020). However, other kinematic features of the pendulum test may also provide insight. These include reductions in the number and duration of the oscillations (Fowler et al., 2000; Szopa et al., 2014), in stiffness and damping coefficients estimated by inverse kinematics (Lin and Rymer, 1991; Fee and Miller, 2004), along with abnormal bursts of activation in the quadriceps and hamstrings (Lin and Rymer, 1991; Fowler et al., 2000; Kristinsdottir et al., 2020; Willaert et al., 2020). Furthermore, the use of a computational model associated with pendulum test data is capable of dissociating the contributions of abnormal muscle tone vs. abnormal reflex excitability to spasticity (De Groote et al., 2018), revealing new insights into physiological mechanisms of spasticity. In De Groote et al. (2018) we suggested that the abnormal limb motion in children with cerebral palsy results from the interactions between muscle tone and the resulting short-range stiffness, and force-dependent reflexes. In PD, marked reductions in leg swing velocity and resting angle have been observed (Brown et al., 1988) and attributed to increased damping in simulations (Le Cavorzin et al., 2003). However, these reductions have not been associated with the degree of leg rigidity.

The pendulum test may also be sufficiently sensitive to test the level of activated rigidity which we hypothesized could potentially increase the risk of falling during activities of daily living (ADL’s). Several studies have shown that the presence of a secondary task or activation maneuver considerably enhances rigidity in people with PD (Kelly et al., 2012). The degree of the increase in parkinsonian rigidity with activation can differ from patient to patient and can be present in both on- and off- dopaminergic medication states (Fung et al., 2000; Hong et al., 2007; Shapiro et al., 2007; Powell et al., 2011). Also, different medications and dosages have been reported to have variable effects on both resting and activated rigidity (Webster and Mortimer, 1977; Kirollos et al., 1996; Relja et al., 1996; Krack et al., 2003; Shapiro et al., 2007), suggesting that different neural mechanisms could play a role in the manifestation of parkinsonian rigidity. However, the difference between activated and resting rigidity and its relationship with the degree of severity of rigidity at rest or to other clinical outcomes in PD has not been explored before.

The objective of this study was to test whether the pendulum test would be an objective and sensitive test to quantify resting and activated rigidity in PD. We hypothesized that both resting and activated rigidity in PD alter pendulum test kinematics and EMG patterns. We predicted that the biomechanical outcomes of the pendulum test, namely first swing excursion, first extension peak, number and duration of the oscillations, resting angle, relaxation index, maximum and minimum angular velocity, would be associated with leg rigidity severity in people with PD. We further predicted that an activation maneuver would alter pendulum test outcomes, but that the effects would vary from an individual to the next. Finally, as an exploratory study, we tested whether the level of activated rigidity would be associated with fall history, which would be expected if activated rigidity were a potential cause of falls.



MATERIALS AND METHODS


Study Participants

We performed the pendulum test on 15 participants with PD. Participants were recruited from the cohort of an observational 1-year fall risk study (McKay et al., 2019). We included patients with a diagnosis of clinically defined PD who exhibited rigidity during MDS-UPDRS-III testing in the practically-defined “OFF” state (see below). Exclusion criteria were history of musculoskeletal and/or neurological disorders other than PD, inability to walk ≥3 m with or without assistance, and advanced stage dementia in which patients were unable to perform activities of daily living independently, signs of spasticity or paratonia at clinical examination. The sample size was selected to meet or exceed common recommendations of ≈10 cases/independent variable in regression analyses (Vittinghoff and McCulloch, 2007) and ≥12 cases/group in preclinical studies (Julious, 2005). PD participants were assessed in the practically defined OFF medication state, ≥12 h after their last dose of antiparkinsonian medications (Langston et al., 1992). Each participant’s neurologist signed an OFF-medication clearance form before the patient was asked to withhold their medications for this experiment. All participants provided written informed consent before participation according to protocols approved by the Institutional Review Board of Emory University.

Lower limb rigidity was evaluated at the beginning of the experimental session by a trained examiner, following the MDS-UPDRS guidelines: rigidity in the lower extremities was tested by fully extending and flexing the knee with the patient sitting (0 = Absent, 1 = Slight or detectable only when activated by mirror or other movements, 2 = Mild to moderate, 3 = Marked, but the full range of motion easily achieved, 4 = Severe, range of motion achieved with difficulty). The participants were classified as “fallers” if they reported cases of falls in the 6 months before the data collection and were classified as “non-fallers” otherwise (McKay et al., 2019).



Pendulum Test

The pendulum test was performed with the subject sitting on a treatment table (Figure 1A) with the trunk inclined approximated 40° from the vertical to provide a comfortable starting position (Stillman and McMeeken, 1995). We designed a custom backrest that fits on a physical therapy table to control the posture of the participants. During the test, the examiner dropped the lower leg of the participant from the horizontal position with an extended knee joint; the lower leg was then allowed to swing freely under the influence of gravity. In each participant the pendulum test was assessed during four randomized different conditions: a baseline condition, with the subject completely relaxed and with the hands-on his/her lap, and while performing three different activation maneuvers (described below). The most rigid lower limb, as determined upon clinical examination, was assessed for each participant. Three trials were performed for each condition and a pause of 40 s was ensured between them to avoid fatigue due to the activation maneuvers. A total of 12 trials were recorded for each participant. We excluded the trials in which the participants were unable to relax, due to muscle activity that resulted in a non-monotonic exponential decrement of knee angle excursion. Specifically, using the following procedure: since the pattern of the knee angle during the pendulum test follows an exponential decrease of the peaks (Figure 2A), we excluded the trials in which the decrement from the i-th peak to i-th+1 was lower than the decrement from the i-th+1 to i-th+2 (Figure 2B). The same examiner carried out the test across all the sessions and participants.
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FIGURE 1. Experimental setup and outcomes of the pendulum test. The example refers to the activated condition in which the participant performs finger tapping. The pendulum test was performed with the subject sitting on a treatment table with the trunk inclined approximated 60° from the horizontal to provide a comfortable starting position (A). The swinging leg behaves as a damped pendulum, oscillating several times before coming to rest. First swing excursion (FSE), number (N) and duration (d) of the oscillations, first extension peak (FEP), resting angle (θrest), maximum (Vmax), and minimum (Vmin) angular velocity were assessed from kinematic data. The middle panels show the typical “whirlpool” pattern of angular velocity against angle data. EMG activity of rectus femoris (RF) and biceps femoris (BF) were also recorded in a subset of participants (bottom panel; B).
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FIGURE 2. Example of successful and excluded trials. The pattern of the knee angle during the pendulum test follows an exponential decrease of the peaks, while the phase plot of angular velocity against angular displacement follows a uniform “whirlpool” shape (A). The voluntary input of the participant disrupts the uniform shape of the whirlpool and causes increased variations in limb excursion peak (B). We excluded the trials in which the decrement from the i-th peak to i-th+1 is not greater than the following one.





Activation Maneuvers

We first identified which activation maneuver was most effective in increasing rigidity during the pendulum test. We tested the effect of three different activation maneuvers (Figure 1A): finger tapping, fist-clenching, and the Jendrassik maneuver. The rationale for the incorporation of an activation maneuver lies in that activation maneuver has been shown to enhance the degree of rigidity in PD patients (Matsumoto et al., 1963; Kelly et al., 2012). The finger tapping test is one of the standard activation maneuvers used to clinically evaluate rigidity in PD (Shimoyama et al., 1990; Martínez-Martín et al., 1994) and is indicated as one of the activation maneuvers used to assess rigidity in the UPDRS scale (Fahn and Elton, 1987). The second activation maneuver consists of a sustained clenching of the fists (Meara and Cody, 1992). As an alternative to finger tapping and clenching, the Jendrassik maneuver is a common clinical test where the patient interlocks the fingers of each hand in a hook-like fashion and isometrically pulls the hands apart as strongly as possible (Ertuglu et al., 2018).



Data Analysis

Joint kinematics were recorded using a motion capture analysis system (Vicon). Participants wore a 25-marker set according to a modified version of the Vicon’s Plug-in Gait model (Welch and Ting, 2008). Kinematic data were filtered using a second order zero-lag low pass Butterworth with a cut-off frequency of 5 Hz to remove high-frequency recording artifacts (Stillman and McMeeken, 1995; Valle et al., 2006; Lotfian et al., 2016; Ferreira et al., 2020). Knee angles were taken by measuring the absolute angle of the leg segment in the sagittal plane. Biomechanical outcomes (Figure 1B) were then calculated including first swing excursion (FSE), first extension peak (FPE), number (N) and duration (d) of the oscillations, resting angle (θrest), relaxation index (RI), maximum (Vmax) and minimum (Vmin) angular velocity. The end of the oscillation was calculated by considering a cut-off of 3° toward extension (Fowler et al., 2000). These biomechanical outcomes were used in previous studies to describe the kinematic pattern of the leg during the pendulum test (Stillman and McMeeken, 1995; Fowler et al., 2000; Valle et al., 2006; Szopa et al., 2014; Lotfian et al., 2016; Whelan et al., 2018; Ferreira et al., 2020). In particular, maximum angular velocity and relaxation index (defined as the ratio between the starting angle and the resting angle of the knee) are reduced in PD (Brown et al., 1988). We also recorded EMG activity from biceps femoris (BF) and rectus femoris (RF) in a subset of participants (n = 10, Table 1). EMG data were collected at 1,200 Hz (Motion Lab Systems, Inc., Baton Rouge, LA, USA), high-pass filtered (35 Hz, third order zero-lag Butterworth filter) to remove motion artifact. The signal was then demeaned, rectified and low-pass filtered (40 Hz) to produce a linear envelope of the signal (Winter, 2009) as previously reported (Torres-Oviedo and Ting, 2007; Safavynia and Ting, 2013). We chose not to normalize data for within-subject interpretation of EMG activity (Powell et al., 2017).

TABLE 1. Demographic and clinical characteristics of the study participants.
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Statistical Analysis

Participants were characterized in two groups as either low rigidity (leg rigidity score from 1 to 2) or high rigidity (leg rigidity score from 3 to 4). Differences in the central tendency of clinical and demographic variables between the low and high rigidity groups and between non-fallers and fallers were assessed with t-tests and Chi-squared tests as appropriate. Between-groups differences in averaged outcome measures taken during rest (FSE, FPE, N, d, θrest, RI, Vmax, and Vmin) were assessed with independent samples t-tests. Within-subject differences in averaged outcome measures (FSE, FPE, N, d, θrest, RI, Vmax, and Vmin) between the resting and activated states (i.e., changes from rest to activated) were assessed with paired-samples t-tests. Between-groups differences in the amount of change in each outcome measure between the resting and activated states were assessed with independent samples t-tests. Cohen’s d parameters (Cohen, 1992) were used to evaluate the effect size on outcome measures (Table 4). Due to the exploratory nature of the study, no corrections for multiple comparisons were used .

TABLE 2. Demographic and clinical characteristics of the study participants, overall and stratified on rigidity status.
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TABLE 3. Demographic and clinical characteristics of the study participants stratified on the prevalence of previous falls.
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TABLE 4. Effect size using Cohen’s d (Cohen, 1992).
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RESULTS

Fifteen participants with PD (11 males and four females, mean age 67 ± 10 years) enrolled in the study. Demographic and clinical characteristics are shown in Table 1. No significant differences in clinical or demographic characteristics were observed between the low and high rigidity groups (Table 2). Consistent with the previous report (McKay et al., 2018), some significant differences were observed between fallers and non-fallers on Sex, Total MDS-UPDRS-III score, rigidity score, and daily levodopa equivalent dose (LED, Table 3). We excluded from the analysis of all the trials in which the participants were unable to relax the leg during the test (Figure 2). Three subjects were unable to relax during the whole session and were excluded from further analysis. The number (mean ± SD) of successful trials among participants was 2 ± 1 during resting state, 1 ± 1 during finger tapping, 2 ± 1 during fist clenching, and 2 ± 1 during the Jendrassik maneuver. Initial analyses (one-way ANOVA, post-hoc Tukey–Kramer) identified no significant differences between the effects of the three different activation maneuvers on the biomechanical outcomes (all p > 0.05). Therefore we aggregated the results of all of the activated conditions.


Examples of Pendulum Test Kinematic Patterns

Different kinematic patterns of the pendulum test were observed across lower leg rigidity scores. For example, in a participant with slight leg rigidity (Figure 3A, score = 1/4) the leg oscillated four times, with a first swing excursion of greater than 100°, and negative peak angular speed of about −300°/s. A participant with mild to moderate rigidity (score = 2/4) exhibited a similar pattern (Figure 3B), with the leg oscillating five times before coming to rest. Although a participant with marked rigidity (Figure 3C, score = 3/4) also had about four-leg oscillations, the first swing excursion was smaller than participants with lower rigidity scores, near 90°, and negative peak angular speed of about −230°/s. In the participant with severe rigidity (Figure 3D, score = 4/4) no oscillations were observed, with the leg slowly lowering to a less vertical resting angle than other participants.
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FIGURE 3. Example of pendulum test kinematic traces and EMGs in four PD individuals with increasing levels of lower leg rigidity (as measured by following the UPDRS guidelines). Slight rigidity (A). Mild to moderate rigidity (B). Marked rigidity (C). Severe rigidity (D). No EMG was recorded in PD01 and PD04.





Low vs. High Rigidity Scores

We found differences in the biomechanical outcomes of the pendulum test between PD participants with low leg rigidity scores (1–2) and with high leg rigidity scores (3–4) during the resting condition (Figure 4). As rigidity increased there was a significant reduction of the first extension peak (Figure 4B, 58° ± 15 vs. 34° ± 23, p = 0.042), several oscillations (Figure 4C, 5 ± 1 vs. 3 ± 2, p = 0.047), relaxation index (Figure 4E, 1.5 ± 0.1 vs. 1.3 ± 0.2, p = 0.013) and maximum angular velocity (Figure 4G, 182°/s ± 35 vs. 105°/s ± 69, p = 0.019). Although not statistically significant, the first swing excursion showed also a trend toward reduction in the high rigidity group vs. the low rigidity group (Figure 4A; −97° ± 20 vs. −115° ± 11, p = 0.051). Furthermore, most of the individual values for both groups fell out of the range of the mean (±SD) of the biomechanical parameters (Figure 4, gray areas) estimated from previously reported pendulum test data in healthy subjects (Stillman and McMeeken, 1995).
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FIGURE 4. Kinematic outcomes of the pendulum test in the baseline condition. First swing excursion (FSE; A), first extension peak (FPE; B), number (N; C) and duration (d; D) of the oscillations, resting angle (θrest; E), relaxation index (RI; F), maximum (Vmax; G) and minimum (Vmax; H) angular velocity. Subjects were grouped based on the rigidity score of the recorded leg: subjects with leg rigidity score from 1 to 2 (low rigidity, n = 8) and subjects with leg rigidity score from 3 to 4 (high rigidity, n = 5). Gray areas correspond to mean ± SD of biomechanical outcomes for healthy subjects estimated from Stillman and McMeeken (1995). Asterisks denote significant values (p < 0.05).





Effects of Activation Maneuver

Individual differences in the effects of the activation maneuver were observed, even across participants with similar rigidity scores. For example, three individuals with the same rigidity score exhibited marked differences in whether and how biomechanical outcomes changed in the presence of an activation maneuver (Figures 5A–C, score = 2/2). Participant A (Figure 5A) exhibited eight oscillations of the leg during the resting condition and no changes in the kinematics during the activated condition, though increased BF tonic activity was observed before the movement. Although the other two participants with a leg rigidity score of 2 (Figures 5B–C) had a similar number of oscillations in the resting condition (N = 4) that was reduced during an activation maneuver (N = 3), they exhibited differences in other features of the pendulum test outcomes. During an activation maneuver in participant B (Figure 5B) first extension peak and maximum velocity decreased, tonic activity in both the RF and BF muscles increased, and reflexive activity in the BF was observed during the first knee extension. In Participant C (Figure 5C) a decrease in the first swing excursion, resting angle, and minimum and maximum angular velocity was observed during an activation maneuver, together with increased tonic activity in RF. Participant D had severe rigidity (Figure 5D) and did not exhibit any oscillations in either the resting or activated states, but angular velocity decreased in the presence of an activation maneuver. We also observed a change in resting angle after the end of the activation maneuver in the most severe subject (Figure 5D). We did not collect EMG data for participant D.
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FIGURE 5. Individual specific changes in the pattern of leg movement and EMG activity among PD subjects while performing an activation maneuver (AM). In subject PD06 we found no kinematic changes with an activation maneuver (A). In subject PD14 we found a decrease in the first extension peak and of the number and duration of the oscillations during AM (B). In subject PD15 we found a decrease in the first swing excursion and of the number and duration of the oscillations during AM (C). In the subject with severe rigidity (PD04), we found a decrease in the angular velocity of the leg during AM. No EMG recorded in PD04 (D).



The changes in three biomechanical outcomes in the activation vs. resting state were found to have a distribution with a mean significantly different from zero, but the magnitude of this effect did not depend on the severity of leg rigidity (Figure 6). A one-sample t-test revealed a significant effect of activation on the first extension peak (Figure 6B; −5.4° ± 13.4, p = 0.018), number of oscillations (Figure 6C; −0.8 ± 0.9, p = 0.013) and duration of the oscillations (Figure 6D; −0.9s ± 1.0, p = 0.013). A two-sample t-test did not reveal any significant difference in the effect of activation maneuver on the biomechanical outcomes of the pendulum test when comparing the group with low rigidity (1–2) to the group with high rigidity (3–4; Figure 6, all p > 0.05).
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FIGURE 6. Variation of kinematic outcomes of the pendulum test during an activation maneuver. First swing excursion (FSE; A), first extension peak (FPE; B), number (N; C) and duration (d; D) of the oscillations, resting angle (θrest; E), relaxation index (RI; F), maximum (Vmax; G) and minimum (Vmin; H) angular velocity. Each point represents the difference between the mean values of each outcome for one participant while performing an activation maneuver vs. the resting condition. Subjects were grouped based on the rigidity score of the recorded leg: subjects with leg rigidity score from 0 to 2 (low rigidity, n = 7) and subjects with leg rigidity score from 3 to 4 (high rigidity, n = 5). Asterisks denote significant values (p < 0.05).





Fallers vs. Non Fallers

In contrast, the effect of an activation maneuver on the biomechanical outcomes of the pendulum test was significantly different in non-fallers vs. fallers (Figure 7). In fallers compared to non-fallers, two-sample t-test revealed a significant decrease of first swing excursion (Figure 7A, 6.5° ± 5.3 vs. −3.1° ± 2.1, p = 0.002), first extension peak (Figure 7B, −13.1° ± 14.9 vs. 2.1° ± 5.7, p = 0.026), resting angle (Figure 7F, 2.6° ± 3.6 vs. −1.2° ± 1.4, p = 0.019) and minimum angular velocity (Figure 7H, 27.0°/s ± 35.1 vs. −10.4°/s ± 30.1, p = 0.026).
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FIGURE 7. Variation of kinematic outcomes of the pendulum test during an activation maneuver in non-fallers (n = 7) and fallers (n = 5). First swing excursion (FSE; A), first extension peak (FPE; B), number (N; C) and duration (d; D) of the oscillations, resting angle (θrest; E), relaxation index (RI; F), maximum (Vmax; G) and minimum (Vmin; H) angular velocity. Each point represents the difference between the mean values of each outcome for a participant while performing an activation maneuver vs. during the baseline condition. Asterisks denote significant values (p < 0.05).





Non-parametric Tests Performed Post hoc

In addition to the statistical tests described above, we performed additional non-parametric tests post hoc to verify that the primary results were insensitive to departures from normality. We tested the distributions of each variable entered into analyses (eight outcomes in resting and eight change scores between resting and activated for 16 total) with Shapiro–Wilk tests. Of these, five Shapiro–Wilk tests were indicative of non-normality. For these, we repeated the analyses using Wilcoxon rank-sum tests. Overall, the results were similar, with only the first extension peak test being no longer statistically significant (p = 0.106) when performed non-parametrically.




DISCUSSION

Our results demonstrate that the pendulum test is an objective measure to assess both resting and activated lower leg rigidity in people with PD. Five biomechanical metrics (first swing excursion, first extension peak, number of oscillations, relaxation index, and maximum angular velocity) describing the oscillating pattern of the leg during the pendulum test were lower in those with higher leg rigidity scores, suggesting that a simple kinematic analysis of the pendulum test is sufficient to assess leg rigidity in PD. Further, in the presence of an activation maneuver, the pendulum test biomechanical outcomes were altered to a different extent among participants suggesting a sensitivity of the pendulum test to changes in rigidity. However, the effects of the activation maneuver on biomechanical outcomes were independent of the severity of leg rigidity scores at rest. On the contrary, individuals exhibiting an effect of the activation maneuver on biomechanical outcomes experience more falls in the preceding 6 months, suggesting that increased activated rigidity could be related to increased risk of falls and highlighting the need to clinically evaluate activated rigidity independently from resting rigidity. Individual differences in the changes in biomechanics and muscle activity when performing the activation maneuver also suggest that there may be diverse underlying neural mechanisms at play that warrant further investigation. We conclude that activated rigidity may play an important yet unexplored role in fall risk in people with PD. The pendulum test may provide an important objective evaluation of resting and activated rigidity that may contribute to a better understanding of fundamental mechanisms underlying motor symptoms in PD and their fluctuations, evaluate the efficacy of treatments, and potentially reduce the risk of falls.

This is the first study to demonstrate that biomechanical outcomes of the pendulum test may be useful in objectively assessing the severity of leg rigidity among PD participants. A few studies have described the abnormal pattern (i.e., reduced number of oscillations, maximum velocity and relaxation index) of the pendulum test in people with leg rigidity (Schwab, 1963; Brown et al., 1988; Le Cavorzin et al., 2003), but its relationship to the severity of rigidity has not been assessed previously. Here we found that the first extension peak, the number of oscillations, relaxation index, and maximum angular velocity were significantly decreased in PD people with marked rigidity compared to PD people with moderate rigidity. Further, we observed that our less rigid group had altered pendulum test kinematics concerning outcomes reported previously in healthy adults (Stillman and McMeeken, 1995), although some of the differences could be attributable to aging and require further exploration. In this pilot study, we focused on the differences in biomechanical outcomes between low and high rigidity groups, but larger studies will be required to assess the sensitivity, reliability, and repeatability to validate these measures for clinical assessment of rigidity and account for potential confounding factors (McKay et al., 2018).

The pendulum test has the potential to be an objective, simple, fast, practical, and affordable diagnostic method to evaluate rigidity. Expert neurologists can commit an error of up to 20% in assessing rigidity (Rizzo et al., 2016). Other instrumented clinical tests allow the evaluation of objective continuous parameters overcoming the limitations of the UPDRS rating scale (i.e., low resolution, inter-and intra- rater unreliability, ceiling effect), which include surface electromyography (Eisen, 1987; Andreeva and Khutorskaya, 1996), myometry (Marusiak et al., 2010), and/or torque measuring devices (Kirollos et al., 1996; Patrick et al., 2001; Endo et al., 2009; Xia et al., 2011; Powell et al., 2012; Zetterberg et al., 2015). However, to the best of our knowledge, all the methods previously proposed in the literature focused on the objective quantification of upper limb rigidity (Ferreira-Sánchez et al., 2020). The biomechanical outcomes of the pendulum test can be easily evaluated through simple observation of the leg swing or by using affordable devices equipped with gyroscope (Yeh et al., 2016) or simple video source (i.e., markerless motion capture, Mathis et al., 2018), making it feasible for standard clinical practice and telemedicine. For example, automated analysis of the pendulum test could be implemented into smartphones (Prince et al., 2018) whereas prior methods require expensive additional devices, data processing, and technical assistance (Ferreira-Sánchez et al., 2020).

This study supports the idea that resting and activated rigidity should be regarded as independent variables and scored separately (Fung et al., 2000). Currently, activation maneuvers are used in clinical evaluation only to detect rigidity at an early stage, or to bring rigidity into evidence if it does not manifest at rest. In this case, the UPDRS rating system assigns a score of 1, which is not dependent on the amount of rigidity elicited by the activation maneuver, and activated rigidity is not assessed if the resting rigidity is scored at a 1 or higher. Despite several studies quantifying the effect of an activation maneuver on rigidity (Fung et al., 2000; Hong et al., 2007; Powell et al., 2011), it is not clear whether the activated rigidity is greater in people with higher resting rigidity. Here, biomechanical outcomes revealed no differences in the effect of activation maneuvers between groups with clinically assessed low and high rigidity, suggesting that the effect of the activation maneuvers may be independent of rigidity severity at rest. Heterogeneity in the manifestation of activated rigidity may further provide insight into the varied mechanisms of motor impairment in people with PD. Several factors have been suggested to contribute to the rigidity (Berardelli et al., 1983; van den Noort et al., 2017) including an increase in involuntary background activation (Marsden, 1982), changes in non-neural muscle tissue properties (Dietz et al., 1981), increased stretch reflexes (Tatton and Lee, 1975; Meara and Cody, 1993; Xia et al., 2016) and presence of shortening reaction (Lee et al., 2002; Xia et al., 2009). Furthermore, asymmetrical patterns of rigidity can be present among extensors and flexors (Meara and Cody, 1993; Xia et al., 2009). Although we recorded EMG activity only in a subsample of participants, our exploratory results suggest that increased tonic and reflex activity could be not mutually exclusive manifestations of rigidity. Indeed, while some individuals showed an increase of tonic activity in either flexors or extensors during an activation maneuver, others had an increase of muscle activity time-locked to the kinematic trajectories, consistent with reflexive activity.

Clinical assessment of activated rigidity—even when rigidity at rest is present—could help identify individuals with a higher risk of falls. The recently identified relationship between leg rigidity and falls in people with PD (McKay et al., 2019) highlights the need for more objective and continuous measures of leg rigidity (Ward et al., 1983). Here, we showed that the effects of the activation maneuver on pendulum test kinematics are greater in fallers compared to non-fallers, suggesting a potential role of activated rigidity in postural instability. Activated rigidity likely reflects a more realistic scenario of daily life, in which different concurrent tasks (such as talking or carrying an object) are performed during balance control. We found no significant difference among the tested activation maneuvers, supporting previous findings of the non-specificity of activation procedures (Hong et al., 2007). Moreover, several studies have shown that treatments can have a differential efficacy in reducing resting and activated rigidity (Webster and Mortimer, 1977; Caligiuri and Galasko, 1992; Kirollos et al., 1996; Krack et al., 2003; Shapiro et al., 2007). As such, the monitoring of activated rigidity could help predict the functional motor impairments arising during daily activities that may lead to falls, although this relationship is still unknown. The efficacy of treatments and rehabilitative interventions aimed at reducing rigidity should take into account individual responsiveness to both resting and activated rigidity. The pendulum test could help identify the extent to which multiple impaired physiological mechanisms manifest from patient to patient, representing a potential approach to understand the functional implications of resting and activated rigidity on movement.

This study had several limitations. First, the small sample size did not allow us to assess the sensitivity and validity of the pendulum test as a tool to measure the severity of resting and activated rigidity in PD. Increasing the cohort would also account for possible confounding factors such as the absence of women in the fallers group, and the difference in Total MDS-UPDRS-III score, rigidity score, and LED between the fallers and non-fallers groups. Second, we did not collect detailed information about the nature of the falls when reported retrospectively, which may be unreliable. However, studies have shown that falling frequency, situation (i.e., during sitting/standing, walking and turning), severity and direction could help in interpreting the mechanisms leading to falls in PD (Hiorth et al., 2013; Youn et al., 2017). Last, we collected EMG only in a subset of participants (n = 10, two of which were excluded from the analysis since they were unable to relax). This limited our ability to assess the neuropathological mechanisms that are mainly responsible for the abnormal pattern of the leg during the pendulum test in PD.

In conclusion, our results suggest that the biomechanical analysis of the pendulum test may provide an objective method to assess rigidity in people with PD that could be implemented into clinical practice. We also showed that the effect of an activation maneuver on pendulum test kinematics is variable across PD participants and independent from the leg rigidity score evaluated at rest, and thus should be scored separately. The importance of assessing activated rigidity is also highlighted by the increased effects of an activation maneuver in fallers compared to non-fallers PD groups. Further studies are necessary to elucidate the neurophysiological mechanisms of rigidity causing the abnormal pattern of the pendulum test in PD.



DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



ETHICS STATEMENT

The studies involving human participants were reviewed and approved by Institutional Review Board of Emory University. The patients/participants provided their written informed consent to participate in this study. Written informed consent was obtained from the individual(s) for the publication of any potentially identifiable images or data included in this article.



AUTHOR CONTRIBUTIONS

LT and GM contributed to the conception of the study and wrote the original draft of the manuscript. GM, JM and LT contributed to the design of the experiments. GM performed the experiments and analyzed the data. GM and JM performed the statistical analysis. JM and SF provided clinical data. All authors contributed to the article and approved the submitted version.



FUNDING

This study was supported in part by National Institutes of Health grants R01HD046922, R01HD090642, K25HD086276, and the Sartain Lanier Family Foundation. JM has received research funding or support from the National Institutes of Health. SF has received research funding or support from Medtronics, Boston Scientific, Biohaven, Impax, Lilly, US World Meds, Sunovion Therapeutics, Vaccinex, Voyager, Jazz Pharmaceuticals, CHDI Foundation, Michael J. Fox Foundation, NIH (U10 NS077366), Parkinson Foundation. SF has received honoraria from Lundbeck, Sunovion, Biogen, Acadia, Impel, Acorda, CereSpir. SF has received royalties from Demos, Blackwell Futura, Springer for textbooks and Uptodate. LT has received research funding or support from the National Institutes of Health and the National Science Foundation.



REFERENCES


Andreeva, Y., and Khutorskaya, O. (1996). Application EMGs spectral analysis method for the objective diagnosis of different clinical forms of Parkinson’s disease. Electromyogr. Clin. Neurophysiol. 36, 187–192.


Berardelli, A., Sabra, A. F., and Hallett, M. (1983). Physiological mechanisms of rigidity in Parkinson’s disease. J. Neurol. Neurosurg. Psychiatry 46, 45–53. doi: 10.1136/jnnp.46.1.45


Bianchi, L., Monaldi, F., Paolucci, S., Iani, C., and Lacquaniti, F. (1999). Quantitative analysis of the pendulum test: application to multiple sclerosis patients treated with botulinum toxin. Funct. Neurol. 14, 79–92.


Bohannon, R. W., Harrison, S., and Kinsella-Shaw, J. (2009). Reliability and validity of pendulum test measures of spasticity obtained with the Polhemus tracking system from patients with chronic stroke. J. Neuroeng. Rehabil. 6:30. doi: 10.1186/1743-0003-6-30

Brown, R. A., Lawson, D. A., Leslie, G. C., MacArthur, A., MacLennan, W. J., McMurdo, M. E., et al. (1988). Does the Wartenberg pendulum test differentiate quantitatively between spasticity and rigidity? A study in elderly stroke and Parkinsonian patients. J. Neurol. Neurosurg. Psychiatry 51, 1178–1186. doi: 10.1136/jnnp.51.9.1178

Caligiuri, M. P., and Galasko, D. R. (1992). Quantifying drug-induced changes in parkinsonian rigidity using an instrumental measure of activated stiffness. Clin. Neuropharmacol. 15, 1–12. doi: 10.1097/00002826-199202000-00001

Cohen, J. (1992). A power primer. Psychol. Bull. 112, 155–159. doi: 10.1037/0033-2909.112.1.155

De Groote, F., Blum, K. P., Horslen, B. C., and Ting, L. H. (2018). Interaction between muscle tone, short-range stiffness and increased sensory feedback gains explains key kinematic features of the pendulum test in spastic cerebral palsy: a simulation study. PLoS One 13:e0205763. doi: 10.1371/journal.pone.0205763

Dietz, V., Quintern, J., and Berger, W. (1981). Electrophysiological studies of gait in spasticity and rigidity. Evidence that altered mechanical properties of muscle contribute to hypertonia. Brain 104, 431–449. doi: 10.1093/brain/104.3.431

Eisen, A. (1987). Electromyography in disorders of muscle tone. Can. J. Neurol. Sci. 14, 501–505. doi: 10.1017/s0317167100037999

Endo, T., Okuno, R., Yokoe, M., Akazawa, K., and Sakoda, S. (2009). A novel method for systematic analysis of rigidity in Parkinson’s disease. Mov. Disord. 24, 2218–2224. doi: 10.1002/mds.22752

Endo, T., Yoshikawa, N., Fujimura, H., and Sakoda, S. (2015). Parkinsonian rigidity depends on the velocity of passive joint movement. Parkinsons Dis. 2015:961790. doi: 10.1155/2015/961790

Ertuglu, L. A., Karacan, I., Yilmaz, G., and Türker, K. S. (2018). Standardization of the Jendrassik maneuver in Achilles tendon tap reflex. Clin. Neurophysiol. Pract. 3, 1–5. doi: 10.1016/j.cnp.2017.10.003


Fahn, S., and Elton, R. L. (1987). “UPDRS program members. Unified Parkinson’s disease rating scale,” in Recent Developments in Parkinson’s Disease, ed. S. Fahn (Florham, NJ: Macmillian Healthcare), 153–163.


Fee, J. W. Jr., and Miller, F. (2004). The Leg Drop Pendulum Test performed under general anesthesia in spastic cerebral palsy. Dev. Med. Child Neurol. 46, 273–281. doi: 10.1111/j.1469-8749.2004.tb00482.x

Ferreira, D. M., Liang, H., and Wu, J. (2020). Knee joint kinematics of the pendulum test in children with and without Down syndrome. Gait Posture 76, 311–317. doi: 10.1016/j.gaitpost.2019.12.025

Ferreira-Sánchez, M. D. R., Moreno-Verdú, M., and Cano-de-la-Cuerda, R. (2020). Quantitative measurement of rigidity in Parkinson’s disease: a systematic review. Sensors 20:880. doi: 10.3390/s20030880

Fowler, E. G., Nwigwe, A. I., and Ho, T. W. (2000). Sensitivity of the pendulum test for assessing spasticity in persons with cerebral palsy. Dev. Med. Child Neurol. 42, 182–189. doi: 10.1017/s0012162200000323

Franzén, E., Paquette, C., Gurfinkel, V. S., Cordo, P. J., Nutt, J. G., and Horak, F. B. (2009). Reduced performance in balance, walking and turning tasks is associated with increased neck tone in Parkinson’s disease. Exp. Neurol. 219, 430–438. doi: 10.1016/j.expneurol.2009.06.013

Fung, V. S., Burne, J. A., and Morris, J. G. (2000). Objective quantification of resting and activated parkinsonian rigidity: a comparison of angular impulse and work scores. Mov. Disord. 15, 48–55. doi: 10.1002/1531-8257(200001)15:1<48::aid-mds1009>3.0.co;2-e


Fung, V., and Thompson, P. (2002). Rigidity and Spasticity. Lippincott Williams and Wilkins. Available online at: https://digital.library.adelaide.edu.au/dspace/handle/2440/33112. Accessed January 15, 2019.


Hiorth, Y. H., Lode, K., and Larsen, J. P. (2013). Frequencies of falls and associated features at different stages of Parkinson’s disease. Eur. J. Neurol. 20, 160–166. doi: 10.1111/j.1468-1331.2012.03821.x

Hong, M., Perlmutter, J. S., and Earhart, G. M. (2007). Enhancement of rigidity in Parkinson’s disease with activation. Mov. Disord. 22, 1164–1168. doi: 10.1002/mds.21524

Julious, S. A. (2005). Sample size of 12 per group rule of thumb for a pilot study. Pharm. Stat. 4, 287–291. doi: 10.1002/pst.185

Kelly, V. E., Eusterbrock, A. J., and Shumway-Cook, A. (2012). A review of dual-task walking deficits in people with Parkinson’s disease: motor and cognitive contributions, mechanisms, and clinical implications. Parkinsons Dis. 2012:918719. doi: 10.1155/2012/918719

Kirollos, C., Charlett, A., O’Neill, C. J., Kosik, R., Mozol, K., Purkiss, A. G., et al. (1996). Objective measurement of activation of rigidity: diagnostic, pathogenetic and therapeutic implications in parkinsonism. Br. J. Clin. Pharmacol. 41, 557–564. doi: 10.1046/j.1365-2125.1996.38313.x

Krack, P., Batir, A., Van Blercom, N., Chabardes, S., Fraix, V., Ardouin, C., et al. (2003). Five-year follow-up of bilateral stimulation of the subthalamic nucleus in advanced Parkinson’s disease. N. Engl. J. Med. 349, 1925–1934. doi: 10.1056/NEJMoa035275

Kristinsdottir, K., Magnusdottir, G., Chenery, B., Gudmundsdottir, V., Gudfinnsdottir, H. K., Karason, H., et al. (2020). Comparison of spasticity in spinal cord injury and stroke patients using reflex period in pendulum test. Eur. J. Transl. Myol. 30:8907. doi: 10.4081/ejtm.2019.8907

Langston, J. W., Widner, H., Goetz, C. G., Brooks, D., Fahn, S., Freeman, T., et al. (1992). Core assessment program for intracerebral transplantations (CAPIT). Mov. Disord. 7, 2–13. doi: 10.1002/mds.870070103

Le Cavorzin, P., Carrault, G., Chagneau, F., Rochcongar, P., and Allain, H. (2003). A computer model of rigidity and related motor dysfunction in Parkinson’s disease. Mov. Disord. 18, 1257–1265. doi: 10.1002/mds.10532

Lee, H.-M., Huang, Y.-Z., Chen, J.-J. J., and Hwang, I.-S. (2002). Quantitative analysis of the velocity related pathophysiology of spasticity and rigidity in the elbow flexors. J. Neurol. Neurosurg. Psychiatry 72, 621–629. doi: 10.1136/jnnp.72.5.621

Lin, D. C., and Rymer, W. Z. (1991). A quantitative analysis of pendular motion of the lower leg in spastic human subjects. IEEE Trans. Biomed. Eng. 38, 906–918. doi: 10.1109/10.83611

Lotfian, M., Mirbagheri, M. M., Kharazi, M. R., Dadashi, F., Nourian, R., Irani, A., et al. (2016). “Pendulum test measure correlates with gait parameters in children with cerebral palsy,” in 38th Annual International Conference of the IEEE Engineering in Medicine and Biology Society (EMBC), (Orlando, FL), 1708–1711. doi: 10.1109/EMBC.2016.7591045

Marsden, C. D. (1982). The mysterious motor function of the basal ganglia: the Robert Wartenberg Lecture. Neurology 32, 514–539. doi: 10.1212/wnl.32.5.514

Martínez-Martín, P., Gil-Nagel, A., Gracia, L. M., Gómez, J. B., Martínez-Sarriés, J., and Bermejo, F. (1994). Unified Parkinson’s Disease Rating Scale characteristics and structure. The Cooperative Multicentric Group. Mov. Disord. 9, 76–83. doi: 10.1002/mds.870090112

Marusiak, J., Kisiel-Sajewicz, K., Jaskólska, A., and Jaskólski, A. (2010). Higher muscle passive stiffness in Parkinson’s disease patients than in controls measured by myotonometry. Arch. Phys. Med. Rehabil. 91, 800–802. doi: 10.1016/j.apmr.2010.01.012

Mathis, A., Mamidanna, P., Cury, K. M., Abe, T., Murthy, V. N., Mathis, M. W., et al. (2018). DeepLabCut: markerless pose estimation of user-defined body parts with deep learning. Nat. Neurosci. 21, 1281–1289. doi: 10.1038/s41593-018-0209-y

Matsumoto, K., Rossmann, F., Lin, T. H., and Cooper, I. S. (1963). Studies on induced exacerbation of Parkinsonian rigidity. J. Neurol. Neurosurg. Psychiatry 26, 27–32. doi: 10.1136/jnnp.26.1.27

McKay, J. L., Hackney, M. E., Factor, S. A., and Ting, L. H. (2019). Lower limb rigidity is associated with frequent falls in Parkinson’s disease. Mov. Disord. Clin. Pract. 6, 446–451. doi: 10.1002/mdc3.12784

McKay, J. L., Lang, K. C., Ting, L. H., and Hackney, M. E. (2018). Impaired set shifting is associated with previous falls in individuals with and without Parkinson’s disease. Gait Posture 62, 220–226. doi: 10.1016/j.gaitpost.2018.02.027

Meara, R. J., and Cody, F. W. (1992). Relationship between electromyographic activity and clinically assessed rigidity studied at the wrist joint in Parkinson’s disease. Brain 115, 1167–1180. doi: 10.1093/brain/115.4.1167

Meara, R. J., and Cody, F. W. (1993). Stretch reflexes of individual parkinsonian patients studied during changes in clinical rigidity following medication. Electroencephalogr. Clin. Neurophysiol. 89, 261–268. doi: 10.1016/0168-5597(93)90105-x

Mendonça, D. A., and Jog, M. S. (2008). Tasks of attention augment rigidity in mild Parkinson disease. Can. J. Neurol. Sci. 35, 501–505. doi: 10.1017/s0317167100009197

Patrick, S. K., Denington, A. A., Gauthier, M. J., Gillard, D. M., and Prochazka, A. (2001). Quantification of the UPDRS rigidity scale. IEEE Trans. Neural Syst. Rehabil. Eng., 9, 31–41. doi: 10.1109/7333.918274

Powell, D., Hanson, N., Threlkeld, A. J., Fang, X., and Xia, R. (2011). Enhancement of parkinsonian rigidity with contralateral hand activation. Clin. Neurophysiol. 122, 1595–1601. doi: 10.1016/j.clinph.2011.01.010


Powell, D., Muthumani, A., and Xia, R.-P. (2017). Normalizing EMG to background muscle activation masks medication-induced reductions in reflex amplitudes in Parkinsonian rigidity. J. Nat. Sci. 3:e315. Available online at: http://www.jnsci.org/index.php?journal=nsci&page=article&op=view&path%5B%5D=315.


Powell, D., Threlkeld, A. J., Fang, X., Muthumani, A., and Xia, R. (2012). Amplitude- and velocity-dependency of rigidity measured at the wrist in Parkinson’s disease. Clin. Neurophysiol. 123, 764–773. doi: 10.1016/j.clinph.2011.08.004

Prince, J., Arora, S., and de Vos, M. (2018). Big data in Parkinson’s disease: using smartphones to remotely detect longitudinal disease phenotypes. Physiol. Meas. 39:044005. doi: 10.1088/1361-6579/aab512

Relja, M. A., Petravic, D., and Kolaj, M. (1996). Quantifying rigidity with a new computerized elbow device. Clin. Neuropharmacol. 19, 148–156. doi: 10.1097/00002826-199619020-00003

Rizzo, G., Copetti, M., Arcuti, S., Martino, D., Fontana, A., and Logroscino, G. (2016). Accuracy of clinical diagnosis of Parkinson disease: a systematic review and meta-analysis. Neurology 86, 566–576. doi: 10.1212/WNL.0000000000002350

Safavynia, S. A., and Ting, L. H. (2013). Long-latency muscle activity reflects continuous, delayed sensorimotor feedback of task-level and not joint-level error. J. Neurophysiol. 110, 1278–1290. doi: 10.1152/jn.00609.2012


Schwab, R. S. (1963). Evaluation and correlations of the wartenberg swing tests in Parkinson’s disease. Trans. Am. Neurol. Assoc. 88, 270–274.


Shapiro, M. B., Vaillancourt, D. E., Sturman, M. M., Metman, L. V., Bakay, R. A. E., and Corcos, D. M. (2007). Effects of STN DBS on rigidity in Parkinson’s disease. IEEE Trans. Neural Syst. Rehabil. Eng. 15, 173–181. doi: 10.1109/TNSRE.2007.896997

Shimoyama, I., Ninchoji, T., and Uemura, K. (1990). The finger-tapping test. A quantitative analysis. Arch. Neurol. 47, 681–684. doi: 10.1001/archneur.1990.00530060095025

Stillman, B., and McMeeken, J. (1995). A video-based version of the pendulum test: technique and normal response. Arch. Phys. Med. Rehabil. 76, 166–176. doi: 10.1016/s0003-9993(95)80026-3

Szopa, A., Domagalska-Szopa, M., Kidoń, Z., and Syczewska, M. (2014). Quadriceps femoris spasticity in children with cerebral palsy: measurement with the pendulum test and relationship with gait abnormalities. J. Neuroeng. Rehabil. 11:166. doi: 10.1186/1743-0003-11-166

Tatton, W. G., and Lee, R. G. (1975). Evidence for abnormal long-loop reflexes in rigid Parkinsonian patients. Brain Res. 100, 671–676. doi: 10.1016/0006-8993(75)90167-5

Torres-Oviedo, G., and Ting, L. H. (2007). Muscle synergies characterizing human postural responses. J. Neurophysiol. 98, 2144–2156. doi: 10.1152/jn.01360.2006

Valle, M. S., Casabona, A., Sgarlata, R., Garozzo, R., Vinci, M., and Cioni, M. (2006). The pendulum test as a tool to evaluate passive knee stiffness and viscosity of patients with rheumatoid arthritis. BMC Musculoskelet. Disord. 7:89. doi: 10.1186/1471-2474-7-89

van den Noort, J. C., Bar-On, L., Aertbeliën, E., Bonikowski, M., Braendvik, S. M., Broström, E. W., et al. (2017). European consensus on the concepts and measurement of the pathophysiological neuromuscular responses to passive muscle stretch. Eur. J. Neurol. 24:981–e38. doi: 10.1111/ene.13322

Vittinghoff, E., and McCulloch, C. E. (2007). Relaxing the rule of ten events per variable in logistic and Cox regression. Am. J. Epidemiol. 165, 710–718. doi: 10.1093/aje/kwk052


Ward, C. D., Sanes, J. N., Dambrosia, J. M., and Calne, D. B. (1983). Methods for evaluating treatment in Parkinson’s disease. Adv. Neurol. 37, 1–7.


Wartenberg, R. (1951). Pendulousness of the legs as a diagnostic test. Neurology 1, 18–24. doi: 10.1212/wnl.1.1.18

Webster, D. D., and Mortimer, J. A. (1977). Failure of L-dopa to relieve activated rigidity in Parkinson’s disease. Adv. Exp. Med. Biol. 90, 297–313. doi: 10.1007/978-1-4684-2511-6_21

Welch, T. D. J., and Ting, L. H. (2008). A feedback model reproduces muscle activity during human postural responses to support-surface translations. J. Neurophysiol. 99, 1032–1038. doi: 10.1152/jn.01110.2007

Whelan, A., Sexton, A., Jones, M., O’Connell, C., and McGibbon, C. A. (2018). Predictive value of the pendulum test for assessing knee extensor spasticity. J. Neuroeng. Rehabil. 15:68. doi: 10.1186/s12984-018-0411-x

Willaert, J., Desloovere, K., Van Campenhout, A., Ting, L. H., and De Groote, F. (2020). Movement history influences pendulum test kinematics in children with spastic cerebral palsy. Front. Bioeng. Biotechnol. 8:920. doi: 10.3389/fbioe.2020.00920


Winter, D. A. (ed.). (2009). “Kinesiological electromyography,” in Biomechanics and Motor Control of Human Movement, (Hoboken, NJ: John Wiley & Sons, Ltd.), 250–280.


Wright, W. G., Gurfinkel, V. S., Nutt, J., Horak, F. B., and Cordo, P. J. (2007). Axial hypertonicity in Parkinson’s disease: direct measurements of trunk and hip torque. Exp. Neurol. 208, 38–46. doi: 10.1016/j.expneurol.2007.07.002


Xia, R. (2011). “Physiological and biomechanical analyses of rigidity in Parkinson’s disease,” in Etiology and Pathophysiology of Parkinson’s Disease, ed. A. Q. Rana (Rijeka, Croatia: InTech), 485–506.


Xia, R., Muthumani, A., Mao, Z.-H., and Powell, D. W. (2016). Quantification of neural reflex and muscular intrinsic contributions to parkinsonian rigidity. Exp. Brain Res. 234, 3587–3595. doi: 10.1007/s00221-016-4755-9

Xia, R., Powell, D., Rymer, W. Z., Hanson, N., Fang, X., and Threlkeld, A. J. (2011). Differentiation between the contributions of shortening reaction and stretch-induced inhibition to rigidity in Parkinson’s disease. Exp. Brain Res. 209, 609–618. doi: 10.1007/s00221-011-2594-2

Xia, R., Sun, J., and Threlkeld, A. J. (2009). Analysis of interactive effect of stretch reflex and shortening reaction on rigidity in Parkinson’s disease. Clin. Neurophysiol. 120, 1400–1407. doi: 10.1016/j.clinph.2009.05.001

Yeh, C.-H., Hung, C.-Y., Wang, Y.-H., Hsu, W.-T., Chang, Y.-C., Yeh, J.-R., et al. (2016). Novel application of a Wii remote to measure spasticity with the pendulum test: proof of concept. Gait Posture 43, 70–75. doi: 10.1016/j.gaitpost.2015.10.025

Youn, J., Okuma, Y., Hwang, M., Kim, D., and Cho, J. W. (2017). Falling direction can predict the mechanism of recurrent falls in advanced Parkinson’s disease. Sci. Rep. 7:3921. doi: 10.1038/s41598-017-04302-7

Zetterberg, H., Frykberg, G. E., Gäverth, J., and Lindberg, P. G. (2015). Neural and nonneural contributions to wrist rigidity in Parkinson’s disease: an explorative study using the neuroflexor. Biomed. Res. Int. 2015:276182. doi: 10.1155/2015/276182

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Martino, McKay, Factor and Ting. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	 
	ORIGINAL RESEARCH
published: 13 January 2021
doi: 10.3389/fbioe.2020.574006





[image: image]

Control Modification of Grasp Force Covaries Agency and Performance on Rigid and Compliant Surfaces

Raviraj Nataraj1,2* and Sean Sanford1,2

1Movement Control Rehabilitation Laboratory, Stevens Institute of Technology, Hoboken, NJ, United States

2Department of Biomedical Engineering, Stevens Institute of Technology, Hoboken, NJ, United States

Edited by:
Borja Sañudo, University of Sevilla, Spain

Reviewed by:
Simone Tassani, Pompeu Fabra University, Spain
Massimiliano Zingales, University of Palermo, Italy

*Correspondence: Raviraj Nataraj, rnataraj@stevens.edu

Specialty section: This article was submitted to Biomechanics, a section of the journal Frontiers in Bioengineering and Biotechnology

Received: 18 June 2020
Accepted: 16 December 2020
Published: 13 January 2021

Citation: Nataraj R and Sanford S (2021) Control Modification of Grasp Force Covaries Agency and Performance on Rigid and Compliant Surfaces. Front. Bioeng. Biotechnol. 8:574006. doi: 10.3389/fbioe.2020.574006

This study investigated how modifications in the display of a computer trace under user control of grasp forces can co-modulate agency (perception of control) and performance of grasp on rigid and compliant surfaces. We observed positive correlation (p < 0.01) between implicit agency, measured from time-interval estimation for intentional binding, and grasp performance, measured by force-tracking error, across varying control modes for each surface type. The implications of this work are design directives for cognition-centered device interfaces for rehabilitation of grasp after neurotraumas such as spinal cord and brain injuries while considering if grasp interaction is rigid or compliant. These device interfaces should increase user integration to virtual reality training and powered assistive devices such as exoskeletons and prostheses. The modifications in control modes for this study included changes in force magnitude, addition of mild noise, and a measure of automation. Significant differences (p < 0.001) were observed for each surface type across control modes with metrics for implicit agency, performance, and grasp control efficiency. Explicit agency, measured from user survey responses, did not exhibit significant variations in this study, suggesting implicit measures of agency are needed for identifying co-modulation with grasp performance. Grasp on the compliant surface resulted in greater dependence of performance on agency and increases in agency and performance with the addition of mild noise. Noise in conjunction with perceived freedom at a flexible surface may have amplified visual feedback responses. Introducing automation in control decreased agency and performance for both surfaces, suggesting the value in continuous user control of grasp. In conclusion, agency and performance of grasp can be co-modulated across varying modes of control, especially for compliant grasp actions. Future studies should consider reliable measures of implicit agency, including physiological recordings, to automatically adapt rehabilitation interfaces for better cognitive engagement and to accelerate functional outcomes.

Keywords: cognitive agency, hand grasp force, movement rehabilitation, visual feedback, precision pinch


INTRODUCTION

The healthy hand is capable of exquisite grasp force control in manipulating objects during activities of daily living (Hubbard et al., 2009). Following neuromuscular traumas, such as spinal cord or brain injury, it is critical to rehabilitate grasp function for maintaining quality of life. Rehabilitation often involves physical therapy with repetitive task practice to reformulate neuromotor connections (Shepherd, 2001). Advanced physical therapy may employ engaging platforms such as virtual reality (VR) (Sveistrup, 2004) or robotics (Saleh et al., 2017). Powered assistive devices may also be employed to restore function as with powered exoskeletons (Lucas et al., 2004; Heo et al., 2012; Nataraj and van den Bogert, 2017) or neuroprostheses that activate sensorimotor pathways (Marasco et al., 2018; Schofield et al., 2019) of the hand. The primary objective with assistive or rehabilitative technologies is to enhance control of the hand and increase functional ability to perform manual tasks. Improved motor control may be enacted from training the person to move better independently or with the assistance of a powered device. Regardless of the rehabilitation approach, the person should be cognitively engaged and integrated with the therapeutic platform or the assistive device (Moore and Fletcher, 2012; Nataraj, 2017; Nataraj et al., 2020a,b,c). Improved perception of involvement and control of movement should better ensure continued participation and positive functional outcomes (Doyle, 2002; Behrman et al., 2005).

Despite intuitive relation between cognitive integration to movement and greater functional performance, this concept has not been systematically investigated nor incorporated in standard rehabilitation protocols. True innovation in neuromotor rehabilitation would include methods that optimize user-device movement abilities while increasing user cognition of movement. Systematically identifying agency, perception of control, and adapting device control accordingly may produce more effective, cognition-driven rehabilitation. Methods that leverage cognitive factors, such as agency, may accelerate functional gains and increase clinical retention of such methods and devices, which depends on user perception of utility (Childress, 1973; Phillips and Zhao, 1993; Hughes et al., 2014).

Sense of agency, or the perception of control, has been studied in experimental constructs that relate actions to consequences (Moore and Haggard, 2008; Moore, 2016). These studies have investigated modulation of agency with external cues (Moore et al., 2009; Khalighinejad et al., 2017) and the existence of agency within human machine interfaces (Evans et al., 2015; Le Goff et al., 2018). Agency is naturally implicated with rehabilitation through perception of neuromuscular action and related functional consequences (Moore and Obhi, 2012). Agency contributes to the performance of functional movements such as reaching (Nataraj et al., 2020c,d) and is impaired in the presence of neurological disorders (Jeannerod, 2009; Ritterband-Rosenbaum et al., 2012). Agency can also be compromised during the use of powered assistive devices, such as exoskeletons (Hartigan et al., 2015) or sensorimotor prostheses (Antfolk et al., 2013; Hebert et al., 2013), due to distortions in embodiment (Kilteni et al., 2012; Caspar et al., 2015). It remains unclear how agency is related to functional performance of grasping, and how agency and performance may be modulated with varying levels of control. Establishing the connection between agency and grasp could inspire the development of rehabilitation platforms that leverage agency for more effective control of grasp. These platforms would utilize agency to maximize classical performance objectives such as minimal effort or better movement tracking (Nataraj and van den Bogert, 2017).

Implicit measures of agency may be best utilized for adapting rehabilitation paradigms for grasp since they are less prone to conscious response bias (Wegner, 2003; Saito et al., 2015) compared to explicit measures of agency, which require survey-type responses (Moore et al., 2012). Indirect markers of agency, such as intentional binding, may better explain underlying feelings of control that are sensitive to sensory cues (Moore and Fletcher, 2012) and during impaired function as with neuropathological grasp (Delevoye-Turrell et al., 2002). Intentional binding indicates how coupled in time one perceives a voluntary action to an expected sensory consequence (Haggard et al., 2002; Moore and Obhi, 2012). Time-interval estimation between action and consequence has become a standard to implicitly infer agency via intentional binding. In the seminal work (Haggard et al., 2002), participants judged the time duration between an action (keypress) and sensory consequence (sound tone). A perceptual shift toward time compression was observed when the action was voluntary (high agency) versus an involuntary twitch (low agency) from transcranial magnetic stimulation. Intentional binding has since been used to explore agency in various contexts, including the influence of sensorimotor processes on agency from internal predictions and external outcomes (Moore and Haggard, 2008; Frith and Haggard, 2018).

Time-interval estimation methods for implicit measurements of agency are well posed for rehabilitation training. These methods can quantify agency trial-to-trial and are classically used with sensory feedback experiments. These experiments are similar to motor rehabilitation protocols employing external reward and sensory cues through VR (Sveistrup, 2004; Saleh et al., 2017). Any programmable interface for rehabilitation training or assistive device tuning can potentially adapt parameters for greater agency. Parameters include feedback gains (Nataraj et al., 2010, 2012b; De Havas et al., 2018) or customized settings within training environments (Velazquez et al., 2008). Systematic and computational approaches to adapt user training through agency would readily apply to any advanced rehabilitation platform (VR, robotics) or powered assistive devices such as exoskeletons (Farris et al., 2013) and neuroprostheses (Nataraj et al., 2012a,b; Marasco et al., 2018). The objective of agency-based rehabilitation would be to leverage perception of control for more effective user performance of functional tasks involving hand grasp. However, it remains unclear if varying control modes can effectively co-modulate agency and performance of grasp.

In this study, we hypothesized that agency was positively related to performance of a grasp force task. To test this hypothesis, we varied the control of a grasp force trace that participants visually tracked to match a target ramp. Error to the ramp served as the primary performance metric. We sought to observe potential covariation of agency and grasp force performance across various control modes. The testing environment utilized a force-sensitive pinch apparatus to record forces that were visually projected under the terms of each control mode. Completion of the ramp signified an “action” to be coupled to sensory “consequences” (visual and sound events) from which users estimated lapsed time intervals to implicitly infer agency via intentional binding. Each control mode defined the speed the force trace would move proportional to grasp force and if there existed a measure of noise or assisted automation. These control modes are consistent with parameters commonly adapted for powered devices such as setpoints for speed (Blaya and Herr, 2004; Wege et al., 2005), noise mitigation (Taylor et al., 2002; Agostini and Knaflitz, 2012), and automated assistance (Ronsse et al., 2011). These parameters can be tuned ad hoc (Terenzi, 1998) or identified through optimization of mechanical performance (e.g., effort, tracking) in a model system (Davoodi et al., 2007; Nataraj and van den Bogert, 2017). This study may newly inspire a cognitive basis from which to adapt such parameters in the rehabilitation of grasp performance.

The protocol in this grasp study was repeated for both a rigid and compliant surface. Compliance has been extensively considered for the object being grasped (Friedman and Flash, 2007; Nataraj et al., 2015) and in the design of robotic hands (Kazemi et al., 2012) that better mimic natural human grasp. As such, we sought to investigate how compliance may additionally affect the covariation of agency and performance across control modes. We hypothesized that compliant surfaces may induce higher agency due to the freedom to express more dexterous manipulation. Ultimately, we were able to observe how specific control modes may uniquely affect agency and performance of grasp against a rigid and compliant surface.



MATERIALS AND METHODS

The core experimental task involved participants controlling a visible trace to dynamically track a target ramp through precision pinch (index finger and thumb) grasp loading onto a force-sensitive pinch apparatus (Figure 1). Performance and agency were assessed across a variety of control modes for the force trace. An initial control mode, specified as “Baseline,” translated grasp loads to changes in trace height at a fixed gain. This gain was ∼2 vertical inches on the screen per 1 N total force applied. Total force was computed as the sum of the 3D (x-y-z) force vector of the index finger to that of the thumb, or:
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FIGURE 1. Flow diagram of experiment of participant performing grasp force task to visually trace a target ramp under varying control modes while assessing performance and agency.


[image: image]

Other control modes were modifications from “Baseline” that involved changes in gain magnitude (and required peak force), addition of noise, or inclusion of automation. Participants were asked to maximize tracking performance in matching the force trace to a target ramp. Additionally, participants were required to apply a peak force that exceeded the top of the ramp to complete grasp “action” for each trial. This action would subsequently initiate a sound beep as “consequence” from which participants estimated the time-interval between action and consequence to assess agency. Based on intentional binding, the more subjects underestimate the time-interval, i.e., compress their perception of time, they exhibit greater agency in coupling their actions to related consequences.


Participants

A total of 16 able-bodied volunteers (12 male, 4 female, 21 ± 3 years) were recruited to participate in this study. A power analysis for ANOVA at 95% suggested that seven-participant samples would show significant differences (α = 0.05) in agency and grasp force performance across the tested control modes. Only right-handed participants were tested for right-hand grasp to avoid effects of hand dominance. All participants had normal or corrected-to-normal vision and did not report nor demonstrate a history of disease, injury or complications involving cognition or upper extremity function. All participants signed an informed consent form for this study approved by the Stevens Institutional Review Board.



Equipment (Hardware and Software)

A custom pinch apparatus (Figure 2) was constructed utilizing two 6-DOF load cells (Mini40, ATI Industrial Automation, Apex, NC, United States). The designated locations for applying pinch force included a surface for the index finger in parallel to a surface for the thumb. Both locations could accommodate surfaces as either a metal bar (rigid surface) or an elastic band (compliant surface). The band was set to provide approximately constant compliance of 1.5 N/cm normal to the surface. Data was acquired on a multi-input/output data acquisition system (PXIe-6363 with BNC interface, National Instruments, Austin, TX, United States). Force data was sampled at 100 Hz and processed in software developed in Simulink (Mathworks, Natick, MA, United States). The force trace was displayed in real-time on a 27-inch monitor (Dell P2717H).
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FIGURE 2. Participant applied grasp force to pinch apparatus each trial. (A) Participant hand initially palm-down on table to start each trial. (B) After trial began, participant moved hand to contact index finger and thumb on designated locations of grasp surfaces on pinch apparatus. (C) Participant progressively applied grasp force to control height (up-down) of force trace to match ramp as trial progressed. (D) Protocol repeated for rigid and compliant grasp surfaces.




Protocol


Participant Preparation

After arriving to the laboratory, participants were re-informed about consent and had their right-hand size measured. Hand size was measured as the maximum spread distance from tip of thumb to tip of index finger. The average hand size was 15 ± 1 cm. For each participant, the distance between the index and thumb pinch surfaces was set at one-third of their hand size. Each participant was seated with chair height adjusted so the grasping hand could be table-supported with shoulders comfortably level. The pinch apparatus was kept in place on the table surface with double-side adhesive tape. The apparatus was positioned directly in front of the participant midline and oriented 30-degrees so that the index finger surface was comfortably forward and leftward to the thumb while grasping (Figure 2). The distance between the participant and the apparatus was set for a comfortable reach when grasping. The monitor displaying the force trace and ramp was placed approximately at participant eye level at a distance 1.5 m from the head.



Force Grasp Task

The experimenter cued the participant to the start of each trial, at which time, the participant would move the hand from rest, palm-side down on the table, to place their index finger and thumb near, without contact, designated locations on grasp surfaces of the apparatus. Each trial with data capture was 10 s. At the start of each trial (ttrial = 0 s), the participant began to see real-time tracing of three lines. All three lines moved horizontally at a constant speed of 2.35 inches per second, computed as screen width divided by total trial time. The three lines (Figure 3) included: (1) force trace (green line) – the force trace height (upward vertical displacement) was under participant control and moved at fixed gain proportional to total grasp force. The force trace was additionally modified depending on the control mode applied. (2) target performance trace (red line) – this target trace was initially flat at height coincident with the force trace when no grasp forces were present. This target trace transitioned to a positive linear slope (ramp) from ttrial = 3 s to ttrial = 7 s. The ramp height grew at slope of ∼2 inches/sec over the 4-s ramp period. The bottom of the ramp coincided with zero force and the top with the target maximum force. (3) target action trace (red line) – this target trace was flat throughout the trial and remained at a height coincident with the target maximum force. This target maximum force was the same for all subjects since grasp forces were relatively low with maximum force around 5N. Variations in the maximum force were based on the specific control mode (described under “Varying control modes”). This target trace would meet the performance trace at the top of the ramp (ttrial = 7 s).
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FIGURE 3. Snapshots of real-time tracings shown for various trial cases. (A) Example depiction of force and target (action, performance) traces shown during ramp portion of trial. (B) Tracing shown at various progressive instances across the 10-s trial. Also shown are depictions of respective grasp postures and force-deformation moduli assuming a “compliant” grasp surface. (C) Representative final traces shown for trials with “Baseline”, “Noisy”, and “Auto” control modes.


The performance objective of the participant was to apply grasp forces to match, as best to their ability, the green force trace with the target performance trace. The participant was cued as to when the ramp would start by a piece of tape at the monitor base whose starting edge was coincident to ttrial = 3 s. To successfully complete the trial and fulfill the agency objective, the participant needed to ensure the force trace crossed (contacted) the target action trace near (within 1 s) the top of the ramp. The crossing served as completion of the grasp “action” that then triggered a subsequent sound beep as “consequence” after some time-interval. The beep was moderately pitched with duration of 100 msec. The beep occurred at some time-interval between 100 and 1000 msec. The participant was asked to verbally estimate the time-interval to the best of their abilities after each beep. The participant was previously instructed that the time-interval was anywhere from 100 to 1000 msec in denominations of 100 msec. The actual time-intervals were always 100, 300, 500, 700, or 900 msec.



Varying Control Modes

All participants performed a block of trials of the grasp task for each of five different control modes, which were randomly presented. As previously described, the control modes examined in this study considered modifications in gain, addition of mild noise, and automation. The control modes were as follows:

(1) Baseline – The force trace magnitude (height) moved in direct proportion to the total grasp force applied at a gain of 2 in/N. The target maximum force associated with the top of the ramp at the end of 4-s period was 5 N. This control mode served as the template from which other control modes were modified.

(2) Slow – The force trace magnitude moved at a speed slower than “Baseline” for a given grasp load. Specifically, the gain was divided by 1.5 (reduced to 1.33 in/N) and the target maximum force consequently became 7.5 N. The participant needed to apply 50% more force on average than Baseline to accurately track the target ramp.

(3) Fast – The force trace magnitude moved at a speed faster than “Baseline” for a given grasp load. Specifically, the gain was multiplied by 1.5 (increased to 3 in/N) and the target maximum force consequently became 3.33 N. The participant needed to apply 33% less force on average than Baseline to accurately track the target ramp.

(4) Noisy – The force trace moved at the same speed as “Baseline” but was visually infected by mild noise. A small random value between (−0.5N, +0.5N) was added to each displayed instance of the force trace. This noise-level produced visible tremor that was noticeable but not distracting nor challenging in performing the grasp task.

(5) Auto – The force trace was progressively (linear with time) under greater automatic control. At the start-time of the ramp (tramp = 0, ttrial = 3 s), the participant controlled the force trace just as in “Baseline.” Over the 4-s ramp period, the force trace with “Auto” control (FTauto) was a weighted average between the participant’s force trace with “Baseline” control (FTbase) and an optimal trace (FTopt) that perfectly matches the ramp. The displayed force trace for “Auto” was given as: [image: image]. At tramp = 4 s, the force trace was guaranteed to match the top of the ramp and simultaneously match the target action line. This automated case was akin to user initiation of movement to trigger device assistance and auto-complete the movement (Farris et al., 2013).



Experimental Testing Blocks

Participants would perform a block of 20 consecutive trials for each of the five control modes. The first three trials of every block were “practice” with the time-interval between grasp action completion and the beep fixed at 1000 msec. The participant was aware these practice trials served to gain familiarity with the control mode and to re-calibrate their internal reference of a 1000 msec time-interval. The remaining 17 trials were used for agency and performance assessment with randomly presented time-intervals ranging from 100 to 900 msec with Gaussian distribution. Each participant was given up to 5 min between blocks to rest and complete a survey to rate their explicit subjective experience for the completed control mode. The trial-blocks for each of the control modes were conducted first for the rigid surface and then repeated for the compliant surface.



Surveys

For each trial-block, the participant was presented with a 1-statement survey to express their subjective perception of the control mode presented. Participants were asked to rate, on a 5-point Likert scale (−2 = strongly disagree, −1 = disagree, 0 = neutral, +1 = agree, +2 = strongly agree), to what extent the observed force trace movements reflected their intentions. The survey responses served as an explicit, or conscious, measure of agency (Moore et al., 2012) for comparison to the implicit measurements of agency.



Data and Statistical Analysis

There were four data variables serving as the primary metrics in this study as follows:

(1) Implicit agency (msec) was the underestimation in time-interval between “action” (completion of force ramp) and “consequence” (delayed sound beep) to signify greater intentional binding. This measurement was taken once with each trial.

(2) Performance (N–1) was the inverse of the grasp force error during the 4-s ramp period to signify greater force tracking. Each measurement was taken as the mean error per trial.

(3) Control efficiency (sec2/N2) was the normalization of performance by force acceleration (N/sec2) to signify the error per unit acceleration effort to make corrections in tracking a constant velocity ramp. This variable was computed concurrently with performance.

(4) Explicit agency (Likert scale) was the survey response score on subjective perception of control mode. This measurement was done once after each block of trials.

The analyses that were performed on the above metrics are as follows:

Analysis 1: A linear regression was applied to performance (y-axis) and implicit agency (x-axis) data to assess the dependence of performance on agency for each surface in the aggregate (across all control modes, subjects). The F-statistic and p-value were computed to refute the null hypothesis that the slope coefficient was equal to zero and suggest significant dependence of performance on implicit agency. ANCOVA was performed to assess significant difference in slopes between compliant and rigid surfaces and to determine if significant slopes were observable within each control mode, not just in the aggregate.

Analysis 2: We performed a repeated-measures two-way ANOVA (factors for surface-type and control mode) for each metric to observe main effects due to each factor and potential interactions between factors. For significant factors, post hoc pairwise comparisons were done with Bonferonni correction for multiple comparisons. For multiple comparisons, all reported p-values are scaled according to the number of comparisons such that first-level significance is always p < 0.05. Post hoc comparisons allowed for observation of specific simple effects to be considered for each pair of control modes within surface type.

Analysis 3: Finally, the mean variability (standard deviation) in the force profile in each of the three directional dimensions was compared between rigid and compliant surfaces to indicate the presence of any surface-unique directional sensitivities during grasp.



RESULTS


Analysis 1

The aggregate dependence of performance on agency across participant-averages for control modes is shown for each grasp surface in Figure 4. For both surfaces, there was a positive relationship between performance and agency indicated by a non-zero (p < 0.001) regression slope, however, the regression fit to both data sets was low (R2 < 0.20). Dependence of performance on agency was greater (increased slope) for the compliant surface. The increased slope with compliant surface grasp was confirmed with an ANCOVA comparison (Table 1B, p < 0.01). ANCOVA did not reveal significant slope dependence within control modes (Table 1A). ANCOVA did demonstrate significant differences in the intercept parameters both within control modes and in the aggregate across surfaces (Tables 1C,D). Combined slope and intercept results suggest that independent regressions for control modes are parallel but different, and that intercept differences across control modes drive differences in aggregate slope.
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FIGURE 4. Performance of precision pinch grasp displayed against implicit agency across control modes on both rigid (LEFT) and compliant (RIGHT) grasp surfaces. Each point indicates a participant-average for that control mode and surface. Performance positively measured as inverse of average tracking error to target force ramp. Implicit agency positively measured as underestimation of time-intervals between completion of ramp task and subsequent sound beep.



TABLE 1A. Linear regression results on slope (N–1 msec–1) for each control mode and ANCOVA results across control modes for each surface.

[image: Table 1]
TABLE 1B. Linear regression results on slope (N–1 msec–1) in total (pooled) for each surface and ANCOVA results across both surfaces.
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TABLE 1C. Linear regression results on intercept (N–1) for each control mode and ANCOVA results across control modes for each surface.
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TABLE 1D. Linear regression results on intercept (N–1) in total (pooled) for each surface and ANCOVA results across both surfaces.
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Analysis 2

The two-way (factors of control mode, surface) ANOVA results for each of the primary metrics are shown in Table 2. A significant difference (p < 0.001) was observed with control mode for implicit agency, performance, and control efficiency. A significant difference (p < 0.001) was observed with surface for performance and control efficiency. In each case, the interaction term was significant and required an investigation of simple effects (i.e., hold one factor constant) and post hoc pairwise comparisons.


TABLE 2. Two-way ANOVA results for each metric over factors of control mode and surface.

[image: Table 2]Several significant pairwise differences (p < 0.0001) were observed in post hoc across control modes for both implicit agency (Figure 5 TOP and Tables 3A–C) and performance (Figure 5 BOTTOM and Tables 3D–F). In the presence of significant interaction between surface and control mode, unique variations were observed across control modes based on surface for both implicit agency and performance. Performance was universally greater for the compliant surface than rigid surface. For the rigid surface, the highest agency and performance with significant pairwise differences (p < 0.0001) were observed for the “Slow” control mode. For the compliant surface, the highest agency and performance with significant pairwise differences (p < 0.001) were observed for the “Slow” and “Noisy” control modes.
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FIGURE 5. TOP – Mean implicit agency shown for each control mode on each grasp surface. Implicit agency positively measured as underestimation of time-intervals between completion of ramp task and subsequent sound beep. BOTTOM – Mean performance shown for each control mode on each grasp surface. Performance positively measured as inverse of average tracking error to target force ramp.



TABLE 3A. Mean implicit agency (time-interval underestimation, msec) across control modes on rigid and compliant surfaces.
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TABLE 3B. Post hoc comparisons (p-values) for implicit agency across control modes on rigid surface.
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TABLE 3C. Post hoc comparisons (p-values) for implicit agency across control modes on compliant surface.
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TABLE 3D. Mean performance (inverse force error, N–1) across control modes on rigid and compliant surfaces.
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TABLE 3E. Post hoc comparisons (p-values) for performance across control modes on rigid surface.
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TABLE 3F. Post hoc comparisons (p-values) for performance across control modes on compliant surface.

[image: Table 3]Significant pairwise differences (p < 0.0001) were observed in control efficiency (Figure 6 TOP and Tables 4A–C) across control modes for both rigid and compliant surfaces. Similar to performance, there was significant interactions between surface and control mode for control efficiency such that unique variations in efficiency across control modes were observed for each surface. Furthermore, performance efficiency was also universally greater for the compliant surface. The lowest control efficiency was observed with “Auto” control mode for both surfaces and with multiple significant (p < 0.0001) pairwise differences. Significant differences (p < 0.05) were not observed for explicit agency (Figure 6 BOTTOM and Table 4D) except for the compliant surface which demonstrated one significant (p < 0.05) pairwise difference (“Baseline” greater than “Noisy”). As indicated from the two-way analysis, both surface effects and interaction with control modes were absent for explicit agency.
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FIGURE 6. TOP – Mean control efficiency shown for each control mode on each grasp surface. Control efficiency measured as performance normalized by acceleration (2nd derivative) of force trace. BOTTOM – Mean explicit agency shown for each control mode on each grasp surface. Explicit agency measured from survey response along Likert scale: +2 strongly agree, +1 agree, 0 neutral, –1, disagree, –2 strongly disagree. Survey asked participant to what extent they agreed that force trace movements reflected their intended actions after a trial-block for each control mode.



TABLE 4A. Mean control efficiency (sec2/N2) across control modes on rigid and compliant surfaces.
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TABLE 4B. Post hoc comparisons (p-values) for control efficiency across control modes on rigid surface.
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TABLE 4C. Post hoc comparisons (p-values) for control efficiency across control modes on compliant surface.
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TABLE 4D. Mean explicit agency (Likert scale: +2 strongly agree to −2 strongly disagree) across control modes on rigid and compliant surfaces.

[image: Table 4]The shifts in metrics from rigid to compliant surfaces across control modes are explicitly shown in Figure 7 and Table 5. significant differences (p < 0.001) were observed for all metrics except for explicit agency (p > 0.05). The largest shifts for implicit agency, performance, and efficiency were observed for the “Noisy” control mode.
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FIGURE 7. Shifts in metrics across control modes from rigid to compliant grasp surface. The surface-control mode interaction p-values are as follows: implicit agency = 1E-05, performance = 5E-05, efficiency = 2E-04, explicit agency = 0.57.



TABLE 5. Mean shifts from rigid to compliant surface for implicit agency (msec), performance (N–1), efficiency (sec2/N2), and explicit agency (Likert).
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Analysis 3

The mean absolute force profiles across a 10-s trial for a single digit are shown for each dimension and for rigid versus compliant surfaces in Figure 8. These mean force trajectories are taken across both digits and all subjects for the “Baseline” control mode. As expected, the greatest force was applied in the direction normal to the grasping surface. Significant differences (p < 0.05) in force variability (standard deviation) between surfaces were observed in the lateral and normal dimensions.
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FIGURE 8. Mean absolute force profile across the 10-s trial for a single digit shown in each dimension (up-down, lateral, normal) for rigid versus compliant surfaces. Profile thickness indicates ±1standard deviation. Paired t-test performed across the average variability (standard deviation) for each dimension during ramp period (ttrial = 3–7 s). The mean force variability in each dimension for the rigid surface was 0.294, 0.098, and 0.256 N. The mean force variability in each dimension for the compliant surface was 0.291, 0.142, and 0.173 N.




DISCUSSION

In this investigation of a precision grasp force task, we observed a positive relationship between implicit agency and performance and that both metrics can vary with modes of control. Furthermore, these general observations are consistent for grasp on either a rigid or compliant surface. While the positive dependence of performance on agency was significant and greater for the complaint surface, the regression fit was low. This suggests agency alone cannot “predict” performance and other explanatory variables are still needed. Furthermore, changes in control modes are required to elucidate this dependence, suggesting that agency can play a role in a dynamic framework for user-device adaptation. However, within a control mode whereby the user has presumably accommodated to a given condition (i.e., control mode), the performance-agency dependence may be diminished.

The dependence of performance on agency should motivate rehabilitation approaches that consider cognitive engagement beyond just entertainment and gamification (Sveistrup, 2004), but rather more efficient modes of physical therapy that restore neuromotor connectivity (Carter et al., 2012). Fostering motivation and engagement for greater participation is critical to ensure effective dosages of rehabilitation training (Hsieh et al., 2012; Stevenson et al., 2012). Our results additionally suggest that if cognition is systematically monitored and leveraged in real-time, the rehabilitation training sessions may further accelerate functional gains at a given level of participation.

Utilizing computerized interfaces, rehabilitation methods could readily leverage reliable, real-time cognitive measures with automated computational approaches. Optimization routines could be employed to systematically alter a VR training environment (Eddy and Lewis, 2002) with sensory feedback cues (visual, audio, haptic) that specifically enhance agency (Beck et al., 2017; Borhani et al., 2017; Wen et al., 2018). Presentation of avatars or goal-oriented tasks may be continually modified to elicit greater cognitive engagement while monitoring and promoting performance (Shin et al., 2014). Power-assistive exoskeletons and prosthetics driven by physiological commands (Lotte et al., 2012) may have input-output parameters [feedback gains, setpoint speeds, trajectories (Nataraj and van den Bogert, 2017)], customized to co-maximize agency and performance.

Virtual reality may be an appropriate platform to identify training settings and device parameters that maximize function and perception of control for rehabilitative and assistive interfaces (Sutcliffe and Kaur, 2000). Depending on the nature and extent of neuromuscular deficit, the training paradigm may be aimed toward either rehabilitating independent function or improving outcomes with a powered assistive device. In this study, VR training implications are specific to rehabilitation or powered assistance of hand grasp. Prevalent clinical populations include persons with impaired grasp due to hemiparesis, cervical-level spinal cord injury, or upper-limb amputation (Ma et al., 2014). In this study, we observed grasp movement training through a computerized interface with variations in control modes and surface types.

The factors of control modes and surface type demonstrated significant interaction in having significant effects on implicit agency, performance, and control efficiency. As such, it was necessary to observe simple effects with each factor while holding the other factor constant. Participants in this study demonstrated significantly greater hand grasp performance, efficiency of performance, and performance dependence on agency when grasping a compliant surface. Several investigations in hand grasp robotics employ algorithms that command actuation based on compliance (Cutkosky and Kao, 1989; Prattichizzo et al., 2012; Deimel and Brock, 2016). These approaches facilitate digit-level synergies that accommodate several degrees of freedom against a variety of grasp object sizes, shapes, hardness, and surface friction (Michelman and Allen, 1993; Kim et al., 2003; Dollar and Howe, 2006; Dollar et al., 2010). Our study suggests that compliance-based approaches are not only flexibly functional, but they may also encourage users to execute grasp with greater perception of control. While the shift in agency with compliant surfaces was negative for the “Baseline” and “Slow” modes of control, the largest singular shift was positive and observed with the “Noisy” mode.

Noise in sensory feedback can enhance functional performance (Priplata et al., 2002). However, visual noise is typically a distractor to impair performance (Vasilakos and Beuter, 1993; Baldassi et al., 2006). In our study, visual noise was relatively mild (magnitude <5% of target maximum force) and did not generate a significant change in performance from “Baseline” for the rigid surface. Visual noise did significantly reduce agency for the rigid surface, suggesting participants readily dissociated the visual noise from their own true actions (Miele et al., 2011). However, for the compliant surface, both agency and performance significantly increased from “Baseline.” The increase in agency suggests participants perceptually embodied the noise of the trace into the actions of their own digits (Caspar et al., 2015). Facilitating body representation with complex visual feedback can enhance movement performance (Sanford et al., 2020). Furthermore, the inability to dissociate the noise may be explained by the increased uncertainty introduced with the compliant surface. However, this erroneous perception of control did not reduce performance, but rather enhanced it. It is conceivable that while the noise did not represent true actions, the compliant surface may have amplified participant perception of freedom to enact greater control. In turn, this enhanced perception may have effectively increased performance responsivity, akin to increasing feedback gains on true visual error (Wei et al., 2005).

Unlike “Noisy,” the “Auto” control mode significantly reduced both performance and agency compared to “Baseline” across both surfaces. This finding suggests a sensitivity to gradual automation in grasp that reduced self-agency. The reduced perception of control appeared to reduce independent performance despite display of excellent performance with “Auto.” We posit that this performance reduction was not due to conscious awareness of automation since no significant differences in explicit agency were observed. The major implication for assistive devices is the importance of continuous user control in restoration of hand grasp. Traditionally, users generate a command beyond a threshold, with electromyography (EMG) (Marasco et al., 2018) or mechanical switches (Farris et al., 2013), to trigger a “go” command to the movement device (Geethanjali, 2016). The device will then automatically complete a movement sequence, such as grasp closure (Hart et al., 1998) or a step (Hartigan et al., 2015), without further user input until movement completion. While efficient in executing preprogrammed functions, interfaces with greater automation may severely hinder sense of user control and engagement to the device. More complex functions require nuanced user commands that may need to be identified through machine learning classification of EMG patterns (Zhou et al., 2017; Burns et al., 2019). However, even relatively simple tasks, such as ramped grasp force, may be benefited by more continuous user control to enhance agency and performance.

The “Slow” and “Fast” control modes effectively served as higher and lower grasp force ramps relative to “Baseline.” Changes in visual display were effectively uniform once participants accommodated to the load rate required to accurately track the ramp. Since control modes were randomly presented and required grasp loads were relatively small, we do not attribute metric differences for these modes due to learning or fatigue. Participants demonstrated significant increase in agency and performance with “Slow” compared to “Baseline” suggesting greater engagement and capability with higher grasp force. Previous studies have suggested greater agency may be facilitated through greater effort (Demanet et al., 2013). It is not clear if an optimal force level exists for precision pinch from this study. Our objective only sought to specify a low force pinch task and subsequently identify the changes in performance and agency due to control modifications that include changes in force level, addition of noise, and level of automation.

The major limitation of this study was examination of only one level for each control mode type. This study prioritized initial identification of agency and performance across a variety of mode types and two grasp surfaces. For fully customized deployment of an assistive device, it would be necessary to tune across multiple levels of each control mode concurrently. Control settings such as force magnitude, noise amplitude and frequency, and degree of automation may be specified independently or in unique combinations. The next phase of this research should establish methods that efficiently identify device settings such as optimal feedback gains with selective sampling (Nataraj et al., 2014). Optimal parameters could be determined to not only minimize performance errors for better movement (Neptune, 1999; Xiang et al., 2010). But to maximize quantifiable metrics for cognition. Our study suggests implicit agency may be such as agency for greater user-device integration during rehabilitation practices. An assumption of this study was that gender does not affect grasp performance or agency. Gender-based differences for movement agency and precision grasp have not been well established, but not considering gender as a factor is a potential study limitation.

Future studies should also consider alternative measurements of agency. While explicit metrics for agency have been commonly utilized in other studies (Dewey and Knoblich, 2014), variability was too large to identify significant differences in this study. This study did demonstrate that an implicit measure of agency, time-interval estimation for intentional binding, had correlation to performance in the aggregate and could be modulated across control modes. It remains unclear if this metric has sufficient sensitivity and resolution for customization of rehabilitation programs and devices to individual users. Furthermore, requiring each user to provide a verbal estimate of time-intervals would be tedious and cognitively fatiguing while adapting the training interface. The user should be able to devote greater attention to operating the interface while implicit agency is passively measured.

Physiological measures such as EMG and brain electroencephalography (EEG) may be monitored to reflect changes in cognitive agency (Tsakiris et al., 2006; Kang et al., 2015; Beyer et al., 2017). These measures need to be validated as a reliable surrogate for implicit agency and device-based rehabilitation interfaces. Computational optimization tools may be employed to concurrently adapt the user-device interface based on dynamic features of real-time EEG and EMG to assess cognitive integration. To this end, probabilistic methods that evaluate embodied cognition (Ryu and Torres, 2018) may be especially appropriate to extract perceptual features from stochastic physiological signals such as EEG and EMG. Reliable and validated physiological measures for agency would facilitate autonomous adaptation of rehabilitation interfaces for greater cognition. Interfaces include VR-based training paradigms and powered assistive devices such as prosthetics and exoskeletons.
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INTRODUCTION

It is well-documented that neural control of stepping and standing can be generated in mammals within the spinal neuronal networks. Having a high level of automaticity, these locomotor-related neuronal circuits can produce a “stepping” movement pattern in the absence of input from the brain and/or peripheral afferent inputs. Recent observations have provided important insight into the properties of the spinal and supraspinal circuitry that are involved in movement control. We have shown that the spinal circuitry in mice, rats, cats, and humans can be neuromodulated to regain sensorimotor function after complete paralysis (Gerasimenko et al., 2008). We have also shown that with epidural spinal cord stimulation at the lumbar level, full weight-bearing standing, and voluntary movements of the lower limb can be recovered in humans with complete paralysis (Angeli et al., 2014). Altering spinal cord excitability enables voluntary movements after chronic complete paralysis in humans. Recent breakthrough studies reported that chronically paralyzed individuals regained the over-ground walking with balance assistance through interleaved continous lumbosacral (L1-S1) epidural stimulation and task specific locomotor training (Angeli et al., 2018; Gill et al., 2018).

We have developed a novel method of non-invasive transcutaneous spinal cord stimulation (scTS) which can modulate the excitability of spinal circuitry via electrodes placed on the skin overlying the cervical, lower thoracic, lumbosacral, and coccygeal vertebrae using a special form of electrical pulses delivered at a high frequency (Gerasimenko et al., 2015a). This methodology was able to neuromodulate the spinal locomotor networks such that involuntary stepping-like movements were induced in non-injured subjects when their legs were placed in a “gravity-neutral” apparatus (Gerasimenko et al., 2015b). In addition, our initial results with scTS show that this strategy can facilitate individuals having motor complete paralysis to generate rhythmic stepping patterns and non-repetitive voluntary movements (Gerasimenko Y. P. et al., 2015). The novel finding in this and ongoing studies is that specifically configured multisite stimulation can produce a more robust response when compared to the single site stimulation. Based on these findings, we developed a three-by-three multielectrode transcutaneous array that allows multiple sites to be modulated, thus, providing subject-specific options for controlling posture and locomotor behavior (Gerasimenko et al., 2015a). We observed that the effectiveness of inducing of involuntary stepping movements in a non-injured subject with legs placed in a “gravity-neutral” position during spinal cord stimulation at one level (T11) with 3 interconnected electrodes (A,B,C) located at midline (B) and laterally (A and C) to the spinal cord vs. stimulation at 2 levels (T11 + L1) with electrodes (T11-ABC) + (L1-ABC) was different. The amplitude of knee displacement and surface electromyographic (sEMG) activity of leg muscles were significantly higher with multi-site stimulation at 2 levels than at one level (Gerasimenko et al., 2015b). Our preliminary data reveal that use of the multielectrode surface array can fine-tune the control of the locomotor behavior. Here we introduce a new strategy of spinal neuromodulation using the continuous stimulation of locomotor circuitry and the rhythmic stimulation of motor pools.



COMBINED ACTIVATION OF LOCOMOTOR CIRCUITRY AND MOTOR POOLS

This study is based on the concept of differential modulation of neuronal networks projecting to specific interneurons that coordinate the levels of recruitment of different combinations of motor pools throughout a step cycle. A novel approach of spatiotemporal spinal stimulation through rhythmic scTS coupled with continuous scTS to promote locomotor neural plasticity by activating regional spinal networks in a manner similar to that observed during normal gait has been suggested. The general idea is the use of continuous spinal stimulation to activate the locomotor networks in combination with rhythmic targeted activation of flexor and extensor motor pools of leg muscles in different phases of step cycle to further enable a stepping-like behavior. Recently it was shown that spatiotemporal epidural stimulation of flexor and extensor motor pools of left and right legs can facilitate swing or stance phases during the stepping cycle in chronic motor incomplete. Severely paralyzed (unable to walk over-ground) individuals recovered over-ground walking with balance assist (Wagner et al., 2018).

Our experimental paradigm included rhythmic scTS with two cathodes at each T11 and L1 delivered 2.5 cm lateral to the midline of the spine, and continuous scTS at T11 or L1 applied along the midline between the spinous processes (Figure 1A). ScTS was carried out with the electrical stimulator BioStim-5 (Cosyma INC). Stimulation was delivered using 2.5-cm-diameter round gel adhesive electrodes (Syrtenty Premium TENS) as cathodes, and two interconnected 5 × 9 cm2 self-adhesive electrodes (Axelgaard, ValuTrode Cloth) placed over the iliac crests as anodes. The stimulation waveform consisted of monophasic rectangular 1.0-ms pulses at a frequency of 15 and 30 Hz, each pulse filled with a carrier frequency of 5 kHz.


[image: Figure 1]
FIGURE 1. Rhythmic and continues spinal cord transcutaneous stimulation paradigm. (A) Schematic localization of stimulation electrodes. Midline electrodes at T11 and L1 generate continuous stimulation at 30 Hz. Lateral electrode at T11 generate rhythmic stimulation at 30 Hz during swing phase and lateral electrode at L1 generate rhythmic stimulation at 15 Hz during stance phase. (B) Surface EMG activity of distal [tibialis ant. (TA) and medial gastrocnemius (MG)] and proximal [vastus lat. (VL) and biceps femoris (BF)] muscles as well as displacement of terminal poit (Fing) during walking on the treadmill without stimulation, with rhythmic stimulation of L1 at stance phase, with rhythmic stimulation of T11 at swing phase, and combined L1 and T11 stimulation applied to stance and swing phase, correspondingly.


In non-injured subjects (N = 6, 23.7 ± 2.3 years), stance and swing phases were detected by sensors-gyroscopes. Initiation of hip extension was the trigger for activation of extensor pools (L1) during stance phase, whereas the initiation of hip flexion was triggered for activation of flexor motor pools (T11) during swing phase (Grishin et al., 2020). During walking on treadmill, stimulation applied unilaterally at L1 during the stance phase with a frequency of 15 Hz increased the amplitude of movements in the hip joint, and significantly increased sEMG activity of the extensor muscles of the thigh and flexor muscles of the shank. Meanwhile, unilateral stimulation at T11 with a frequency of 30 Hz applied during the swing phase increased walking speed due to reduction of the stance phase duration. Additionally, the stimulation induced an increase in the amplitude of movements in the hip joint and the lifting of the knee as well as foot elevation. This was accompanied by an increase of sEMG activity in BF and TA muscles (Figure 1B). Combined spatiotemporal stimulation at L1 and T11 applied to stance and swing phases, correspondingly did not cause a change in the duration of the stepping cycle and the phases of the step, however, it changed the kinematic characteristics of movements. In the stance phase, the amplitude of movements in the hip joint increased. The amplitude of movements in the hip joint increased in the swing phase as well, but it also increased the lifting of the knee and foot elevation (Figure 1B). Additional continuous stimulation applied along the midline at T11 with frequency of 30 Hz facilitated the effect of rhythmic spatiotemporal stimulation. Thus, the data obtained shows that specifically configured multi-site scTS is able to selectively facilitate the activation of the motor pools of the lower extremities and control their activity to regulate the phases of the stepping cycle.



DISCUSSION

Our experience with multi-electrode epidural stimulation in mice, rats, and humans (Gerasimenko et al., 2008; Harkema et al., 2011; Angeli et al., 2014) indicate the potential to regain overground load-bearing stepping, as well as voluntary control of lower limb movements, using non-invasive neuromodulatory strategies. The main issue is to determine the potential of scTS applied to different sites of the spinal cord can provide spatiotemporal specificity of the locomotor network in a way that facilitates phase-specific flexor-extensor motor pool populations. Early, we demonstrated that transcutaneous electrical stimulation of rostral and caudal areas of lumbosacral enlargement resulted in a selective topographical recruitment of proximal and distal leg muscles based on their threshold intensity, maximal slope of the recruitment curves, and plateau point intensity and magnitude (Sayenko et al., 2018). Our data are generally consistent with previous reports and myotomal maps of the spinal cord and lumbosacral roots (Stewart, 1992; Ivanenko et al., 2006). It is well-known that the lumbosacral enlargement not only contains motor neuron pools projecting to proximal and distal leg muscles, but also encompasses neuronal networks controlling locomotion and standing. We demonstrated that epidural stimulation of the spinal rostral segments (L2) is more effective for inducing rhythmic movements, whereas stimulation of more caudal segments (S1–S2) allows for greater postural control (Angeli et al., 2014). During combined locomotor-specific scTS over the T11 at 30 Hz, with the postural-specific scTS over the L1 at 15 Hz, we observed the interplay of various stimulation characteristics in generation of continuous and alternating weight-bearing, and facilitation of body-weight transitions allowing effective stepping motions to be performed (Sayenko et al., 2018). These results suggest that stimulation of multiple spinal sites related to postural and locomotor circuitries activation might be complementary and thus can be a viable strategy to facilitate more effective stepping-like and postural movements.

Given the numerous observations of the different sources and techniques to gain access to the neurons that generate locomotor rhythms, it is not surprising that modulation of these neurons, commonly referred to as the locomotor central pattern generator, can be modulated electrically to different physiological states from multiple spinal segments, as well as multiple supraspinal sites. Although the rostral lumbar segments generate more robust pattern generation, neuromodulatory effects of stimulating at S1 was not expected to give the enhancement of the locomotor rhythms derived from the fictive locomotor patterns observed in the rodent neonatal preparation as reported in series of experiments by Lev-Tov and colleagues (Lev-Tov et al., 2000). For example, changes in the endogenous levels of cholinergic components in the sacral area with ascending projections via the ventral funiculus (Finkel et al., 2014) and Alpha-1 adrenoceptor agonists in this region have been observed to modulate the fictive locomotor output (Gabbay and Lev-Tov, 2004).

We have also shown that the rostral lumbar segments are the key controllers of hindlimb locomotor rhythmicity in the adult spinal rat (Gerasimenko et al., 2019). We observed that the rats with spinal cord transections at T8 and S1 remained capable of generating coordinated hindlimb locomotion when receiving epidural stimulation at L2. In contrast, minimal locomotion was observed when S1 stimulation was delivered after spinal cord transections at T8 and L2. These findings are compatible with work of others demonstrating the critical role of commissural neurons located in rostral lumbar segments supporting locomotor rhythm generation in response to bulbospinal activation of locomotion in vitro neonatal rat spinal cord (Cowley et al., 2009).

Shik hypothesized the role of propriospinal system in initiation of locomotion (Shik, 1997). It has been demonstrated that microstimulation of stepping strip in the dorsolateral funiculus (DLF) elicited stepping movements in mesencephalic cats (Kazennikov et al., 1983). According to these authors, neurons responding to stimulation of the stepping strip send their axons into the ventrolateral funiculus (VLF) near the gray matter. It has been suggested that excited fibers of DLF can activate hindlimb stepping indirectly through DLF -VLF propriospinal loops (Shik, 1997). Our data are consistent with suggestion about activation the locomotor-related neuronal network through DLF. We have demonstrated that after chronic local lesion of the dorsolateral column it was impossible to induce the locomotor activity in the cat by epidural stimulation of the spinal cord (Gerasimenko et al., 2002). Recently, neurotechnology that targets specific motor pools for restoration of walking in humans with spinal cord injury (SCI) was demonstrated. The authors delivered spatiotemporal epidural stimulation to specific flexor/extensor motor pools during specific phases of the locomotor cycle. Using this targeted neurotechnology, paralyzed chronic motor incomplete individuals were able to walk over-ground with balance assist (Wagner et al., 2018). The technology we describe here is able to target these motor pools similarly to restore walking without the need of surgical implantation.

Here we demonstrated that non-invasive preferential activation of spinal structures at specific segments is possible. According to the results presented on the Figure 1B, it is clear that lateral stimulation at T11 engaged the neural circuits controlling flexion, whereas lateral stimulation at L1 primarily recruited the circuits controlling extension during stepping. Spatiotemporal T11+L1 stimulation enhanced generation of motor patterns and enabled control of leg movements. We suggest that this non-invasive technology could be effective for neuromuscular control of postural and locomotor function in post-stroke subjects and in individuals with SCI.
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Background: The regulation of muscle force is a vital aspect of sensorimotor control, requiring intricate neural processes. While neural activity associated with upper extremity force control has been documented, extrapolation to lower extremity force control is limited. Knowledge of how the brain regulates force control for knee extension and flexion may provide insights as to how pathology or intervention impacts central control of movement.

Objectives: To develop and implement a neuroimaging-compatible force control paradigm for knee extension and flexion.

Methods: A magnetic resonance imaging (MRI) safe load cell was used in a customized apparatus to quantify force (N) during neuroimaging (Philips Achieva 3T). Visual biofeedback and a target sinusoidal wave that fluctuated between 0 and 5 N was provided via an MRI-safe virtual reality display. Fifteen right leg dominant female participants (age = 20.3 ± 1.2 years, height = 1.6 ± 0.10 m, weight = 64.8 ± 6.4 kg) completed a knee extension and flexion force matching paradigm during neuroimaging. The force-matching error was calculated based on the difference between the visual target and actual performance. Brain activation patterns were calculated and associated with force-matching error and the difference between quadriceps and hamstring force-matching tasks were evaluated with a mixed-effects model (z > 3.1, p < 0.05, cluster corrected).

Results: Knee extension and flexion force-matching tasks increased BOLD signal among cerebellar, sensorimotor, and visual-processing regions. Increased knee extension force-matching error was associated with greater right frontal cortex and left parietal cortex activity and reduced left lingual gyrus activity. Increased knee flexion force-matching error was associated with reduced left frontal and right parietal region activity. Knee flexion force control increased bilateral premotor, secondary somatosensory, and right anterior temporal activity relative to knee extension. The force-matching error was not statistically different between tasks.

Conclusion: Lower extremity force control results in unique activation strategies depending on if engaging knee extension or flexion, with knee flexion requiring increased neural activity (BOLD signal) for the same level of force and no difference in relative error. These fMRI compatible force control paradigms allow precise behavioral quantification of motor performance concurrent with brain activity for lower extremity sensorimotor function and may serve as a method for future research to investigate how pathologies affect lower extremity neuromuscular function.

Keywords: force sense, functional magnetic resonance imaging, quadriceps, hamstring, lower extremity, sensorimotor control


INTRODUCTION

Determining how the central nervous system regulates force is vital for understanding the neural control of biomechanical action. The integration of neuroimaging techniques with simultaneous biomechanical recording has allowed for concurrent capture of joint position and force with neural activity (Liu et al., 2000; Ward et al., 2008; Naufel et al., 2019). However, the majority of investigations have focused on the upper extremity and the primary motor cortex to elucidate the relationship between muscle force and neural activity (Georgopoulos et al., 1992; Ashe, 1997; Ward et al., 2008). Studies examining neural activity associated with lower extremity motor control have not quantified motor performance beyond movement timing (Luft et al., 2002; Kapreli et al., 2007; Grooms et al., 2019) or have been limited to electroencephalography paradigms, which provide excellent temporal resolution but lack the spatial resolution of functional magnetic resonance imaging (fMRI; Poortvliet et al., 2015). Prior work specific to fMRI has examined neural correlates of quadriceps force regulation in patients with knee osteoarthritis (Shanahan et al., 2015) using an isometric, force-matching paradigm, finding an anterior shift of the knee representation within the primary motor cortex in those with knee osteoarthritis. Various research groups have also employed cycle ergometers (Mehta et al., 2009), gait simulations (Jaeger et al., 2016), or leg press (Grooms et al., 2019) movement paradigms to quantify lower extremity movement with brain imaging. While these paradigms demonstrated success to activate the sensorimotor network and do so reliably, many fMRI lower extremity paradigms are metronome-paced and do not attempt to quantify motor performance (Luft et al., 2002; Kapreli et al., 2006). Therefore, the development of lower extremity paradigms that can concurrently measure neural activity via fMRI and biomechanical performance may offer more precise methods to investigate central strategies for force regulation, with implications for pathologies affecting sensorimotor control of the lower extremity (Hortobágyi et al., 2004; Ward et al., 2019).

Prior biomechanically isolated work has demonstrated force control deficits in a variety of orthopedic and neurological pathologies of the lower extremity (Hortobágyi et al., 2004; Docherty and Arnold, 2008; Telianidis et al., 2014) but a clear brain-behavioral interaction has yet to be established (Baumeister et al., 2011). Further, no study to our knowledge has attempted to contrast how the brain regulates force when engaged in knee extension (quadriceps-dominant activity) relative to knee flexion (hamstring-dominant activity). Unique deficits in quadriceps and hamstring function have been reported in a variety of orthopedic and neurological conditions, and the restoration of respective muscle and joint function is vital for the recovery and resumption of activities of daily living, adequate mobility, and mitigating the development of chronic conditions such as osteoarthritis (Manini et al., 2007; Manini and Clark, 2012; Tourville et al., 2014; Arhos et al., 2020). As lower extremity pathologies have been found to manipulate both quadriceps and hamstring muscle activity, timing, and function, determining the neural mechanisms for each is vital to better understand how lower extremity motor control is centrally governed (Telianidis et al., 2014; Abourezk et al., 2017; Blackburn et al., 2017; Hohmann et al., 2019). Isolating neural correlates of quadriceps and hamstring force generation and control may highlight central mechanisms for function following injury and permit the development of novel therapies that restore function. Therefore, our purpose was to: (1) develop and test a lower extremity neuroimaging paradigm for knee extension and flexion force control to better understand how the nervous system regulates lower extremity forces; and (2) determine differences between knee extension and flexion neural activity during a force control task.



MATERIALS AND METHODS


Participants

This study was approved by Ohio University’s Institutional Review Board and all participants signed the informed consent document. We included female recreational athletes (at least 3 h of moderate to vigorous exercise per week, including 1 h of running, cutting, pivoting, or decelerating every week) aged 18–30 years. This population was selected for the following investigative work as they are at unique increased risk for noncontact knee injuries, whereby during athletics, exercise, or activities of daily living that require rapid movement, sensorimotor control of the knee is compromised, resulting in positions that put excessive strain on the joint ligaments (Beynnon et al., 2014; Montalvo et al., 2019).

A sample size estimate was calculated based on effects reported by Shanahan et al. (2015) for the correlation to force-error, and Trinastic et al. (2010) for the contrast between movement conditions. For the force-error correlate analysis, an r = 0.83 was reported for the relationship between error and motor cortex peak activation location (Shanahan et al., 2015). A sample size estimate was calculated based on r = 0.83, α = 0.05, and 1 − β = 0.8 indicating a total sample size of 8 is required. For the motor condition analysis, the effect size between ankle plantarflexion and dorsiflexion was calculated as d = 1.42 (Trinastic et al., 2010). A sample size estimate was calculated based on d = 1.42, α = 0.05, and 1 − β = 0.8 resulting in needing a sample size of 7. Additionally, we modeled our study on previous literature of Newton et al. (2008) and Mehta et al. (2009) regarding paradigm development who enrolled 9 and 10 participants, respectively. Therefore, enrolling 15 participants provided adequate power for the proposed study. We enrolled 15 participants (15 F; age = 20.3 ± 1.2 years, height = 1.6 ± 0.10 m, and weight = 64.8 ± 6.4 kg) in this study. All participants were right leg dominant and met the exercise requirement criteria, as determined by the Marx Activity Rating Scale (Table 1; Marx et al., 2001).

TABLE 1. Demographics and force error.

[image: image]

We excluded participants who were contraindicated for fMRI (e.g., pregnancy, implanted metal devices, claustrophobia, and any other criteria as determined by the MRI operator), have a visual impairment, have a history of seizures or epilepsy, or have a history of surgery on the back, hip, leg, knee, etc. Other screening criteria included: primary sport, leg dominance, previous leg injury, medical history anxiety disorder, ADHD, depression, diabetic neuropathy, concussion or traumatic brain injury, cerebral palsy, balance disorder, vertigo, Parkinson’s disease, multiple sclerosis, substance abuse or dependence, heart disease/defect, and prescription medication use within the 24 h before data collection. No individuals reported any of the previous medical conditions or consumed any medications impacting the data collection.



fMRI Data Collection

Data collection was completed in a single neuroimaging session (~45 min including set-up, instruction, and scan time). During imaging, all participants wore standardized shorts and socks without shoes to reduce the possibility of altered skin tactile feedback. Participants also wore a splint to lock their right (dominant leg) ankle at neutral (~90°) to minimize ankle movement throughout the scan. Headphone and hearing protection was provided for subject comfort and safety and to facilitate communication during scanning. While lying supine in the fMRI scanner, participants were strapped down to the table with four straps, one across the thighs at the mid-point between the greater trochanter and knee joint line, one across the hips at the anterior superior iliac spines, and two across the chest, from each shoulder to the pelvis at the iliac crest. The knee was fixed near terminal extension between 10° and 15° of flexion. Participants were also fitted with customized padding to reduce head motion. This padding was high-density MRI-safe foam that was inserted around the sides and top of the head to remove space between the skull and head coil. This was customized based on skull size, with those with larger skulls requiring less padding and smaller skulls requiring more padding.

fMRI scans were collected with a 16-channel head coil. Before the functional data collection, a three-dimensional high-resolution T1-weighted image (repetition time (TR): 2,000 ms, echo time (TE): 4.58 ms, field of view: 256 × 256 mm; matrix: 256 × 256; slice thickness 1 mm, 176 slices, 8° flip-angle) was collected for image registration (~8 min). fMRI collection parameters include 10 whole-brain gradient-echo-echo planar scans per block (four force-matching blocks, five rest blocks) acquired with a 3 s TR with anterior-posterior phase encoding and a 3.75 × 3.75 in-plane resolution, 5 mm slice thickness for 38 axial slices with a 35 ms TE, 90° flip angle, the field of view 240 mm and 64 × 64 matrix. Each functional force-matching run lasted 4 min and 30 s. fMRI measured regional brain activity during rest and motor control conditions, which were contrasted to isolate the regional brain activity to the isometric knee extension and flexion force-matching tasks.

The isometric force-matching motor task required the participant to either “kick up” or “press down” against a load cell (Biopac Systems Inc., TSD121B-MRI, 1,000 Hz sampling frequency) at the ankle (Figure 1C). Both knees rested upon a foam roller, while only the dominant, right leg was additionally strapped to a device against the load cell. Participants had to match their force output (visualized with biofeedback provided by MRI-safe virtual reality) with a sine wave that oscillated (1.2 Hz) from 0 to 5 N for 30 s with 30 s of rest for four total cycles, resulting in four force-matching blocks interspersed with five rest blocks of 30 s each (with the paradigm starting and ending with rest) for a total run time of 4 min and 30 s (Figures 1A,B). Standardized auditory cues informed participants when to begin and end force-matching. The force-matching error was calculated based on the difference between the visual target (sine wave) and actual performance (biofeedback). The force level for this study was low and we recruited a young active cohort to minimize the potential influence of fatigue; however, fatigue was monitored regularly and breaks were offered. No participants indicated fatigue or needed a break beyond the few minutes between scans.


[image: image]

FIGURE 1. Functional magnetic resonance imaging (fMRI) force-matching task—(A) magnetic resonance imaging (MRI)-compatible virtual reality display (B) black, Sinewave graph (0–5 N, 1.2 Hz); red, real-time display of participant force (C) load cell apparatus and patient position (participant restraints not pictured). Created with Biorender.



Participants practiced the force-matching task for a full run with immediate examiner feedback if instructions were not understood before completing the task during scanning. Also before data collection at the MRI, participants completed a mock MRI session where they familiarized themselves with the MRI environment, restraints to reduce head motion, and the lower extremity motor task. The participants were permitted to ask questions and practice the tasks with feedback from the experimenter. The practice session included three practice blocks (30 s each) of each force-matching task with examiner cueing to ensure the participant understood the task, followed by a complete run of each task with the same feedback and timing as during the actual MRI data collection session.



Error Calculation and Statistical Analysis

The force-matching error was recorded continuously throughout the force-matching tasks. For statistical analysis, error across the 30-s blocks was partitioned into 3-s intervals (the time interval for one sine wave). The first 3-s interval of each 30-s block was removed from the data analysis, as participants commonly required a few seconds to become acclimated to the task during the initiation of the movement block and thus, was shown to bias the overall average of the remaining nine intervals. The average error for each block was determined by the root mean square of the differential from target force to actual force on the remaining nine sets of 3-s intervals within each block, and the average error across the four blocks was computed for each participant for statistical analyses. Average knee extension and flexion force-matching error were compared with a paired samples t-test with an alpha set at 0.05.



fMRI Data and Statistical Analysis

The fMRI technique used in this study quantified the blood-oxygen-level-dependent (BOLD) signal via the hemodynamic response by contrasting the respective force-matching condition with interspersed rest conditions (Friston et al., 1995). We controlled for the additional sensory feedback of the strap across the shank by ensuring it was tightly pressed during both the rest and force-matching conditions, but the pressure of this tactile stimulus unavoidably changes with contraction and may thus contribute to the overall BOLD response. The BOLD response, quantified via fMRI collection and analysis, has been validated against direct neural recordings, demonstrating a very high correlation between blood flow and neural activity (Logothetis et al., 2001; Goense and Logothetis, 2008). The reliability of fMRI quantification of the BOLD signal is generally high and specific to knee movement and has high inter-session reliability (Newton et al., 2008; McGregor et al., 2012).

The fMRI statistical analyses were performed using the Oxford Centre for Functional MRI of the Brain Software Library (Smith et al., 2004; Jenkinson et al., 2012). Image analysis began with standard pre-statistic processing applied to individual data in the standardized FSL recommended order (Jenkinson et al., 2012), which included nonbrain removal, slice timing correction, standard motion correction, and realignment parameters (three rotations and three translations) as covariates to limit confounding effects of head movement and spatial smoothing at 6 mm before statistical analysis (Jenkinson et al., 2002). One participant was removed from the knee extension force-matching analysis due to excessive head motion (>0.5 mm) and two removed from the knee flexion force-matching analysis, resulting in n = 14 for knee extension, n = 13 for knee flexion, and n = 13 for comparison between knee extension and knee flexion. High-pass temporal filtering at 90 Hz and time-series statistical analyses were carried out using a linear model with local autocorrelation correction. Functional images were co-registered with the respective high-resolution T1 image and the standard Montreal Neurological Institute template 152 using linear image registration. This registration process allowed data from each participant to be spatially aligned on a standardized brain template for comparison.

The subject-level analysis of knee sensorimotor control relative to rest was completed using a z score greater than 3.1 and a (corrected) cluster significance threshold of α < 0.05. The cluster correction for multiple comparisons uses a variant of the Gaussian random field theory to decrease type I error in the statistical parametric mapping of imaging data by evaluating the activation not only at each voxel but also at the surrounding voxel cluster (as it is unlikely that the voxel tested and surrounding voxels are active above the threshold due to chance; Poldrack et al., 2011). The paired contrast between each individual’s quadriceps vs. hamstring force control neural activity was performed with group z statistic images set at a threshold of z scores of greater than 3.1 and a corrected cluster significance level of α < 0.05. As this was a brain activity correlate identification study, the effect size (r-value) of the relationship between brain activity and behavior are not reported to avoid circularity (voxel selection and magnitude estimation on the same data) and a follow-up validation study is required to estimate effect size with the identified regions from this work (Kriegeskorte et al., 2009, 2010).




RESULTS

Regional brain activation is reported as contralateral [indicating activation on the opposite side of the task, or the left hemisphere, as the task was always completed with the right (dominant) lower extremity] or ipsilateral (being the same side as the task, or the right hemisphere; Tables 2–4). Regions of brain activity are reported that were identified in FSLeyes based on peak-voxel with the Harvard-Oxford Cortical and Subcortical Structural Atlas (Desikan et al., 2006), Juelich Histological Atlas (Eickhoff et al., 2006, 2007) and the Cerebellar Atlas in MNI152 space after normalization with FNIRT (Diedrichsen et al., 2009) and with FSL tool atlasquery (Jenkinson et al., 2012). The atlasquery function from FSL utilizes the averaged probability across all voxels in the cluster to identify probabilistic anatomy across the cluster ensuring reporting of peak voxel location and overall cluster spatial representation.

TABLE 2. Regions of increased brain activity during the knee extension force-matching task.
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TABLE 3. Regions of increased brain activity during the knee flexion force-matching task.
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TABLE 4. Regions of difference between knee extension and flexion force-matching.
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Both knee extension and flexion force-matching tasks elicited increased bilateral BOLD signal among cerebellar, sensorimotor, and visual-processing regions (Figures 2, Figure 4). Increased knee extension force-matching error was associated with increased BOLD signal within the ipsilateral frontal cortex and contralateral parietal cortex and decreased contralateral BOLD signal within the lingual gyrus and intracalcarine cortex (Figure 3). Increased knee flexion force-matching error was related to decreased contralateral frontal and ipsilateral parietal region activity (Figure 5). Knee flexion force control had increased bilateral premotor, secondary somatosensory, and right anterior temporal activity relative to knee extension force control (Figure 6). Force-matching error performance was not statistically different between the knee extension and flexion tasks (Table 1). Head motion during the knee extension task was: 0.28 ± 0.17 mm absolute motion and 0.11 ± 0.10 mm relative motion. Head motion during the knee flexion task was: 0.22 ± 0.13 mm absolute motion and 0.10 ± 0.09 mm relative motion.
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FIGURE 2. Group average neural activity for knee extension force-matching from Table 2. P, posterior; A, anterior; L, left; R, right.
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FIGURE 3. Neural activity associated with knee extension force-matching error from Table 2 (Red: brain activity positively associated with an error. Blue: brain activity negatively associated with an error). P, posterior; A, anterior; L, left; R, right.
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FIGURE 4. Group average neural activity for knee flexion force-matching from Table 3. P, posterior; A, anterior; L, left; R, right.
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FIGURE 5. Neural activity (blue) is negatively associated with knee flexion force-matching error from Table 3. P, posterior; A, anterior L, left; R, right.
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FIGURE 6. Neural activity increases with knee flexion force matching relative to knee extension from Table 4. P, posterior; A, anterior L, left; R, right.





DISCUSSION

Lower extremity force control results in unique neural activation strategies depending on if engaging the quadriceps for knee extension or the hamstrings for knee flexion, with knee flexion requiring more sensorimotor neural activity for the same level of force generation and relative error. This paradigm allows precise behavioral quantification of motor performance concurrent with brain activity for lower extremity sensorimotor function, which may serve as a method for future research to investigate how pathologies or interventions affect lower extremity neuromuscular function.


Neural Correlates of Knee Extension Force Control

Knee extension force-matching had a neural activation pattern similar to prior reports of lower extremity knee-focused and quadriceps-dominant movements, with activation across the cortical and subcortical sensorimotor network (Luft et al., 2002; Kapreli et al., 2007). Quadriceps force error was associated with increased activity in frontal and parietal regions and associated with decreased crossmodal (Calvert, 2001) region activity (intracalcarine cortex and lingual gyrus) along the border of the occipital and parietal cortex.

Increased activation of frontal regions with increased error could indicate force control is more complex for those with a higher force-matching error, as previous research has identified an association between increased frontal activity with increased task complexity error (Schubotz and von Cramon, 2002; Mehta et al., 2012; Dunst et al., 2014). It is also possible that as a participant began to perform poorly and visualize their error, they engaged in more extensive or rapid recalibration to attempt to remain on target, requiring greater levels of attentive neural processing (Tracy, 2007; Tracy et al., 2007; Baweja et al., 2009). However, despite increased neural activity among attention and executive function-related brain regions, the relative error was higher which could also be simply a byproduct of more actively attending to their mismatched biofeedback and not secondary to employing a strategy to correct it (Tracy, 2007).

By contrast, those with less force-matching error had increased crossmodal visual-spatial and somatosensory region processing (or increased error had decreased relative activity), which may be involved in aligning and maintaining visual feedback with force regulation from peripheral afferent signals to minimize discrepancy. Previous work within the upper extremity has identified the lingual gyrus and intracalcarine regions to respond to congruent visual and somatosensory feedback (crossmodal; Driver and Spence, 1998; Macaluso et al., 2000). Further, extrastriate activity in the lingual gyrus and intracalcarine cortex has been implicated to be involved in body perception, and active during both visual and limb movements (Astafiev et al., 2004). Therefore, increased extrastriatal activity may correspond with a superior ability to align visual stimuli with proprioceptive afferent signals to minimize force-matching discrepancy. However, the increased extrastriatal activity could also be secondary to visualizing good performance via alignment of the target and participant force and not be the mechanism for reduced error. As intracalcarine cortex and lingual gyrus have greater levels of activity when such crossmodal stimuli are congruent compared to incongruent stimuli (e.g., spatial and temporal correspondence of visual presentation and tactile stimulation) and low error results in a visual stimulus that is congruent with proprioceptive sensed force generation and tactile cues (Driver and Spence, 1998; Macaluso et al., 2000).



Neural Correlates of Knee Flexion Force Control

The knee flexion force-matching task also had a neural activation pattern similar to prior lower extremity neuroimaging paradigms, with activation across the cortical and cerebellar sensorimotor network (Jaeger et al., 2014; Grooms et al., 2019). Knee flexion force error was associated with decreased activity in frontal and parietal regions, however, no increased neural activity was associated with knee flexion error. This contrasts with the knee extension force control error, which had increased frontal and parietal lobe activity associated with increased force error.

This opposition may seem contradictory as one might expect more general alignment for the neural activity underlying force error between knee flexion and extension activities. However, the musculature enabling isolated knee flexion (primarily hamstring) vs. isolated knee extension (primarily quadriceps) have unique neural representation, peripheral nerve innervation, and spinal reflex structure (Jennings and Seedhom, 1994; Mrachacz-Kersting et al., 2006). Thus, the brain differences for error correction between knee extension and flexion may be secondary to mediation at the spinal level. The hamstrings are also typically weaker than the quadriceps (Wyatt and Edwards, 1981; Aagaard et al., 1995; Pincivero et al., 1997) and have a greater proprioceptive error (Relph and Herrington, 2016), potentially secondary to decreased relative cortical representation (Davies, 2020) and less muscle spindle innervation relative to the quadriceps (Banks, 2006).

Anecdotally, the participants in this study had a more difficult time learning how to perform the knee flexion task relative to the knee extension task as many needed more practice trials for the hamstring task than the quadriceps task to achieve reliable performance. The constrained action hypothesis posits that when you attend to a motor task, you constrain the automatic, implicit motor programs that would have otherwise facilitated the movement (Wulf et al., 2001; Kal et al., 2013; Vidal et al., 2018). However, if there is no automatic, implicit motor plan present to guide the movement, then attention to the motor task may improve performance. Therefore, the knee extension task may have been more “intuitive” (implicit) in this sample, contributing to decreased frontal cortex activity not constraining the automatic motor program and facilitating reduced extension error. Conversely, if the knee flexion task is anecdotally less implicit (lacking a well-established, implicit motor program), the association between increased frontal activity and improved performance for flexion may be attributable to the necessity of cognitive-attentive neural processes to drive the motor plan.



Neural Activity Differences Between Knee Extension and Flexion Force Control

Engaging in knee flexion force control required increased cortical and subcortical activation, including primary sensorimotor cortex, secondary motor cortex, temporal regions, parietal supramarginal gyrus, and corticospinal tract, whereas no brain regions had increased activity for relative knee extension force control. These findings may partially explain the apparent paradoxical similar activation pattern associated with increased knee extension force error, yet decreased knee flexion force error, as the knee flexion force-matching task required greater overall neural activity for similar force-matching performance. This could be secondary to the relatively greater demand on the hamstrings, as they are typically weaker than the quadriceps, requiring elevated neural activity to produce the same force level. Alternatively, the position of the knee may have influenced the result as a near-terminal extension may bias toward quadriceps shortened position and improved steadiness (Krishnan et al., 2011) compared to the hamstring position (lengthened). A likely neurophysiologic contributor is the relatively increased spinal reflexive innervation of the hamstring (Shahani and Young, 1971; Roy et al., 2014; Mackey et al., 2016) requiring increased cortical activity to overcome potential spinal inhibition. The increased knee flexor force-matching neural activity could also be secondary to the task being more atypical, as concentric precise force control of the hamstrings is not as common to be engaged during locomotion, where the quadriceps is primarily engaged in concentric positioning and the hamstrings act eccentrically to decelerate before heel strike. Thus, the nature of the concentric force matching task may result in increased activation for knee flexion that would not be the case with an eccentric force-matching task (Koohestani et al., 2020).




LIMITATIONS

This investigation was limited to a single joint position and an isometric contraction at a low force level, primarily to minimize head motion for fMRI. Possibly, synergist muscle groups that contribute to hip flexion or extension may reduce the ability to isolate the quadriceps for knee extension or the hamstring for knee flexion (though at the low force level required in this study, accessory muscle activity is unlikely), so future work may consider recording electromyography measures to ensure muscle group contributions. The force level was selected to ensure a sufficient fluctuation range to test force-sense but also keep head motion minimal. We used a low absolute value of 5 N, as opposed to a low relative force such as 5% of a maximal voluntary contraction. Prior works have employed both a ~5 N absolute threshold (Newton et al., 2008) and similar relative thresholds (Shanahan et al., 2015). As our sample was homogeneous in terms of fitness, activity level, age, and BMI, there is a minimal indication the results would be different if scaled to a relative % for capability. Nonetheless, future work across varied samples may consider employing a relative metric for the force target. While we enrolled young and physically active females to better understand knee force control in this population at a unique high-risk for sensorimotor-related coordination errors that contribute to knee ligament injuries such as the anterior cruciate ligament, our participant selection criteria limit generalization to males or aging populations. Future investigations may consider heterogenous demographical recruitment of participants to increase generalizability or determine if changes in neural activity are present with various ages or pathological populations. Additionally, the use of a variety of joint angles and intensities may also highlight how limb position and magnitude plays a role in central mechanisms of force regulation.



CONCLUSION

This investigation employed a novel lower extremity force-matching neuroimaging-compatible paradigm to examine motor control of the knee extensors and flexors. The paradigm was found to activate the sensorimotor network with unique neural correlates to force-matching error across parietal and frontal regions. This paradigm may allow for future research to better understand the neural correlates of lower extremity neuromuscular control across varied pathologies or interventions. Specifically, this foundational work can support a future investigation into the unique contribution of the nervous system to lower extremity force regulation in pathologies that disrupt proprioception and sensorimotor function such as knee anterior cruciate ligament injury (Laboute et al., 2019), osteoarthritis (Shanahan, 2015), and patella-femoral pain (Te et al., 2017). As the evidence base for the role of the nervous system in these musculoskeletal conditions grows, the need for such paradigms that bridge neural activity and motor performance of the knee as described here are needed to provide pathology specific therapeutic targets (Silfies et al., 2017; Armijo-Olivo, 2018).
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Previous research has shown that acute competition training stress negatively affects neuromuscular function which can perpetuate a predisposition to injury. This study's aim was to investigate the effect of accumulated competition training stress effect on neuromuscular function and incidence of increased injury risk in uninjured female D1 soccer players. Neuromuscular function was evaluated in fifteen female division I soccer athletes who played >85% of competitive season competitions who were tested for mobility/stability, leg length symmetry, and vertical power at three different points across the competitive season (pre, mid, and post time blocks). Leg length symmetry was measured from the anterior superior iliac spine to the lateral malleolus prior to Y-balance testing. The Y-balance testing measures unilateral anterior, posteromedial, and posterolateral reach achieved in single leg stance using metrics that include L/R normalized composite reach (NCOMP), L/R normalized antiorior reach (NANT), and L/R NCOMP/NANT segmental differences across time. Injury risk was evaluated using validated objective criteria that included: (NCOMP total reach <94% of limb length*3), (NANT reach distance <84% leg length) along with NCOMP and NANT asymmetries >4.0. Maximal vertical power (MVP) was measured via vertical jump. Multiple repeated measures ANOVAs evaluated NCOMP, NANT, MVP, and leg length symmetry across time with LSD post hoc testing when relevant (X ± SD). A significant main effect was found [F(1, 14) = 62.92, p < 0.001; η2 =0.82] with training stress and neuromuscular function without affecting maximal vertical power. Eighty percent of subject's bilateral NCOMP scores fell below the YBT reach standard at midseason (ES = 0.95, p = 0.02) while all subjects NANT reach distance remained below the reach threshold (ES = 0.74, p = 0.003) indicating a 6.5× and 2.5× greater injury risk, respectively. Competition stress affected neuromuscular function without affecting maximal power, which negatively impacted stability and increased injury risk.

Keywords: Y-balance, tonicity, mobility, stability, muscle tone, injury, peripheral nervous system, central nervous system


INTRODUCTION

Competitive athletes regularly endure high training loads that consist of repetitive exercise at high intensities, volumes, and frequencies with inadequate rest periods (Bengtsson et al., 2013; Dubois et al., 2018; Walker et al., 2019; Satkunskiene et al., 2020) that can perpetuate chronic fatigue and eventually injury (Silva et al., 2016; Jones et al., 2017). Furthermore, a dose response exists with increased frequency and duration further exacerbating the training stress throughout the competitive season (Bengtsson et al., 2013; Dubois et al., 2018; Caterisano et al., 2019; Satkunskiene et al., 2020). The high intensity, duration, and frequency of physical stress that collegiate athletes endure during training and competition can have residual effects (Bengtsson et al., 2013; Jones et al., 2017; Dubois et al., 2018; Walker et al., 2019; Satkunskiene et al., 2020) disrupting systematic neuromuscular function (Needle et al., 2014; Brownstein et al., 2017; Thomas et al., 2018; Satkunskiene et al., 2020) specifically, both central and peripheral fatigue for up to 72 and 48 h respectively (Brownstein et al., 2017; Thomas et al., 2018). Furthermore, the residual fatigue that competitive soccer athletes experience manifests as reduced performance prowess and increased injury rate when adequate recovery is not provided (Bengtsson et al., 2013; Silva et al., 2016; Dubois et al., 2018; Caterisano et al., 2019). In an 11 year retrospective study, competitive soccer matches where the team lost were significantly higher with <3 days of recovery while athletes with <4 days of recovery were shown to have increased rates of soft tissue injury (Bengtsson et al., 2013). Moreover, neuromuscular dysfunction due to cellular and tissue damage incurred during competition (Jones et al., 2017; Walker et al., 2019) has been shown to contribute to diminished neuromechanical function (Nédélec et al., 2012; Bengtsson et al., 2013; Brownstein et al., 2017; Satkunskiene et al., 2020) or stability (Plisky et al., 2006) that can manifest as a lower extremity injury (Plisky et al., 2006; Needle et al., 2014; Brazier et al., 2019; Higashihara et al., 2019).

Stability is contingent on motor control as a function of the afferent and efferent somatic nervous system function. Moreover, postural control relies on the integration from multiple control centers which include proprioception, visual cues, vestibular input, and planning (Needle et al., 2014). While sensory feedback is necessary for stability, motor control is largely a function of systematic neuromuscular function (Needle et al., 2014). Furthermore, postural control is highly contingent on the agonist/antagonist co-contraction to increase joint stiffness (Needle et al., 2014; Brazier et al., 2019) and is maintained through muscle tone, or low-level steady-state muscular contraction (Needle et al., 2014). Chronically stressing the nervous system can have negative impacts on neuromuscular function (Bengtsson et al., 2013; Buckthorpe et al., 2014; Brownstein et al., 2017; Thomas et al., 2018; Higashihara et al., 2019), affecting muscle tone and limiting mobility/stability due to hypertonic muscle spindles (afferent sensory network) that stimulate the reflex arc (Masi and Hannon, 2008; Needle et al., 2014; Stecco et al., 2014) and therefore muscle contraction (Bengtsson et al., 2013). For instance, while postural control is maintained by muscle tone, hypertonicity, or an abnormal increase in muscle tone with resistance to active movement can negatively affect joint stability (Needle et al., 2014). Furthermore, excessive hypertonicity can increase antagonist (opposing) muscle tone (Bengtsson et al., 2013; Needle et al., 2014; Stecco et al., 2014) which can limit joint range of motion and therefore mobility. Interestingly, increased joint stiffness may improve stability (Brazier et al., 2019) while failure to regulate stiffness can contribute to injury (Needle et al., 2014; Satkunskiene et al., 2020) through unfavorable motor control at specific joint centers.

Passive muscle tone is a neuromuscular function that provides low level resistance to stretch in an effort to maintain postural stability (equitable agonist/antagonist tension) (Masi and Hannon, 2008; Stecco et al., 2014; Higashihara et al., 2019). The degradation of motor control [balance] (Plisky et al., 2006) can occur acutely due to peripheral fatigue as a result of training stress (Brownstein et al., 2017; Satkunskiene et al., 2020) which can negatively affect postural stability. However, chronic training can influence the tissues surrounding the muscle (myofascial and connective tissue networks) which can negatively affect skeletal muscle function (Masi and Hannon, 2008; Nédélec et al., 2012; Needle et al., 2014; Stecco et al., 2014; Satkunskiene et al., 2020). Moreover, a peripheral complication of increased passive muscle tone is fascial rigidity which can hyper-stimulate the muscle spindle (Stecco et al., 2014), also known as hypertonicity (Needle et al., 2014). Fascial rigidity can create a positive feedback loop with the dysfunction of the muscle spindle (Plisky et al., 2006; Nédélec et al., 2012) hyperactivating passive muscle tone which reduces compliance of the antagonist muscle (Stecco et al., 2014). Therefore, reduced muscle compliance due to increased passive muscle tone can result in poor stability, and thus limit mobility (Plisky et al., 2006; Needle et al., 2014; Gonell et al., 2015). The negative effects of reduced muscle compliance can manifest as a reduction in stride length (Higashihara et al., 2019; Satkunskiene et al., 2020), postural degradation during high velocity movements (Masi and Hannon, 2008; Iwamoto et al., 2017) amongst other negative outcomes significantly affecting neuromechanical function during sport.

The high training loads collegiate soccer players experience across the competitive season without adequate recovery have demonstrated deleterious effects on neuromuscular function (Bengtsson et al., 2013; Brownstein et al., 2017; Satkunskiene et al., 2020) and therefore warrant periodic neuromuscular function evaluation (Gonell et al., 2015; Stiffler et al., 2017). A recent study detailing limitations of pre-season mobility/stability function to determine non-contact injuries across the season further suggests that periodic evaluation of neuromuscular function is necessary (Luedke et al., 2020). Specifically, validated measures of neuromuscular function can be used to monitor applied mobility-stability functionality (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017) and maximal force/power production (Nédélec et al., 2012; Buckthorpe et al., 2014; Brownstein et al., 2017; Thomas et al., 2018). The Y-balance test (YBT) has been shown to be a valid method to evaluate stability asymmetries and therefore neuromuscular function in athletic populations (Plisky et al., 2006; Gonell et al., 2015; Giles et al., 2017; Stiffler et al., 2017), while maximal vertical power (MVP) is a valid method of measuring lower extremity maximal force production (Canavan and Vescovi, 2004; Quagliarella et al., 2011; Buckthorpe et al., 2014; Thomas et al., 2018). Lower body asymmetry is defined as a discrepancy between the right and left (L/R) limb reach distance measured actively where passive measurement includes limb leg length, or the distance from the anterior superior iliac crest and lateral malleolus (Plisky et al., 2006). Anterior reach considers ankle dorsiflexion while posteromedial reach is a useful tool to identify ankle perturbation and therefore instability, specifically the anterior tibialis as well as lower extremity coordination (Plisky et al., 2006; Stiffler et al., 2017). The decrement in active single stance reach and therefore range of motion evaluated by the YBT can indicate a greater risk of injury (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017) due to neuromuscular dysfunction (Masi and Hannon, 2008; Needle et al., 2014; Brownstein et al., 2017; Higashihara et al., 2019; Satkunskiene et al., 2020). Therefore, the aim of this study was to evaluate the effect of accumulative competitive season stress on neuromuscular function, specifically: measures of mobility/stability, asymmetry, and MVP in uninjured, high-minute Division I athletes.



MATERIALS AND METHODS


Exercise Design

Using a repeated measures design, this study investigated the impact of accumulated collegiate competitive season training stress on neuromuscular function in Division I female soccer players. Sample size was determined using a repeated measures a priori power analysis (G*Power, version 3.1.9.6) indicating a sample size of (n = 9) based upon η2= 0.391 from Satkunskiene et al. 2020 (Satkunskiene et al., 2020). Testing occurred at pre-designated testing blocks across the competitive season: pre-season (PRE), mid-season (MID) and post-season (POST) as shown in Figure 1. The PRE:MID season time points occurred six weeks apart while the MID:POST season time points were nine weeks apart. Division I NCAA compliance regulations have a seven day minimum discretionary rule preventing student athlete participation in, “all athletic related activities… beginning the day after… the last contest of the championship segment” (The National Collegiate Athletic Association, 2018). Therefore, POST season testing occurred 11 days after the final competitive match extending the POST testing block. No prescribed exercise occurred during the 11-day period between the last competition and POST time block and all testing was conducted with >24 h of rest and >48 h post competition.


[image: Figure 1]
FIGURE 1. Study timeline including data collection time blocks. (*) NCAA mandated post season discretionary period (NCAA D1 2018-2019 Manual) (The National Collegiate Athletic Association, 2018); POST season data was collected 11 days after the last competitive match. (YBT) y-balance Testing; (MVP) Maximal Vertical Power; (>)greater than or equal to.




Subjects

Twenty-nine Division I female soccer athletes initially enrolled in the study providing informed written consent approved by the university institutional review board and completed a health history questionnaire prior to participation. This study was conducted in accordance with the Declaration of Helsinki. Accumulation of competitive match stress paired with lack of adequate recovery have been shown to incur significant physiological stress that can accumulate (Bengtsson et al., 2013; Jones et al., 2017; Dubois et al., 2018; Walker et al., 2019; Satkunskiene et al., 2020) with deleterious effects that result in injury (Bengtsson et al., 2013; Needle et al., 2014; Caterisano et al., 2019). Therefore, the inclusion criteria consisted of high minute players with >5yrs competitive experience who incurred significant competition training stress by playing in >85% of competitive season games (>18/21) throughout the 13-week collegiate season, and had no significant injury preventing testing compliance. During the 13wk competitive season, subjects participated in concurrent training (mixed resistance and endurance training) sessions 4-5 days per week with a minimum of two matches per week, which has been shown to incur significant stress that can accumulate across the competitive season (Bengtsson et al., 2013; Jones et al., 2017; Dubois et al., 2018; Walker et al., 2019; Satkunskiene et al., 2020). Total weekly training volume throughout the competitive season could not exceed 20 h per NCAA Guidelines (The National Collegiate Athletic Association, 2018). However, the conference game schedule included ~3 days recovery between matches, which has been shown to promote injury (Bengtsson et al., 2013). Of the 29 subjects who initially enrolled, three subjects voluntarily dropped from the study, two were excluded due to injury preventing testing, and nine excluded due to playing <85% of competitions throughout the competitive season. Thus, demographic information for 15 high minute uninjured Division I female soccer players included are shown in Table 1.


Table 1. Demographic information for subjects (n = 15) across all three time blocks (PRE, MID, POST).
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Each testing block began with subjects arriving to the laboratory having refrained from exercise for >24 h, avoiding stimulants/depressants including caffeine for >12 h, and fasted for >4 h. Height and weight were measured via electronic standiometer and scale (Seca Corp. Chino, CA, USA) while tissue density was measured by a trained researcher using handheld skinfold calipers (Beta Technology, Santa Cruz, CA, USA) and a three site skin fold method along with the Brozek equation to estimate body composition (American College of Sports Medicine, 2018). The subjects then completed a 5-min cycling aerobic warm-up prior to completing a standardized dynamic warm-up (20 m of high knees, butt kickers, and high bounds). Neuromuscular function was assessed with mobility/stability and joint symmetry utilizing a metric measuring tape and a YBT testing apparatus (Functional Movement Systems, Chatham, VA) by multiple trained researchers, which has been shown to have a high degree of interrater reliability (Shaffer et al., 2013). Joint symmetry was first evaluated by measuring leg lengths from the anterior superior iliac spine to the lateral malleolus followed by recording the best of three YBT attempts per side without shoes (Plisky et al., 2006; Gonell et al., 2015). The YBT measures anterior, posterolateral, and posteromedial reach distance by requiring the subject to maintain single leg stance while pushing the reach indicator with their non-stance foot in each of the three aforementioned directions (Figure 2). The stance foot and non-stance foot must remain in contact with the YBT apparatus at all times. The stance foot heel must not raise from the YBT apparatus while the toes of the non-stance foot maintain contact with the reach indicator until the subject can no longer progress the reach indicator or maintain balance. The subject must then return to the start position under control without touching the ground. Measures of the YBT are further discussed and shown below which include leg length symmetry (LLSYM) (difference between right and left leg lengths), the left-right (L/R) normalized composite reach (NCOMP), L/R normalized anterior reach (NANT), and L/R NCOMP/NANT segmental comparisons (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017). Previous validated metrics that specify a predisposition to injury risk were identified as NCOMP reach deficiency (<94% leg length*3), NANT reach deficiency (<84% leg length) (Plisky et al., 2006; Stiffler et al., 2017), and/or L/R NCOMP/NANT (side-to-side comparison >4.0) (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017). Therefore, NCOMP (%) and NANT (%) reach threshold values along with L/R side-to-side difference comparisons (absolute value) were used as injury risk indicators across time blocks.


[image: Figure 2]
FIGURE 2. Illustration of the single leg Y-balance test (YBT) in the anterior (ANT), posterior lateral (PTL), and posterior medial (PTM) directions. Injury risk indicators were NCOMP reach deficiency (total reach <94% of limb length*3), NANT reach deficiency (ANT reach distance <84% leg length), and segmental comparisons >4.0 (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017).


YBT Measures:

• LLSYM = side-to-side comparison of anterior, superior iliac spine to lateral malleolus measured in millimeters (mm)

• NCOMP = [(ANT+PTL+PTM/leg length*3)*100] measured as a (%)

• NANT = [(ANT/ leg length)*100] measured as a (%)

• L/R NCOMP segmental comparisons (absolute value)

• L/R NANT segmental comparisons (absolute value)

Injury Risk Indicators:

• NCOMP reach deficiency (total reach <94% of limb length*3)

• NANT reach deficiency (anterior reach distance <84% leg length)

• L/R NANT side-to-side comparison >4.0 (absolute value)

• L/R NCOMP side-to-side comparison >4.0 (absolute value)

LLSYM: leg length symmetry; NCOMP: normalized composite score; ANT: anterior reach distance; PTL, post-eriorlateral reach distance; PTM, post-eriormedial reach distance; NANT, normalized anterior reach score.

After the warm-up protocol and YBT, MVP function was evaluated using vertical jump performance (Thomas et al., 2018) with a Vertec apparatus (Sports Imports, Columbus, OH) (Canavan and Vescovi, 2004; Quagliarella et al., 2011; Nédélec et al., 2012). Standing reach height was first measured prior to subjects completing three maximal effort countermovement jumps with a 60 s rest between attempts. Of the three maximal vertical jumps, the highest jump was recorded (Canavan and Vescovi, 2004). Vertical jump heights were converted to watts and therefore MVP using the Harman Formula: Power (watts) = [61.9*jump height (cm)] + [36.0*body mass (kg)] – 1,822] (Canavan and Vescovi, 2004; Quagliarella et al., 2011).



Statistical Analysis

Neuromuscular function was evaluated using MVP (watts) (Canavan and Vescovi, 2004; Quagliarella et al., 2011; Thomas et al., 2018) along with the YBT (NCOMP, NANT, LLSYM) (Plisky et al., 2006; Gonell et al., 2015). Two repeated measures analysis of variance (ANOVA) 4 × 3 statistical models (dependent variable × time) were used to analyze dependent variables. Metrics from the YBT and MVP were used comparatively to assess neuromuscular functional changes across the competitive season (PRE, MID, and POST time blocks): NCOMP L/R comparison difference (absolute value), NANT L/R comparison difference (absolute value), LLSYM, and MVP. The second ANOVA model compared left and right limb NCOMP reach distance as well as L/R limb NANT reach distance; both expressed as a percentage of leg length with the equations specified above across the competitive season using SPSS version 23 (IBM Corp, Armonk, NY). When statistical relevance was observed, the LSD post hoc test was used to evaluate pairwise comparisons. Significance was set at (p < 0.05) and all values are represented as (mean ± SD) and effect size (ES).




RESULTS

A significant main effect was observed [F(1, 14) = 62.29, p < 0.001; η2 = 0.82] with accumulated competition stress and neuromuscular function across time in both MID and POST timepoints in uninjured D1 female soccer players shown in Table 2. Pairwise comparisons revealed neuromuscular function was affected by accumulated competition training stress across the competitive season through a significant increase in L/R NCOMP segmental difference MID-POST (MID: 2.7 ± 1.9, POST: 4.6 ± 3.4; p = 0.05; ES = 0.69) without relevant differences in MVP shown in Figure 3. Left-right NCOMP and NANT reach distances were also impacted by competitive training stress across time [F(1, 14) = 2.79, p < 0.01; η2 = 0.30]. NCOMP and NANT reach distance for both legs decreased from PRE:MID, and then increased from MID:POST shown in Figure 4.


Table 2. Dependent variables are shown across all testing blocks (competitive season).
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FIGURE 3. Relationship between maximal vertical power (MVP) expressed in watts (W) and NCOMP left/right difference expressed as an (absolute value) across the competitive season (PRE, MID, POST time blocks). (NCOMP) normalized composite score, NCOMP = [(ANT+PTL+PTM/(leg length*3)]*100. (*) indicates a statistically significant change from MID season (p < 0.05). (∧) left/right NCOMP difference exceeds 4.0 indicating a 6.5x increase in injury risk (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017).
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FIGURE 4. Left and right normalized anterior reach (NANT) and normalized composite scores (NCOMP) scores expressed as percentages and displayed across the competitive season [PRE-season (black), MID-season (gray) POST-season (striped)]. (†) indicates a statistically significant change from PRE-season (p < 0.05). (*) indicates a statistically significant change from MID-season (p < 0.05). (#) indicates failure to meet the NCOMP relative injury risk threshold = [(ANT+PTL+PTM) <94% of (limb length*3)] which is visually represented by the solid horizontal line (Plisky et al., 2006). (∧) indicates failure to meet the NANT relative injury risk threshold = (ANT reach distance <84% of limb length), which is visually represented by the dashed horizontal line (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017). ANT, anterior; PTL, posterior lateral; PTM, posterior medial.


Table 2 details NANT and NCOMP comparisons across each time point. YBT measures indicate that neuromuscular function changed longitudinally with a ~13% decrease in L/R NANT (ES = 0.83) PRE:MID before increasing 9.5% MID:POST (ES = 0.71). Longitudinal changes were further detailed with L/R NCOMP reach distance reducing ~8% PRE:MID (ES = 0.86) and then increasing ~8.5% (ES = 0.96). The accumulated training stress reduced bilateral NCOMP reach distance PRE:MID where 80% of subjects (12/15) had NCOMP reach distance scores below the YBT injury risk threshold (reach <94% of 3 × limb length) increasing injury risk by 6.5 × (Figure 4). However, bilateral NCOMP reach distance returned above the risk threshold at POST with extended rest (11-days rest prior to POST-season testing). Furthermore, while 100% of the population was at a 2.5 × increased injury risk (NANT reach <84% limb length) for both limbs throughout all three test blocks (entire competitive season) (Figure 4), bilateral NANT reach distance paralleled the NCOMP significant decrease PRE-MID that increased with significant rest MID:POST. No significant differences between MVP were observed throughout the competitive season indicating that maximal power production was unaffected by competitive season training stress (p = 0.75) (Table 2; Figure 3) with >24 h of rest and >48 h post competition.



DISCUSSION

The purpose of this study was to evaluate the accumulation of stress of the competitive season on neuromuscular function in Division I female soccer players. To our knowledge, this is the first study to evaluate the effects of accumulated competitive season training stress effect on injury risk as it relates to applied neuromuscular function in uninjured female athletes. Previous research evaluated neuromuscular function acutely (Plisky et al., 2006; Buckthorpe et al., 2014; Gonell et al., 2015; Brownstein et al., 2017; Stiffler et al., 2017; Higashihara et al., 2019) and/or the efficacy of YBT performance and its efficacy to predict injury (Plisky et al., 2006; Shaffer et al., 2013; Gonell et al., 2015; Stiffler et al., 2017). This study highlights the necessity to monitor the neuromuscular system's adaptive capacity to maintain mobility/stability despite continual high intensity, high volume competitive stress. The study sample, which was composed of high minute uninjured D1 female soccer athletes was shown to negatively respond to competitive season stress at both MID and POST time points with >24 h rest and >48 h post-competition without affecting MVP (p = 0.75). The accumulation of training stress on neuromuscular function was demonstrated with the decline in NCOMP/NANT reach distance performance across 6 weeks of competition (PRE:MID), which then increased MID:POST. This study demonstrates the sensitivity of the neuromuscular system to accumulated training stress and thus injury predisposition with and without adequate rest (POST season and MID season, respectively). Interestingly, despite seven weeks of additive competition stress (MID:POST), extended rest (11-days rest before POST testing; Figure 1) restored NCOMP/NANT reach distance to PRE values. However, NANT and NCOMP segmental comparisons increased MID:POST despite rest demonstrating the plasticity of competitive season stress on neuromuscular function.

Maximal vertical power was unaffected across the competitive season indicating that the cumulative stress of the competitive season had no significant impact on the neuromuscular system's ability to produce force within our population with >24 h of rest (Figure 3). Previous research found that neuromuscular function is affected by training stress that impacts voluntary maximal power (Brownstein et al., 2017; Thomas et al., 2018). However, neuromuscular function was shown to fully recover within 72 h after a single soccer match (Brownstein et al., 2017) which our results disagree. It is noteworthy that Brownstein et al. (2017) examined the acute effects of a single 90 min competitive soccer match on central and peripheral indices where this study focused on the accumulation of training stress across the competitive season (with >48 h of rest post-competition). Previous research show that the accumulation of competitive stress can have negative effects on performance and can perpetuate injury (Bengtsson et al., 2013; Silva et al., 2016; Jones et al., 2017; Dubois et al., 2018; Walker et al., 2019). Our findings indicate that MVP can maintain/recover within 24 h despite the accumulation of training stress incurred throughout the competitive season (Jones et al., 2017; Dubois et al., 2018; Walker et al., 2019; Satkunskiene et al., 2020), which disagrees with the current literature (Silva et al., 2016; Brownstein et al., 2017; Thomas et al., 2018). Interestingly, CNS activity specific to the motor cortex has been shown adapt to fatigue which has previously been shown to occur acutely to maintain force production (Jiang et al., 2012). While significant changes in MVP were not observed in our population, movement quality decreased from PRE:MID and increased MID:POST (NCOMP/NANT reach distance) suggesting that chronic training stress and the negative indices of injury are perpetuated by mobility/stability disfunction without affecting MVP (Figure 3). Therefore, evaluating movement throughout the competitive season may be a more sensitive measure of chronic neuromuscular fatigue to assess injury risk, which can be a result of motor control degradation separate from the CNS. It is important to note that the degradation of motor control can manifest as a function of deteriorating PNS function: muscle tone, vestibular control, peripheral fatigue, etc. (Needle et al., 2014). However, our population is represented by uninjured athletes who maintained the ability to produce maximal force with diminished neuromuscular control that can facilitate greater injury predisposition among athletes (Brazier et al., 2019; Higashihara et al., 2019).

The YBT indices (NCOMP, NANT, LLSYM) observed across the competitive season to represent neuromuscular function have been shown to independently evaluate injury risk as they focus on different aspects of lower body neuromuscular integrity (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017). Most apparent was the left and right NCOMP/NANT reach distance decreasing after 6 weeks of competition. More concerning was that 80% of the population (12/15 athletes) experienced a bilateral decline in NCOMP reach distance from PRE:MID dropping NCOMP reach distance below the risk threshold (<94% total reach distance) (Figure 4), which increased injury risk 6.5 × MID season (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017) (Figure 4). Additionally, bilateral NANT reach distance scored below the injury risk threshold (NANT reach <84% of limb length) over the entire competitive season, which further reduced and paralleled the significant NCOMP reach reduction PRE:MID (p < 0.05). The NCOMP and NANT reach distance reductions PRE:MID reinforce the effects of accumulated competitive season stress on the neuromuscular function (Bengtsson et al., 2013; Brownstein et al., 2017; Dubois et al., 2018; Satkunskiene et al., 2020). Increased passive muscle tone (Masi and Hannon, 2008) that disrupts the agonist/antagonist relationship (Iwamoto et al., 2017; Higashihara et al., 2019) can corrupt postural control and therefore limit mobility; a necessary function in competition. Interestingly, NCOMP reach distance increased MID:POST which would suggest restored neuromuscular function and decreased injury risk (Gonell et al., 2015; Stiffler et al., 2017). However, L/R asymmetry increased >4.0 (Figure 3; Table 2) over the same period indicating increased segmental neuromuscular dysfunction and therefore heightened injury risk (Plisky et al., 2006; Gonell et al., 2015). Left-right reach asymmetries are postulated to occur as a result of ankle dorsiflexion limitations as well as deficits in strength, flexibility, and motor control that inform injury risk (Needle et al., 2014; Stiffler et al., 2017). A limitation of this study was the delayed collection of the POST time block data and associated rest/recovery extension that occurred 11 days post-final match to comply with NCAA guidelines (The National Collegiate Athletic Association, 2018). However, while POST-season NCOMP/NANT reach distances increased to PRE-season values with extended rest, L/R NCOMP reach asymmetry increased MID:POST as a result training stress accumulation despite adequate recovery. These observations illustrate the plastic nature of unilateral NCOMP asymmetry to accumulated training stress after onset which can affect acceleration, deceleration, and lateral explosive movements perpetuating injury. While segmental changes paralleled each other in response to accumulated training stress across time in this study, evaluating dominant/non-dominant segmental neuromuscular responses to training stress could help describe the segmental differences that inform injury risk observed in this study and past research (Stiffler et al., 2017).

Normalized anterior reach (NANT) is shown to be an indicator of lower extremity mobility/stability while revealing potential limitations that preclude normal function and promote greater injury predisposition (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017). Left-right NANT reach distance comparisons from PRE:MID season significantly decreased which promoted greater injury predisposition as a consequence to initiation of competitive season training stress. Furthermore, NANT asymmetry (absolute difference) increased by 28% beyond the 4.0 injury risk threshold (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017) from MID to POST (Figure 4; Table 2) further demonstrating the plasticity of side-to-side asymmetries despite 11 days of rest. Comparatively, NANT reach decreased and then increased PRE-MID-POST with recovery illustrating the elasticity of reach distance to recovery. The average NANT decrement across the season was 24.6% below the aforementioned injury risk threshold. Aggregate data show that 100% of the population exhibited a >2.5 × (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017) elevated injury risk (NANT reach <84% limb length) (Plisky et al., 2006) for both limbs at all three time points (Figure 4) despite the increase in reach distance MID:POST. Practitioners should consider the sensitivity of adequate reach distance and side-to-side asymmetries to evaluate chronic neuromuscular fatigue. Therefore, the reach limitations observed in non-injured athletes can be an indicator of heightened passive muscle tone through amplified lower extremity neuromuscular agonist/antagonist activity restricting mobility (Needle et al., 2014; Iwamoto et al., 2017; Higashihara et al., 2019).

Greater co-contraction of ankle joint stabilizers are shown to limit range of motion in accelerated movement patterns in healthy subjects (Iwamoto et al., 2017). While the YBT utilizes slow, controlled movements to assess mobility and stability, previous research indicates that heightened muscular tonicity (abnormal increase in muscle activity) can be a limitation to mobility (Needle et al., 2014; Higashihara et al., 2019; Satkunskiene et al., 2020). The non-injured subjects in this study started the competitive season (PRE) with bilateral NANT reach limitations and a heightened injury predisposition that worsened PRE:MID and were restored MID:POST season. The results MID & POST occurred despite >24 h of rest prior to MID and a 11-day recovery prior to POST testing. While peripheral neural function including muscle electrical activity (EMG) was not measured in this study, non-injured players that have compromised lower extremity mechanical function while maintaining MVP is suggestive of neuromuscular tone dysfunction that can perpetuate injury (Needle et al., 2014; Higashihara et al., 2019; Satkunskiene et al., 2020). Acknowledging that strength is a necessary component of stability (Needle et al., 2014; Stiffler et al., 2017), our population maintained peak power suggesting strength was not a limitation. Nevertheless, specific aspects of the YBT, namely NCOMP/NANT reach distance and symmetry should be monitored regularly as chronic training clearly affects neuromuscular function, particularly during periods of high training stress to help mitigate injury risk (Bengtsson et al., 2013; Silva et al., 2016; Satkunskiene et al., 2020).

Additional metrics of the YBT included LLSYM that was previously identified as an injury risk indicator (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017). This study evaluated the chronic nature of competitive season stress with >24 h of rest which found no significant LLSYM changes. NCOMP and NANT metrics rather than pelvic dysfunction may be more sensitive indicators of chronic stress in collegiate female soccer players. However, past research has demonstrated that LLSYM and therefore pelvic symmetry dysfunction does occur in collegiate athletes (Giles et al., 2017). Notably, the effects of chronic training stress has been shown to reside for weeks after training cessation (Nédélec et al., 2012; Silva et al., 2016) despite reductions in training volume and intensity. However, pelvic dysfunction (LLSYM) has been previously shown to diminish in collegiate female soccer players with extended rest (9 weeks of recovery) (Giles et al., 2017). The residual effects of extended high-volume high-intensity training inherent to the competitive season has lasting effects on neuromuscular function that are best mitigated through adequate rest. While athletes' rest is regulated throughout the competitive season, suitable transition period management as well as pre-season preparation (Silva et al., 2016) is necessary to mitigate non-contact soft tissue injury (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017; Higashihara et al., 2019).

Postural degradation has been shown to occur in heathy populations due to neuromuscular dysfunction (Masi and Hannon, 2008; Needle et al., 2014; Stecco et al., 2014; Higashihara et al., 2019) that contribute to injury (Plisky et al., 2006; Gonell et al., 2015; Stiffler et al., 2017; Higashihara et al., 2019). Our population consisted of uninjured healthy athletes with no apparent joint or mechanical dysfunction preventing testing. Therefore, alterations in neuromuscular function that manifest as a result of accumulated competitive season stress may explain degradation in mobility and stability (Plisky et al., 2006; Masi and Hannon, 2008; Brazier et al., 2019; Higashihara et al., 2019) while absent of power deficiencies that are necessary to perform. It is important to note that multiple systems contribute to stability, some of which were not tested. However apparent this limitation is, the fact remains that accumulated training stress (Jones et al., 2017; Dubois et al., 2018; Walker et al., 2019) has been shown to effect stability and mobility across the competitive season which should be further investigated with more stringent laboratory methodologies. Additional considerations are that bilateral movements such as running rely on reciprocal contributions of both limbs and are suggestive of normal function and therefore maintenance of performance. However, unilateral stability/mobility testing can expose masked neuromuscular dysfunction that can lead to limitations in joint stability and thus range of motion (Plisky et al., 2006) that promote injury risk. Therefore, the sensitivity of the YBT may be more relevant to evaluate changes in neuromuscular function rather than performance measures. Furthermore, the applied nature and objectivity along with the low cost and portability make the YBT a relevant objective field test for practitioners.



CONCLUSION

The accumulation of competitive season training stress was shown to affect neuromuscular function after 6 weeks and persist despite rest by impacting unilateral lower extremity stability. The NCOMP and NANT limitations observed are indictive of altered neuromuscular stability function and are more sensitive to the effects of accumulated training stress rather than power-based measures. Normalized composite scores measure anterior, posteriorlateral, and posteriormedial reach and are indicators of mobility/stability while anterior reach considers ankle dorsiflexion. The YBT through single limb loading stresses unilateral neuromechanical coordinated movement of the lower extremity exposing motor control deficiencies that limit range of motion. Throughout the competitive season, increased passive muscle tone may be the cause of the observed decrement in NANT/NCOMP reach paired with asymmetries within our population. Reach distance was shown to decrease and recover after rest. However, asymmetries persisted despite rest demonstrating the plasticity of accumulative competition training stress on neuromuscular function with recovery predisposing healthy, uninjured athletes to 6.5-fold greater injury risk. Furthermore, the degradation in postural control while maintaining maximal power can in turn lead to greater injury predisposition throughout the competitive season. These findings suggest that training stress over time absent adequate rest can negatively impact neuromuscular function and increase lower extremity injury risk due to less compliant tissues (elevated passive muscle tone). In summary, left and right NCOMP/NANT asymmetries and reach distances should be considered and monitored regularly when evaluating the impact of competitive season training stress as a means to reduce injury risk.
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Aim: The present work proposes the study of the neuromotor activity of the masseter-jaw-tongue articulation during diadochokinetic exercising to establish functional statistical relationships between surface Electromyography (sEMG), 3D Accelerometry (3DAcc), and acoustic features extracted from the speech signal, with the aim of characterizing Hypokinetic Dysarthria (HD). A database of multi-trait signals of recordings from an age-matched control and PD participants are used in the experimental study.

Hypothesis: The main assumption is that information between sEMG and 3D acceleration, and acoustic features may be quantified using linear regression methods.

Methods: Recordings from a cohort of eight age-matched control participants (4 males, 4 females) and eight PD participants (4 males, 4 females) were collected during the utterance of a diadochokinetic exercise (the fast repetition of diphthong [aI]). The dynamic and acoustic absolute kinematic velocities produced during the exercises were estimated by acoustic filter inversion and numerical integration and differentiation of the speech signal. The amplitude distributions of the absolute kinematic and acoustic velocities (AKV and AFV) are estimated to allow comparisons in terms of Mutual Information.

Results: The regression results show the relationships between sEMG and dynamic and acoustic estimates. The projection methodology may help in understanding the basic neuromotor muscle activity regarding neurodegenerative speech in remote monitoring neuromotor and neurocognitive diseases using speech as the vehicular tool, and in the study of other speech-related disorders. The study also showed strong and significant cross-correlations between articulation kinematics, both for the control and the PD cohorts. The absolute kinematic variables presents an observable difference for the PD participants compared to the control group.

Conclusion: Kinematic distributions derived from acoustic analysis may be useful biomarkers toward characterizing HD in neuromotor disorders providing new insights into PD.

Keywords: speech kinematics, surface electromyography, neuromechanics, hypokinetic dysarthria, neuromotor disorders


INTRODUCTION


Background

Speech production is a dynamic neuromechanical activity which involves cognitive and neuromotor resources of extreme complexity, and which is not yet well understood (Duffy, 2013). The natural way in which it is acquired and used shades the sophisticated processes which are placed into work during its normal expression. Speech is instantiated in the linguistic neuromotor cortex (Demonet et al., 2005), and its execution demands the concourse of cognitive, neuromotor, neuromuscular, and musculoskeletal processes (Duffy, 2013). Through speech, thoughts and emotions are projected to the knowledge of others by cognitive-linguistic messages. These are programmed for their neuromotor expression by the activation, time-alignment and sensorimotor projection, extension, and strength of a large amount of diverse muscles and associated biomechanical structures. The neuromotor areas from the Central Nervous System (CNS), where planning, programming and control is provided are responsible of activating the respiratory, phonatory and articulatory muscular structures innervated by the Peripheral Nervous System (PNS), see Kandel et al. (2013). The resulting speech is a sequence of acoustic interactions between the glottal source signal and the vocal tract cavities, both driven by neuromotor impulses. This imprint conveys the cognitive-linguistic message. The alteration or dysfunction of any key vocal production mechanisms will result in a deficient production of speech known as a speech disorder. Among them, Motor Speech Disorders (MSD) are the result of dysfunctional neurologic structures involved in the planning, sequencing, activating, and monitoring the neuromuscular structures responsible of speech sound production, modulation and projection. One of the most active neuromuscular structures involved in speech production is the masseter-jaw-tongue complex, including part of the facial muscles and tissues attached to the mandible (Duffy, 2013). This structure is responsible for the production of open or closed, and front or back phonations perceptible in vowels and vowel-related sounds (Greenberg, 2004). Specifically, the quasi-steady positioning of this structure (for more than 30–50 ms) gives rise to vowel-like phonations, whereas its rapid movement is responsible for the acoustical representation of many consonant-like sounds. Neuromotor diseases affect the functional operation of this structure, and its central role in speech articulation suggests it could likely reflect key pathological changes reflected the neuromotor behavior. A well-known indicative neuromotor disorder known for its prevalence and social impact is Parkinson’s Disease (PD), also known as shaking palsy. It is a well-known neurodegenerative disorder since it was first described by J. Parkinson (2002). Its etiology is unclear in most of the cases, but evidence is accumulated in the sense that it may be due to different dysfunctions taking place in the fine control of muscular actions in the interplay of the brain subsystems responsible of musculoskeletal control, as the hypothalamus, the cerebellum, the primary and secondary neuromotor control areas, and the frontal lobes (Brown et al., 2009). A compelling and comprehensive overall view is given in Duffy (2013): “The motor system is present at all of the major anatomic levels of the nervous system and is directly responsible for all motor activity involving … to the planning, control, and execution of voluntary movement, including speech.” It is a well-established fact that PD causes considerable alterations in speech and phonation (Ricciardi et al., 2016; Brabenec et al., 2017). Broadly speaking, speech alterations may be classified as dysphonia (on voice production), dysarthria (on speech articulation), dysprosody (on the fundamental frequency sequence), and dysfluency (on the rhythm and speech sequence of intersyllabic and intersegment blocks). These alterations are jointly referred to as Hypokinetic Dysarthria (HD). Harel B. et al. (2004) give a summary of the symptoms associated with HD “Hypokinetic dysarthria, a speech disorder characterized by indistinctness of articulation, weakness of voice, lack of inflection, burst of speech, and hesitations and stoppages, is an integral part of the motoric changes in PD.” In this same sense, there is “compelling evidence to suggest that speech can help quantify not only motor symptoms… but generalized diverse symptoms in PD” (Tsanas, 2012). Godino et al. (2017) stress the fact that “The low levels of dopamine that appear in patients with PD lead to dysfunctions of the basal ganglia… These deficits negatively affect the three main anatomic subsystems involved in the speech production: respiration, phonation and articulation.” A good description of the neuromotor systems involved in speech production, and how they may be affected by neurodegenerative diseases is to be found in Duffy (2013). Therefore, the search of neuromotor degenerative biomarkers in speech is to be concentrated on phonation (study of the glottal signals in terms of distortion and biomechanics), on speech articulation (study of acoustic and biomechanic clues as formants and jaw-tongue kinematics), on the prosodic flow (concentrated in the time evolution of the fundamental frequency and speech energy stability), and on fluency (syllabic and intersyllabic intervals, duration, stability, and fluctuation of the speaking rate). This is well documented in the work of Mekyska et al. (2015). Moreover, speech can be used to investigate the nature and extent of vocal impairment in individuals who are at risk of developing PD and can provide a crucial opportunity to intervene in prodromal stages. For example, we have recently demonstrated some very compelling findings when comparing speech signals between a control group, people diagnosed with Sleep Behavior Disorder (SBD), which is among the strongest known predictors of PD risk, and a PD cohort (Arora et al., 2021). Furthermore, we have demonstrated that we can accurately telemonitor PD symptom severity using speech signals collected over the standard telephone network, thus alleviating the need for frequent physical patient visits to the clinic (Tsanas et al., 2021). The main compelling facts favoring speech-based PD biomarkers are the low cost of the required equipment, smart-phones and tablets being increasingly affordable and generally accessible devices, and the contact-less factor, which is particularly useful to facilitate remote studies. Summarizing, the acoustic markers induced by HD in PD speech allows to conclude that speech analysis might become a non-invasive and cost-effective tool to characterize and monitor PD. The role of speech as a possible biomarker in PD detection is well established in the state of the art research literature, with many studies discussing speech-based PD features sensitive to HD. In the present study the focus is placed on the study of acoustic and biomechanical clues, as formants, and jaw-tongue kinematics.



Previous Work

The number of studies focusing on the field of speech and neurodegenerative disorders has been consistently growing over the last 10–15 years, and for the sake of brevity only the most relevant ones will be mentioned in what follows. Brown et al. (2009) give a good description of the relationship between the premotor and motor cortex areas with speech production. Good descriptions of the neuromotor system of the phonation and articulation including neuromotor to muscular pathways affecting the larynx, pharynx, oral, and nasal cavities may be found in Jürgens (2002). Bourchard et al. (2016) offer a description of the relationship between simultaneously recorded neural activity and the kinematics of the lips, jaw, tongue, and larynx. An interesting review on neurophysiology of language may be found in Demonet et al. (2005). Relevant information on the neuromotor pathways on vocal control can be found in Goodman and Hasson (2017). A classical and detailed biomechanical description of tongue movement control may be found in Sanguinetti et al. (1997). The influence of PD on facial muscle sEMG is given in Wu et al. (2014), and for the articulatory and acoustic changes due to Amyotrophic Lateral Sclerosis (ALS) see Mefferd and Dietrich (2020). Relating acoustic features to articulation gesture the reader may see, Gerard et al. (2006), Buchaillard et al. (2009); Dromey et al. (2013). On diphthong articulation kinematics see Tasko and Greilick (2010); for tongue positioning during vowel articulation in speakers with dysartria see Yunusova et al. (2011); for tongue movements in speakers with ALS see Yunusova et al. (2012). For the use of speech signals from longitudinal assessment of PD we refer to Tsanas et al. (2011) and Tsanas (2012), and the specific ones by Green et al. (2013); Sapir (2014), Mekyska et al. (2015), or Brabenec et al. (2017). On PD and multiple sclerosis see Tjaden et al. (2013), for vowel articulation positions as a marker of neurodegenerative progress see Skodda et al. (2012).



Objectives

The present study builds on previous work to characterize the relationship between acoustic, 3D accelerometry traces, and electromyographical correlates of speech, in relation with the jaw-tongue structure when carrying on diadochokinetic exercises of clinical interest in neuromotor degenerative disorders as PD (Gómez et al., 2019a,b). We have three primary objectives in the study. Firstly, it is focused to evaluate the functional relationship between neuromotor action in the masseter derived from sEMG and 3Dacc with respect to the acoustic outcomes measured by the two first formants on signals produced both by male and female controls and PD participants exercising on a specific voiced diadochokinetic utterance (repeated sequence of [aI], according to the International Phonetic Alphabet, IPA, 2005). It is assumed that cross-correlations between sEMG, 3D acceleration, and acoustic features may help in determining the optimal time-delays to estimate the weights of projection models by linear regression methods. Secondly, we aim to explore the possibility of establishing inverse relationships between acoustic features and neuromotor activity estimated from sEMG measured on the masseter. Thirdly, we aim to establish whether there are notable differences between controls and PD participants in terms of the absolute kinematic behavior derived from the diadochokinetic exercise from the repetition of [aI] to define new HD biomarkers.



MATERIALS AND METHODS


Speech Neuromechanics

Speech is a complex activity which involves the coordinated joint action of respiration, phonation and articulation muscles, controlled by different cranial nerves (V, VII, IX, X, and XII) and phrenic nerves from the spinal cord, which are responsible for producing speech (Duffy, 2013). Motor activity related to speech is expressed by the cortical areas for motor speech planning and programming of the Central Nervous System (CNS) in Brodmann Area 4 (Primary Motor Cortex: PMC) located in the dorsal portion of the frontal lobe (see Figure 1). The programmed activity is transferred to the Peripheral Nervous System (PMS) by connections from the PMC, working in association with other motor areas (premotor cortex, supplementary motor area, posterior parietal cortex, and other subcortical brain regions, which play a role on motor planning and execution). The Upper Motor Neurons (UMNs) are neurons in the PMC, which together with other cortical areas connect with the Lower Motor Neurons (LMNs) in the PMS by the corticobulbar and corticospinal tracts. This is known as the direct pathway. LMNs are alpha-type motor neurons whose axons directly activate the muscles. The LMN and the muscle fibers it activates is known as the Motor Unit (MU). The MUs activating a given muscle, are known as the Final Common Pathways (FCPs). In the case of the masseter (the subject of the present study), the FCPs are grouped in the trigeminal maxillary branch, the third subdivision of the cranial nerve V (V3).
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FIGURE 1. Simplified view of the neural circuits involved in the action of the masseter neuromotor units. PM: Pre-motor Cortex (BA4, Brodmann’s Area 4); UMN, Upper Motor Neuron; BG, Basal Ganglia; TH, Thalamus; CB, Cerebellum; LMN, Lower Motor Neuron; MB, Midbrain; dark blue, direct and final common pathways; light blue, indirect control pathways from CB and BG; green, sensory pathways; purple, inhibitory pathways.


In the case of interest for the present study, the motor end plates of the FCPs innervate the masseter fibers producing the muscle contraction. The masseter activation is induced as well by indirect pathways. The fine control of a muscle movement requires some kind of feedback. This is provided by sensory pathways (in green) consisting in neurons activated by spindles (terminal sensors detecting fiber stretching) attached to the muscles, providing proprioceptive sensing to the LMNs in two ways. A direct feedback loop is provided by inhibitory interneurons (in purple). A more complex feedback loop connects sensor units with the Basal Ganglia (BG) and the Cerebellum (CB). These structures serve feedback information to the motor and frontal cortices, as well as to the LMN (blue lines). The BG control circuit assists the PMC in accurate and fine motor speech programming. The CB control circuit coordinates PMC motor planning from proprioceptive information.

Motor speech disorders are produced by specific problems affecting some of the described direct or indirect pathways of activation, or the muscle fibers. These disorders are commonly referred to as dysarthrias. In the case of PD, the speech disorder is known as HD, related with the pathological behavior of the complex BG control circuit. It will affect any or all the mentioned systems responsible for the neuromechanical control of speech: respiration, phonation, and articulation. The term “hypokinetic” refers to weak small range and rigid movement, giving the impression of flat, soft, and expressionless speech (Duffy, 2013). The activity of the BG control circuit is inhibitory on the PMC areas to modulate cortical activity. An excessive inhibition may result in HD. Most motor problems related with the BG motor circuit have to see with neurotransmitters. Specifically, dopaminergic deficits due to the progressive death of dopaminergic neurons in the substantia nigra pars compacta (located at the MB) are the main reason behind PD neuromotor symptoms: “The substantia nigra is the origin of the nigrostriatal pathway, which travels to various structures within the basal ganglia… The dopamine deficiency in this nigrostriatal pathway and the basal ganglia account for most of the typical features of PD. Once the brain is no longer able to compensate for this dopamine loss, there are a number of effects which can occur. Typical symptoms include muscle rigidity, akinesia, bradykinesia, and tremor…” (Goberman and Coelho, 2002), more specifically “The essential neuropathological changes in PD are a loss of melanine-containing dopaminergic neurons in the substantia nigra pars compacta… This results in a dysfunction of the basal ganglia circuitry, which is an integral part of cortico-basal ganglia-cortical loops that mediate motoric and cognitive functions” (Harel B.T. et al., 2004).

In the present study, a biomechanical system of the jaw-tongue will be used, which may be modeled to estimate the neuromotor behavior of the system, and provide specific markers of proper or improper neuromotor activity. The selection of the masseter as the target muscle obey to the following reasons: it is a powerful muscle developing a strong sEMG when contracting, it is accessible (beneath the caudal section of the cheek), it may modify strongly the oral cavity when contracting or relaxing leaving a clear acoustic signature in formants, and its biomechanical activity is well understood. The study of the masseter neuromechanics is based on the electrical, dynamic, and kinematic activity of the muscle as a functional structure.



A Model Mediating Jaw Kinematics on Acoustic Features

The present study builds on a previous masseter-jaw-tongue biomechanical model (Gómez et al., 2019b), where the active contribution of other muscles (styloglossus, geniohyoid, intrinsic glossal, etc.) has not been taken into account, and the passive contribution of other tissues, as the oro-facial substructures are implicitly included in the inertial moment. The articulation gestures based on the masseter-jaw-tongue structure as considered in the present study are described as follows: the jaw (J) is fixed to the skull bone at fulcrum (F) as in a third-class lever system. The tongue (T) is a complex muscular and vascular structure supported on the jaw and the hyoid bone. Some other extrinsic muscles fix it to the cranial structure (mainly the styloglossus and geniohyoid). These muscles and the tissues surrounding the jaw will be considered part of the lumped equivalent of masses, forces and moments at the reference point of the jaw-tongue system PrJT, defined at {xr,yr}, where forces acting on the system induce movements in the sagittal plane (x: horizontal, or rostral-caudal, y: vertical, or dorsal-ventral); these forces are fm (exerted by the masseter), fsg (by the styloglossus), fgi (by the intrinsic glossus), fh (by the geniohyoid), and fg (gravity). Consequently, the PrJT may be defined as a hypothetical point in the sagittal plane (x: caudal-rostral; y: dorsal-ventral) with static coordinates {xr, yr} where the sum of dynamic and inertial forces is null. The force exerted by the masseter fm will pull up the low mandible acting as a third-order lever with fulcrum at the maxillary attachment (F). In the present study we will not consider extrinsic actions other than by geniohyoid, and by the intrinsic glossus system, therefore, the only forces to be considered contributing to the lever momentum will be fm, fh, and fg. The kinematic displacements experienced by PrJT are given as {ΔxrΔyr}. Lateral movements orthogonal to the sagittal plane are assumed small enough not to be considered (system with only two degrees of freedom). The functioning of the speech articulation neuromotor and biomechanical system is ilustrated Figure 2. Speech articulation is defined by the configuration of the articulation organs, such as the mandible, tongue, lips, and velo-pharyngeal tissues, among others of lesser interest for the present study (Dromey et al., 2013; Cattaneo and Pavesi, 2014; Whitfield and Goberman, 2014). Therefore, vowel articulation has been traditionally described in terms of the open-close gesture (also low-high attending to lower jaw position relative to upper jaw), the front-back gesture, and round-oval configurations (Dromey et al., 2013). These gestures determine certain acoustic features known as formants, which are defined as frequency positions where the harmonic structure of the vowel is especially enhanced, by means of the resonances of the Oro-Naso-Pharyngeal Tract (ONPT, see Figure 2). The open-close gesture, mainly dominated by the jaw, is affecting the first formant F1. Pulling up the jaw by the masseter against gravity (fm−fg) is the dominant gesture in the phonation of high vowels as [i:] and [u:], whereas depressing the jaw under the force of gravity and the geniohyoid muscle action (fh+fg) is the gesture to phonate low vowel as [a:]. The front-back gesture is controlled also by the jaw position, although in high vowels like [i:] and [u:] the tongue position affects mainly the second formant F2 (pushing the tongue forward is the gesture for [i:], pulling it back results in [u:]). Therefore, the articulation gesture of the jaw may be studied to relate articulatory gestures and acoustic features as the first two formants (F1, F2), as proposed in the Articulation Kinematic Model (AKM) shown in Figure 2C. The study is based on the dynamic tracking of the kinematic activity of the jaw-tongue reference point (PrJT) by means of 3D accelerometry (3Dacc).
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FIGURE 2. Fundamentals of the jaw-tongue articulation. (A) Upper pulling (levator active against gravity, depressor inactive) As the jaw is high, the first formant F1 is low. (B) Lower pulling (depressor and gravity active, levator inactive) As the jaw is low the first formant is high. (C) Jaw-Tongue Biomechanical System. The jaw bone is represented in light gray; the tongue structure is represented in light orange. The point PrJT given by {xr, yr} is the reference point of the biomechanical system. HT, Hypothalamus; fm, force exerted by the masseter; fg, gravity force; fh, force exerted by the geniohyoid; F, attach joint of the jaw to the skull; H, hyoid bone; T, tongue (in orange); J, jaw (in gray).


The articulation dynamics foresees that the resonant properties of the ONPT will change in time regarding the position of the PrJT under the action of the forces mentioned, modifying, and producing dynamic changes in the first two formants{F1, F2}. From the perspective of speech production, the general problem of acoustic to articulatory inversion may be presented in general terms as the mapping A(s) = F (Ouni and Laprie, 2005), where s is the articulatory vector which presents the general shape of the vocal tract at a specific time instant for instance, the k parameters of an articulatory synthesis model, and F is the acoustics vector (typically the first m formants). A: s→g is a non-linear many-to-one mapping transforming the articulatory feature space s to the acoustic feature space g. In this sense, the inverse mapping presents several important problems: on the one hand the mapping A is non-linear, on the other hand, it is a many-to-one (Qin and Carreira-Perpiñán, 2007). Besides, g is an approximation to the values of the true resonances of the vocal tract, obtained usually from Linear Prediction Inverse Filtering (LPIF), and therefore, subject to strong assumptions on the representation of the real oro-naso-pharyngeal tract (ONPT) by a concatenation of rigid-wall cylindrical-tube sections on a straightened medial axis, the number of sections, depending on the sampling rate and the order of the LPIF (Deller et al., 1993). On the other hand, the feature vector s will depend on the specific generative model used. In many studies the seven following features are used: jaw position (high-low), tongue dorsum position (backward-forward), tongue dorsum shape (rounded-unrounded), tongue tip shape (up-down), lip height (open-close), lip protrusion (forward-backward), and larynx height (high-low). The solutions proposed are based on reproducing a reduced articulatory feature space s which may generate an approximation to the acoustic feature vector g, following an optimization process reducing the cost function | g-g| to a minimum value. Several approaches are used such as codebook-based inversion, articulatory modeling, articulatory modeling, and statistical mapping (Sivaraman et al., 2019). The present study proposes a mapping model which is a simplification of the general one following several important assumptions:

• Only the vertical and horizontal components of the jaw-tongue position (high-low) are considered from the set of articulatory features s. These features are estimated using a 3D accelerometer fixed to the participant’s chin. A transformation of coordinates from the 3D accelerometer to absolute ones in the sagittal plane is used (rotation and projection).

• The set of acoustic features is reduced to the first two formants F1 and F2.

• A kinematic-acoustic variable estimated from formant acoustics (AFV).

• A kinematic-dynamic variable estimated from jaw kinematics (AKV).

• A non-linear model projecting acoustic features to a kinematic-acoustic variable is proposed

• A linear model mapping acoustic features to dynamic variables is proposed.

Having these assumptions in mind, the present study is focused on the evaluation of a linear model on data produced by control and PD participants in the fast and repeated utterance of the diphthong [aI]. The reasons for selecting such a diadochokinetic exercise are that, on the one hand this pattern ensures that the jaw-tongue system moves through a range where linearity governs the link between articulation and sound features “For /aI/ the strength of the acoustic-kinematic association was robust across movements that differed in duration or displacements” (Dromey et al., 2013). On the other hand, this exercise is mainly governed by the dynamic activity of the masseter, a very accessible facial muscle producing good sEMG recordings. Another important fact is that this exercise does not involve lip protrusion or rounding changes (Dromey et al., 2013). Therefore, the association between the jaw-tongue reference point movement may be associated with the first two formants in a one-to-one mapping. The complementary use of a 3D accelerometer on the jaw helps in providing a second assessment method to avail this association by an alternative acoustic-to-dynamic mapping.

The proposed model for projecting articulation kinematics to changes of the first two formants F1 and F2 can be described as:
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where {aij} are the parameters relating the dynamic changes of the formant values with the oscillations of the PrJT. The utility of these relations is conditioned by the possibility of estimating the set of parameters {aij} from the signals produced by a 3D accelerometer fixed on the chin of a participant under test, as shown in Figure 2C. The accelerometer reference axes are the chin-normal (xa) and tangential (ya), which will be changing following jaw displacements. The accelerometry signals may be transformed to the reference coordinates {xr, yr} by means of a rotation in terms of ϑ, the angle between the axes xa and xr. The set of parameters {aij} relating acoustic features and articulation dynamics may be estimated by regression-based methods using specific repetitive diadochokinetic exercises, such as the repetition of the gliding sequence […aIa…] as it will be shown in what follows. Assuming that (1) is time-invariant and invertible we would have:
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where {wij} are the coefficients of the transference matrix inverse W = A–1:
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With these expressions in mind it will be possible to define the Absolute Formant Velocity (AFV) of the reference point (PrJT) as:
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where H1, H2 and H12 are quadratic forms of {wij} (see Gómez et al., 2019b). Reliable estimates for {wij} may be obtained from articulations involving changes in the positions of the reference point showing predictable dynamic changes, as in this and other diadochokinetic exercises. The AFV may be estimated in the following steps:

• Speech s(t) is sampled at 50 kHz and 16 bits, down-sampled to 8 kHz and inverse filtered (Alku et al., 2019) to obtain a K-th order adaptive prediction vector {bi} representing the inverse vocal tract.

• The first two formants F1 and F2 are estimated by detecting the zeros of B(z) in the complex plane:
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τ being the sampling rate in the time domain.

Similarly, an Absolute Kinematic Velocity (AKV) of the reference point may be derived from the normal and tangential acceleration components on the sagittal plane {aXa(t), aYa(t)} measured directly by the 3D accelerometer as:
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where {axd(t), ayd(t)} are the acceleration components in the sagittal plane rotated from the measurements recorded on the native accelerometer axes {aXa(t), aYa(t)}.

The estimation procedure of the AKV would involve the following steps:

• The acceleration component means {âXa(t,W), âYa(t,W)} are used to estimate the 3D accelerometer angle ϑ on short time windows (W) to preserve time invariance. The acceleration components are rotated to the reference axes to produce {axd(t), ayd(t)}.

• Rotated acceleration components are used to estimate the AKV following (6).



Distributions of Absolute Velocity Values

The probability distributions of both AFV and AKV from (4) and (6) are very relevant statistical descriptors of articulation kinematics. They can be directly estimated from their normalized amplitude histograms over bins between 0 and 20 (cm.s–1) as:

• The speech signal is low-pass filtered to 4 kHz (antialiasing) and downsampled to 8 kHz. The 3D acceleration signals are low-pass filtered to 250 Hz and downsampled to 500 Hz.

• The first two formants are estimated every 2 ms on short time windows of 64 ms, equivalent to 512 samples with an overlap of 97% (62/64).

• The weights {wij} are estimated from linear regression between dynamic displacements {Δxr, Δyr} and formant deviations {ΔF1, ΔF2}. The quadratic coefficients H1, H2, and H12 are calculated from {wij}.

• The AFV (| vf(t)|) is estimated from (4).

• The accelerations {axd(t), ayd(t)} are obtained by rotating the signals recorded by the 3D accelerometer downsampled to 500 Hz and integrated numerically. Detrend filtering must be used to avoid integration drifts.

• The AKV (| vd(t)|) is estimated from (6).

• An N-bin histogram of counts by amplitudes is built from each participant’s AFV and AKV. The interval covered for speeds is [0, | vr| max], with | vr| max = 20 cm.s–1, and N = 100, therefore each bin size is Δbk = [| vr| max/N] = 0.2 cm.s–1 wide.

• The following histogram of counts is built for each bin bk = k•Δbk:

if bk–1 ≤ | vr(t)| < bk then ck = ck+1

ck being the number of counts for bin bk.

• Count histograms ck (0 ≤ k ≤ N) are normalized to their total number of counts CT = Σbk (0 ≤ k ≤ N), therefore they could be considered estimators of probability density functions pk = ck/CT.

Thence p(| vrk|) = pk will be an estimate of the AFV and AKV probability density functions. It has been proven that this feature is relevant in separating dysarthric from normative speech (Gómez et al., 2017).



Entropy-Based Detection

The AFV and AKV distribution show a two-degrees of freedom χ2 behavior, therefore they are an estimation of the speaker’s jaw mobility in terms of similarity with a certain “articulation temperature.” The probability distributions may be used to estimate the divergence between utterances from different speakers in terms of entropy based metrics (Cover and Thomas, 2006) between two probability distributions (i, j) in terms Jensen-Shannon’s Divergence (JSD) as:
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where pi(vr) and pj(vr) are two distributions (either AFV or AKV) from two different participants, and DKL is Kullback-Leibler’s Divergence (Cover and Thomas, 2006):
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The main advantage of JSD is that it is bounded and symmetrical (DJSij = DJSji). The AFV and AKV estimates from (4) and (6) and their normalized histograms were evaluated as described before. Two sets of distributions were produced, respectively, for the control participants (CP: pCP) and the PD participants (PD: pPP}. The average of the pCP distributions was used as the control reference:
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where kC is the number of participants in the CP set separately for AFV and for AKV. The JSD between each participant in the sets CP and PD was estimated with respect to the average pCP. Therefore, the divergences used in the present study are:
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where the suffixes f and d specify JSDs estimated from AFV or AKV, respectively.



Masseter sEMG

The selection of the masseter as the reference muscle in studying the relationship of neuromotor activity and acoustic speech dynamics is based on the following reasons:

• The masseter changes the position of the jaw-tongue structure toward high and slightly forward positions when activated. Correspondingly, the vocal tract is modified from low-mid to high-front vocal resonances (Dromey et al., 2013). The relationship between neuromuscular action and acoustics seems to be quite direct.

• The masseter is a powerful muscle, its neuromotor activity induces strong sEMG signals on the back lower part of the cheek. Signal recording is feasible and very productive.

• The neuromotor pathways from the midbrain to the masseter are short and fast, the delays due to impulse propagation on the neural pathways, and the motor unit action potentials are small. This allows producing faster oscillation movements than other larger and more distant muscles, extending the high frequency limits of voluntary and involuntary tremor.

The procedure to record sEMG activity on the masseter is represented in Figure 3 following the works of De Luca (1997) and Castroflorio et al. (2005).
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FIGURE 3. sEMG production and recording model. The two active electrodes are fixed at both ends of the masseter muscle, on the skin, capturing a signal which is the additive composition of the Motor Unit Action Potentials (MUAPs) traveling along the muscle fibers. A ground electrode fixed at the forehead serves as a reference point. The equipment used in the recordings is a WiFi-connected electrode terminal unit which communicates the signals on a wireless link to a Biopac M150 recording system.


The sEMG signal recorded is related with the summation of the MUAPs traveling along the muscle fibers on the muscle cell membranes as described in Martínez-Valdés et al. (2017):
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where sEMG(n) is the recorded sEMG signal, H(k) is a transfer weight having into account skin and fat conductivity and time propagation effects, sMUAP(n) are the MUAPs traveling along the muscle fibers, e(n) is the recording noise, and n is the time index (Farina and Merletti, 2001; Teklemariam et al., 2016). Concerning the dynamic action exerted by the muscle during activation it will be assumed that the force exerted by the muscle in the upper vertical direction fm(t) is a correlate of the sEMG recorded on the bulk of the masseter sm(t) (Roark et al., 2002; Lee, 2010) and therefore, it may be expressed as the joint action of these individual actions, therefore:
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where Jm is the mioelectric proportionality parameter when small oscillations are assumed, Tm is the angular neuromotor torque, lm is the effective jaw arm length (considering the jaw-tongue system as a lumped load), ϑ is the rotation angle (Hogan, 1984) and rm(t) is the integral of the rectified sEMG on the masseter. The sEMG is low-pass filtered at 250 Hz and downsampled to 500 Hz. Its rectified value is numerically integrated following (12). Detrending filtering must be used to avoid integration drifts. The reason behind force being related to the integral of the rectified sEMG, and not to sEMG, has to see with the way in which sEMG is recorded, using pairs of electrodes symmetrically placed at both sides of the neuromotor innervation zone on the muscle (see Figure 3), as suggested by the experts (De Luca, 1997; De Luca et al., 2010). The integral of the rectified sEMG will be referred in the sequel as the Electromyographic Correlate of the Masseter Force (ECMF).



Linear Regression-Based Statistical Mapping

The present study is intended to link the masseter neuromotor activity (estimated from the sEMG signal) with jaw-tongue kinematics (estimated from 3D accelerometry) and acoustic dynamics (estimated from the first two formants of voice). Cross-correlation (time lag correlation) is used to estimate the optimum time-lag alignment between two signals, determined by the maximum absolute values of Pearson’s correlation coefficients. Linear regression between the aligned signals is used to estimate the weights of the corresponding projection model. Cross-correlation methods have been already used in acoustic-kinematic mapping are standard procedures (see Ouni and Laprie, 2005; Dromey et al., 2013; Mitra et al., 2017; Sivaraman et al., 2019). The aim of the present study is based on the inherent relationship between the masseter activity and jaw movement, to show that the front-to-end causality chain from Neuromotor Activity → Masseter sEMG → Vertical Force → Vertical Position → {ΔF1, ΔF2} may be quantitatively described by a simple model, and that the model parameters might be estimated in a first approximation by linear methods. Having in mind that the force exerted by the masseter could not be inferred directly, the present study opens the possibility of making this estimation possible relating acoustic features with neuromotor activity in an inverse relationship, using speech, sEMG and 3D accelerometry.

The methodology used is based on linear regression and cross-correlation on the mentioned signals and estimates, as represented in Figure 4.


[image: image]

FIGURE 4. Systemic view of the study. The neuromotor activity induced in the masseter sNA(n) produces accelerations in the horizontal and vertical directions of the jaw-tongue structure on the sagittal plane [acx(n) and acy(n)] which may be directly estimated from the 3D accelerometer. The dynamic action on this structure changes the configuration of the ONPT, and its filtering function FONPT(z). The radiated speech signal sr(n) is the result of filtering the glottal excitation ug(n) by the ONPT. The inverse filtering of speech reconstructs the inverse transfer function HLP(z), which is used to determine the first two formants F1(n) and F2(n). The dynamic behavior of the first two formants is used to indirectly estimate the correlates of the horizontal and vertical accelerations in the sagittal plane afx(n) and afy(n). Cross-correlation between dynamic and acoustic estimations of acceleration and force from sEMG measurements is used to optimally align formants and accelerations. Linear regression between dynamic and acoustic variables is used to estimate the model weights.


The systemic approach is intended to establish the strength of the relationships in the cause-effect chain expressed by the following links: Neuromotor Activity → Masseter sEMG → Vertical Force → Vertical Position → {ΔF1, ΔF2}. In this problem sNA is the ground truth (not directly observable), sEMG is its observable correlate, and acx and acy are the observable dynamic correlates. The estimates of the acoustic accelerations afx and afy help in establishing a validation for the indirect estimation of kinematic variables directly from acoustics. These kinematic variables would allow estimating the neuromotor activity directly from acoustics using speech recordings from remote devices (Palacios et al., 2020).



Materials

Eight volunteering speakers (four males and four females) were recruited among PD participants from the APARKAM association of Alcorcón and Leganés, two cities in the southwest of the community of Madrid, Spain. The inclusion criteria were non having had a diagnosis of any laryngeal pathology, being in H&Y stage 2, and non-smokers. Another set of eight participants of both genders with not known laryngeal or neurological pathologies in a similar age range were selected to serve as controls. Their biometrical description is given in Table 1.


TABLE 1. Participants’ biometrical data.

[image: Table 1]The study was approved by the Ethical Committee of Universidad Politécnica de Madrid, and the participants signed an informed consent. The experimentation protocols were aligned with the Declaration of Helsinki. The data recording protocol consisted in the synchronous and simultaneous recording of voice, 3D accelerometry and sEMG as shown in Figure 5.
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FIGURE 5. Data recording from a normative male participant: a) the sEMG on the masseter muscle is taken by white and red contact electrodes on the masseter and a reference electrode (black) on the forefront; b) the 3D acceleration is acquired by a 3D accelerometer attached to the chin; the speech signal by a clip wireless cardioid microphone on the chest at 25 cm from the mouth. Jaw-fixed accelerometers are to be used only during signal recording to establish and validate a hands-off acoustic to kinematic projection model, to ultimate use only acoustic signals for at-home monitoring, producing indirect estimations of the neuromotor kinematic characteristics of the participant using the projection model resulting from the study. The participant consented the publication of this anonymized picture.


The speech samples were recorded at 50 kHz with16 bits resolution on a MOTU Traveler sound card by a wireless link, using a clip cardioid microphone (Audio Technica) at the speech therapist studio. No special soundproofing room was required due to the short distance to the microphone and its high directionality. The samples from the sEMG and the 3Dacc were recorded at 2.5 kHz. The five signal channels were acquired and digitized by a Biopac M150.



RESULTS

The methodology described refers to concurrent recording of speech, sEMG and 3D accelerometry. The results presented here refer to the use of rotated vertical accelerometry only with respect to the first and second formant oscillations. As an example, the corresponding records for the male participant CMa when executing the diadochokinetic exercise of repeating [..aI..] are shown in Figure 6.


[image: image]

FIGURE 6. Example recordings when uttering the repetition of […aI…] by a control participant (CMa): (A) the sEMG on the masseter muscle; (B) the ECMF; (C) acceleration on the vertical axis (sagittal plane); (D) speech signal; (E) first two formant oscillations (unbiased). Where (*) stands for the multiplication operation.


The ECMF, the rotated vertical acceleration (dynamic) and the vertical acceleration estimated from the first two formants (acoustic) are shown in detail in Figure 7.


[image: image]

FIGURE 7. Dynamic signals after processing recordings from the control participant CMa when uttering the repetition of […aI…]: (A) ECMF (proportional to the force exerted by the muscle); (B) acceleration on the vertical axis after rotation (sagittal plane); (C) vertical acceleration estimated from the first two unbiased formants.


The relationship between the vertical displacement Δy and the formant oscillations ΔF1 and ΔF2 may be studied using linear regression on the respective signals. The results are presented in Figure 8.
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FIGURE 8. Regression plots between the vertical displacement estimated from accelerometry (Δy) and the first two formant unbiased oscillations: (A) relative to ΔF1; (B) relative to ΔF2.


Other aspects of interest are the relationships between the ECMF and the vertical rotated accelerations measured by the accelerometer (dynamic) and estimated from formants (acoustic). As the relationship between these two variables is also of interest for the study the results are presented in Figure 9.


[image: image]

FIGURE 9. Regression results between the ECMF and the estimated accelerations (dynamical and acoustical) from the participant CMa: (A) regression plot between the vertical dynamic acceleration (Ayd) and the ECMF; (B) regression plot between the vertical acoustic acceleration (Ayf) and the ECMF; (C) regression between the vertical dynamic and acoustic accelerations.


The results of similar evaluations for each participant in the study are given in Table 2 for comparative purposes.


TABLE 2. Linear regression results.

[image: Table 2]As HD is a manifestation of the neuromotor failure in responding to rapid movements, the concepts of absolute velocity defined in (4) and (6) may help in evaluating and quantifying this manifestation. The AKVs and AFVs from a control and a PD participant are represented in Figure 10.
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FIGURE 10. Absolute Kinematic and Formant Velocities (AKV and AFV): (A) AKV from participant CMa; (B) AFV from participant CMa; (C) AKV from participant PMa; (D) AFV from the PD participant PMa. In each plot the subplot (a) represents the horizontal and vertical velocities or the corresponding formant derivatives in the time domain. The subplot (b) represents the instantaneous value of the absolute velocity. The subplot (c) gives the density distribution (in blue) and the accumulated distribution (in red). The range of the common scale of velocities goes from 0 to 20 cm.s− 1.


The JSD of each participant with respect to the average distribution of the control participants pCP defined in (9) to explain individual kinematics with respect to a common reference is given in Table 3.


TABLE 3. Results from JSD comparisons on the AKV and AFV distributions.

[image: Table 3]The results from the PD cohort are compared with the ones from the control participants using three types of tests: Student’s t-test, Kolmogorov-Smirnov (KS) and Mann-Whitney (MW). Previously, the results from each cohort have been tested for normality using the Lilliefors test. The normality hypothesis was not rejected for any of the cohorts (controls and PD). The results of the three tests are given at the bottom of the table. In this case, t-test and KS test rejected the null hypothesis of same means under a 0.05 significance level. MW test also rejected the null hypothesis of equal distributions from both cohort results under a 0.05 significance level.



DISCUSSION

Starting with the recordings from the example presented in Figure 6 it may be seen that the sEMG shows spike-like bursts which correspond to muscle contractions during the articulation movements produced to utter the diadichokinetic exercise (a). The placement of the electrodes is of crucial importance, as well as cleaning the skin with deionized water or a soft de-makeup napkin prior to electrode placement. The ECMF, shown in (b) is well aligned with the rotated vertical acceleration given in (c). Both signals show similar oscillations, which presents narrow peaks, possibly due to the antagonist action of the geniohyoid muscle. The speech envelope (d) shows a larger intensity when the vocal opening is larger (lower sounds when the articulation moves to [a]) as the release of acoustic energy is larger during these intervals. It must be mentioned that formants do not arrive to extreme positions on the vowel triangle (→[a] and →[I]), swinging instead between a low and a high vowel, which can be described phonetically as [æ→I→æ]. In (e) the first two formants (in blue and red) show a counter-phase oscillation, which is delay-aligned with the acceleration. Similar plots were also produced from each participant.

Regarding Figure 7, it may be seen that the rotated vertical acceleration as measured by the accelerometer (b) shows a sharper behavior during vertical pull-ups when compared to the ECMF (a), although their positive peaks are well aligned. This may be due to the action of the antagonist muscles (mainly the geniohyoid), which apparently retain the vertical movement up to a point where they suspend the retention and a sharp vertical peak is released. The acoustical vertical acceleration (c) shows a smoother behavior, and although it is also aligned with (a) and (b) a small delay may be observed in the acoustical acceleration, due to the inertial response of the positioning of the jaw, which conditions the establishment of formants within some delay. An added factor to explain this delay is the time required for the acoustic wave to produce the sustained standing waves in the ONPT which are responsible of formants. These delays can be inferred from the regression study shown in Figure 9.

The results of applying linear regression are given in Figure 8, showing that the influence of the vertical displacement affects more the second formant than the first one (an oscillation of 2 mm produces a formant swing of almost 100 Hz on F1, and about 200 Hz in F2, peak-to-peak). The effect is reversed on each formant: whereas positive displacements in the vertical axis result in negative displacements on F1, they induce a rise on F2, as expected from the description given in Figures 2A,B). The correlation coefficients (Pearson and Spearman) are both large and significant. The delays suggest that the formants react to the vertical displacement with a delay between 14 and 18 ms. This delay is due to the inertial moment of the jaw-tongue structure, and to the time required for the formants to emerge acoustically as standing waves within the acoustical structures, a factor which is also regulated by the quality factors of the resonances, and ultimately on the energy losses caused by viscoelastic factors on the biological tissues, an interesting problem which would deserve further study.

Regarding the regression results shown in Figure 9 between the ECMF and vertical acceleration Ayd measured from the accelerometer (a: dynamical) and Ayf from the indirect estimation on the first two formants (b: acoustical) it may be seen that there is a direct regression in both cases, showing large and significant correlation coefficients (Pearson). Nevertheless, the dynamical acceleration shows a small delay with respect to the ECMF (2 ms, which corresponds to a single sample interval at an effective sample frequency of 500 Hz). On its turn, the delay between the acoustical acceleration Ayf and the ECMF is of 32 ms. When checking the correlation between the dynamical and the acoustical acceleration estimates, a delay of 28 ms is observed in the second one with respect to the first one. The disagreement when considering the delays of both signals in regard to the ECMF is of 4 ms (2 sampling intervals at 500 ms), which could be attributed to small signal misalignment errors.

An exhaustive examination of the results presented in Table 2 shows some interesting observations. For instance, the regression between the vertical displacement and the first formant oscillations (r21) is the largest in absolute value for CMb, whereas PFb shows the smallest one. No significant difference is appreciated between control and PD participants in this respect. The gain factor a21 is the largest for PMb, whereas for CMa it is the smallest. In this case, this factor is significantly largest for PD participants than for controls, a fact that would require further study. The regression between the vertical displacement and the second formant oscillations (r22) is the largest for CFa, and the smallest for PFb. No significant differences were found between control and PD participants. The smallest oscillation gain (a22) was found for CFd, and the largest for PMb. In this case the estimations from controls and PD participants were also significant. The regression between ECMF and the dynamic vertical acceleration (rsd) showed the largest value for PFc, and the smallest for PMb. No significant differences were observed between the two datasets. The oscillation gain (wsd) produced rather disperse estimations in this case, the largest value is observed for CMc and the lowest for PFa. The regression results between ECMF and the vertical acoustic acceleration (rsf) show the largest value for PFa, and the smallest one for PMb (negative in this case, a counter-intuitive result, possibly due to an inefficient small amplitude recording due to low conductance, this fact requiring a further study). No significant differences were found between the two datasets. The oscillation gain (wsf) showed again a strong dispersion, and the singularity of PMb producing a large and negative value again. This dispersion in the values of wsd and wsf may be related with a less efficient recording of the sEMG in some cases, due to skin and fat conductance, as well as electrode placement. On its turn, the correlation between vertical dynamic and acoustic accelerations (rdf) showed large values, the difference between the largest (CMb) and the smallest (PFb) being relatively small. No significant differences were observed between the two datasets. Finally, the gain factor between both accelerations (wdf) showed the largest and lowest values for PMd and PFb. In this case, a significant difference was observed.

The results presented in Figure 10 show that the distributions corresponding to the control participant extend to higher values of the absolute velocity (5–6 cm.s–1) than the values from the PD participant, which barely extend to 3 cm.s–1 (AKV) and do not surpass 1.5 cm.s–1 (AFV). This may be an indication of hypokinetic behavior, compatible with HD. This same situation was present in all the PD participants tested, as showed in the results found in Table 3. The statistical relevance of this different behavior has been assessed by three statistical tests: t-test, Kolmogorov-Smirnov and Mann-Whitney. The rejection of the null hypothesis of equality of distributions may be interpreted in the sense that the sets of JSD from the control and PD participants come from different distributions and are separable based on the value of their respective JSDs. Therefore, the p-values of the tests avail a statistical differentiation between controls and patients using JSDs estimated from AKV (dynamic) as well as from AFV (acoustic).

As a general summary it may be said that the correlation studies on sEMG relative to Ayd and Ayf presented relevant results both for control and PD participants, which means that the disease in itself is not a differentiation factor regarding the association of myoelectric, dynamic, and acoustic signals, allowing to build chain models to infer the neuromotor activity in the masseter exclusively from acoustic estimates, therefore the assignment from acoustics to neuromotor (the objective of the present work) will work equivalently for both groups, allowing the design and use of an inverse model to project acoustic estimates to neuromotor ones.

Regarding the statistical tests reported on Table 3, a clear different behavior may be appreciated in the PD dataset with respect to the control dataset, as the JSDs of the PD dataset are larger to the average control distributions. The smallest JSDs are found in the control dataset, whereas the largest ones are found in the PD dataset. It may be seen also that the tests reject the null hypothesis of equal distributions between the control and PD participants’ JSDs either estimated from dynamics (AKV) or from acoustics (AFV) under a 0.05 significance level. The differentiation between both groups is of most interest to assess HD by telemonitoring devices recording speech remotely. The validation of this possibility has been already studied using acoustic estimates only (Gómez et al., 2017, 2019a), but a wider study using both methods and ECMF is still pending.

The cross-correlation between the ECMF and the kinematic variables estimated also the delays for signal alignment. The following causes have been determined to explain the delays: the inertial dynamic behavior of the jaw-tongue structure, included in numerical integration (delay); the acoustic kinematic estimation, included in numerical differentiation (anticipation), and the most plausible hypothesis, yet to be tested, which would have to see with the time required for the standing waves in the resonances of the ONPT to attain enough intensity to create an emerging formant, and this process would have to see with the quality factor involved in the equivalent generating resonances, ultimately linked to the losses in the ONPT tissue walls (assumed to be rigid and non-viscous). This hypothesis may be checked tracking the pole positions after each time step (2 ms in the present study).

Apparently, the projection model for PD and control participants does not reveal strong differences as far as regression results show. On the contrary, the differentiation between both datasets is relevant in terms of absolute dynamic and acoustic kinematics. This observation must be taken with some precaution, given the important weaknesses and limitations affecting the study, among them the low number of participants studied, although a steady recruitment process is ongoing facing future studies. A non-deniable factor to be taken into account is the potential HD due to aging in the control group, as a confounding factor regarding neuromotor degeneration by disease. Another important limitation is that the low number of participants per gender did not allow a gender-separated study.

Another possible limiting fact is that all PD participants that have been recruited in the study were H&Y stage 2 and hence the generalization of our findings for different PD stages need to be evaluated in a follow-up study. This was a pragmatic constraint mandated by practical challenges in the recruitment. The study was conducted on members of PD associations in the southwest area of Madrid. These participants had been diagnosed and followed by the public healthcare system and accepted willingly and enthusiastically participating. However, for ethical reasons we could not test them in the OFF state. Therefore, participants in an early H&Y stage 1 did not manifest motor problems associated to speech quite clearly, and most of the recordings were not valid. On the other hand, participants in more advanced PD (above state 2) suffered from other co-morbidities, ad it was challenging to recruit them for the needs of the study. Besides, we observed on the available participants in H&Y stage 3, that the recording session, although not lasting more than 25–30 min for a control participant, was for them an exhausting task. Indeed, most of the time was spent in the preparation of the face skin, fixing electrodes, accelerometer, and microphone. Recordings which would typically last 5–10 min for a control participant, almost doubled in these cases, due to misunderstanding of instructions, repetitions, and participants’ fatigue.

The effects of choosing PD participants in H&Y stage 2 only, could be assessed observing if the estimations of each feature listed in Table 2 differed significantly between HC and PD participants. If both distributions did not differ significantly between HC and PD participants in H&Y 2, possibly it could be expected that distributions from PD participants in H&Y < 2 would not differ significantly as well. Extrapolating this observation to PD participants in H&Y > 2 is not possible considering the data available right now. The comparisons have been done using three statistical tests on the null hypothesis of equal distributions: a parametric t-test, and two non-parametric ones, Kolmogorov-Smirnov (KS), and Mann-Whitney (MW) on the correlation and model projection coefficients given in Table 2 (10 features, one per row). We adjusted the significance level of 0.05 per each feature accordingly to Holm-Bonferroni’s correction (Holm, 1979). The adjusted significance levels per feature (in parenthesis) were 0.0050 (1), 0.0056 (2), 0.0063 (3), 0.0071 (4), 0.0083 (5), 0.0100 (6), 0.0125 (7), 0.0167 (8), 0.0250 (9), 0.0500 (10). The sorted p-values per row (in parenthesis) were 0.0017 (4), 0.0064 (2), 0.1790 (8), 0.1966 (3), 0.4386 (10), 0.4881 (6), 0.5901 (7), 0.7176 (1), 0.7263 (5), 0.7832 (9). Therefore, the null hypothesis could only be rejected for feature a22 (4), because its p-value (0.0017) was under the lowest significance level (0.0050). Comparing the results from the KS test in a similar way, the null hypothesis could only be rejected for feature a21 (p-value of 0.0014). The results from the MW test rejected the null hypothesis for both a21 and a22 (p-values of 0.0011), but not for the remnant features. The overall comparison results point to the global acceptance of the complementary hypothesis of equal means, except for the specific features a21 and a22.

The effects of the H&Y stage choice could also be assessed observing if the JSD distances considered in Table 3 differed significantly between HC and PD participants. As it may be seen, all the tests reject the null hypothesis of equal distributions of JSD scores respect to a significance level of 0.05, although the case of KS with JSD scores produced from the AKV distribution, is only slightly below the significance level (0.049). This means that probably this test (KS on JSD from AKV) would fail rejecting the null hypothesis for a set of PD participants in stage H&Y < 2. How the other tests would work under the same conditions is less predictable.

The unexplained contribution to the variance in linear regression results (in terms of 1−r2, where r is the respective correlation coefficient) by the effects of the ECMF on the vertical acceleration may be due to the action of the geniohyoid and other muscles contributing to the elevation and depression of the jaw-tongue system. The activity of the geniohyoid muscle in depressing the jaw-tongue structure has not been estimated in the present study. The inclusion of sEMG recording electrodes on geniohyoglossus muscle could complement it.

There are several limitations affecting the present study, which have to be mentioned here. First of all, independent jaw-tongue movements are not analyzed, however, it must be stressed that the present study is mainly focused on proposing acoustic features which may be mapped to potential biomarkers of degenerative speech HD of neuromotor etiology, not on a general model in the sense of Ouni and Laprie (2005). Therefore, the proposed model does not cover the whole span of articulatory movements to acoustic features. Instead, reducing the movement space to vertical activity, helps in providing more accurate estimations of neuromotor activity on the masseter. A possible future extension of the study to independent tongue, jaw and lip movements would require monitoring the sEMG activity of other muscles, as the genio-hioglossus or the orbicular muscles. Besides, the model assumed linear relationship between formants and kinematics. Having in mind that the relationship with the biomarkers (acoustic and dynamic AKF and AKV) become non-linear, this is a necessary approach to allow a first conclusive study. Another important limitation is the small size of the dataset included in the study. This limitation will be removed when the pandemic conditions allow for the inclusion of more recordings. Once the projection model is validated using the multi-trait signals (speech, sEMG and 3DAcc) the detection properties of the proposed biomarkers (AKV and AFV) will be tested on larger PD speech databases (Sakar et al., 2013; Orozco-Arroyave et al., 2014), however, as they only contain speech data, we cannot use them for this validation phase, considering the novel direction that this work is proposing. Hopefully we will be able of using the projection model to produce the AKV and AFV biomarkers, to validate the statistical relevance of a speech-based home-monitoring approach on these databases and others recruited by our own using a tele-health platform (see Palacios et al., 2020). Another limiting factor is that PD participants were in a moderate stage of motor activity deterioration (H&Y stage 2). This limitation would require extending the analysis to PD participants across all stages to investigate the changes across the spectrum of the disease, from very early onset (HY stage 1) to very late PD stages.

Another important open issue is how speaker dependency and inter-speaker variability may affect absolute kinematic distributions as disease biomarkers. In this sense, it may be seen from the work of Dromey et al. (2013) that the variability of inter-speaker results for diphthong [aI] is the lowest from all diphthongs these authors have studied per class (control vs. PD participants). Moreover, it may be shown that the projection weights in Table 2, if normalized to the [aij] vector norm as âij = aij/| aij| (see Gómez et al., 2021) do not show relevant inter-speaker variability per class. The way that inter-speaker variability may affect the absolute kinematic distributions (the proposed biomarkers), works different for controls than for PD participants, because these biomarkers are the normalized histogram distributions of the absolute kinematic velocities, and they only express if movement is more distributed toward low absolute velocities (hypokinetic), as is the case for the PD participant plotted in Figures 10C,D or if it spreads along low and high absolute velocities (normokinetic), as is the case for the control participant plotted in Figures 10A,B. Therefore, inter-speaker variability is expressing if the speaker is hypokinetic or not, or to put it in other words, inter-speaker variability between controls and PD participants is an essential role of the proposed biomarkers, provided they are designed to differentiate hypokinetic from normokinetic speech. This separation is availed by the results shown in Table 3, where it may be seen that biomarker distributions (kinematic AKV, as well as acoustic AFV) from PD participants show larger distances (in terms of Jensen-Shannon Divergence) to distributions from control participants. Summarizing, the biomarkers proposed show an inter-speaker variability oriented to differentiate control participants from PD participants, in closed relationship with the second objective of the study as stated in section “Objectives.”



CONCLUSION

This study presents a multi-trait evaluation of HD, including speech, 3D accelerometry and sEMG signal acquisition on the masseter. A cross-correlation signal alignment is carriend on these signals. A further regression analysis on the re-aligned acoustic formants, kinematic accelerations and dynamic-related electromyography signals allows the estimation of the projection model parameters. The projected acoustic-kinematic and dynamics-kinematics absolute movement distributions are used as HD biomarkers. An evaluation of these biomarkers in terms of Jensen-Shannon Divergence is conducted on data from control and PD participants, showing the capability of both biomarkers to detect HD in PD speech. The main findings derived from the study are the following:

• A multimodal framework for the assessment of the masseter’s neuromotor activity based on sEMG, 3DAcc and speech, has been used on diadochokinetic exercises from PD and control participants.

• Large cross-correlations between the measured and estimated signals have been observed using linear regression on a small-size data sample of control and PD participants.

• The cross-correlation study did not show relevant differences between control and PD participants.

• The articulation kinematics estimated from 3D accelerometry and from acoustics showed a relevant similarity for all the participants included in the study.

• It was possible to differentiate the speech kinematic behavior of the control and PD participant sets used in this study, using absolute velocities (dynamic and acoustic) of the joint jaw-tongue reference point. Therefore, their amplitude distributions could be used as potential biomarkers of PD speech HD.

The findings of the current study are preliminary, given the limited sample size. We are currently extending our efforts toward the collection of a larger sample size and investigating how well the presented findings generalize across larger cohorts. The definition of an inverse model to infer neuromotor activity from acoustics is also a future objective. The inclusion of sEMG from other muscles active on the jaw-tongue articulation as the geniohyoid is also foreseen. A study regarding the delay on formant-estimated kinematics based on the non-linear properties of the ONPT is considered as well.
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This perspective paper presents converging recent knowledge in neurosciences (motor neurophysiology, neuroimaging and neuro cognition) and biomechanics to outline the relationships between maturing neuronal network, behavior, and gait in human development. Autism Spectrum Disorder (ASD) represents a particularly relevant neurodevelopmental disorder (NDD) to study these convergences, as an early life condition presenting with sensorimotor and social behavioral alterations. ASD diagnosis relies solely on behavioral criteria. The absence of biological marker in ASD is a main challenge, and hampers correlations between behavioral development and standardized data such as brain structure alterations, brain connectivity, or genetic profile. Gait, as a way to study motor system development, represents a well-studied, early life ability that can be characterized through standardized biomechanical analysis. Therefore, developmental gait biomechanics might appear as a possible motor phenotype and biomarker, solid enough to be correlated to neuronal network maturation, in normal and atypical developmental trajectories—like in ASD.
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INTRODUCTION

Although gait biomechanics during human development has been substantially studied, little is known about the neuronal correlates of this motor ability acquisition. As detailed by Dewolf et al. (2020b), emerging gait during early development requires successive interplays and activations of specific brain circuits. Therefore, one might wonder whether gait biomechanics could one day be seen as an expression of the maturation of brain functions.

A way to advance our knowledge in the field would be to study walking biomechanics in different developmental trajectories and correlate the biomechanical data with those assessing brain functions, such as neuroimaging and neuro-electrophysiology. In that perspective, as explained below, autism spectrum disorder (ASD) is a particularly interesting example of alternative brain development trajectory.

ASD is a neurodevelopmental disorder (NDD) related to subtle alterations in brain circuits and functions (Moyses-Oliveira et al., 2020; Shohat et al., 2020). These alterations result from genetics and epigenetics changes and might concern different cerebral regions and circuits (Esposito and Venuti, 2008). Despite current understanding, the diagnosis of ASD solely relies on the observation of clinical criteria according to the DSM-5 (Diagnostic and Statistical Manual of Mental Disorders, 5th edition) (Association, 2013; Lloyd et al., 2013). Particularly, core symptoms in ASD include deficits in social and communication skills, along with restricted interests and repetitive movements and actions. This fairly open set of behavioral criteria contribute to the high clinical heterogeneity in individuals receiving an ASD diagnosis. In spite of this heterogeneity, clinical scales, interview and age-adapted diagnostic tools allow ASD to be diagnosed in early development (18–24 months old). However, no reliable biological markers exist to support or confirm the clinical diagnosis of ASD, to establish a prognosis, or to follow the developmental trajectory. Furthermore, markers to distinguish different subgroups of ASD are still to be defined (Reichow et al., 2012; Studer et al., 2017). This absence of marker is clearly a major limitation to the advance of ASD research and therapeutic management.

Atypical sensory processing is highly prevalent in ASD (Ben-Sasson et al., 2019) and has been reported already in the first description of the disorder (Kanner, 1958b). Since then, ASD studies using clinical scores, questionnaires, and electrophysiology (Robertson and Baron-Cohen, 2017) have reported that the development of the sensory system is probably altered at different levels of processing, from sensory detection through multisensory integration. Alterations in sensory processing have notably been suggested to modify the perception of the environment and the way the individuals adapt their behavior with respect to the surroundings. Interestingly, during brain development, the sensory system matures “hand-in-hand” with the motor system, and sub-optimal functioning in one system has been shown to influence the other (Whyatt and Craig, 2013). A review on motor abilities in ASD using a computational approach suggested two possible origins of the atypical motor development: aberrant sensory noise and poor multisensory integration (Gowen and Hamilton, 2013). In this context, ASD appears particularly relevant to further explore the relationship between sensory and motor system developments. This idea is well supported by the literature review of Mosconi and Sweeney suggesting that sensory-motor dysfunction might be considered as primary features of ASD, assessable at a very young age, even before the behavioral core features of the diagnosis can be confirmed (Mosconi and Sweeney, 2015). In this prior review, the authors exposed how disrupted sensory-motor systems might participate to movement deficits in ASD and underlined the relevance to study motor control in this clinical population, with a possibility to use the motor signature to parse the clinical heterogeneity in ASD. Putting these considerations into practice points out to gait analysis. Indeed, walking is probably the most promising movement related to motor control to analyze for that purpose, as it represents the primary means of locomotion throughout human life, a major developmental milestone and a factor in social construct that can be described by standardized biomechanical measures.

Through a literature analysis, this paper aims at setting the basis for further research on the variability of motor control development, with the perspective to consider gait biomechanics as an expression of brain functions in different developmental trajectories. To illustrate our purpose, we use ASD as an example of atypical development.



MOTOR DEFICIT IN ASD

Alike sensory atypicalities, motor deficits were already reported in the first description of ASD, more than half a century ago (Kanner, 1958a,b). In recent years, different forms of motor impairment have been reported in about 80% of the school-aged children and adults diagnosed with ASD, mostly by case series or cross-sectional studies. Specifically, postural control deficit (Lim et al., 2017), stereotypies (purposeless repetitive movements) (Goldman et al., 2009; Uljarevic et al., 2017), clumsiness, coordination and manual praxis disorders (Weber, 1978; Barrow et al., 2011; Fournier et al., 2014; Kaur et al., 2018), increased joint mobility associated with hypotonia, and gait abnormalities (Shetreat-Klein et al., 2014), as young as 6 months after independent walking (Esposito and Venuti, 2008), have been observed in ASD. Furthermore, hypotonia, a characteristic that can be observed as early as 4–6 months of age, has been associated with autistic traits at 6 years in a longitudinal study (Serdarevic et al., 2017). Additionally, early gross motor developmental disorders have been associated with later ASD diagnosis and social communication deficits (Lloyd et al., 2013; LeBarton and Iverson, 2016). These consistent observations have even motivated some authors to claim that atypical neuro-motor development should be considered as “a putative endophenotype for ASD” (Esposito and Pasca, 2013), or at least as a core feature of the disorder (Teitelbaum et al., 1998; Rinehart et al., 2006; Dufek et al., 2017). Although it is clear that the motor system is altered in ASD, no specific developmental motor pattern has yet been identified, with the possible exception of the presence of dyspraxia in young adults (Dziuk et al., 2007; Kaur et al., 2018). Nevertheless, the recurrent observations of atypical motor development in ASD strongly support that more focused and objective assessments of the movement could highlight “bio-behavioral marker” (Anzulewicz et al., 2016). This possibility is particularly supported by prior works showing differences in upper limb kinematics (Crippa et al., 2015) and in micro-movements variability (Torres, 2013; Torres et al., 2013) between ASD and typically developing (TD) subjects.

Independent walking requires numerous processes like neurological development, musculo-skeletal maturation and experience accumulation, in order to be achieved between 12 and 18 months of age (Burnett and Johnson, 1971a,b; Forssberg, 1985; Thelen and Cooke, 1987; Ivanenko et al., 2007). Analyzing gait biomechanics seems particularly relevant to better understand ASD, and hopefully better manage this disorder in the future, because walking is a robust milestone of the neuro-motor system maturation. Furthermore, gait is a movement that can be continuously observed lifelong. In that aspect, it could represent an indicator of the brain sensory-motor functions across development and provide an individual motor “signature” (Mosconi and Sweeney, 2015). An additional motivation to focus on walking comes from the tremendous knowhow in quantitative gait analysis, with well-established methods and prior uses in infants and children affected by different developmental disorders, like prematurity (Cahill-Rowley and Rose, 2016), cerebral palsy (Galli et al., 2010) and genetic syndrome (Naito et al., 2015), in addition to ASD, as detailed in the following paragraph.

In 2015, Kindregan et al. (2015), conducted a review on walking biomechanics in children with ASD and concluded to a more unstable gait in patients affected by ASD. Since the publication of the review by Kindregan et al., other studies analyzed gait biomechanics in children with ASD (Lim et al., 2016; Dufek et al., 2017; Eggleston et al., 2017, 2020; Hasan et al., 2017; Biffi et al., 2018; Manicolo et al., 2019). The results from these works and from the studies in the review by Kindregan et al. are summarized in Figure 1.
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FIGURE 1. Gait biomechanics data found in children with ASD, in comparison to control groups, matched for age and gender; (1) Manicolo et al. (2019); (2) Biffi et al. (2018); (3) Hasan et al. (2017); (4) Eggleston et al. (2017); (5) Dufek et al. (2017); (6) Lim et al. (2016)—CV Coefficient of variation; (7) Eggleston et al. (2020) (8) Kindregan et al. (2015)—review of 11 studies assessing gait biomechanics in children with ASD.


Unfortunately, while consistent in the observations of altered gait biomechanics in ASD, important methodological differences among studies prohibited the identification of specific biomechanical markers. This might come from limitations of prior gait studies displaying relatively small sample sizes and broad age-range in the cross-sectional studied cohorts, not taking into account the variability of gait during development (Hallemans et al., 2006). Furthermore, confounding factors such as ASD severity, attention deficit hyperactivity disorder (ADHD) comorbidity, medication, and obesity were most of the time not addressed, despite ASD movement patterns repeatedly reported as heterogeneous (Calhoun et al., 2011; Dufek et al., 2017; Eggleston et al., 2017). Nevertheless, gait biomechanics should not be viewed as a dead-end, but rather as a point in ASD research where a step toward large-scale studies has to be taken to allow compensating for the natural inter-individual variability, across ASD diagnosis and developmental trajectories. Recent results with other medical conditions have shown that applying machine learning methods on adequately-sized datasets could identify relevant gait patterns (Kwon et al., 2020), even when prior studies with smaller sample sizes reported rather inconsistent results (Mills et al., 2013; Favre and Jolles, 2016). Therefore, advanced statistical modeling or machine learning approaches could also certainly identify gait patterns specific to ASD. For instance, a statistical framework analysis applied to micro-movements during gait allowed distinguishing subjects with genetic syndrome, from subjects with ASD and controls (Torres et al., 2016). While identifying ASD-specific patterns will indisputably constitute a significant advance, it could be possible to go further by considering, not only the gait data, but also their relationships with complementary measures. For example, analyzing the associations between the structure of the knee joint and gait biomechanics offered interesting perspectives in the understanding of degenerative joint disease (Edd et al., 2018). In the case of ASD, it could be particularly valuable to bridge biomechanical and neural circuitry data, such as neuroimaging and electrophysiology.



GAIT BIOMECHANICS AND BRAIN NETWORKS MATURATION

In ASD, there are many brain structures thought to be involved in the behavioral semiology, and interestingly, many of these identified structures play a role in the motor system. Since more than a decade, the medial prefrontal cortex, has been recognized as “hub” central nervous system structure implicated in the semiology of autism at the integrative level of functional domains such as perception-sensation and motor skills (Shalom, 2009). Connections between the medial prefrontal cortex and basal ganglia support initiation and inhibition of voluntary movements (Canales and Graybiel, 2000) and are serving higher order cognitive functions in addition to motor control (Leisman et al., 2014). The basal ganglia are implicated not only in neural circuitry connecting sub-regions of prefrontal cortex, but also specific regions in cerebellum. The different neural systems known to present with modified structures and functions in ASD are also modulating afferent and efferent neural information at the level of the pons and the brain stem (for a review see Mosconi and Sweeney, 2015). The next paragraphs point out the role played in motor systems and social cognition by two brain structures – cerebellum and superior temporal sulcus (STS) and one well-described brain network, the default mode network (DMN).

Cerebellar structures and functions differ in ASD children and adult (for a review see Cook et al., 2013). Cerebellum is involved in movement control and in gait maturation, however, it is probably equivalently involved in emotion regulation and social cognition. In an extensive review on cerebellum, Van Overwalle et al. (2020) detailed how this brain structure is a core hub of brain networks involved in motor control and social cognition. It possesses important connections with cortical structure like the right superior temporal sulcus (STS) (Sokolov et al., 2014) involved in face and language processing in social context (Patel et al., 2019; Sato and Uono, 2019). In mouse models of ASD, manipulating circuitry linking prefrontal cortex to cerebellum allowed modulating repetitive motor behavior and social interest (Kelly et al., 2020). In adults with ASD, recognition of biological motion is preserved, but activation of STS during this task is not identical to controls (Alaerts et al., 2017), suggesting a variant recruitment of cerebral networks. An intact neural motor system is mandatory for perception-action coupling, as well as social understanding of the motor intentions, interpreted as visuo-motor resonance (Becchio and Castiello, 2012). These cognitive and somatosensory functions participate to the maturation of the body map representation already in infancy (Marshall and Meltzoff, 2020), and to reciprocal social cognition (Cook, 2016), which could not deploy without reliable sensory-motor system functioning.

Ontogenetically, gait is specific to human development (Forssberg, 1985). During gait development, spinal neural networks (Central Pattern Generators—CPG) are progressively modulated by supra-spinal brain structures. Spinal neural networks have mostly been studied in animal models, and their maturation requires the interplay of speed-dependant spinal interneurons (Deska-Gauthier et al., 2020) and activation/inactivation of sets of motor neurons (Ausborn et al., 2018). A detailed overview of the known and putative mechanisms is provided by Dewolf et al. (2020b). It shows also how little is known about the maturation of the cortical and sub-cortical brain structures leading to adult gait patterns, the timing of their activation, and their functions in this process (Petersen et al., 2010; Dewolf et al., 2020a,b). A recent human study suggested that functional connectivity maturation of the Default Mode Network (DMN) and related motor networks are correlated with walking skills at the age of 12 months. Walking skills was assessed by developmental clinical scale (including data about walking). This work also showed the progressive involvement of additional networks supporting the motor development, revealing possible neural mechanisms linking an early life motor behavior -the start of independent walking—to brain circuitry (Marrus et al., 2018). Interestingly, DMN is recognized for its role in self-referential processing (Raichle, 2015). Altered connectivity of the DMN and motor network have also been correlated to social deficits (Yerys et al., 2015; Nebel et al., 2016). Functional connectivity has been correlated to motor development in children born very preterm with NDD and brain structure maturation and motor skills have been shown to differ in these children compared to those born at term (Wheelock et al., 2018). To our knowledge, no such longitudinal studies combining motor system assessment and functional connectivity has been performed in a cohort of children with ASD.

To summarize, circuitry serving gait maturation and movement control in infants and toddlers most probably participates later to skills like language and higher cognitive function (Leisman et al., 2014), and could also represent a neuro-anatomical substrate to social cognition. Neuroimaging studies in cognitive development might gain from correlating data of standardized biomechanical assessment, like gait biomechanics, sensory-motor profiles and behavioral assessment. This might not only improve the understanding of the “neurophysiological signature” in ASD (Mosconi and Sweeney, 2015), but also help uncover neural substrate dedicated to gait maturation.



PERSPECTIVES

In order to use gait biomechanics as a marker of atypical development, it seems research should first focus on longitudinal studies assessing gait biomechanics in large datasets of typically developing children to establish normative data about motor phenotypes. It will require specific data analysis like dedicated statistical frameworks and machine learning methods. Improving our knowledge on typically developing children would allow for comparison of motor development in ASD and other NDD.

Based on previous data, the developmental time-window, related to chronological age or developmental and cognitive milestones, might be crucial to identify specific movement patterns and related biomechanical characteristics in clinical research. As an early motor emerging skill, independent gait represents one of these specific developmental time-window. During the first months of independent walking, the maturation of kinetic and kinematic characteristics have been described, and might evolve progressively to an adult gait pattern (Hallemans et al., 2006; Ivanenko et al., 2007; Lacquaniti et al., 2012a). At early stage of development, gait is still not influenced by executive function, that are developing later and that are modulated by cultural environment (Cook, 2016). Additionally, gait represents a lifelong motor skill, easily reproducible and repetitively assessable, from very early life, to adulthood.

As seen, the maturation of independent walking requires the modulation of spinal neuronal networks by the cortico-spinal control. This could not be achieved without a high flexibility of the systems (Lacquaniti et al., 2012b). In ASD population, fragile sensory integration and limited flexibility might generate altered gait maturation in a specific way. ASD is a frequent neurodevelopmental lifelong condition, diagnosed very early in life.

For these different reasons, ASD represents a particularly relevant condition to study the relationships between gait biomechanics and brain circuits. Instrumented gait analysis could offer a possibility to obtain early quantitative data of affected motor patterns and might help identify early motor system traits specific to this disorder. As a standardized data of a motor phenotype, gait biomechanics might be correlated with brain structure and circuitry changes. In this perspective, the comparison of two different developmental trajectories—ASD vs. typically developing children – through biomechanics and brain connectivity, might offer the potential to bridge in a specific manner a clinical diagnosis relying on behavioral criteria, to brain structure and network maturation (Figure 2). It might also help further uncover the changes in neural mechanisms implicated in independent walking across development. Such approach is in line with recent concepts of research in mental disease and NDD, which promote the identification of behaviors that can be standardized, with a focus on “circuit-behavior relationships” (RDoc Research Domain Criteria; for details see Cuthbert, 2014; Mittal and Wakschlag, 2017).
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FIGURE 2. Bridging motor phenotype in ASD to related brain structure and circuitry involved in motor system maturation.


To achieve this, gait biomechanics might be considered an estimation of brain functions during development. It should be integrated in clinical research study design combining multi-modal investigations, including neuroimaging, neurophysiology and behavioral assessment of ASD. Due to the interrelated nature of sensory and motor systems maturation, modifying the sensory environment during gait assessment might influence biomechanics in a way to uncover the flexibility of the sensory-motor system, essential to gait maturation. Eventually, if gait biomechanics could be identified as a motor biomarker of ASD, it will add criteria to distinguish population of patients, and orientate follow-up and therapies dedicated to enhancing sensory-motor functions. By considering the model of ASD as first step to extend our knowledge about using biomechanics as an expression of brain function, these paradigms could certainly be generalized to other NDD or diseases and offer new research perspectives.
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Learned Overweight Internal Model Can Be Activated to Maintain Equilibrium When Tactile Cues Are Uncertain: Evidence From Cortical and Behavioral Approaches
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Human adaptive behavior in sensorimotor control is aimed to increase the confidence in feedforward mechanisms when sensory afferents are uncertain. It is thought that these feedforward mechanisms rely on predictions from internal models. We investigate whether the brain uses an internal model of physical laws (gravitational and inertial forces) to help estimate body equilibrium when tactile inputs from the foot sole are depressed by carrying extra weight. As direct experimental evidence for such a model is limited, we used Judoka athletes thought to have built up internal models of external loads (i.e., opponent weight management) as compared with Non-Athlete participants and Dancers (highly skilled in balance control). Using electroencephalography, we first (experiment 1) tested the hypothesis that the influence of tactile inputs was amplified by descending cortical efferent signals. We compared the amplitude of P1N1 somatosensory cortical potential evoked by electrical stimulation of the foot sole in participants standing still with their eyes closed. We showed smaller P1N1 amplitudes in the Load compared to No Load conditions in both Non-Athletes and Dancers. This decrease neural response to tactile stimulation was associated with greater postural oscillations. By contrast in the Judoka’s group, the neural early response to tactile stimulation was unregulated in the Load condition. This suggests that the brain can selectively increase the functional gain of sensory inputs, during challenging equilibrium tasks when tactile inputs were mechanically depressed by wearing a weighted vest. In Judokas, the activation of regions such as the right posterior inferior parietal cortex (PPC) as early as the P1N1 is likely the source of the neural responses being maintained similar in both Load and No Load conditions. An overweight internal model stored in the right PPC known to be involved in maintaining a coherent representation of one’s body in space can optimize predictive mechanisms in situations with high balance constraints (Experiment 2). This hypothesis has been confirmed by showing that postural reaction evoked by a translation of the support surface on which participants were standing wearing extra-weight was improved in Judokas.

Keywords: balance control, cutaneous plantar inputs, EEG, parietal cortex, somatosensory processes, highly trained athletes


INTRODUCTION

Low confidence in relying on sensory cues to control the movement prompts the nervous system to increase the weighting of predictive mechanisms. According to current models of motor control, predictions from internal models are used to avoid instabilities due to feedback delays and uncertainty (Miall and Wolpert, 1996; Franklin and Wolpert, 2011; Crevecoeur et al., 2014). For example, to distinguish linear acceleration of the body from the gravitational acceleration, Merfeld et al. (1999) showed that an internal model that mimics physical principles is used to resolve the sensory ambiguity. In addition to the sensory ambiguity problem, using prediction from internal models might also be an adaptive behavior occurring when there is low confidence on sensory cues. For example, when wearing a 20 kg vest, a depressed sensory transmission occurred (Lhomond et al., 2016) likely due to foot deformation and skin compression provoked by increased pressure on the feet (Wright et al., 2012). The perceptual consequence of the high pressure exerted on the foot sole has been described by Wu and Madigan (2014) showing that the threshold to detect force applied to the foot sole while standing increased in obese participants relative to healthy individuals.

This change (i.e., increase) in the detection threshold may be the result of a depressed signal transmission to the cortex observed by Lhomond et al. (2016) as early as 50 ms after a tactile electrical stimulation. The early cortical response was associated with the enhancement of later neural responses to tactile stimulation. However, both these early and late neural responses remain non-optimal as shown by behavioral analyses. For instance, when standing still, the postural sway was increased when healthy individuals were loaded (Lhomond et al., 2016). This is not surprising as the increased postural sway is observed in overweight individuals (Hue et al., 2007; Gravante et al., 2003; Greve et al., 2007; Teh et al., 2006; Vela et al., 1998; Wearing et al., 2006). Faster sway was also observed by Simoneau and Teasdale (2015) and was interpreted as reflecting larger balance motor command variability.

In the present study, we investigate whether the brain uses an internal model of physical laws (gravitational and inertial forces) to help estimate body equilibrium when sensory feedback from the foot tactile receptors are altered by extra-weight. The efficacy of the prediction/estimation relies on the ability to activate accurate internal representation of the body position (and motion) relative to the environment. The difference between the brain’s prediction of the consequence of the body motion and the actual motion constitutes an error signal; these sensory prediction errors drive the brain to adapt the internal model of how the loaded body motion is related to the sensory consequences (Wolpert et al., 1998a, b for review). Tactile perception may have a special role in body representation (Haggard et al., 2003), because the skin is at the interface between the body (i.e., the feet) and the outside world (i.e., supporting surface). Based on these studies, we sought to determine if the neural and behavioral responses to tactile stimulation are altered by the presence of an accurate internal model built up by training.

As direct experimental evidence for internal models is limited, we used Judoka athletes thought to have constructed internal models of external loads (i.e., opponent weight management). Therefore, it could be possible that the training of the Judokas based on the weight management of the opponent improves their ability to predict the motor and sensory consequences of a destabilization caused by an additional inertial load (Gandolfo et al., 1996; Kawato, 1999; Seidler et al., 2004). For instance, the movement of additional loads on the body is either voluntarily generated by the judoka or in reaction to the opponent’s action. Therefore, most of the training contains carrying loads (opponent) in dynamic conditions and controlling forces applied in directions other than the vertical.

Using electroencephalography (experiment 1), we tested the hypothesis that the influence of tactile inputs was amplified by descending cortical efferent signals, by measuring the amplitude of the cortical response to the electric stimulation of the plantar sole (i.e., somatosensory-evoked potential (SEP) technique). We reasoned that the amplitude of this response should be a key variable for comparing the weighting of the foot cutaneous inputs between Judokas and Non-Athlete individuals. However, to disentangle changes in processing due to a specific overweight body internal model built up by Judokas’ training or due to high-skill activity in balance control involving somatosensory afferents, we will use a “sham” group of Dancers trained in contemporary dance technique (i.e., barefoot training as in Judokas’ training). We reasoned that in Judokas the tactile-related SEP should be enhanced by cortical mechanisms aiming to compensate the depressed signal transmission due to the added weight (Lhomond et al., 2016). Alternatively, in Non-Athlete participants and Dancers the SEP should decrease due to the absence of cortical influence, that is, in absence of training in weight management. The Judokas’ training would build up an overweight-body internal model that should optimize the predictive mechanisms when loaded as compared to Non-Athlete participants. We focused our analyses on the right temporoparietal region (i.e., rTPJ), a pivotal region for processing body motion relative to the gravitational field (see Pfeiffer et al., 2014, for a review). This region showed an important role for processing information from different sensory modalities into an accurate perception of upright (Kheradmand et al., 2015). We predict that the rTPJ will show greater activity in Judokas with the added weight during natural standing.

According to current conceptions of motor control, the brain uses internal models to capture the relationship between the context in which the movement is produced and the effect of the motor commands on the moving body (Wolpert et al., 1995; Wolpert and Flanagan, 2001). The use of internal models for voluntary movement has been also extended to reflex control and specifically to the long latency reflexes of about 45-100 ms postperturbation (Kurtzer et al., 2008). Therefore, these models should also contribute to adapting postural reactions to a body movement not voluntarily produced (i.e., evoked by a translation of the support, Experiment 2). One of the goals of this study was to determine whether altered postural reaction in response to a perturbation can be explained by internal models built up during the judokas’ specific training as compared to Non-athlete participants. Postural reaction evoked by a translation of the support surface on which participants are standing wearing extra-weight should be improved in judokas.



MATERIALS AND METHODS


Experiment 1


Participants and Tasks

In Experiment 1, 14 highly trained male Judokas (black belt grade, mean age: 20 ± 3 years; mean height: 178 ± 10 cm; mean weight: 74 ± 10 kg) and 14 Non-Athlete participants (mean age: 25 ± 4 years; mean height: 172 ± 7 cm; mean weight: 70 ± 10 kg) participated in the experiment. A “sham” group of 5 highly trained Dancers (mean age: 25 ± 6 years; mean height: 171 ± 0.1 cm; mean weight: 58 ± 14 kg) was also tested. All participants gave their written informed consent to take part in this study, which conforms to the standards set in the Declaration of Helsinki. Participants were requested to stand upright, barefoot with their arms alongside their body and to keep their eyes closed in two conditions: i) Load, participants were standing while wearing a 20 kg weighted vest representing an increased weight of 26 ± 4% for the Judokas and 27 ± 4% for the Non-Athletes (Figure 1A) ii) No Load, without extra weight. As a result, the mean body mass index (BMI) increased from healthy weight to mild obesity for both groups (from 23.7 ± 2.3 kg/m2 and 23.8 ± 2.8 kg/m2 to 29.9 ± 2.2 kg/m2 and 30.1 ± 2.9 kg/m2 for the Judokas and Non-Athletes, respectively). For both conditions, particular attention was paid to maintain the self-selected foot position constant (i.e., feet shoulder-width apart before each trial) by marking the feet position on the platform on which they are standing. Each participant performed 15 trials in each condition for a total of 60 stimulations. The conditions were presented in block; half of the participants performed the Load condition first while the other half started with the No Load condition.
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FIGURE 1. (A) Experimental set up for the electroencephalographic experiment. Insert depicts the workout vest worn by the participants (Judokas, Non-Athletes and Dancers); the added weight was distributed on the front and back of this vest. Position of the stimulation electrodes underneath the left foot and time-intervals between stimulations. (B) Experimental set up for the behavioral perturbation experiment 2. The platform translated to the right participant side by means of a pulley system. (C) Mean integral of the forces in all directions normalized relative to the BMI for Non-Athletes, Judokas and Dancers (error bars are standard deviation across participants) (**p < 0.005; ***p < 0.001 and ns: not significant). (D) Oscillation frequencies for Non-Athletes, Judokas and Dancers (error bars are standard error of the mean).




Stimulating System

The plantar sole of the left foot was stimulated four times (i.e., St1, St2, St3 and St4) with 500 ms between each stimulation in a recording trial which lasted 5 seconds. The stimulus was delivered by an isolated bipolar constant current stimulator (DS5 Digitimer, Welwyn Garden City, UK); the cathode was located under the metatarsal region and the anode underneath the heel (5 × 9 cm electrodes, Fyzea Optimum Electrodes). The stimulation consisted of a single rectangular 10 ms pulse. We used the technique of Mouchnino et al. (2015) who showed that stimulation of the plantar sole skin above the perceptual threshold and below the motor threshold, stimulates the plantar sole as a whole rather than targeting a specific portion of the foot. The stimulation intensity was determined as follows: for each participant while in a quiet standing position, we first found the lowest intensity which resulted in a constant perception of the stimulation. This perceptual threshold was determined, and the stimulation intensity was set at 25% higher than the threshold value. The threshold value showed a main group effect (F2,30 = 5.93; p = 0.006); post hoc analyses showed that the perceptual threshold of both Judokas and Dancers was higher as compared to Non-Athletes. The high perceptual threshold, which is similar (p = 0.62) for the two high-skilled populations may be the consequence of the greater thickness of the foot sole likely due to barefoot training (8.6 ± 1.3 mA, 8 ± 1.9 mA and 6.9 ± 1 mA for the Judokas, Dancers and Non-Athletes, respectively).



Electrophysiological Recordings and Analyses

Participants were fitted with a 64 Ag/AgCl surface electrodes embedded on an elastic cap ActiveTwo system, BioSemi, Netherlands or Geodesic 64-channel EEG sensor net (GSN64; Electrical Geodesics Inc., Eugene, OR, United States). The EEG was sampled at a rate of 1000 Hz. We performed data pre-processing with BrainVision Analyzer 2 (Brain Products, Germany). The EEG signals were filtered off-line with i) a 40 Hz 24 dB/octave high cut-off filters. ii) a 0.1 Hz 12 dB/octave low cut-off filters and iii) a 50 Hz notch filter when necessary. Somatosensory evoked potentials (SEPs) were obtained by averaging, for each participant and condition, all synchronized epochs relative to the electrical stimulus. The average amplitude of the 150 ms pre-stimulus epoch served as baseline. We measured the SEPs over the Cz electrode as this electrode overlays the sensorimotor cortices and on the homunculus, the feet are located on the inner surface of the longitudinal fissure. A small positive component (P1) was followed by a prominent negative deflection (N1) (Figure 2A). Thereafter, a late positive component (P2) followed by negativity (N2). The early P1N1 peak latencies were comparable to latencies evoked by stimulating the sural nerve (Altenmüller et al., 1995; Duysens et al., 1995). The fact that the sural nerve is predominantly a cutaneous nerve (Burke et al., 1981) suggests that P1N1 originates mainly from cutaneous input. The amplitude of the early P1N1 and late P2N2 SEP were measured peak-to-peak.
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FIGURE 2. (A) Grand average SEP for all Non-Athletes recorded at Cz in both conditions (Control and Loaded). Dashed lines indicate the moment of the stimulation. (B) (Non-Athletes) (C) (Judokas) and (D) (Dancers): Mean for the 60 stimulations of the early and late SEPs amplitudes for each group (error bars are standard deviation across participants) (**p < 0.005; *p < 0.05 and ns: not significant).


To estimate the neural sources of the SEPs, we used dynamic statistical parametric mapping (dSPM) implemented in the Brainstorm software (Tadel et al., 2011, freely available at http://neuroimage.usc.edu/brainstorm). We used the data from all sensors processed and averaged for each participant, condition and electrode. The forward model was computed using a three-shell sphere boundary element model (BEM) on the anatomical MRI brain MNI Colin27 template (15000 vertices), a predominant volume conductor model (Mosher et al., 1999; Huang et al., 2016). The cortical sources were searched at both the early and late components for each condition.



Behavioural Recordings and Analyses

Participants stood, on a 46.4 × 50.8 cm force platform (AMTI OR6-6, Watertown, MA, United States). Ground reaction forces and moments were recorded at a sampling rate of 1000 Hz and used to analyse body sway along the anteroposterior (AP) and mediolateral (ML) directions. After applying a 10 Hz 4th order Butterworth filter, data were normalized relative to the BMI of each participant. Computing the integral of horizontal forces overtime provides a mean to assess balance control as the shear forces were a technique to maintain balance (King and Zatsiorsky, 2002). For each trial, the integrals for forward, backward, rightward and leftward horizontal forces were computed after de-biasing the signal with a baseline computed during 1s from the recording onset. We computed the integral of a 2s time-window which encompassed the four stimulation periods.




Experiment 2


Participants and Tasks

To assess the behavioral consequence of the neural mechanisms reported in the first experiment, we perturbed the equilibrium of standing participants while standing still. A total of 13 healthy Judokas (mean age: 22 ± 9 years; mean height: 175 ± 7 cm; mean weight: 70 ± 8 kg) and 14 healthy participants (mean age: 23 ± 3 years; mean height: 173 ± 7 cm; mean weight: 68 ± 14 kg) participate in the second experiment. No difference was found between group’s BMI (t26 = 0.04; p = 0.96). Seven Judokas and 1 Non-Athlete participated in both experiments on separate occasions. The participants were requested to stand upright barefoot with their arms alongside their body and to keep their eyes closed during the trial. Each participant performed 40 trials per conditions for a total of 80 trials.



Stimulating Systems and Behavioural Recordings and Analyses

Body translation was produced by placing the force platform on two aluminum guiding rails (Bosh Rexroth) with a ball bearing system to reduce friction. A cable attached to the platform ran laterally through a pulley system with a 1.5 kg load fixed to its extremity (Figure 1B). The platform was held stationary by an electromagnet fixed on the opposite side to the cable attachment. The platform accelerated very slightly to the right without endangering the participants’ equilibrium under the influence of the load only when the restraining electromagnet was deactivated. The lateral translation used in the current study generated a peak acceleration of 7.3 ± 9 cm.s–2 with the latency of 142 ± 56 ms which was well below that reported evoking a proximal hip postural reaction (13.5 cm.s–2, Henry et al., 1998). The average acceleration of the platform translation lasted 725 ms and did not vary from trial-to-trial within participants.

Head acceleration was recorded by using a triaxial accelerometer (Model 4630: Measurement Specialties, United States) placed on the forehead. The head acceleration and its latency were analysed in the ML direction (i.e., direction of the platform displacement). For each trial, acceleration signals were filtered with a 10 Hz 4th order Butterworth filter, de-biased and normalized relative to the BMI of each participant (i.e., including participants’ weight and height). The integrals for rightward and leftward acceleration were calculated during a 5s period. This was done to assure that at onset of the platform translation, the raw head acceleration signal was below the vestibular threshold (0.048 m.s–2) as reported by Gianna et al. (1996) for similar acceleration profile, so that the translation resulted in a change in the somatosensory cues from the soles of the feet without modifying vestibular inputs. Afterwards, the lateral body tilt that followed stimulated vestibular receptors as confirmed by head acceleration and most likely proprioceptive afferents.




Statistical Analyses

In experiment 1, the SEPs and behavioral data were submitted to repeated-measures analysis of variance (ANOVA) designed with conditions (No Load and Load) and SEP component (early and late responses to tactile stimulation) and Judokas, Non-Athletes and Dancers as a group factor. We also conducted paired t-test for the statistical source estimation maps for contrasts (i.e., Loaded minus No Load conditions). In experiment 2, the data were submitted to an ANOVA design with conditions with the Judokas and Non-Athletes as a group factor. For experiments 1 and 2, significant effects were further analyzed with HSD Tukey test post hoc analysis. Since the sample size of the Dancer group was small, partial Eta-Squared values for the effect size were given for the ANOVA. Eta-Squared (ηP2) value of 0.52 can be interpreted as 52 percent of variance that is associated with each of the main effect (Lakens, 2013). The level of significance was set at 5% for all analyses.




RESULTS EXPERIMENT 1


Behavioral Measures of Postural Oscillations

To assess postural stability, the average of the integral of ML and AP forces overtime was computed and normalized to the BMI (Figure 1C). The ANOVA revealed a main condition effect (Load, No Load) (F1,28 = 30.7, p < 0.001, ηP2 = 0.52). Post hoc analyses showed that in the Non-Athletes’ group, the amount of forces was higher in the Load than in the No Load conditions (p = 0.004) as for the Dancers’ group (p = 0.018). Interestingly, the Judokas were impervious to influence from the additional weight (p = 0.22).

Examination of the frequency of force oscillations (Figure 1D) reveals an interaction between the group and condition (F1,28 = 32; p < 0.0001, ηP2 = 0.69). In Non-Athletes, post hoc analysis revealed a significant decrease in the Load condition compared to the No Load condition (p = 0.0001) likely due to additional inertia that tends to slow down the body oscillations. On the contrary, in Judokas, a significant increase of the frequency was observed compared to the No Load condition (p = 0.022); this likely allowed a rapid correction to the postural sway excursion due to the additional weight. No significant difference was observed in the Dancers’ group (p = 0.61).



Somatosensory Evoked Potentials

Figure 2A shows typical EEG signals recorded during quiet standing in the Non-Athletes’ group. The results showed a significant interaction between components (early and late) condition (No Load, Load) and group (Non-Athletes, Judokas and Dancers) on the SEP amplitude (F2,30 = 13.8; p < 0.0001, ηP2 = 0.47). Post hoc analyses confirmed that in the Non-Athlete group (Figure 2B) the early P1N1 SEP had a smaller amplitude in the Load compared to the No Load condition while the late P2N2 SEP showed greater amplitude in the Load condition (p < 0.0001 and p = 0.028, for early and late SEP respectively). In contrast in Judokas (Figure 2C), the early P1N1 or late P2N2 SEP is maintained at an equivalent value in both conditions (p > 0. 05). In Dancers (Figure 2D), solely the early SEP had a smaller amplitude in the Load compared to the No Load condition (p = 0.014) whereas the late SEP was unchanged (p > 0.05).

A main group effect was observed on the P1 latency (F2,30 = 3.78; p = 0.034, ηP2 = 0.20); the early SEP latency was shorter in the Non-Athletes than in Judokas’ group (p = 0.033). No difference was observed between both highly trained groups (p = 0.96). The latencies did not show any effect of the condition (F1,30 = 1.11, p = 0.29, see Table 1 for all latencies). Overall these results confirm that training solely on equilibrium maintenance (i.e., Dance training) may not counteract the effect of extra-weight.


TABLE 1. Latencies and amplitude of the early and late SEPs (mean and standard deviation) in control as compared with Loaded condition for Non-Athletes, Judokas and Dancers (***p < 0.001, **p < 0.01; *p < 0.05).
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Source Localisation

In order to highlight the sources of the early and late neural responses to tactile stimulation in the Judokas and Non-Athlete groups, we computed the statistical source maps in two 100 ms time windows encompassing the P1N1 and P2N2 components. Remarkably, in both groups (Judokas and Non-Athletes) the statistical source maps revealed as early as the P1N1 component an increase of the superior parietal cortex (BA7) in the Load relative to No Load condition (Figures 3A,B). In Judokas (Figure 3B) the increase activation of the superior PPC area mainly in the right hemisphere is associated with an increase activation of the right inferior PPC, extrastriate body area (EBA), middle temporal gyrus (MTg) and of the prefrontal and premotor areas localized bilaterally in the Load as compared to the No Load condition. Later during the P2N2 in Non-Athlete participants in the Load condition, significantly greater activation of the inferior PPC and of the prefrontal and, of the rostral and dorsal regions of the anterior cingulate cortex (ACC) bilaterally (Figure 3A; the left internal view was not shown) was observed relative to the No Load condition.
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FIGURE 3. Topographic maps (dSPM) computed from all trials. Significant t-values (p ≤ 0.05, n = 14) of the source localization (Loaded minus Control condition) were shown at different timing to assess the dynamic of these activities during the Early SEP and Late SEP. Panel (A) in Judokas and panel (B) in Non-Athletes.




Experiment 2: Postural Reaction Evoked by Platform Translation

When the rightward platform translation starts, the ground reaction forces increased in the opposite direction before actively reversing the forces to preserve equilibrium (i.e., postural reaction, Figure 4A). The latency of the peak of these shear forces and its amplitude were analyzed (Figures 4B,C). The time at which the forces subsequently reversed direction (i.e., postural reaction latency) was similar in both conditions (F1,26 = 0.13; p = 0.71) with no condition ∗ group interaction (F1,26 = 0.81; p = 0.37; overall mean 460 ± 50 ms). The ANOVA showed a main condition effect on the amplitude reached by the force (F1,26 = 15.22; p = 0.0006). However, the condition ∗ group interaction that failed to reach the significant level (F1,26 = 3.45; p = 0.07) showed that in the Non-Athletes’ group, the peak amplitude was higher in Load as compared to No Load condition (p = 0.002) whereas in the Judokas no differences were observed between conditions (p = 0.48).
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FIGURE 4. (A) The illustration represents the mean mediolateral force (black line) superimposed on the lateral head acceleration (gray line) for one participant. (B) Amplitude of the peak force for Non-Athletes and Judokas (error bars are standard error of the mean) (**p < 0.005 and ns: not significant) (C) Duration between the onset of the translation and the force peak (i.e., postural reaction latency) in Non-Athletes and Judokas (error bars are standard error of the mean) (ns: not significant) (D) Integrals of head acceleration during a 2-s period for Non-Athletes and Judokas normalized to the BMI (*p < 0.05).


We have been interested in the amount of head acceleration in reaction to the perturbation as an index for body sway in the frontal plane (i.e., perturbed plane, Figures 4A,D). The results showed a significant main effect of condition on the head ML acceleration (normalization with respect to the BMI) to the left side (F1,26 = 6.34 p = 0.018). The head acceleration was smaller in the Load than in the No Load conditions likely due to the stabilizing effect of the mass inertia (Figure 4D). No group effect was observed (F1,26 = 0.008; p = 0.92) on the amount of head acceleration.




DISCUSSION

The aim of this study was to determine if the neural and behavioral responses to tactile stimulation are altered by a specific training in weight management under high balance constraints. First, we have confirmed what has been observed previously (Lhomond et al., 2016) in Non-Athletes and extended to the Dancers. In these two groups as compared to the No Load condition, the Load condition showed a depressed early neural response to tactile stimulation. Remarkably and also in accordance to Lhomond et al.’s (2016) study, this decrease was associated with an increase in the late sensory processes (i.e., P2N2 SEP). Both mechanisms are, however, functionally non-optimal as shown by increased postural oscillations in the Load condition for Non-Athletes and Dancers. More importantly in the Judoka’s group, the neural early response to tactile stimulation was impervious to the Load condition. This suggests that the brain can selectively increase the functional gain of sensory inputs, during challenging equilibrium tasks when tactile inputs were mechanically depressed by wearing a weighted vest. From a behavioral perspective, stability was preserved in Load as compared to No Load conditions in Judokas either in conditions with a stationary supporting surface (Experiment 1) or after platform translation (Experiment 2). On the contrary, Non-Athlete participants increased the amount of force applied to the ground to stay upright (Experiment 1) and the lateral force before reversing their direction to return close to the original equilibrium position (Experiment 2).

An important result of the present study is that the early response to cutaneous stimulation (P1N1 SEP) whether it was decreased (in Non-Athletes and Dancers) or not (in Judokas) was associated with increase activation of the superior PPC (i.e., BA 7) in the Load condition. Increasing the pressure under the feet may have stimulated a population of neurons responsive to somatosensory inputs (Padberg et al., 2009) in the anterior pulvinar nucleus of the thalamus which projects to parietal areas 5 and 7 (i.e., superior PPC; Pons and Kaas, 1985; Gharbawie et al., 2010). This direct thalamocortical projection to the superior PPC could be activated when compression under the skin of the feet increases due to the loading. Indeed, the superior parietal lobule (e.g., PEc and PE areas in the macaque brain), which is an important node for sensorimotor integration, receives strong afferents from regions of the thalamus where legs are represented (Chung et al., 1986; Impieri et al., 2018). Although the same increase of activation is observed in the Load condition in both Non-Athletes and Judokas, the different responses to tactile stimulation can be explained by the presence (Judokas) or not (Non-Athletes) of a parallel distributed processing within the cerebral cortex. For instance, increase activities in the prefrontal cortex (PFC), premotor cortex, inferior PPC, EBA and MTg in the Load condition were observed in Judokas.

In Judokas, in the Load condition the PFC come into play as early as the P1N1. This is consistent with the involvement of the PFC when balance requires a high attention level in order to trigger the adapted postural reactions. For instance, Basso Moro et al. (2014) showed that the PFC increases its activity in quiet standing participants asked to maintain their ‘virtual” equilibrium viewing a virtual swing board susceptible to external destabilizing perturbations. Previously, Slobounov et al. (2000, 2005) proposed the existence of specialized neural detectors of imbalance. They reported an increase of power of the gamma band frequency (30–50 Hz) over the PFC about 200 ms before an avatar shifted from a stable to an unstable posture leading to fall. More specifically the link between PFC activation and the amplitude of the cortical response to tactile stimulation can be described as spatial attention. Indeed, spatial attention to a stimulus (here tactile) enhances the response to the stimulus as reported by Chen et al. (2008) for primary visual areas. The attentional gain operating at cortical level may have counteracted the depressed transmission of tactile inputs due to increase pressure on the mechanoreceptors embedded in the foot sole. For example, this cortical modulation has been reported to maximize the quality of the tactile feedback and improves tactile perception prior to foot contact during locomotion (Duysens et al., 1995 and Dietz et al., 1985).

In addition, there is growing evidence that the frontoparietal cortical network strongly lateralized to the right hemisphere observed in Judokas is recruited for spatial attention when information about the direction of motion is known in advance (see for review Corbetta and Shulman, 2002). Indeed expectation for the pressures motion under the feet when wearing the weighted vest has been learned during the Judokas’ training. For instance, the movement of additional loads on the body is either voluntarily generated by the judoka or in reaction to the opponent’s action. Therefore most of the training contains carrying loads (opponent) in dynamic conditions and applied in directions other than the vertical.

Expected tactile stimuli (e.g., location, features) elicit greater neural activity in several cortical areas involved in the dorsal frontoparietal network, than unexpected stimuli as in Non-Athletes in the Load condition. These results suggest that Judokas have built up an internal representation of the somatosensory disturbance due to the added weight on the body as it is evidenced by the high balance stability observed in Judokas in the Load condition (Experiment 1) and by the fact that the lateral force before triggering the postural reaction in response to the platform translation was impervious to the load condition (Experiment 2). The fact that at least two representations (normal weighted and overweighed representations) cohabit is in line with evidence that representations of the self are malleable rather than fixed (see for review Apps and Tsakiris, 2014).

Our results highlight the well-known role of the right parietal areas (inf PPC and EBA) in building up, storing and updating a body representation in space (Wolpert et al., 1998a,b; Tsakiris et al., 2008; Pfeiffer et al., 2014). For example, the disruption of the rTPJ and specifically the BA 39 area (see MNI coordinates, Tsakiris et al., 2008) suggested that the rTPJ is actively involved in maintaining a coherent sense of one’s body distinct from the external world. An efferent signal from the right PPC could have allowed the integration of tactile cues with proprioceptive localization of body parts in space leading to the remapping of tactile stimulation into an external reference frame (Azañón et al., 2010; Kammers et al., 2006). This is in line with Fabre et al.’s (2020b) study showing that obese individuals improved the sensory processes used in the setting of the anticipatory postural adjustments prior to step initiation after following a program targeting different dimensions of the body internal representation (e.g., proprioceptive training, dance and dance-like training, physical activity and mindfulness-Based Stress Reduction and relaxing session) and not weight loss.

One could argue that the early cortical response to the tactile stimulation observed in Judokas reflected the acquisition of high-level motor skill in balance control. It is noteworthy, however, that even though the Dancers (Perrin et al., 2002; see Bläsing et al., 2012 and Fabre et al., 2020a for reviews) like the Judokas (Taskin et al., 2015) were highly trained in balance control they showed similar neural and behavioral responses to the Non-Athletes’ group in the Load condition. It rules out the possibility that early neural modulation reflects solely a learned motor skill in balance control. One could argue that both behavioral and cortical response in dancers might be attributed to their small sample size and/or to the fact that the weight they carried was heavier relative to their body weight than judoka’s. However, the similarities in both behavior and cortical activities between the Non-athlete group and the dancers (corroborated by high Eta-squared values), does not support this limitation. Rather, we hypothesize that the sensorimotor changes observed in judokas and not in dancers, which enhanced relevant foot cutaneous information were linked to a modified body representation or a more efficient use of this representation.

Finally, the fact that in Judokas, premotor areas are also engaged in this frontoparietal network shows the close functional linkage between the stimulus- and response-selection signals. In support of this close connection, we have recently demonstrated (Lhomond et al., 2019) that premotor (i.e., SMA) was at the origin of the upregulating cutaneous inputs (when mechanically depressed by added weight) to restore the level of sensory afferents to make it suitable for setting the anticipatory adjustments prior to step initiation. The relationship between relevant sensory inputs and motor activity is evidenced by the fact that Judokas increased their frequency of postural oscillations in the Load as compared to the No Load condition. This enhancement of the frequency is likely actively triggered because due to the added mass the frequency should mechanically decrease as observed in Non-Athletes. In addition, this could explain that the amplitude of the destabilization (i.e., peak force, Figure 4B) following the platform translation (experiment 2) before the postural reaction is triggered, were not affected by the Load condition in Judokas. By contrast, the delayed postural responses (larger amplitudes of destabilization) in the Load condition observed in Non-Athletes may be the consequence of a compensation that comes later (i.e., P2N2). The greater activation in the Load condition during the late P2N2 component (Figure 3A) of the right inferior PPC and the dorsal and rostral cingulate cortices (ACC) of both hemispheres is consistent with the fact that the motor commands issued from the ACC may have increased due to the load management. This is possible by the existence of direct bilateral connections of this motor area of the medial wall with the spinal cord and the primary motor cortex (He et al., 1995; Dum et al., 2016).

Our study is the first to explore the cortical activity relative to a judo training which permits to develop some abilities in postural stability during a task requiring a high level of balance control in load condition. Our results showed that the Judokas use internal model of the extra weight built during their training to help estimate body equilibrium when sensory feedback from the foot tactile receptors is altered by extra loads. Judo is one of the Paralympic disciplines that include visually impaired athletes. One particular interesting application of this study is how visually impaired Judokas used the sensory feedback from their feet in order to maintain balance and execute accurate movement carrying extra weight. Considering this study as a translational research and applying knowledge for example, to military purpose when the weight the soldiers carry is heavy is, however, premature. The results of this study may be dependent on the duration of the ‘over-weighted balance training’ targeting internal body representation improvement. So far, there are no scientific guidelines concerning the optimal duration and intensity of exercises with dynamic external load.
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Motion sickness (MS) and postural control (PC) conditions are common complaints among those who passively travel. Many theories explaining a probable cause for MS have been proposed but the most prominent is the sensory conflict theory, stating that a mismatch between vestibular and visual signals causes MS. Few measurements have been made to understand and quantify the interplay between muscle activation, brain activity, and heart behavior during this condition. We introduce here a novel multimetric system called BioVRSea based on virtual reality (VR), a mechanical platform and several biomedical sensors to study the physiology associated with MS and seasickness. This study reports the results from 28 individuals: the subjects stand on the platform wearing VR goggles, a 64-channel EEG dry-electrode cap, two EMG sensors on the gastrocnemius muscles, and a sensor on the chest that captures the heart rate (HR). The virtual environment shows a boat surrounded by waves whose frequency and amplitude are synchronized with the platform movement. Three measurement protocols are performed by each subject, after each of which they answer the Motion Sickness Susceptibility Questionnaire. Nineteen parameters are extracted from the biomedical sensors (5 from EEG, 12 from EMG and, 2 from HR) and 13 from the questionnaire. Eight binary indexes are computed to quantify the symptoms combining all of them in the Motion Sickness Index (IMS). These parameters create the MS database composed of 83 measurements. All indexes undergo univariate statistical analysis, with EMG parameters being most significant, in contrast to EEG parameters. Machine learning (ML) gives good results in the classification of the binary indexes, finding random forest to be the best algorithm (accuracy of 74.7 for IMS). The feature importance analysis showed that muscle parameters are the most relevant, and for EEG analysis, beta wave results were the most important. The present work serves as the first step in identifying the key physiological factors that differentiate those who suffer from MS from those who do not using the novel BioVRSea system. Coupled with ML, BioVRSea is of value in the evaluation of PC disruptions, which are among the most disturbing and costly health conditions affecting humans.

Keywords: motion sickness, postural control, sea sickness, virtual reality, machine learning, heart rate, electroencephalogram – EEG, electromyography – EMG


INTRODUCTION

Postural control (PC) is a central nervous system (CNS) feedback control system that governs human upright stance and gives a platform for locomotion and task-driven behavior, as well as several autonomic responses. The PC system works on a subconscious level and is based on continuous CNS input from visual, vestibular, proprioceptive, and somatosensory receptors Massion (1994). The CNS then processes this information to direct (efferent signals) both somatic (muscular) and autonomic (blood pressure etc.) responses. The PC system can be disturbed in two ways: the first one is a disease disruption (lost function) at all levels, and the second is a physiological “overstimulation” (increased function), which gives rise to motion sickness (MS).


State of the Art

Motion sickness is experienced by those who passively travel and is more common in women and at a young age. Although there are great individual differences, sex and age are both predictors of MS and motion sickness susceptibility (MSS) in general populations, probably due to gene–environment interaction Golding (2006a).

In addition, MS and MSS also fluctuate across age, i.e., in general, humans from 2 years of age begin to feel motion sick during traveling, peaking at 13 years of age and declining postpubertal (Bos et al., 2007; Huppert et al., 2019).

One of the best-known manifestations of MS is seasickness Petersen (2012). Due to modern technology, humans have faced new MS situations such as spaceflights [space sickness Crampton (1990)] or when playing computer games, including the phenomenon of “cybersickness” in virtual reality (VR) environments LaViola (2000). MS is a polysymptomatic disorder, where the primary symptoms are nausea and vomiting, but sweating, facial pallor, increased salivation, drowsiness, and dizziness are also frequent Golding (2006a). There is varying susceptibility among the general population, but all those with a fully or partially functional vestibular system can experience

MS. Females report higher incidence in MS history (higher frequency and severity of symptoms) and are more susceptible to seasickness, simulator sickness, and visually induced MS than males of the same age (Flanagan et al., 2005; Lawther and Griffin, 1988; Turner, 1999).

Two main theories regarding the pathogenesis of MS exist. The “sensory conflict theory” (SCT) Reason (1978) states that MS is caused by conflict between visual, vestibular, and/or somatosensory inputs. In the case of passive travel, such as being a passenger in a car or on a ship, the physical motion perceived by the vestibular system does not match the expected signals from the visual system. Sensory conflict can also occur due to a purely visual stimulus, as can be experienced by people during VR simulations who may perceive a visual movement, but vestibular signals do not match this. Recent studies report possible “sensory conflict neurons” in the brainstem and cerebellum (Oman and Cullen, 2014; Cohen et al., 2019) and also brain networks that mediate nausea and vomiting Yates et al. (2014b), which appear to further support the sensory conflict theory. A second theory of pathogenesis in MS is the “postural control theory” Riccio and Stoffregen (1991). It states that prolonged postural instability precedes the subjective symptoms of MS, i.e., that MS is directly brought on by an inability to control the posture during motion rather than a detection of any sensory conflict. The ability to remain bipedal/upright is crucial to human survival and MS appears to be closely linked to postural instability; studies have shown that greater postural instability or increased body sway correlates with greater MSS (Cobb, 1999; Tal et al., 2010).

Regardless of the underlying pathophysiology, CNS adaptive signals as well as efferent signals involved in the corrective processes, preceding and during MS, are measurable via various methods. Some studies have looked into possible correlations between MS levels and physiological biosignals such as electroencephalography (EEG), electrogastrography (EGG), electro-oculography (EOG), skin conductivity, heart rate (HR), blood pressure, body temperature, and cerebral blood oxygen demand visualized in functional magnetic resonance imaging. Relationships between the levels of MS experienced by subjects have been demonstrated in various EEG, EGG, and eye movement studies. Koohestani et al. (2019) give an overview of objective biosignal measures in MS research. Objective kinematic measures such as center of pressure (COP) are also documented as having relationships to MS levels in the literature (Thurrell and Bronstein, 2002; Weech et al., 2018) as well as spectral characteristics of spontaneous sway, which have been measured as a possible objective measurement for a predictive MS parameter Laboissière et al. (2015).

Objective measures can be useful for tracking the onset of MS, as it may be possible to use biosignals to predict the likelihood of the subject experiencing MS. Therefore, a subject’s MSS can be linked to measurable physiological or kinematic parameters in some cases by correlating the objective measurements with a standardized subjective MSS test/experienced MS level test. This is crucial for all further genetic studies on MS.

Motion sickness susceptibility is generally assessed by means of a questionnaire: subjective reporting of experienced levels of typical MS symptoms during biosignal measurement is a method used extensively in recent experimental studies (Kennedy et al., 1993; Golding, 2016; Mazloumi Gavgani et al., 2018). Correlation of various biosignals and subjective reporting of MS levels is a task to which machine learning (ML) is actively contributing. EEG has been used as a technique to correlate biosignal measurements with MS levels in multiple subjects using ML for VR-related MS Li et al. (2020). Ko et al. (2011) used neural network ML algorithms to estimate patient’s MS level based on the EEG power spectra from possible stimulated brain areas. Li et al. (2019) also studied EEG, COP, and head and waist motion markers correlated to a subjective MS questionnaire using ML following visually induced MS. Wang et al. (2019) used postural difference measures pre- and post-visually induced MS calculated with a deep long short term memory model. These studies used visually induced MS exclusively for estimating physiological response in virtual environments. Hell and Argyriou (2018) also used ML to predict MS using a VR rollercoaster simulation tool and a neural network architecture predicting MS and the intensity of roller coasters in order to improve the gaming experience.



Scientific Goal and Proposed Experiment

In this paper, we present the results from the first study using a new seasickness measurement platform called BioVRSea. This system is a sailing simulator that records, in synchronized fashion, heart, muscle, and brain signals (Figure 1). The participants wear the VR goggles showing a rough sea scenario. The movement of the ship on the waves in the VR scenario is coupled to the moving platform and the frequency and amplitude of the VR wave motion is synchronized with the platform motion. Subjective and objective MS levels are assessed by a questionnaire while biosensors measure EEG, electromyography (EMG), and HR of the subject. The creation of a database allows the implementation of various statistical and ML algorithms with the aim of correlating the biometric results with new indexes that combine the various symptoms of MS, having as main novelty the EEG application and interpretation in association with VR and moving platform inducing MS, linked to other biosignals.
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FIGURE 1. BioVRSea structure: the moving platform, shown in a photo with a subject on the left, is combined with a rough sea VR scenario and with EEG, EMG, and HR bio-signal acquisition.






MATERIALS AND METHODS

The biosensors used in this study are 64-channel EEG, 2-channel EMG, and HR chest monitor.

This first study is based on data acquired from 28 subjects (age: 23.8 ± 1.2), 22 women and 6 men (ethic approval by the Icelandic Bioethics Commission – Number: VSN-20-101 – May 2020). Each participant is measured three times (except one subject who underwent only two protocols) using different protocols based on the amplitude and frequency of the simulated waves. From each protocol, we extract 19 parameters associated with HR, EEG, and EMG signals. Moreover, after every protocol, the subject answers the Motion Sickness Susceptibility Questionnaire (MSSQ) Golding (2006b) based on the self-evaluation of 13 different neurophysiological conditions. A total of 83 datasets [(28 × 3) - 1] constitute the final database of our study.


BioVRSea Measurement’s Protocols

The VR software (Virtualis, VR, France) dynamically visualizes a virtual environment as if the subject is out on the open sea on a little boat. A moving platform (Virtualis VR, France) mimics the waves according to the simulated environment (Figure 1). The operator can set frequency (between 0.5 and 3 Hz) and amplitude of the waves (from 0 to 2). During the simulation, we vary the amplitude of the platform movements from 0% up to 100%. The platform allows fast (tailored) movements in 0°−45°−90°−135°−180°−225°−270°−315°−360° (linear acc. not available) coupled to synchronized visual VR movements.

Three different protocols are implemented in this study (Figure 2):
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FIGURE 2. The three acquisition protocols that each patient has been subjected to.




•0 Hz, null wave amplitude. Sea simulation is not performed during this protocol. The subject remains in an upright position on the platform for 60 s, observing mountains surrounded by lights in a dark environment through the goggles.

•1 Hz, and wave amplitude = 0.6. This sea simulation protocol is divided into four parts, 30 s each with different platform movement amplitudes: 25, 50, 75, and again 25%. Total time: 120 s.

•3 Hz, and wave amplitude = 0.5. This sea simulation protocol is divided into four parts, 30 s each with different platform movement amplitudes: 25, 50, 75, and again 25%. Total time: 120 s.



The first protocol mentioned (0 Hz) is the non-movable (platform stable) pre-test (baseline) sampling where the subjects can relax. This is done before the other two protocols (1 and 3 Hz) where the subjects during the movements have to grab onto the protection bars that they have in front. The eyes must be opened during all the three protocols.

The selection of these frequencies was based on two main reasons. The first reason is to only act upon one of MS etiologic theory: multiple theories have been listed to explain MS, and the SCT is easily the leading perspective. Frequencies below 1 Hz are not considered because they might act upon the additional Postural Instability Theory, which is rooted in perception of lower <0.5 Hz frequencies Riccio and Stoffregen (1991). The second reason is to ensure that an easy scenario (1 Hz) is available to reduce the risk of falling, as well as a harder one (3 Hz) to ensure sufficient movement to trigger MS.



Data Acquisition

During each protocol, heart, muscle, and brain data are acquired using the following technologies:


•HR is measured using a heart chest sensor (Polar Electro, Kempele, Finland, sampling frequency of 1,000 Hz).

•Muscle electrical activities from the lower limbs are acquired using two wireless EMG sensors (sampling frequency of 1,600 Hz) placed on the gastrocnemius of each leg (Kiso ehf, Reykjavik, Iceland).

•Brain electrical activity is measured using a 64-channel dry electrode cap (sampling frequency of 500 Hz) from AntNeuro, Hengelo, Netherlands.





Feature Extraction

Electromyography data processing was performed using Matlab_2020b (MathWorks Inc., Natick, Massachusetts, United States). The EMG signal was filtered with a 50th-order FIR bandpass filter with cutoff frequencies at 40 and 500 Hz. A fast Fourier transform was then used to obtain the frequency spectrum. The relative power spectral density (PSD) was then calculated for five frequency bands, equally distributed from 40 to 500 Hz, resulting in five parameters per leg. Finally, the integral of the rectified EMG signal for each leg was calculated and divided by the sample size, resulting in one parameter per leg. A total of 12 EMG-related features is thus computed.

The EEG was recorded using a 64-dry electrode channel system with an EOG electrode placed below the right eye and a ground electrode placed on the left side of the neck. Data pre-processing and analysis were performed with Brainstorm Tadel et al. (2011) and Matlab_2020b.

The data were re-referenced using the common average reference. A high-pass and a low-pass filter were set, respectively, from 0.1 and 40 Hz. Bad channels were manually removed when EEG voltage was higher than 300 μV. If more than 20% of the channels showed too much noise or incorrect signal, the whole trial was rejected. The signals were digitized in segments of 30 s, within 1-Hz and 3-Hz protocols. DC offset correction was performed, and baseline correction was applied using the 0-Hz segment. Channels marked as bad were removed and interpolated. Individual trials were visually inspected and rejected when indicative of excessive muscle activity, eye movements, or other artifacts.

The PSD was computed for each epoch with Welch’s method, with the following frequency bands: delta (0.5–4 Hz), theta (4–8 Hz), alpha (8–13 Hz), beta (13–35 Hz), and low gamma (LG) (35–40 Hz). The relative power of each band was then computed and averaged across all channels, obtaining a total of five EEG-related features.

Finally, from the HR signal, we calculate two features: HR average and standard deviation.

This results in a total of 19 biometric features for each acquisition protocol (Table 1).



TABLE 1. Description of the 19 biometric parameters that compose the database.
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Table 2 shows the objective physiological measurement differences for all the subjects between the first static protocol and the other two, the light one (1 Hz) in green and the hard one (3 Hz) in red. The arrows show how the values of the single EEG, EMG, and HR data rise or fall during the protocols. For example, it is possible to notice how the EMG values for both legs at low frequencies increase for the most patients, while they decrease at high frequencies. On the opposite, the EEG values do not follow such a regular trend.



TABLE 2. Difference of the objective brain, muscle, and health bio measurements between the first static protocol and the light (1 Hz – green) and the hard one (3 Hz – red) for all the patients (the one that did not perform the 3-Hz protocol is not included).
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Motion Sickness Questionnaire and Relative Indexes

At the end of every protocol the subjects were asked to fill out a questionnaire regarding their MS symptoms. The questionnaire is based on the MSSQ proposed by Golding (2006b). The subjects must give a score between zero and two for 13 typical MS symptoms: general discomfort, dizziness and vertigo, stomach awareness, sweating, nausea, salivation, burping, headache, fullness of head, blurred vision, fatigue, eye strain, and difficulty focusing.

We define a total of eight binary indexes considering the MSSQ answers.

General discomfort (IGenDis, 1st) and Dizziness and Vertigo (IDizz, 2nd) are considered as independent and individual indexes. Stomach awareness, sweating, nausea, salivation, and burping are considered together as stomach-related to create the Stomach-related Index (IStom, 3rd). Headache, fullness of head, and blurred vision together produce the Head Index (IHead, 4th) while fatigue, eye strain, and difficulty focusing contribute to the Fatigue Index (IFatig, 5th). IStom, IFatig, and IHead are computed as binary indexes following these steps: first, we compute the average from the individual responses of each index; second, we calculate the maximum among the averages; and third, we divide the cohort into two groups (below and above 1/3 of the maximum). For IGenDis and IDizz, we apply only steps 2 and 3 using the direct response instead of the average.

Moreover, we established two more indexes, Physiological/Vegetative Index (IPV, 6th) and Neurological/Muscle Strain Index (INM, 7th). IPV is based on the previously outlined steps from the responses from sweating, salivation, nausea, burping, stomach awareness, and general discomfort conditions. Similarly, the INM is based on fatigue, eye strain, difficulty focusing, headache, fullness of head, blurred vision, and again general discomfort conditions.

The last index is called Motion Sickness Index (IMS, 8th), and it is based on the weighted sum SumMS of all the MSSQ answers (Eq. 1) and steps 2 and 3.

[image: image]

In Table 3, it is possible to see the percentage of MSSQ answers and indexes for the entire cohort. It is possible to identify general discomfort, sweating, nausea, and vertigo as the most significant indexes with over 20% of responses being 2, which is the highest possible value. Salivation and burping, conversely, are the least significant with a percentage lower than 5% providing a response of value 2.



TABLE 3. Percentage of the MSSQ answers for each symptom, and percentage of zeros and ones for the eight computed indexes.


[image: Table 3]

Table 4, similarly to Table 2, shows the increase or decrease of the value of the subjective given answer to the questionnaire using the colored arrows. It is possible to see that some patients, like numbers 10, 11, 14, and 22, have an increase of the symptom for both the 1-Hz and the 3-Hz protocols while others do not show any significant difference. Subject number 16 shows an increase only with the 3-Hz protocol, confirming the strong influence of the wave frequency on the body.



TABLE 4. Difference of the subjective MS symptoms between the first static protocol and the light (1 Hz – green) and the hard (3 Hz – red) for all the patients (the one that did not perform the 3-Hz protocol is not included).
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Statistical Analysis

All the parameters extracted from EEG, EMG, and HR underwent a non-parametric statistical univariate explorative analysis in order to understand whether there was a statistically different grouping by IGenDis, IDizz, IStom, IHead, IFatig, IPV, INM, and IMs. All the indexes underwent univariate statistical analysis through the Mann–Whitney test.



ML Tool and Algorithms

The ML analysis was performed by using KNIME Analytics Platform (v. 4.2.0), which is a well-known platform in the field of biomedical studies, as it is considered the best choice for advanced users of ML Tougui et al. (2020) Several studies have been performed in clinical settings: for radiomics studies in oncology (Ricciardi et al., 2019; Romeo et al., 2020), for fetal monitoring (Improta et al., 2019; Ricciardi et al., 2020b), for investigating some relationships in ophthalmology (D’Addio et al., 2019; Improta et al., 2020), and in cardiology Ricciardi et al. (2020a).

The following algorithms were implemented through the platform: Random Forests (RF), Gradient Boosting tree (GB), Ada-Boosting of decision tree (ADA-B), Support Vector Machine (SVM), K Nearest Neighbor (KNN), and Multilayer Perceptron (MLP). The first three are based on a structure made up of nodes (starting point of the tree, which indicates an attribute), leaves (the question to be answered, which is the final label), and branches (connecting the nodes) and showed good results in different studies (Recenti et al., 2020; Ricciardi et al., 2020c). There are many criteria for splitting up the records: the gain ratio was used in this study Safavian and Landgrebe (1991). RF and GB are two empowered versions of the decision tree; they apply the ensemble learning methods of randomization, bagging, and boosting to make the weak learner stronger (Breiman, 2001; Friedman, 2001). SVM and KNN are two instance-based algorithms (Keller et al., 1985; Suykens and Vandewalle, 1999); the former assigns the class to the test data based on their distance from similar training data while the latter is capable of solving problems that have to do with overfitting, small datasets, and non-linear and/or high-dimensional data; it can also be used for both classification and regression. It aims to find the best hyperplane that divides the dataset into two classes. MLP consists of a form of neural network with an input layer, one or more hidden layers, and an output layer. The training is usually achieved by using the algorithm backpropagation of errors or some of its variants Riedmiller and Braun (1993).

The most employed evaluation metrics were used to assess the performance of the algorithms into the classifications tasks: accuracy, sensitivity, specificity, and Area Under the Curve Receiver Operating Characteristics (AUCROC) Hossin and Sulaiman (2015). All these metrics were computed using the K-Fold Cross Validation Kohavi (1995) with k = 10 using 10 different seeds. This means that the database is divided into 10 groups and each of them is used in turn as the test group while the other nine are used for the training of the model. Using 10 different seeds allows the creation of different 10-fold divisions, which allows a better exploration of the database and achieving the best results.




RESULTS


Statistical Analysis Results

Table 5 shows the results of the statistical tests that assess the significance of the 19 parameters with the eight binary MSSQ indexes. Interestingly, only 4 out of 19 parameters never show a significance.



TABLE 5. Significance of the 19 biometric parameters calculated with the univariate statistical analysis (Mann–Whitney test) for all the eight indexes.
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The EEG Beta and LG showed significance only for the individuals suffering from headache, fullness of head, and blurred vision (IHead), while no other significances were found for an EEG parameter.

The amplitude/area of EMG on both sides achieved a significance for all the conditions except for General Discomfort (IGenDis). Similarly, excluding a few cases, the power spectrum of the EMG obtained a significance for almost all the conditions except in the band of 132–224 for the left side, which is never significant.

The HR Average was significant according to all indexes excluding IStom, IFatig, and IHead while HR std showed statistical significance only according to IGenDis.

The IGenDis index was the index that showed the least number of significances for the analyzed parameters; only EMG – R 40–132 and 132–4 Hz and HR parameters achieved significant results according to this index. On the other hand, IHead, IDizz, and INM were the indexes according to which the biometric parameters show the greatest number of significant results (respectively, 13 and 12).

Finally, 11 out of 19 parameters show a significant result according to the overall IMS: 10 EMG-related features, 1 HR-related feature, and no EEG feature.



ML Results

The ML analysis focuses on the binary classification of physiological, neurological, and general MS conditions based on the MSSQ responses. We performed the classification of the following index previously defined:


(1)The Physiological/Vegetative Index (IPV),

(2)The Neurological/Muscle Strain Index (INM),

(3)The MS Index (IMS).



We assessed these conditions using six different algorithms, finding RF to yield the best results (Table 6).



TABLE 6. Evaluation metrics after the classification ML analysis for IPV, INM, and IMS.


[image: Table 6]

As regards IPV and INM, the RF was the best algorithm for classifying both indexes; an accuracy of 75.9% with an AUCROC of 0.815 was achieved for IPV while an accuracy of 79.5% with an AUCROC of 0.832 was obtained. The highest sensitivity (85.0%) was obtained by the ADA-B for the physiological index, while the highest sensitivity was achieved by RF (74.4%). As regards the neurological index, the best sensitivity (80.0%) was achieved by the ADA-B while the best specificity (83.3%) was obtained by RF. The MLP was the worst algorithm to perform both the classifications since it reached the lowest accuracy (respectively, 49.4 and 45.8%) while the lowest AUCROC was reached by KNN for the physiological index (0.573) and by SVM for the neurological index (0.590).

The feature importance analysis (Figure 3) shows that parameters extracted from EMG were the most important ones by far for the classification of both indexes. The first EEG-based features can be found in the 5th place in the ranking while the first HR-based features can be found after the 10th place. Moreover, it has to be highlighted that the top three features in Figure 3 for these indexes are all statistically significant also in the previous univariate analysis (Table 5).


[image: image]


FIGURE 3. Brain, muscle, and heart feature importance for IPV, INM, and IMS using Random Forest algorithm.



Concerning IMS, the overall model for the indexes is good enough considering accuracies greater than 70.0%, AUCROC greater than 0.800, and the number of trials (equal to 83) that does not allow us to analyze a large dataset; indeed, a greater number of subjects would allow the improvement of the evaluation metrics of the models.

The feature importance analysis (Figure 3 and Table 7) highlighted novel results for IMS: the seasickness can be strongly linked to features extracted from EMG (the top two were area and frequency analysis in the range 40–132) and HR-based (average and standard deviation were at the third and fourth place). On the other hand, another important and surprising result is the low importance of all the features extracted from the EEG, they were below the seventh place in the final ranking (this also for the other indexes except EEG-Beta which is quite relevant for IPV and INM). This can be explained by the fact that a dry cap EEG was used for the acquisition. More noise was detected and led to a lower signal quality. Channels had to be rejected and could not be interpolated, leading to an averaged PSD on less channels. This can be one of the reasons of the low significance related to EEG features.



TABLE 7. Feature importance (%) for IPV, INM, and IMS using Random Forest algorithm.
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DISCUSSION

Postural control is central in governing upright posture in humans. PC failure is dual, firstly pathological disruption leading to clinical difficulties where symptoms of vertigo, dizziness, imbalance, and falling are prominent Dakin and Bolton (2018). Secondly, an overstimulation of the PC system may precipitate a series of symptoms of discomfort known as MS Golding (2016). As in PC diseases, there are many objective measurements to be used in the diagnosis of these diseases. On the other hand, there are limited ways to objectively measure MS. Questionnaires are used to evaluate the incidence of subjective symptoms associated with MS, most often nausea, pallor, vomiting, sweating, headache, lightheadedness, and body discomfort Balk et al. (2013). There is an urgent need for objective measurement to evaluate MS, as it threatens human well-being when one is situated in a motion-rich environment. It is also critical to objectively distinguish people into MS-prone and non-MS-prone individuals. This is possible using questionnaires Golding (2006b), but having an objective way to discriminate these two groups is of great value when comes to genetic research.

In this study, we use the BioVRSea research setup and focus on EEG, EMG, and HR bio-signals associated with subjective MS symptoms. Our EEG-coupled results show significant difference in brain neural networking in individuals indicating subjective symptoms of headache, fullness of the head, and blurred vision (IHead). In an earlier study, we showed that open eyes trials reflect a greater number of significant differences in EEG absolute spectral power across all bands during both adaptation and habituation. This suggests that following both acute and prolonged proprioceptive perturbation, cortical activity may be up-regulated with the availability of visual feedback Barollo et al. (2020). These results generally support our prior hypothesis that the visual recognition of instability may play a critical role in governing cortical processes requisite for PC Edmunds et al. (2019). These results underline the importance of visual information in PC and simultaneously open up the VR afferent link in PC perturbations. Being able to couple these subjective symptoms, i.e., headache, fullness of the head, and blurred vision, to objective intracranial activity is crucial in clinical context and opens up ways for VR-coupled biosignal evaluation of PC pathologies Maire et al. (2017). This is in keeping with many other studies performed on motion and CNS triggers of head-related symptoms. Jang et al. (2020) identified that the alpha band was linked to VR sickness, with a decrease of the absolute power during the experiment, followed by an increase during the recovery, highlighting a negative correlation with the MSSQ score. Kim et al. (2005) detected that in the case of cybersickness, the severity of the symptoms was positively correlated with the delta wave, and negatively with the beta waves. It is interesting to see that, in our study, despite the low significance of EEG regarding the different indexes chosen, the power associated to the beta band is the parameter presenting the most importance in IPV and INM. This corroborates the fact that beta band is related to MS symptoms and is a feature that should be investigated in MS studies. Our results do not enable to drawing of hypotheses regarding the other power bands.

Our observations have indicated that definite vection does not necessarily result in visually induced MS (you can have very compelling vection but no visually induced MS), but at the same time, most participants who get sick also report vection. Our intentions are to verify the relationship between MS and visually induced MS, although there are some participants that get sick on the platform but never experience MS in the real world. They probably have not experienced enough rough waters and therefore we do not expect false positive/negative.

To be able to evaluate the relationship between BioVRSea biosignals and subjective MS symptoms, the use of ML was necessary. This study clearly shows the benefit of ML; indeed, it allowed us to achieve two aims: first, the possibility to model several biometric parameters extracted from three types of signals (EEG, EMG, and HR) in order to be able to classify/distinguish patients suffering from seasickness according to these features; second, the feature importance analysis allowed us to further confirm the statistical results by ranking the features according to their contribution to the classification task. Moreover, as regards the ML models, the RF was the most reliable among all the implemented ones (Table 6).

The amplitude of the EMG signals in both legs showed significant difference regarding all conditions except general discomfort (IGenDis). That indicates that almost all subjective symptoms of MS showed correlation with changes in EMG. This is in context with the fact that all human efforts initiated to prevent falls, i.e., acute or long-term vertigo and dizziness, are mediated through postural stabilizing muscles Perrin et al. (2018). Some studies used EMG measurements to analyze the behavior related to MS, with sensors placed on the abdominal muscles Shafeie et al. (2013) and EMG combined with cervical vestibular myogenic potential to study the effect of scopolamine for the seasickness treatment Tal et al. (2016). As far as we know, no study found significance related to EMG in the lower limbs to quantify MS. This is an important piece of information regarding our BioVRSea research setup and is a promising single tool to objectively extract MS sufferers. On the other hand, this is not surprising as the prime effector in PC is aimed at muscles maintaining the upright posture and simultaneously avoiding falls. Our BioVRSea research setup might answer several clinical questions related to strategies used to prevent falls in patients with PC pathologies.

The HR parameters were significantly associated with the symptom of General Discomfort (IGenDis). The General Discomfort symptom is general in its nature and does not specifically point to MS. On the other hand, the triggered MS discomfort relates to an escalated sense of generalized panic in severe MS conditions, which is well capable of creating extreme cardiovascular deviations Yates et al. (2014a). This is expected as HR is probably the best-known biosignal associated with numerous physical as well as pathological conditions, particularly of a PC nature.

These results can be used to have quite a whole vision of the body reaction to induced MS. This total vision can be used to help the pathological patients and the people that are more prone to MS planning an eventual rehabilitative therapy. Future ideas are to use more physiological measurements like blood oxygenation, skin sweating, and force used on the legs for the equilibrium. All these actual and future body parameters coupled with the BioVRSea system and ML are of value in further evaluation of PC disruptions, which are probably the most disturbing and costly health conditions affecting humans.


Limitations

Of course, the study has some limitations. The first is the small number of subjects that limits also the possibility of obtaining higher evaluation metrics in the ML analysis. The second is the type of population that has been analyzed in this research because it was limited regarding age and health status; all the subjects were young and healthy. Further studies could increase the number of subjects, which would allow improvements in the performance of ML and include in the population more diverse subjects. We use dry electrodes for the EEG acquisition resulting in high noise signal, which we believe has limited the value of the associated EEG parameters in both statistical significance and ML. The use of a wet cap EEG for further acquisitions is a potential improvement.

Of course, the VR view that the investigated individual visualizes standing on a virtual small vessel is not a true scenario of working environment at sea but is nevertheless capable of creating MS sensation at least in experienced sailors (verbal statements after being on platform).
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Electroencephalography as a Biomarker for Functional Recovery in Spinal Cord Injury Patients
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Background: Functional changes after spinal cord injury (SCI) are related to changes in cortical plasticity. These changes can be measured with electroencephalography (EEG) and has potential to be used as a clinical biomarker.

Method: In this longitudinal study participants underwent a total of 30 sessions of robotic-assisted gait training (RAGT) over a course of 6 weeks. The duration of each session was 30 min. Resting state EEG was recorded before and after 30-session rehabilitation therapy. To measure gait, we used the Walking Index for Spinal Cord Injury Scale, 10-Meter- Walking Test, Timed-Up-and-Go, and 6-Min-Walking Test. Balance was measured using Berg Balance Scale.

Results: Fifteen participants with incomplete SCI who had AIS C or D injuries based on American Spinal Cord Injury Association Impairment Scale classification were included in this study. Mean age was 35.7 years (range 17–51) and the mean time since injury was 17.08 (range 4–37) months. All participants showed clinical improvement with the rehabilitation program. EEG data revealed that high beta EEG activity in the central area had a negative correlation with gait (p = 0.049; β coefficient: −0.351; and adj-R2: 0.23) and balance (p = 0.043; β coefficient: −0.158; and adj-R2:0.24) measured at baseline, in a way that greater high beta EEG power was related to worse clinical function at baseline. Moreover, improvement in gait and balance had negative correlations with the change in alpha/theta ratio in the parietal area (Gait: p = 0.049; β coefficient: −0.351; adj-R2: 0.23; Balance: p = 0.043; β coefficient: −0.158; and adj-R2: 0.24).

Conclusion: In SCI, functional impairment and subsequent improvement following rehabilitation therapy with RAGT correlated with the change in cortical activity measured by EEG. Our results suggest that EEG alpha/theta ratio may be a potential surrogate marker of functional improvement during rehabilitation. Future studies are necessary to improve and validate these findings as a neurophysiological biomarker for SCI rehabilitation.

Keywords: spinal cord injury, electroencephalography, rehabilitation, biomarkers, neuroplasticity


INTRODUCTION

Spinal cord injury (SCI) is one of the most important causes of permanent disability with a major social and economic impact on the affected population. Patients with SCI have a higher mortality risk, which can be 28.8 times greater than the reference population (Leite et al., 2019). The worldwide prevalence of SCI is estimated to be 440 to 526 per million people, with an incidence rate varying from 13.0 per million to 163.4 per million people and reaching 220.0 per million people in under-developed countries (Kang et al., 2018).

Rehabilitative therapies in SCI have significantly improved over the past decades with the development of better rehabilitation protocols and new technologies such as robotic-assisted gait training (RAGT). Despite these advances, there are still a significant number of patients with severe impairment who fail to show any significant improvement with these interventions (Scivoletto et al., 2011; Nam et al., 2017). Understanding the mechanisms of functional recovery in SCI and developing surrogate markers of treatment response are crucial for the development of innovative approaches and tailored treatments for SCI patients. New evidence suggests that neuroplasticity has an essential role in restoring sensory, motor and autonomic functions, by the reorganization of circuits at the level of the SCI, and in the cortical areas of the brain (Liu et al., 2012). Both adaptive and maladaptive neuroplasticity in SCI have been previously investigated using different neuroimaging techniques and quantitative electroencephalography (qEEG).

Studies with functional Magnetic Resonance Imaging suggest that SCI patients have alterations of functional connectivity in different areas of the encephalon, including the primary motor cortex (M1), the premotor cortex (PMC), the supplementary motor area (SMA), the thalamus (TH), the cerebellum, and the right orbitofrontal cortex (OFC). These changes are thought to be related to functional and structural reorganization following the injury to efferent and afferent neural pathways (Athanasiou et al., 2017) and have been shown continue to evolve over time following the injury (Hawasli et al., 2018). Moreover, it is suggested that SCI patients with poorer recovery have decreased functional connectivity between the primary motor cortex and other higher order motor areas such as SMA and PMC as compared to the patients with good recovery (Hou et al., 2016).

Another instrument to study cortical networks is qEEG due to its accessibility, relatively low-cost application and high temporal resolution as compared to other neuroimaging techniques. QEEG measures have been investigated in numerous neuropsychiatric conditions to guide or predict treatment response. Another two important areas where qEEG have provided important insights into are human learning (Etnier et al., 1996; Smith et al., 1999; Kiefer et al., 2014) and cognition (Trammell et al., 2017).

Studies in SCI have so far shown decreased EEG alpha power, lower peak frequencies, and higher beta power in SCI subjects (Tran et al., 2004; Herbert et al., 2007; Doruk et al., 2017). Additional findings in SCI included abnormal or absence of somatosensory- evoked potentials (Lewko et al., 1995; Cheliout-Heraut et al., 1998; Spiess et al., 2008; Kuhn et al., 2012), altered event- related synchronization-desynchronization (Muller-Putz et al., 2007; Gourab, 2010; Cremoux et al., 2013; Müller-Putz and Kaiser, 2014), and cortical network changes (Mattia et al., 2006; De Vico Fallani et al., 2007, 2008; Mattia et al., 2009). A longitudinal study evaluating the event-related desynchronization (ERD) over the motor cortex within the first months following the injury showed that alpha and beta ERD evolution after SCI is negatively correlated with the clinical progression of the patients (Lopez-Larraz et al., 2015).

Advances in signal analysis methods have made it possible to use qEEG to index changes in M1, somatosensory cortex and in the parietal cortex that might be related to the adaptive and maladaptive reorganization of the neural networks after SCI. In a recent EEG study, analysis of functional connectivity within the sensorimotor networks during multiple motor imagery tasks showed that SCI patients had decreased connectivity within the sensorimotor network. SCI patients also had increased local processing during the late stages of imagery tasks which was attributed to adaptive compensatory mechanisms and plastic changes following injury (Athanasiou et al., 2018). In another study, compared to healthy controls, subjects with tetraplegia showed enlargement of functional networks and differences in functional interactions within these networks while performing an attempted movement (Mattia et al., 2009).

Current evidence suggests that EEG can be a useful tool to evaluate functional impairment and neuroplastic changes related to SCI. Previous studies have shown that qEEG measures may also be useful in predicting motor recovery following robot assisted rehabilitation in other conditions such as stroke (Trujillo et al., 2017). However, there is a lack of longitudinal studies that correlate changes in EEG with functional improvement after rehabilitation therapy in SCI. Therefore, in this study we aimed to identify the longitudinal changes in brain activity measured by EEG that are related to the functional improvement in SCI patients who have received rehabilitation therapy.

We hypothesized that an injury to corticomotor and somatosensory pathways would lead to neuroplastic changes in the central and parietal areas of the cortex that can be indirectly measured by the changes in neural oscillations at the alpha and beta frequencies measured by EEG. Based on the previous studies, we mainly focused on the brain activity in the alpha and beta frequency bands as these would be the most relevant EEG measures related to motor function and functional recovery. Other EEG bandwidths and alpha/theta ratio were tested in an exploratory analysis (Tran et al., 2004; Herbert et al., 2007; Doruk et al., 2017).



MATERIALS AND METHODS

This study was approved by the Ethics Committee for Analysis of Research Projects of University of São Paulo Medical School.


Sample Characteristics

This study included 15 participants with incomplete SCI admitted to the Institute of Physical Medicine and Rehabilitation (IMREA) of University of São Paulo. Written informed consent was obtained from each participant. The inclusion criteria were: (1) diagnosis of incomplete SCI (rated as AIS C or D in American Spinal Cord Injury Association Impairment (ASIA) scale), (2) age between 16 and 70, and (3) one to 36 months after the injury.

The exclusion criteria were: (1) having cardiac pacemaker, (2) unstable angina or other decompensated heart disease, (3) chronic obstructive pulmonary disease, (4) dysreflexia of autonomic system, (5) tracheostomy, (6) presenting deformity and stiffness of the hip joint, knee (20° or more of flexion) and ankle (10 or more plantar flexion), (7) restricted range of motion, (8) lack of cardiovascular conditioning or disabling fatigue, (9) body weight greater than 135 kg, (10) body height greater than 2 meters, (11) leg length difference greater than 2 cm, (12) osteoporosis, (13) instable fracture in lower extremity, and (14) presence of decubitus ulcer of lower extremity.



Rehabilitation Program

Participants went through the IMREA rehabilitation program, for about 8 weeks, consisted of six weekly sessions of 60 min of physical therapy, occupational therapy, and physical fitness, as well as two weekly 60-min sessions of nursing, nutrition, psychology and social work. For locomotion therapy, the Lokomat system (Hocoma AG, Switzerland), which is a RAGT, was used. A trained therapist conducted all sessions.

The Lokomat therapy was performed five times a week over a course of 6 weeks (for a total of 30 sessions). Each session lasted for 30 min. The training load and speed were gradually increased based on tolerability. The supporting body starts with 50% of the patient body weight, and it decreased by 10% every 2 weeks. The Lokomat guiding force varied between 90–75%, based on the patient’s capacity to perform active movements. The progression of gait speed was adjusted during the training period based on the tolerance level of the participant. The treatment was combined with the conventional gait therapy without the use of the suspension device used in gait training.



Demographic and Clinical Variables

Information on age, gender, time since the injury, level of the lesion, and medication use was obtained from all subjects. Participants were classified according to the ASIA to determine the ASIA Impairment Scale (AIS). Participants were categorized into AIS “C” or “D,” depending on their ability to move at least half of the key muscles below the single neurological level, with adequate strength or not.

To measure gait, we used the Walking Index for Spinal Cord Injury (WISCI II) Scale, 10-Meter- Walking Test (10MWT), Timed-Up-and-Go (TUG), and 6-Min-Walking Test (6MWT; Ditunno et al., 2000; van Hedel et al., 2005; Bohannon, 2006; Jackson et al., 2008). Individuals without walking ability were scored a speed value of 0 m/s. To measure balance, we used Berg Balance Scale (BBS; Berg et al., 1989). The evaluations were performed by the same rater at the baseline (i.e., prior to any Lokomat training), and after 30 sessions of training. Participants could use assistive devices and braces during the tests, but not harness systems, parallel bars or other support systems.



Electroencephalography

Resting-state electroencephalography (EEG) was recorded for 20 min using a 128-channel EEG cap with active electrodes (Acti-Champs, PyCorder, Brainvision LLC®). The acquisition was performed before and after 30-session rehabilitation therapy. All recordings were obtained eyes closed. The EEG data were analyzed visually by an EEG expert clinical neurophysiologist to exclude the existence of epileptiform discharges.

For the offline analysis, we used a high-pass filter of 1 Hz and low-pass filter of 40 Hz, followed by manual artifact detection and rejection by a blinded assessor. Then, the data were exported and analyzed offline with EEGLab (Delorme and Makeig, 2004) and MATLAB (MATLAB R2012a, The MathWorks Inc. Natick, MA, United States, 2000).

The artifact-free data was processed using Fast Fourier transformation (averaged windows of 5 s with 50% overlap) to calculate power (μV2) for the following EEG bands: theta (4–8 Hz) and alpha (8–13 Hz) and the sub-bands: low alpha (8–10 Hz), high alpha (10–13 Hz), low beta (13–20 Hz), and high beta (21–30 Hz). Electrodes representing cortical areas were selected and averaged over for the following regions: frontal (F1, F2, F3, F4, F5, F6, AF3, AF4, FC3, and FC4), central (C1, C2, C3, C4, C5, and C6), parietal (P1, P2, P3, P4, P5, and P6), temporal (T1, T2, T3, T4, T5, T6, T7, T8, T9, and T10), and occipital (O1, O2, and Oz) areas.



Statistical Analysis


Functional Outcomes

Due to our small sample size, a non-parametric test (Wilcoxon Signed Rank) was performed to compare pre- and post- treatment gait and balance measures (WISC, 10MWT, 6MWT, TUG, and BBS). Data were expressed as mean and standard deviation for the analysis. Participants who could not perform the tests were not included in the analyses. For the demographic and clinical characteristics gender, AIS classification (C or D) and level of injury (cervical or bellow cervical) were treated as binary variable; and time since lesion (in months) and age (in years) as continuous variables. We conducted univariate analysis to assess the relationship between functional outcomes and demographic/clinical characteristics.



Functional Outcomes and EEG


Functional outcomes as a predictor of baseline EEG

First, the normality of EEG data was tested using histograms. After confirming that the data have approximately normal distribution, we conducted separate univariate linear regression analyses where the independent variable was one of the functional outcomes (WISCI or BBS measured at baseline) and the dependent variable was the baseline EEG power [separately for each frequency bands (e.g., alpha, low beta), or the alpha/theta power ratio (alpha/theta)] to assess if there is any association between functional outcomes and EEG measures at baseline. Each dependent EEG variable tested one at a time. The initial analyses were performed only for the average of central electrodes (related to primary motor cortex) and parietal electrodes (related to primary somatosensory cortex), since our hypothesis was that the expected EEG changes would be secondary to the lesion in the corticomotor and somatosensory pathways, and therefore, these areas would be the most likely to show alterations in EEG activities related to functional outcomes.

To test for the hypothesis that baseline EEG measures can predict functional improvement, we performed analyses where the independent variable was the improvement of WISCI or BSS calculated as the difference between post-rehabilitation – pre-rehabilitation, (ΔWISCI or ΔBSS) and the dependent variable was the baseline EEG power.



Functional outcomes as a predictor of change in EEG

To test the hypothesis that the change in brain activity measured by EEG (ΔEEG) is related to functional improvement (ΔWISCI or ΔBSS), we tested univariate models where the change in EEG activity [calculated as the difference between post-rehabilitation – pre-rehabilitation, (ΔEEG)] in specific cortical areas and in each frequency band (e.g., central alpha power post-rehabilitation minus central alpha power pre-rehabilitation) was the dependent variable, and the improvement of WISCI or BBS (ΔWISCI or ΔBSS) was the independent variable.

To test the specificity of the cortical area for the significant EEG variables, we also tested other brain regions (frontal, temporal and occipital; besides central and parietal). These other cortical areas were only tested for the EEG variables that were significant in the initial analyses since the analyses were hypothesis-driven. For the statistical analyses, we used Stata Statistical Software 15 (StataCorp LLC), and the significant level was p-value < 0.05.



RESULTS

Fifteen participants with incomplete SCI who had had AIS C or D injuries based on ASIA classification were included in this study. Mean age was 35.7 years (range 17–51) and the mean time since injury was 17.08 (range 4–37) months. Lesion levels of were cervical (n = 11), lumbar (n = 1), and thoracic (n = 3). Participants were taking medications due to clinical comorbidities, including chronic pain, depression, urinary incontinence, and spasticity. One of the participants did not have an EEG recording at baseline and was excluded from the analysis.


Functional Outcomes


Functional Outcomes

The analyses of functional change (pre vs. post-treatment) showed significant improvement of gait measured by the scales WISCI (p = 0.009), 6MWT (p = 0.029), and TUG (p = 0.037), but the improvement was not significant for 10MWT (p = 0.093). There was also a statistically significant improvement for balance measured by BBS (p = 0.007). Because of the absence of a control group, it was not possible to state that the improvement was related to intervention. Due to severe gait impairment, 5 of 14 could not perform the test 6MWT, 10MWT, and TUG, and were excluded from the analyses. Table 1 summarizes the results.


TABLE 1. Improvement in functional outcomes.
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Functional Outcomes as a Predictor of EEG Variables


Baseline EEGs

For the selected cortical areas (central and parietal), only high beta power in the central area had a normal distribution and was considered in this analysis. Baseline high beta EEG power in the central area (average of central electrodes) was predicted by the baseline measurements of WISCI (p = 0.010; β coefficient: −0.003; and adj-R2: 0.39) and BBS (p = 0.012; β coefficient: −0.001; and adj-R2: 0.31).

Although our hypothesis was related to central and parietal areas, we tested other cortical areas for the same EEG variables to test whether the results were specific to these brain regions or represents a more global change in brain activity. Results are summarized in Table 2.


TABLE 2. Baseline EEG predicted by functional outcomes.
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Changes in EEGs [Post-Rehabilitation – Pre-Rehabilitation, (ΔEEG)]

In the central area, ΔEEG for all bands had a normal distribution. In the parietal area, only Δ alpha/theta had a normal distribution and was considered in this analysis. Gait improvement measured by WISCI (Δ WISCI) had a negative correlation with the change in alpha/theta ratio in the parietal area (p = 0.049; β coefficient: −0.351; and adj-R2: 0.23). The improvement in balance (Δ BBS) had a negative correlation with the change in alpha/theta ratio in the parietal area (p = 0.043; β coefficient: −0.158; and adj-R2:0.24). Results are summarized in Table 3.


TABLE 3. Changes in EEG predicted by improvement in functional outcomes.

[image: Table 3]The significant results in the parietal area (mentioned above) were also tested for frontal, temporal and occipital areas. None of the other cortical areas was found significant, suggesting the high specificity of the relationship between functional improvement and the EEG signal in the parietal area. Moreover, we did not find a prognostic EEG biomarker since none of the independent variable were significant for the analysis in which dependent variable was the baseline EEG power to predict the functional improvement.



DISCUSSION


Clinical and Functional Outcomes

We found significant clinical improvement with the rehabilitation program, with the mean gain of 1.9 (SD:2.6) in WISCI and the mean gain of 4.1 (SD:5.7) in BBS. The training was well tolerated, and there were no adverse events.



EEG Activity at Baseline Related to Functional Impairment at Baseline

High beta EEG activity in the central area had a negative correlation with gait and balance measured at baseline, in a way that greater high beta EEG power was related to worse clinical function. This relation was also significant in the frontal area, but not in parietal, temporal, or occipital areas. Beta oscillations have been associated with GABAergic activity in inhibitory interneurons and pyramidal neurons and are thought to reflect plastic changes in neural networks (Whittington et al., 2000; Rossiter et al., 2014). In a study comparing chronic SCI patients with age and sex matched, able-bodied control group, authors found consistently decreased alpha wave (8–13 Hz) and increased beta wave activity (13–30 Hz) in the SCI group (Herbert et al., 2007). Similarly, studies in stroke patients also showed a relation between increased beta wave activity and poor motor function (Simis et al., 2015; Thibaut et al., 2017). Our results are also supported by another study from our group, with a larger and different sample of incomplete SCI patients, in which we also found that greater high beta EEG power at baseline was negatively correlated with baseline gait function (Simis et al., 2020). Additionally, in that study, functional improvement was associated with greater baseline high beta power and greater decrease in high beta power after interventions. Even though we did not find any significant correlation between functional improvement and change in high beta power in the present study, this might be due to a type II error, considering our small sample size.

Overall, our results are in line with the literature and suggest that the correlation between baseline high beta EEG activity and poor functional impairment might be an indirect biomarker of adaptive/maladaptive changes and cortical reorganization within the corticomotor networks following SCI.



Changes in EEG Activity (Post-Rehabilitation – Pre-Rehabilitation) Related to Functional Improvement

Change in alpha/theta activity ratio in the parietal area was negatively correlated with the improvement of gait (p = 0.049; adj-R2: 0.23) and balance (p = 0.043; adj-R2:0.24).

How alpha oscillations are generated remains unclear. Different models have been proposed including the cortical generation of the rhythms; TH as the pacemaker of the alpha rhythm (Bollimunta et al., 2011), or a more complex circuit (cortico-thalamo-cortical and intra-cortical circuits) associated with feedforward circuits that regulate alpha activity (Hindriks and van Putten, 2013). Previous studies comparing SCI participants with able-bodied controls showed that SCI participants have decreased alpha and increased beta activity in the cortex, with a larger difference in central, parietal and occipital areas. Besides, SCI subjects were consistently found to have lower peak frequencies than controls (Tran et al., 2004; Herbert et al., 2007). These EEG changes have been explained by the concept of thalamocortical dysrhythmia (TCD), which is the shift in the dominant spectral power to slower frequencies as a result of the deafferentation of excitatory input over TH (Llinas et al., 1999; Llinas and Steriade, 2006; Hirata and Castro-Alamancos, 2010). In our results, the negative correlation between functional improvement and alpha/theta ratio could be seen as contradictory, since it goes in the same direction of the TCD. On the other hand, it is important to note that in our results changes in alpha power was not correlated with functional improvement; but only its relation to theta power was, which is further discussed below. One explanation for why we did not see a direct correlation within the alpha band after rehabilitation might be explained by the disruption or the reorganization of the networks associated with motor learning, yet, in the absence of a control group this interpretation remains to be further explored.

The generation of theta oscillations has been related to structures in the hippocampus (hippocampal theta rhythm) and extra hippocampal (septal complex, entorhinal cortex, and pedunculopontine tegmentum). The functions of theta oscillation are not fully understood but are probably related to memory formation, sleep, and arousal (Hasselmo, 2005; Pignatelli et al., 2012). It is proposed that theta is promoted in the brainstem by GABAergic projection, from the neurons in nucleus incertus and ventral tegmental nucleus of Gudden, to the frontal cortex and nucleus accumbens. This circuit regulates the activity of thalamocortical neurons. It is suggested that GABAergic inputs to thalamic relay nuclei maintain tonic inhibition, which suppress unimportant information and unnecessary motor activity. On the other hand, when high attention is required, there is a decrease of this tonic inhibitory input allowing the enhanced arousal/attention and sensorimotor transmission, facilitating the motor response (Brown and McKenna, 2015). Therefore, the improvement of gait and balance may be related to the downregulation of this circuity (hence decrease in theta oscillations), which reflects as a decrease in alpha/theta activity in the parietal area. However, due to the absence of control group, it is not possible conclude whether these changes are solely related to motor recovery or RAGT, or both. It is possible that the EEG changes is associated to motor skill acquisition related to the therapy sessions, which may be present in subjects without SCI.



POSSIBLE CLINICAL APPLICATIONS

Our results suggest that EEG measures such as alpha/theta ratio might be a potential biomarker to determine treatment response and functional recovery in SCI patients and individualize rehabilitation therapies based neurophysiologic evidence. Additionally, these biomarkers can be potentially used as surrogate outcomes of patient’s clinical progression and to define discharge criteria from therapy. Moreover, it may be used to guide new rehabilitation therapies such as brain-computer-interface training and non-invasive brain stimulation techniques.

Even though we did not find any direct relationship between baseline EEG measures and functional outcomes, baseline EEG biomarkers have been implicated in the literature as a potential biomarker of treatment response in variety of neuropsychiatric diseases, such as multiple sclerosis (Tramonti et al., 2019) and depression (Olbrich and Arns, 2013) and therefore could play an important role in clinical practice. Further studies with larger sample sizes are needed to explore the potential use of baseline EEG measures as a predictor of treatment response in SCI.



LIMITATIONS

The study had a small sample size with participants with different lesion levels and time since injury. Additionally, participants were taking medications that can influence EEG activity, which we were unable to control in our multivariate models due to our low sample size. Therefore, our results need to be confirmed in larger cohorts. Moreover, the results need to be carefully interpreted due to the absence of a control group. Another limitation is that EEG measures used in this study provides only an indirect measure of cortical activity and may not be sufficient to identify more local changes in the cortical structures. Future studies employing more advanced EEG analyses techniques to analyze the effects of rehabilitation techniques are needed to confirm our results. On the other hand, the use of simple and well-established methods (such as EEG power) can be more easily translated into clinical practice once proven to be accurate surrogate markers of brain activity in SCI.



CONCLUSION

In SCI, functional impairment and subsequent improvement following rehabilitation therapy with RAGT correlated with the change in cortical activity measured by EEG. Our results suggest that EEG alpha/theta ratio may be a potential surrogate marker of functional improvement during rehabilitation. Future studies are necessary to improve and validate these findings as a neurophysiological biomarker for SCI rehabilitation.
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The central nervous system uses feedback processes that occur at multiple time scales to control interactions with the environment. The long-latency response (LLR) is the fastest process that directly involves cortical areas, with a motoneuron response measurable 50 ms following an imposed limb displacement. Several behavioral factors concerning perturbation mechanics and the active role of muscles prior or during the perturbation can modulate the long-latency response amplitude (LLRa) in the upper limbs, but the interactions among many of these factors had not been systematically studied before. We conducted a behavioral study on thirteen healthy individuals to determine the effect and interaction of four behavioral factors – background muscle torque, perturbation direction, perturbation velocity, and task instruction – on the LLRa evoked from the flexor carpi radialis (FCR) and extensor carpi ulnaris (ECU) muscles after velocity-controlled wrist displacements. The effects of the four factors were quantified using both a 0D statistical analysis on the average perturbation-evoked EMG signal in the period corresponding to an LLR, and using a timeseries analysis of EMG signals. All factors significantly modulated LLRa, and their combination nonlinearly contributed to modulating the LLRa. Specifically, all the three-way interaction terms that could be computed without including the interaction between instruction and velocity significantly modulated the LLR. Analysis of the three-way interaction terms of the 0D model indicated that for the ECU muscle, the LLRa evoked when subjects are asked to maintain their muscle activation in response to the perturbations was greater than the one observed when subjects yielded to the perturbations (p < 0.001), but this effect was not measured for muscles undergoing shortening or in absence of background muscle activation. Moreover, higher perturbation velocity increased the LLRa evoked from the stretched muscle in presence of a background torque (p < 0.001), but no effects of velocity were measured in absence of background torque. Also, our analysis identified significant modulations of LLRa in muscles shortened by the perturbation, including an interaction between torque and velocity, and an effect of both torque and velocity. The time-series analysis indicated the significance of additional transient effects in the LLR region for muscles undergoing shortening.

Keywords: stretch reflex, long latency responses, motor neurophysiology, electromyography, robotics


INTRODUCTION

Countering unexpected and unpredictable loads is a ubiquitous occurrence of everyday life. Humans can precisely perform movements and interact with the environment even in the presence of these external perturbations. These mechanical perturbations require the nervous system to induce a compensatory action in order to ensure the task success. An important component of the compensatory actions produced by the central nervous system is the long-latency response (LLR). In upper limb muscles, the LLR is evident as the burst of muscle activity occurring 50–100 ms following a limb displacement. Accordingly, this event occurs between the fastest nervous system response, i.e., the short-latency reflex (SLR) occurring within 20–50 ms, and the delayed voluntary reaction which begins 100 ms after the imposed perturbation (Hammond, 1956; Lee and Tatton, 1975; Kurtzer, 2015).

After a seminal study by Hammond in 1956 (Hammond, 1956), several investigators have utilized a limb perturbation paradigm to investigate the physiological mechanisms subserving the muscle stretch responses to the externally applied loads (Allum, 1975; Crago et al., 1976; Evarts and Granit, 1976; Thomas et al., 1977; Kurtzer, 2015; Zonnino et al., 2019). In these paradigms, the muscle responses including the LLRs are recorded through surface electromyography (EMG) activity evoked in the muscle stretched by an imposed angular joint displacement induced by a mechanical perturbation of known and controllable characteristics (Rothwell et al., 1980; Tarkka and Larsen, 1987; Cody and Plant, 1989; Matthews, 1989, 1993; Noth et al., 1991; Kurtzer, 2015).

There is a body of evidence supporting the practical importance of muscle stretch responses – specifically the LLR component – in the neurological research. Previous studies showed that LLR can be considered as the primary outcome measure in various rehabilitation and robot-aided training protocols for several neurological diseases including stroke, Parkinson’s disease (PD), spinal cord injury, and cerebellar ataxia (Sinkjær and Hayashi, 1989; Hayashi et al., 2001; Trumbower et al., 2013; Mirbagheri et al., 2015; Banks et al., 2019; Deneri et al., 2020). One recent study in 2019 (Banks et al., 2019), distinguished LLR as a promising physiological marker of walking dysfunction in chronic stroke. Trumbower et al., also demonstrated that there is a bilateral impaired regulation of the LLR during tasks which require increased stability in both the paretic and non-paretic upper limbs of stroke survivors (Trumbower et al., 2013). Moreover, previous studies on Parkinson’s disease reported that LLR might be a useful objective physiological measure of muscle stiffness and rigidity in PD patients (Sinkjær and Hayashi, 1989; Hayashi et al., 2001).

Several behavioral factors are known to affect the amplitude of LLRs, including the neuromechanical state of the muscle prior perturbation (i.e., muscle length and activation) (Bedingham and Tatton, 1984; Calancie and Bawa, 1985), the direction of perturbation (i.e., whether the perturbation stretches or shortens the muscle) (Miscio et al., 2001; Lewis et al., 2004, 2010), the kinematic features of the applied perturbation (i.e., perturbation velocity, duration, amplitude, velocity profile) (Lee and Tatton, 1982; Lewis et al., 2005; Schuurmans et al., 2009), and the instructions provided to participants as to how to respond to the applied perturbations (Miscio et al., 2001; Lewis et al., 2006; Kurtzer et al., 2014).

Although investigators mostly focused on studying LLR features in stretched muscles, there is evidence of EMG activity evoked in the muscle shortened by the applied perturbation (Miscio et al., 2001; Lewis et al., 2004). Specifically, an increase in the EMG activity of the extensor carpi radialis (ECR) muscle which was shortened due to the applied wrist extension perturbation was documented in a study conducted in 2004 (Lewis et al., 2004). Although the shortened muscle response was smaller in amplitude than the one evoked in the stretched (flexor) muscle, both had two separate components of SLR and LLR with a similar onset timing. Another study also observed a similarly timed, low-amplitude EMG response with an onset of about 50 ms, evoked in the ECR muscle in response to a rapid wrist extension (Miscio et al., 2001). The authors suggest that part of the measured effects may be due to cross-talk (a volume-conducted response from the stretched muscle). However, because significant perturbation-evoked responses were measured in muscles undergoing shortening even using intramuscular EMG (Lewis et al., 2010), it may be reasonable that LLR are evoked in muscles subject to both a shortening and a stretching perturbation.

Studies also examined the effects of background muscle activation prior to the imposed perturbation on the LLR amplitude. In general, an increase in background activation results in an increase in the magnitude of muscle activity in both the proximal and distal muscles of the upper limbs (Bedingham and Tatton, 1984; Miscio et al., 2001; Pruszynski et al., 2009). Affecting the background motoneuron pool excitability, pre-existing background muscle activation is thought to reflect an automatic adjustment mechanism, known as the automatic gain component of the LLR (Bedingham and Tatton, 1984; Matthews, 1986; Miscio et al., 2001; Pruszynski et al., 2009).

Several studies quantified the effects of the kinematic features of the applied perturbation on the LLR amplitude (Lee and Tatton, 1975, 1982; Lewis et al., 2005, 2006; Schuurmans et al., 2009). It is generally accepted that the LLR amplitude increases as a function of the velocity of the applied perturbations (Tatton and Bawa, 1979; Bedingham and Tatton, 1984). In the common ramp-and-hold perturbation paradigms, which are conducted at constant velocity, perturbation duration may also play a factor when the duration of the perturbation is within the range of neuromuscular delays expected for the LLR. However, the details of the interaction between perturbation velocity and duration in modulating LLR amplitude are not yet completely understood. A study by Lewis et al. showed that LLR amplitudes of the biceps brachii undergoing stretch are modulated by velocity in all conditions, but the slope of the relationship is also modulated by duration (Lewis et al., 2005). Yet, the range of velocities and durations that modulate the response in such a way is likely limited. In fact, we know that for FCR, a very high velocity and short duration (<40 ms) perturbation is not sufficient to evoke a long-latency response, whereas a perturbation of low velocity and long duration (>60 ms) generates well-developed LLRs (Lee and Tatton, 1982).

Task instruction also plays a key role in modulation of the LLR response. Accumulating evidence shows that the temporal overlap of two different responses including a task-dependent response and an automatic response results in the task-dependent change in LLR amplitude (Rothwell et al., 1980; Lewis et al., 2006; Pruszynski et al., 2011). The task-dependent response is larger when participants attempt to counter a perturbation than yield to the perturbation (Calancie and Bawa, 1985; Miscio et al., 2001; Lewis et al., 2006; Kurtzer et al., 2014). Participants can be instructed to respond to the perturbation in different ways: they can be asked to relax immediately following the perturbation (Miscio et al., 2001) — a condition referred to as “yield”; to maintain the background torque and avoid a voluntary response to the perturbation (Calancie and Bawa, 1985) — a condition referred to as “Do Not Intervene”; or to explicitly compensate by activating their muscles in the opposite direction of the perturbation (Lewis et al., 2006), or to compensate cued by a visual feedback of the hand position (Kurtzer et al., 2014) — conditions referred to as “Resist.” In conditions where the subject was instructed to counter the stretch, LLR amplitude typically increased compared to a control condition, demonstrating that the LLR can be modulated to functionally adapt to the task at the upper limb (Crago et al., 1976; Colebatch et al., 1979; Rothwell et al., 1980). However, the ‘yield’ or the ‘DNI’ instructions were never directly compared, with the exception of one study (Calancie and Bawa, 1985), which only recruited two individuals. Because the state of the muscle in the “yield” and the “DNI” conditions is fundamentally different, it would be useful to quantify the differential effects of these two conditions on the evoked LLR.

Gathered together, several factors concerning the mechanics of the applied perturbations and the active role of muscles prior or during the perturbation can modulate the amplitude of long-latency responses in the upper limbs. Hence, it is of a paramount importance to study how the interaction of these factors would affect the muscle stretch responses in a single study. However, the majority of previous studies has systematically studied only one or two of the factors modulating LLRa, with the interaction between perturbation velocity and task instruction studied in Lewis et al. (2006), the interaction between perturbation velocity and background torque studied in Bedingham and Tatton (1984), and the interaction between task instruction and background torque studied in Calancie and Bawa (1985). One previous study (Miscio et al., 2001) has studied the effects of three of the factors highlighted above (i.e., task instructions, perturbation direction, and torque), though not with a full factorial design capable of quantifying the interactions among all factors. As such, to the best of our knowledge, no previous study conducted a full factorial design capable of quantifying the effects of and the interactions among all combinations of four factors known to modulate LLR amplitude, i.e., task instructions, perturbation duration, background torque, and perturbation velocity.

The goal of this study is to determine the effects of and the interactions among several experimental factors modulating the LLR amplitude during ramp-and-hold perturbation. Specifically, the goal of this study is to establish the effect and interaction of background muscle torque, perturbation direction, perturbation velocity, and task instruction on the LLR amplitude evoked from the flexor carpi radialis (FCR) and extensor carpi ulnaris (ECU) muscles following the application of controlled angular displacements of the wrist in both the extension and flexion directions.



MATERIALS AND METHODS

Thirteen healthy individuals were recruited to participate in this study (protocol approved by the University of Delaware Institutional Review Board, protocol no. 1097082-6). Subjects – age (mean ± s.d.: 24 ± 3 years) were naïve to the purpose of the study and free from known neurological or orthopedic disorders affecting arm function. Subjects were exposed to an experiment that aimed to quantify the amplitude of long-latency responses via the recording of EMG activity from a wrist flexor and extensor pair, the flexor carpi radialis (FCR) and extensor carpi ulnaris (ECU). These responses were evoked by flexion or extension perturbations applied by a robot to a subject’s wrist in various conditions.


Materials

The equipment used for this experiment is shown in Figure 1, and includes several components, described below in detail.
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FIGURE 1. Experimental setup. (1) Monitor displaying the GUI that cued subjects to the desired level of wrist flexion or extension torque and provides task instructions. (2) EMG amplifier. (3) Control box with the power supply, motor driver, and data acquisition board. (4) MR-StretchWrist robot. (5) Force sensor preamplifier box and analog/digital I/O device for force sensor data. (6) Laptop running EMG collection software, Simulink, and real-time QUARC software.



Perturbation Robot

A custom-developed robot, the MR-StretchWrist, was used to apply perturbations to subject’s wrists. The MR-StretchWrist is a 1-degree of freedom robot that can provide wrist flexion and extension between −45 to 45 degrees (Zonnino et al., 2019). The robot employs an ultrasonic piezoelectric motor (EN6060, Shinsei Motor Inc., Japan) that can provide 500 mNm of torque and can move at velocities of up to 900 degrees/second.

To provide torque for sufficient muscle stretch within the desired time of 50 ms, a capstan transmission with a 3:1 gear ratio was included in the design. The capstan drive contains two pulleys with different diameters connected via a microfiber braided line (SpiderWire Stealth SPW-0039, 0.4 mm diameter braided fishing line). The cable is wrapped around each pulley multiple times to ensure zero slippage. The capstan transmission is an ideal candidate for this application because it has no backlash, low friction, and high bandwidth.

Measurement of the wrist flexion/extension angle was obtained using an incremental encoder (resolution: 0.09 deg) placed on the motor shaft, with a resulting resolution in measuring the wrist flexion/extension angle of 0.03 deg.



EMG Amplifier and Electrodes

Electromyography data was recorded with an OTBioelettronica EMG-USB2+ amplifier (OTBioelettronica s.r.l., Torino, Italy), using OTBiolab Software (OTBioelettronica s.r.l., Torino, Italy). Disposable Silver/Silver chloride surface electrodes with conductive gel (HEX Dual Electrodes, Noraxon USA, Scottsdale, AZ, United States) were placed on the skin of the subject. A moistened conductive band was wrapped around the wrist, ensuring contact with the radial and ulnar stylar processes, to serve as a reference electrode. Bipolar cables were attached to the disposable electrodes and connected to the amplifier.



Force Measurement

An ATI Mini 27 Ti force sensor integrated in the MR-StretchWrist is used to measure the wrist flexion/extension torque (Full-scale Load (FSL): 2 Nm, Resolution: 0.5 mNm, Measurement uncertainty: 1.5% of FSL). Transducer signals are processed by a preamplifier box (ATI Industrial Automation, Apex, NC, United States), and digitized by an analog/digital I/O device (PCIe-6321, National Instruments, Austin, TX, United States) connected to a laptop.



Control Software

Software for robot position control, perturbation timing, and for the graphical user interface was developed in Matlab and Simulink, and executed in real-time (sample rate: 1 kHz) using the QUARC real-time control software (Quanser, Markham, ON, Canada). Encoder data were acquired using the Q2 USB data acquisition board (DAQ).




Methods


EMG Electrode Positioning

To determine the location of the electrodes to measure activity of the FCR and ECU, manual palpations were performed on the right arm of the subjects. Repeated wrist flexion during palpation while the wrist was in its neutral position aided in locating the FCR. Similarly, repeated wrist extension in this same orientation aided in locating the ECU. Points parallel to the muscle’s fibers were drawn 3 cm apart. The skin was then prepped with 70% isopropyl alcohol wipes and the application a thin layer of conductive skin prep gel (Nuprep, Weaver and Co., Aurora, CO, United States).



Experimental Procedures

In this study, subjects were seated with their forearms resting in a stationary support connected to a normal desk, with the forearm extending anteriorly in front of the body. Their hand was strapped inside of a mold such that their wrist was in a semiprone/neutral condition, and any static wrist flexion/extension torque (range: 0 – 2 Nm) would be supported by the mold with little deflections. A GUI was shown on a computer screen indicating the amount of wrist flexion/extension torque to apply. After the subject reached the appropriate torque target, and maintained it within a 50 mNm range for 0.4 to 0.8 s, the robot perturbed the wrist in the direction that would stretch the agonist muscle with respect to the cued torque (i.e., if the background torque was flexion, the perturbation was wrist extension). Perturbations were applied for a duration of 200 ms in all conditions, so to avoid undesired oscillations of the EMG signal due to impact dynamics arising from the abrupt end of a perturbation. After each wrist perturbation, the robot halted for 1 second before returning to the neutral position for the following perturbation. Numerous conditions were studied in this protocol, defined by factorial combinations of four factors: (1) perturbation velocity, (2) perturbation direction, (3) background torque, (4) task instructions.

Perturbation velocity assumed three levels: 50, 125, and 200 deg/s. Perturbation direction assumed two levels: wrist flexion or wrist extension. Background torque was set to either 0 or 200 mNm. Task instruction assumed two levels: “yield” (Y) and “do not intervene” (DNI). In the Y condition, subjects were told to not provide any resistance after the perturbation and yield (i.e., relax) to the movement. In the DNI condition, subjects were told to continue applying the same amount of torque that they were applying prior to perturbation. These two instructions are fundamentally the same in the absence of a background torque.

Ten trials per condition (combination of each level of velocity, direction, background torque, instruction) were collected, resulting in each experiment consisting of a total of 240 perturbations. The order in which conditions were applied was randomly generated by the Simulink and MATLAB files. Furthermore, the time between the end of the prior perturbation and the start of the next perturbation cue was randomized between 3 and 7 s.



EMG Processing

Pre-processing of the raw EMG data was conducted using Matlab code (Matlab 2017a, MathWorks, Natick, MA, United States). After on-board analog amplification (gain = 2000, amplifier settings: low-pass cut-off frequency: 0.3 Hz, high-pass cut-off frequency: 4.4 kHz), data were sampled at 10240 Hz. A band-pass filter, a 4th order Butterworth filter (fLP = 250 Hz and fHP = 20 Hz), was used to remove low frequency noise related to movement artifacts and high frequency noise related to intrinsic measurement noise. Matlab’s filtfilt function was used to obtain a filtered waveform without any phase shift of the signal. The filtered waveform was then rectified. Digital outputs produced by the DAQ board (Q2-USB, Quanser, Markham, ON, Canada) were sent to the EMG amplifier to identify instants of perturbation onset, used for segmentation of the EMG signal into 200 ms long timeseries, one for each perturbation, each starting at the time of perturbation onset. EMG tracks were shifted in time such that t = 0 ms corresponded to the instant of arrival of the pulse.

The amplitude of the segmented EMG signal measured during a perturbation was normalized by the average magnitude of the rectified EMG signal measured from that same muscle during agonist background contractions preceding all perturbations. This procedure allowed us to conduct group analysis of normalized EMG data. With this procedure, an EMG signal of unitary magnitude indicated that the rectified EMG signal measured during each perturbation had the same amplitude of the average EMG signal generated by that muscle for a 200 mNm isometric torque. Units of the normalized EMG timeseries are referred to as normalized units (nu).

These procedures resulted in 10 segmented timeseries extracted from each subject per combination of conditions (velocity, direction, torque, instruction). Long-latency response amplitude (LLRa), defined as the average signal of the EMG tracks in the [50 100] ms interval, was calculated for each perturbation for both muscles, and indexed as a function of subject, repetition, and combination of experimental conditions. The subject-specific average of LLRa for each combination of perturbation conditions was used as the outcome measure for the 0-D statistical analysis.

Repeated measurements from each subject were averaged to yield the timeseries with average rectified EMG response for each subject EMGsub,ν,d,t,inst used for the 1-D statistical analysis. Group averages [image: image] and corresponding standard deviations [image: image] were then calculated for display purposes.



Statistical Analysis

Two four-way full factorial linear mixed model ANOVAs were conducted using the subject-specific average LLRa measured for FCR and ECU, respectively, as outcome measure. The four factors included in the ANOVA were perturbation velocity (0, 125, 200 deg/s), background torque (0, 200 mNm), instruction (yield, do not intervene), and perturbation direction (stretch vs. shorten), defined based on the effect that the perturbation would have on the length of each muscle. As an example, a flexion perturbation would correspond to the “stretch” level for ECU, and the “shorten” level for FCR. Statistical analysis was conducted using JMP, and all variables were coded as nominal variables, with the default conditions of 50 deg/s for velocity, 0 mNm for background torque, yield for instruction, non-stretch for perturbation direction. JMP Pro Version 14 (SAS Institute Inc., Cary, NC, United States) was used for this analysis.

The linear mixed model included 16 terms for fixed effects (4 main effects, 6 two-way interactions, 4 three-way interactions, one four-way interaction term, and an intercept), plus an additional set of offset variables for random subject-specific effects. The Satterthwaite method was used to determine the number of degrees of freedom in the model. All terms are reported if their estimated effect is significant at the type I error rate α = 0.05. In those cases, Tukey HSD post hoc tests were also used to determine pairs of levels with significant differences.

A 1-D ANOVA was also conducted on the timeseries of rectified EMG signal (EMGsub,ν,d,t,i) measured during the post-perturbation interval comprised between 0 and 200 ms using the spm1d software (Pataky et al., 2015, 2016). 1-D statistical analysis models are useful to analyze the effects of the experimental conditions on the perturbation-induced muscle response without prior hypotheses on the specific time interval where an effect is expected (Pataky et al., 2015, 2016). While with the 0D analysis we restricted our focus on the time interval ensuing the perturbation comprised between 50 and 100 ms (thus obtaining a scalar, or 0D, outcome measure), with the 1D model we sought to determine whether there is an effect on the timeseries of measured EMG amplitudes associated with all the experimental conditions, and their combinations, at any time point in the post-perturbation interval comprised between 0 and 200 ms. As such, the 1-D ANOVA is useful to establish effects of all factors and their interaction at multiple time-points, but controlling for the multiple comparisons resulting from this type of analysis.

Because the current version of the spm1D Matlab software only allows to build full factorial models with a maximum of three main effects, we broke each four-way model into two three-way models and performed our analysis using the spm1d function anova3rm. Each model included the factors speed, background torque, and instruction, with one model including LLRs measured during stretch, and the other model including LLRs measured during shortening. This setup allowed us to study the effects and interaction of all factors studies in the 0D analysis, with the exception of all terms involving perturbation direction. Given the software limitations, we chose to exclude perturbation direction from this analysis as it was an effect that had been largely neglected by most other studies.

The 1-D analysis was implemented as a mixed model ANOVA for measurements collected at all time points, which controls for the associated multiple comparisons using random field theory (Pataky et al., 2016). As such, the output of the 1D ANOVA procedure is a time-series of F scores for all main effects and their interaction, combined with the identification of time intervals where those effects are significant at α = 0.05, corrected for the multiple comparisons performed at multiple time points. When an effect or an interaction was significant during the LLR time-window (i.e., from 50 to 100 ms after perturbation onset), we conducted post hoc tests to determine pairs of levels with significant modulation in EMG signal.





RESULTS

Of the 13 participants recruited for this study, data sets of 2 subjects for ECU and 3 subjects for FCR were excluded from analyses due to poor EMG recordings. Therefore, statistical analysis was performed on data collected on n = 11 individuals for the ECU muscle, and n = 10 individuals for the FCR muscle. Timeseries extracted in the different experimental conditions for the ECU muscle are shown in Figures 2, 3. Similar representations are provided for the FCR muscle in Supplementary Figures 1, 2 of the Supplementary Materials.
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FIGURE 2. Time series of EMG signal (left half-panels) and LLRa (boxplot in the right half-panels) from all subjects resulting with perturbations in the flexion direction (stretching the ECU muscle). Color indicates the speed of the perturbation (red = 50 deg/s, orange = 125 deg/s, green = 200 deg/s), with the line indicating the mean and the shaded area indicating the ± 1 s.d. region. Panels in different rows include measurements at two levels of task instruction – Yield (top), and DNI (bottom); columns include measurements at two levels of background torque – 200 mNm (right), and 0 mNm (left). In the boxplots, darker shades represent 1 standard deviation from the mean, and lighter shades indicate the 95% confidence interval.
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FIGURE 3. Time series of EMG signal and LLRa from all subjects resulting with perturbations in the extension direction (shortening the ECU muscle).



0-D Analysis

The linear mixed model computed an adjusted R2 of 0.627 for FCR, and an adjusted R2 of 0.788 for ECU. The model reported a significant effect of all four main factors. However, since all factors are involved in several two- and three-way interactions, only the interactions will be analyzed and discussed below. Results are presented below as least square means ± standard error (LLRa) or difference in least square means ± standard error (ΔLLRa) in units of the outcome measure, i.e., normalized units (nu). A report including the significant fixed effects from the linear mixed model ANOVA is provided below in Tables 1, 2.


TABLE 1. Significant main effects and interactions for ECU LLRa.
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TABLE 2. Main effects and interactions for FCR LLRa.
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A significant three-way interaction between perturbation direction, instruction, and torque was measured for the ECU muscle (Figure 4). A significant effect of instruction or perturbation direction on LLRa was observed only in presence of a background torque for both muscles. In presence of background torque, the LLRa associated with stretch perturbations was greater than the LLRa associated with shortening perturbation both when task instructions were DNI (LLRa — Stretch DNI: 3.80 ± 0.17 nu, Shorten DNI: 0.79 ± 0.17 nu, p < 0.001), and when task instructions were to yield (LLRa — Stretch Y: 2.04 ± 0.17 nu, Shorten Y: 0.74 ± 0.17 nu, p < 0.001). In presence of background torque and muscle stretch, LLRa was greater in the DNI condition compared to yield (ΔLLRa — DNI vs. Y: 1.76 ± 0.16 nu, p < 0.001).
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FIGURE 4. Least square means (mean displayed with a circle and whisker extending to ± one standard error of the mean) for the significant three-way interaction between perturbation direction, instruction, and torque, conducted for the ECU muscle. Plots are split by torque level – 0 mNm (top), 200 mNm (bottom). Line colors indicate instruction, and different levels of perturbation direction are displayed along the x axis. Letters on the plots are representative of post hoc Tukey HSD tests; pairs of elements that do not share a letter are significantly different.


A significant three-way interaction between perturbation direction, torque, and velocity was measured for the ECU muscle (Figure 5). A significant effect of perturbation velocity or direction was observed only in presence of a background torque. In presence of background torque, the LLRa associated with stretch perturbations was greater than the LLRa associated with shortening perturbations at all velocities (200 deg/s: Stretch: 3.91 ± 0.19 nu, Shorten: 0.97 ± 0.19 nu, p < 0.001; 125 deg/s: Stretch: 2.97 ± 0.19 nu, Shorten: 0.80 ± 0.19 nu, p < 0.001; 50 deg/s: Stretch: 1.88 ± 0.19 nu, Shorten: 0.53 ± 0.19 nu, p < 0.001). In presence of background torque and for perturbations that stretched the muscle, LLRa increased with velocity (ΔLLRa 200-125 deg/s: 0.94 ± 0.20 nu, p < 0.001; ΔLLRa 125-50 deg/s: 1.09 ± 0.20 nu, p < 0.001). Instead, no velocity-dependent effect was measured for perturbations shortening the muscle.
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FIGURE 5. Least square means for the significant three-way interaction between perturbation direction, velocity, and torque, conducted for the ECU. Plots are split by torque level – 0 mNm (top), 200 mNm (bottom) – line color indicates velocity, and different levels of perturbation direction are displayed along the x axis.


Five two-way interaction terms were significant for ECU, while three terms were significant for FCR. Three terms were common to both muscles and are described next.

The interaction between instruction and torque resulted from a greater increase in LLRa measured in the DNI conditions compared to the yield conditions measured in the presence of a background torque for both muscles (Figure 6). In the presence of background torque, LLRa measured during the DNI condition was significantly greater than LLRa measured in the Y condition (FCR LLRa — DNI: 3.67 ± 0.53 nu, Y: 2.39 ± 0.53 nu, p = 0.001; ECU LLRa — DNI: 2.30 ± 0.15 nu, Y: 1.40 ± 0.15 nu, p < 0.001). There was no difference in LLRa measured in absence of background torque between the two instructions (FCR LLRa — DNI: 1.12 ± 0.53 nu, Y: 1.22 ± 0.53 nu, p = 0.990; ECU LLRa — DNI: 0.52 ± 0.15 nu, Y: 0.52 ± 0.15 nu, p = 1). Significant differences between torque levels were measured in both the FCR and ECU for both instructions (FCR ΔLLRa — DNI: 2.55 ± 0.34 nu, p < 0.001, Y: 1.16 ± 0.34 nu, p = 0.004; ECU ΔLLRa — DNI: 1.77 ± 0.11 nu, p < 0.001, Y: 0.87 ± 0.11 nu, p < 0.001).
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FIGURE 6. Least square means for all significant two-way interactions for both the FCR (A) and the ECU (B). Letters on the plots are representative post hoc Tukey HSD tests; pairs of elements that do not share a letter are significantly different. Post hoc tests are, and the corresponding letter notation are separate for each panel.


The interaction between perturbation direction and velocity resulted from a greater increase in LLRa measured when muscles are stretched by a perturbation compared to when they are shortened measured at higher velocities (Figure 6). LLRa measured during stretch were significantly greater at higher velocities (FCR LLRa — 200 deg/s: 5.31 ± 0.56 nu, 125 deg/s: 3.37 ± 0.56 nu, 50 deg/s 1.79 ± 0.56 nu, 200-125 deg/s p < 0.001, 125-50 deg/s p = 0.003; ECU LLRa — 200 deg/s: 2.40 ± 0.16 nu, 125 deg/s 1.85 ± 0.16 nu, 50 deg/s 1.13 ± 0.16 nu, 200-125 deg/s p = 0.002, 125-50 deg/s p < 0.001), while there was no significant effect of velocity during perturbations where the muscle was shortened. The increase in LLRa between shorten and stretch conditions was greater at higher velocities (FCR ΔLLRa — 50 deg/s: 1.34 ± 0.42 nu, 125 deg/s 2.66 ± 0.42 nu, 200 deg/s 4.35 ± 0.42 nu, 200-125 deg/s p = 0.005, 200-50 deg/s p < 0.001, 125-50 deg/s p = 0.026; ECU ΔLLRa — 50 deg/s: 0.71 ± 0.14 nu, 125 deg/s 1.27 ± 0.14 nu; 200 deg/s 1.66 ± 0.14 nu, 200-125 deg/s p = 0.047, 200-50 deg/s p < 0.001, 125-50 deg/s p = 0.006).

The significant interaction between perturbation direction and torque resulted from the greater increase in LLRa associated with stretch perturbations compared to shortening measured in presence of background torque (Figure 6). LLRa associated with stretch perturbations were greater than those associated with shortening in presence of background torque (FCR ΔLLRa — 0 mNm: 1.62 ± 0.34 nu, 200 mNm: 3.95 ± 0.34 nu, p < 0.001; ΔLLRa ECU — 0 mNm: 0.27 ± 0.11 nu, 200 mNm: 2.15 ± 0.11 nu, p < 0.001). LLRa measured in presence of background torque were greater than in absence of background torque for both muscles when they were stretched (FCR ΔLLRa stretch: 3.02 ± 0.34 nu, p < 0.001; ECU ΔLLRa stretch: 2.26 ± 0.11 nu, p < 0.001), but only for ECU when shortened (FCR ΔLLRa shorten: 0.69 ± 0.34 nu, p = 0.180; ECU ΔLLRa shorten: 0.38 ± 0.11 nu, p = 0.006).

Two two-way interaction terms were significant only for the ECU muscle. One term, the interaction between torque and velocity, resulted from a greater increase in LLRa associated with higher velocity perturbations measured in the presence of a background torque (Figure 6). The change in LLRa associated with the two levels of background torque increased at greater velocities (ΔLLRa — 200 deg/s: 1.75 ± 0.14 nu, 125 deg/s: 1.34 ± 0.14 nu, 50 deg/s: 0.87 ± 0.14 nu, 200-125 deg/s p = 0.040, 200-50 deg/s p < 0.001, 125-50 deg/s p = 0.0181). LLRa measured in presence of background torque was significantly different for each velocity level and increased with greater velocity (ΔLLRa — 200-50 deg/s: 1.24 ± 0.14 nu, p < 0.001, 200-125 deg/s: 0.56 ± 0.14 nu p = 0.001, 125-50 deg/s: 0.68 ± 0.14 nu p < 0.001).

The second two-way interaction term significant only for the ECU muscle was the interaction between perturbation direction and instruction. This term resulted from a greater increase in LLRa measured in the DNI condition compared to yield condition measured when muscles are stretched (Figure 6). When muscles were stretched, LLRa associated with the DNI conditions were larger than the yield condition (LLRa — DNI: 2.23 ± 0.15 nu, Y: 1.35 ± 0.15 nu, p = 0.001), while no significant difference between instruction conditions was measured when muscles were shortened. A significant increase in LLRa was measured in both instruction conditions when muscles were stretched compared to shortened, but this increase was greater in the DNI condition compared to the yield condition (ΔLLRa — DNI: 1.64 ± 0.11 nu; Y: 0.79 ± 0.11 nu, p < 0.001).

The model returned a significant effect of each of the four factors, i.e., perturbation direction, instruction, background torque, and velocity. For the effect of perturbation direction, stretched muscles resulted in a significantly larger LLR amplitude than those of shortened muscles (FCR LLRa — stretch: 3.49 ± 0.50 nu, shorten: 0.71 ± 0.50 nu, p < 0.001; ECU LLRa — stretch: 1.79 ± 0.13 nu, shorten: 0.58 ± 0.13 nu, p < 0.001). With respect to the significant effect of instruction, the DNI condition resulted in larger LLR amplitudes compared to the yield condition for both the FCR and ECU (FCR LLRa — DNI: 2.39 ± 0.50 nu, yield: 1.81 ± 0.50 nu, p = 0.016; ECU LLRa — DNI: 1.41 ± 0.13 nu, yield: 0.96 ± 0.13 nu, p < 0.001). The presence of background torque at 200 mNm resulted in a significantly larger LLR amplitude compared to the absence of background torque for both muscles (FCR LLRa — 200 mNm: 3.03 ± 0.50 nu, 0 mNm: 1.17 ± 0.50 nu, p < 0.001; LLRa ECU — 200 mNm: 1.84 ± 0.13 nu, 0 mNm: 0.52 ± 0.13 nu, p < 0.001). The significant effect of velocity resulted from higher velocities associated with larger LLRas for both muscles (FCR LLRa — 50 deg/s: 1.12 ± 0.52 nu, 125 deg/s: 2.04 ± 0.52 nu, 200 deg/s: 3.14 ± 0.52 nu; ECU LLRa — 50 deg/s: 0.77 ± 0.14 nu, 125 deg/s: 1.21 ± 0.14 nu, 200 deg/s: 1.56 ± 0.14 nu). Tukey HSD post hoc analysis indicated that all velocity levels are significantly different from one another for both muscles. (FCR — 200-125 deg/s: p < 0.001, 125-50 deg/s: p = 0.006; ECU — 200-125 deg/s: p = 0.002, 125-50 deg/s: p < 0.001).



1D Analysis

The results of the 1D ANOVA are represented in terms of a timeseries of F scores, shown in Figures 7, 8 for the ECU and FCR, respectively. For effects and interactions that have significant upcrossings within the LLR region, post hoc 1D t-tests were used to further break down the effects.
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FIGURE 7. Results of the 1D 3-way ANOVA for the shortened (A) and stretched (B) states of the ECU. Curves are a time-series of F scores for the effect of a factor or of an interaction of factors on the outcome measure. The dashed red line indicates the critical F-value for that main effect or interaction. Regions in green indicate significant upcrossings. The shaded gray region is representative of the LLR (50 to 100 ms).
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FIGURE 8. Results of the 1D 3-way ANOVA for the shortened (A) and stretched (B) states of the FCR.


The three-way interaction between instruction, torque, and velocity was not significant within the LLR for both muscles and both directions, however, there is a narrow significant upcrossing during the SLR for ECU Stretch (25.8 to 28.3 ms, peak F2,20 = 11.495).

The two-way interaction between instruction and torque is significant within the LLR region for both directions of the ECU muscle, but not for the FCR muscle. Within the LLR region, there are significant upcrossings for ECU during both muscle shortening and stretching (ECU Stretch: 52.6 to 70.0 ms, local peak in LLR region F1,10 = 26.152; ECU Shorten: 62.2 to 66.8 ms, peak F1,10 = 37.434). There are also significant upcrossings within the voluntary region for the stretch of the ECU and FCR (ECU Stretch: 148.6 to 200 ms, peak F1,10 = 26.152; FCR Stretch: 183.0 to 196.0 ms, 199.3 to 200 ms, peak F1,10 = 27.377).

The two-way interaction between instruction and torque measured for the ECU muscle is broken down in the 1D post hoc t-tests to analyze the measured effect at all time points, as shown in Figure 9. Analysis of post hoc tests highlights how the DNI has positive or negative effect on the amplitude of processed EMG recordings at different time points, and the effect differs as a function of stretch and background torque condition. When the ECU was stretched, the normalized EMG signal in DNI was greater than yield within the LLR and voluntary regions in the presence of background torque, (ECU Stretch: 49.1 to 200 ms, peak T = 13.703, Figure 9B, center). No significant change in EMG signal was measured in absence of background torque as a function of task instructions (Figure 9B, left). As a result, the change in EMG signal measured between the DNI and Y condition was greater in presence of background torque than in absence only after the delay similar to that considered for forearm LLRs (ECU Stretch: 38.7 ms to 200 ms, peak ΔT = 14.450, peak in the LLR region ΔT = 9.397, Figure 9B, right). When the ECU was shortened, EMG recordings measured in presence of background torque in the DNI condition were greater than those measured in the yield condition in the initial part of LLR, but then EMG recordings measured during DNI were smaller than yield at a later time in the LLR time period (ECU Shorten: 57.7 to 77.0 ms, local peak T = 4.470, 94.6 ms to 129.5 ms, local peak T = –3.925, Figure 9A, center). Instead, no significant change in EMG signal was measured in absence of background torque as a function of task instructions (Figure 9A, left). The change in T scores between torque levels for the shortened condition also indicated significant upcrossings in the LLR and voluntary regions (ECU Shorten: 54.2 to 73.5 ms, local peak ΔT = 4.961, 92.5 to 132.9 ms, local peak T = −5.461, Figure 9A, right).


[image: image]

FIGURE 9. Results of the 1D t-tests for the interaction between task instruction and torque for the shortened (A) and stretched (B) states of the ECU. Plots indicate the statistical score of 1D paired t-tests between the DNI and yield instructions and split in columns by torque level. Plots in the right column report the difference between the T-scores in the second and first column’s tests, used to demonstrate interaction between these factors. The dashed red line indicates the Bonferroni-adjusted critical T values and regions in green indicate significant upcrossings.


The two-way interaction between torque and velocity is significant in the LLR region for the ECU when stretched and for the FCR when it is both shortened and stretched. For both the ECU and FCR there is a significant upcrossing within the LLR region (ECU Stretch: 52.6 to 74.7 ms, peak F2,20 = 19.872; FCR Shorten: 47.9 to 65.8 ms, peak F2,20 = 22.421; FCR Stretch: 58.0 to 68.6 ms, peak F2,20 = 19.244).

The two-way interaction between torque and velocity for muscle and perturbation direction is broken down in 1D post hoc tests for ECU Stretch, FCR Shorten, and FCR Stretch (Figures 10–12). For the stretch of the ECU (Figure 10), significant upcrossings were present in post hoc tests comparing EMG signals measured at different velocity levels and at multiple torque levels, primarily during the LLR time period. Analysis of the timeseries of t-scores demonstrate that EMG signal increases with velocity and with background torque, and that the region where such an increase is measured largely overlaps with the expected latency of a LLR. The largest upcrossing was measured for the 200-50 deg/s comparison in presence of a background torque (40.8 to 98.1 ms, peak T = 10.202, Figure 10, center row, center column). Upcrossings within the LLR region were also measured for the 200-50 deg/s t-test in the absence of background torque, the 200-125 deg/s t-test in the presence of background torque, and the 125-50 degree/second t-test in both torque conditions. Significant upcrossings were measured within the LLR region for the 200-50 deg/s comparison and the 200-125 degrees/second comparison (Δ200-50 deg/s: 56.4 to 73.8 ms, peak ΔT = 5.915, Figure 10 center row, right column, Δ200-125 deg/s: 56.0 to 62.7 ms, peak ΔT = 4.304, Figure 10, top row, right column). The significance of the between-torque condition difference of the t-scores resulting from comparing pairs of velocity levels indicates that background torque differentially modulates the velocity dependence of EMG signals.
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FIGURE 10. Results of the 1D t-tests of the interaction between torque and velocity for the stretched state of the ECU. Plots in different rows indicate the statistical score of 1d paired t-tests between the velocity levels (200-125, 200-50, 125-50 deg/s) and columns indicate different torque levels. Plots in the right column report the difference between the T-scores in the second and first column’s tests, used to demonstrate interaction between these factors. The dashed red line indicates the Bonferroni-adjusted critical T-values and regions in green indicate significant upcrossings.
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FIGURE 11. Results of the 1D t-tests of the torque and velocity interaction for the stretched state of the FCR.
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FIGURE 12. Results of the 1D t-tests of the torque and velocity interaction for the shortened state of the FCR.


Qualitatively similar results were measured for the stretch of FCR (Figure 11). Significant upcrossings were measured for t-test comparisons mostly during the LLR time period. The largest t-scores were generated for the 200-50 deg/s t-test in the presence of background torque (23.7 to 80.9 ms, peak T = 12.856, Figure 11 center row, center column). Significant upcrossings were also present for the 200-125 deg/s t-test in presence of background torque, 200-50 degree/second t-test in the absence of background torque, the 200-125 deg/s t-test in both torque conditions, and the 125-50 deg/s t-test in both torque conditions. One significant upcrossing was measured for the between-torque condition difference of t-scores resulting from comparing pairs of velocity conditions (Δ200-50 deg/s: 57.9 to 64.0 ms, peak ΔT = 4.604, Figure 11 center row, right column).

For FCR responses measured during muscle shortening (Figure 12), significant upcrossings were present in t-test comparisons between velocity levels in the presence of background torque. Like in the previous conditions, the largest t-scores were generated for the 200-50 degree/second t-test in the presence of background torque (46.0 to 93.3 ms, peak T = 8.601, Figure 12 center row, center column). There are also smaller, significant upcrossing for this t-test in the voluntary region (149.1 to 165.1 ms, 187.9 to 200 ms). Significant upcrossings were also present for the 200-125 deg/s t-test in presence of background torque, 200-50 degree/second t-test in the absence of background torque, and the 125-50 degree/second t-test in both torque conditions. Significant upcrossings within the LLR region were calculated for difference between t-tests of different background torque levels (Δ200-50 deg/s: 48.7 to 63.2 ms, peak ΔT = 6.587, Figure 12 center row, right column, Δ200-125 deg/s: 50.6 to 59.2 ms, peak ΔT = 5.176, Figure 12, top row, right column). Such differential effect of background torque at multiple velocities on EMG signal collected from a muscle under shortening was only observed for the ECU muscle in the 0D analysis (Figure 5, significant difference between conditions A – background torque: 0 mNm and velocity: 50 deg/s — and B – background torque: 200 mNm and velocity: 200 deg/s).

The two-way interaction between instruction and velocity is only significant for the shortened state of the FCR during a narrow time window outside of the LLR region (189.8 to 193.1 ms, peak F2,20 = 10.959).

With respect to the main effects, both the FCR and ECU had significant upcrossings within the LLR region. The main effect of instruction was significant within the LLR region for the stretch of the FCR and ECU only for a very short time period (FCR stretch: 69.8 to 73.2 ms, local peak F1,10 = 26.080; ECU stretch: 81.1 to 82.8 ms, local peak F1,10 = 22.546) and has upcrossings within the voluntary region for both the stretch of the FCR and ECU (FCR Stretch: 184.6 to 200 ms, peak F1,10 = 30.620; ECU Stretch: 151.1 to 200 ms, peak F1,10 = 32.771). There were otherwise no significant upcrossings for the effect of instruction for the shortened state of the muscles.




DISCUSSION

In the present study, we aimed to investigate the effects of and the interactions among four behavioral factors in modulating the LLR amplitude (LLRa) evoked from FCR and ECU muscles during ramp-and-hold perturbations applied to the wrist joint. The four behavioral factors studied in this work were perturbation direction (stretch vs. shorten), background muscle activation (0 vs. 200 mNm of joint torque requiring agonist muscle activity), perturbation velocity (50, 125, and 200 deg/s), and task instructions (yield vs DNI). In line with previous studies (Lee and Tatton, 1982; Bedingham and Tatton, 1984; Calancie and Bawa, 1985; Miscio et al., 2001; Lewis et al., 2004, 2005, 2006, 2010; Schuurmans et al., 2009; Kurtzer et al., 2014), we observed that all factors modulate the LLRa in the FCR and ECU muscles. However, given the use of full factorial design involving all combinations of the four factors, we were able to study higher-order interactions among the four behavioral factors. Moreover, the use of a 1D analysis of stretch-evoked EMG data allowed us to establish the effects of the behavioral factors on EMG amplitude at multiple timepoints in the post-perturbation period, without restricting the analysis to a-priori selected time windows where a modulation would be expected.

In line with previous studies (Tatton and Bawa, 1979; Bedingham and Tatton, 1984), our findings demonstrated that perturbation velocity significantly modulates LLRa, as larger LLRa resulted from perturbations with 200 deg/s velocity compared to the 125 and 50 deg/s velocity conditions, while the 50 deg/s perturbation velocity evoked the lowest LLRa. Note that given the chosen task design, where perturbations are applied for a constant duration (200 ms), perturbation velocity and displacement are associated, so the measured effect could be due to the fact that the joint is subject to a greater displacement in the higher velocity conditions. From studies that systematically spanned a set of perturbation velocity and durations (Lee and Tatton, 1982; Lewis et al., 2005; Schuurmans et al., 2009), we know that total joint displacement is the primary contributor to LLRs, with perturbations at high velocity but brief duration not generating significant LLRa. In our experience, the execution of LLRa studies on perturbation durations that require stopping the limb within the [50 100] ms interval proved to be challenging, as in preliminary data we observed the occurrence of motion artifacts associated with the oscillations induced by the manipulator stopping. For this reason, we decided to focus on perturbations of longer duration (200 ms), which allowed to completely avoid those artifacts.

Results also revealed a significant increase in LLRa when a 200 mNm background torque was applied prior to the perturbations in comparison to the perturbations with no background torque. Pre-existing background muscle activation is thought to reflect an automatic adjustment mechanism, known as the automatic gain component of LLR (Bedingham and Tatton, 1984; Matthews, 1986; Miscio et al., 2001; Pruszynski et al., 2009).

Task instruction also significantly modulated the LLR in this study. The majority of previous studies examined the ‘yield’ or ‘DNI’ instruction with a ‘resist’ or ‘compensate’ instruction (Miscio et al., 2001; Lewis et al., 2006; Kurtzer et al., 2014). However, no prior study tested whether the ‘yield’ and ‘DNI’ task instruction differentially modulate the LLRa, with the exception of one study by Calancie and Bawa (1985) who recruited only two healthy individuals. Our findings showed that larger LLRs were evoked when participants attempt keep constant the muscles’ activation state (i.e., DNI), compared to when they are asked to yield to the perturbations, which is justifiable in accordance to the evidence that the temporal overlap of two different responses including a task-dependent response and an automatic response results in the task-dependent change in LLR amplitude (Rothwell et al., 1980; Lewis et al., 2006; Pruszynski et al., 2011).

Also, in line with a few previous studies quantifying LLR from both stretched and shortened muscles (Miscio et al., 2001; Lewis et al., 2004), the above-mentioned modulations had more prominent effects on the LLRa evoked from the muscle stretched in response to the perturbations vs. the shortened muscle, however several significant effects of the behavioral factors were also measured in muscles undergoing shortening (see below for details).

With our full factorial design, we were able to observe more granular modulations of the LLR response induced by the four behavioral factors reported above. Specifically, significant results were observed for all the three-way interaction terms that can be computed without including the interaction between instruction and velocity, as detailed below.


Perturbation Direction, Task Instruction and Background Torque

As illustrated in Figure 4, perturbation direction did not affect the LLRa evoked from the perturbations with no background torque (i.e., the LLR measured during perturbations shortening the muscle were of similar amplitude as the one measured during perturbations stretching the muscle). This finding is in contrast with a previous study by Miscio et al. (2001), which demonstrated that there would be a lower LLRa evoked from the shortened muscle in comparison to the LLRa evoked from the stretched muscle even in absence of background muscle activity. In addition, task instruction did not modulate the LLRa evoked in absence of background torque. This result is expected and serves as a validation of the pursued experimental design, as in this case the behavior elicited in the Y and DNI conditions is expected to be identical.

Results from the perturbations with 200 mNm background torque showed a significant difference between LLRa evoked from stretched muscle in the Y and DNI task instructions. Larger LLRa was detected from perturbations when participants were instructed to maintain their level of activation (DNI) after the perturbation, compared to when they were instructed to yield to the displacement. In contrast, task instructions did not modulate the LLRa evoked from the shortened muscle neither in presence of a 200mNm background torque. Also, the LLRa for shortened muscle was significantly lower than the LLRa for stretched muscle in both instruction conditions. This interaction is also consistently reported also in the 1D analysis (Figure 9).

In agreement with this result, Miscio et al. (2001) also reported a smaller LLRa for shortened muscle in comparison to the stretched muscles when there was a 10% maximum voluntary contraction (MVC) background torque and subjects were instructed to not intervene to the perturbations. However, their task instructions did not include a ‘yield’ condition for comparison. The EMG activity recorded from the shortened muscle in the previous study was interpreted as a volume conducted response based on their direct nerve stimulation results. Besides, their regression analysis showed a positive correlation between the area of FCR stretch response and the low-level activity recorded from the shortened antagonist muscle (ECR) (r2 = 0.59). Instead, our data supports a differential modulation of the response for the stretched and shortened muscles between different levels of task instructions, suggesting that the source of the observations may not be due to cross-talk, but to true physiological decoupling of the muscle responses.



Perturbation Direction, Background Torque, Perturbation Velocity

Results of the 0D analysis (Figure 5) support a significant interaction between the effects of torque and velocity on the LLRa evoked from perturbations stretching the ECU muscle, but not from perturbations shortening the ECU muscle. In support of this observation, the 1D analysis (Figure 10) revealed a significant interaction between torque and velocity on the LLRa for ECU muscle only under stretching, but not under shortening. For the FCR muscle, the interaction was significant in response to the both stretching and shortening perturbations, though the differential effects of background activity are smaller, and last for a smaller duration for this muscle (Figures 11, 12). The smaller size and duration of the effects of torque and velocity, combined with the greater between-subject variability of FCR data might be a possible reason why the 0D analysis did not detect a significant effect of this interaction term for the FCR muscle.

Previous studies also demonstrated a significant effect of the interaction between perturbation torque and velocity on the LLRa evoked from the stretched muscle (Bedingham and Tatton, 1984). However, based on our literature review, no prior study evaluated this interaction for the muscle subject to a perturbation that shortened the muscle. Berardelli et al. (Berardelli and Hallett, 1984), reported that background torque and velocity would increase the amplitude of the EMG activity evoked from the shortened tibialis anterior muscle with a latency within 100–150 ms, but no interaction analysis was conducted in that study.

For both muscles, perturbation direction did not modulate the LLRa elicited by any velocity condition in absence of background torque. However, Miscio et al. (2001), observed lower LLRa for the shortened muscle compared with the stretched muscle which were perturbed with 500 deg/s velocity with no background torque. It might be possible that higher perturbation velocities are needed to differentiate the long latency stretch response of the agonist and antagonist muscles when there is no background activity. Moreover, to the best of our knowledge, our study is the first study comparing the effects of different perturbation velocities on the LLRa between the shortened and stretched upper limbs’ muscles, and the first to observe an interaction between background torque and velocity in the LLRa of a muscle undergoing shortening, an effect that was visible for the FCR muscle.



Interaction Between Task Instruction and Velocity

No analysis has revealed any interaction between the task instruction and perturbation velocity. The majority of previous work studied the interaction between perturbation velocity with perturbation duration and amplitude (Lee and Tatton, 1982; Lewis et al., 2005, 2006; Schuurmans et al., 2009). Among them, Lewis et al. (Lewis et al., 2006), was the only study that examined the interaction between task instruction and perturbation velocity. In contrast to our results, they reported a significant interaction, which resulted in a greater facilitation in the LLRa evoked from the Biceps brachii muscle, for the ‘Flex’ instructed perturbations with a 90 degree/s velocity. In their ‘Flex’ instruction, subjects were instructed to flex their elbows as soon as possible in response to the perturbation, a condition which wasn’t included in our experiment. Hence, it is possible that countering perturbations applied to the proximal upper limb joints (such as the elbow) would elicit a different modulation in the LLR from the one observed here for forearm muscles.



Similarity of the Effects Between FCR and ECU

Some of the interaction terms were only significant for ECU, and not for FCR. Specifically, no three-way interaction term was significant for the FCR muscle (as opposed to two terms significant for FCR), and two of the five two-way interactions significant for the ECU muscle were not significant for FCR. Overall, the mismatch of results between the two muscles is primarily due to larger variability of the measurements obtained for the FCR muscle compared to the ECU muscle, while all effects were generally in the same direction for both muscles. In many cases, in fact, the magnitude of measured modulations in LLRa (expressed in normalized units, so roughly comparable between muscles) was actually larger for the FCR muscle than for the ECU muscle. However, the standard error of the mean estimated by the mixed model was several times larger for the FCR muscle compared to the ECU muscle.

As an example, the term corresponding to the three-way interaction between direction, instruction, and torque was close to the conventional type-I error rate for the FCR muscle (p = 0.055). Further inspection of the parameter estimates corresponding to that interaction term shows that the mean difference in LLRa measured between Y and DNI conditions was slightly larger in the FCR muscle than it was for the ECU muscle under stretch (FCR LLRa – DNI: 6.05 ± 0.58 nu, Y: 3.95 ± 0.58 nu; ECU LLRa – DNI: 3.80 ± 0.17 nu, Y: 2.04 ± 0.17 nu), while smaller effects were measured in the shorten condition (FCR LLRa – DNI: 1.28 ± 0.58 nu, Y: 0.83 ± 0.58 nu; ECU LLRa – DNI: 0.78 ± 0.17 nu, Y: 0.73 ± 0.17 nu) for both muscles. Yet, the four-fold larger s.e.m. measured for the FCR prevented this effect from becoming significant.



0D vs. 1D Analysis

To the best of our knowledge, this study is the first to apply a mixed-model 1D analysis to the timeseries of EMG signals measured in response to velocity-controlled perturbations. 1D analyses are used to quantify if and when a timeseries is significantly modulated by an experimental factor, without a-priori hypotheses on the duration of this modulation, or on the time window where such a modulation is expected. Typically, reflex studies use 0D variables such as the average of the rectified signal in a pre-defined time window (Kurtzer et al., 2008), or the cumulative sum of the rectified EMG signal within a region of supra-threshold response (Brinkworth and Türker, 2003) – the latter definition allowing to explicitly account for a combined measure of amplitude and duration of a reflex response.

A shortcoming of using 0D datapoints generated from a 1D data set is the possibility for false positives. It has been indicated that the false positive rate of the 0D data is greater than the desired false positive rate of α = 0.05 when using noisy outcome measures such as peak in an interval (Pataky et al., 2016), and that this may be the case also in presence of smoothing (Pataky et al., 2015, 2016). Less noisy outcome measures such as the mean EMG signal in a pre-defined time window are not likely to result in limited control of the false positive rate of inference tests. However, the main advantage of using a 1D analysis for the study of stretch reflexes is the fact that the 1D analysis gives a more granular insight on the shape of the waveform (e.g., one peak, two peaks) which can be masked by the operation of averaging necessary for the creation of a 0D dataset. Moreover, the 1D analysis allows to test hypothesis on whether an effect is only present in a specific time-region, while controlling for the type-I error rate of inferential statements.

As an example, our 0D analysis showed that, in presence of background activation, there is an effect of task instruction on the LLRa measured from the ECU when stretched, but no effect measured when the muscle is shortened (Figure 4). However, a closer inspection on this modulation is provided by the post hoc t-tests presented in Figure 9. It is true that the difference between rectified EMG signal measured in the DNI and Y condition for the ECU under stretch is greater in the 200 mNm condition, reflecting a larger signal measured in the DNI condition (Figure 9, center). However, the same contrast plot extracted from the ECU during shortening perturbations highlights the presence of a biphasic response, where the DNI condition results in an early increase in EMG signal in the LLR time window, followed by a decrease in EMG signal. The average of the positive and negative changes is likely the reason why the same effect could not be captured using the 0D analysis.

Also, insight from a 1D analysis provides information about the gradient in timing resulting from different behavioral factors. Specifically, the effect of instruction is usually visible later than the one of velocity and torque, which have upcrossings in SLR and early LLR (Figures 7, 8). Instruction has a narrow region of significant main effects in the late LLR period (70 to 73 ms for FCR stretch, 81 to 83 ms for ECU stretch), with significant upcrossings in the voluntary period. Velocity conditions are significant in the early to mid LLR period (FCR stretch ∼40 to 70 ms, ECU stretch ∼45 to 90 ms, FCR shorten ∼50 to 90 ms, ECU shorten ∼45 to 80 ms), all having significant peaks near 60 ms. The 1D analysis allowed us to deduct the presence of a 10 to 20 ms delay between the significant peaks due to instruction versus velocity. The time frame of these significant peaks are comparable with previous findings and the identification of two distinct peaks within the LLR period, named M2 and M3 in the literature. However, it is difficult to compare the exact timing in absolute terms since “latency” in the literature is often defined relative to the onset of EMG activity (Lee and Tatton, 1982; Calancie and Bawa, 1985; Miscio et al., 2001; Lewis et al., 2006; Kurtzer et al., 2014).

Yet, the results of the 0D and 1D analyses do not perfectly overlap. This is in part also due to limitations in the current version of the software used for the analysis. The spm1D MATLAB package allows up to three input conditions, as seen through its anova3rm function. To analyze the four conditions studied, two analyses per muscle were conducted when in the shortened and stretched conditions. As such, none of the three-way interactions that were significant in the 0D analysis could be studied in the same form using the 1D analysis. Another limitation of the 1D analysis is related to its limited statistical power. Because of the large number of datapoints included in the analysis, and the fact that the EMG signal is somewhat noisy and composed of multiple resolution elements in a time window of 200 ms following a perturbation, 1D analyses afford a reduced statistical power compared to a 0D analysis that only looks at the average within a pre-defined time window (Pataky et al., 2015).



Study Limitations

The sample size available for this study is in line with the one used in previous behavioral experiments with LLR of forearm muscles (Miscio et al., 2001; Pruszynski et al., 2009; Lewis et al., 2010) in terms of number of subjects recruited. The number of datapoints collected from each subject is also in line with most previous studies, with 240 datapoints per subject collected. However, given the need to estimate a larger number of model terms, a larger sample size would have allowed more precise estimation of all model effects and reduced the variance of the outcomes between the different muscles and the different statistical analysis techniques pursued.

The estimate of the effects of background torque is potentially confounded by the fact that we only applied perturbations in one direction, and the direction was predictable only in the 200 mNm condition. Specifically, in the 200 mNm condition, we applied perturbations that would stretch the agonist muscle, and as such the direction was predictable by the subject. Instead, in the 0 mNm condition, perturbations were applied in a random direction, not predictable by the subject. As such, the coefficients estimated for the two levels of the factor background torque might be different also simply because in the 200 mNm condition, subjects were able to predict perturbation direction, while in the rest condition, they were unable to do so. It is possible that prior knowledge of perturbation direction modulates the LLRa. As such, it is possible that our model estimated the compound effect of two distinct factors: a factor due to muscle pre-load, and another factor due to knowledge of the perturbation direction. This ambiguity could be addressed in future studies by applying perturbations that either stretch or shorten agonist muscles after pre-load.




CONCLUSION

In summary, this study has quantified the effect of four behavioral factors – background torque, task instruction, perturbation velocity and direction – on the long-latency response (LLR) amplitude evoked from the FCR and ECU muscles during ramp-and-hold perturbations applied to the wrist joint in the flexion and extension direction. Our analysis demonstrated that all of those factors modulate LLRa, and that their combination nonlinearly contribute to modulating the LLRa. Specifically, all the three-way interaction terms that can be computed without including the interaction between instruction and velocity significantly modulated the LLR. The interaction analysis suggested that higher background torque augmented the LLRa evoked from the stretched muscle when subjects are asked to maintain their muscle activation in response to the perturbations. Besides, higher perturbation velocity increased the LLRa evoked from the stretched muscle in presence of a background torque. Also, our analysis identified significant modulations of LLRa also in muscles shortened by the perturbation, including an interaction between torque and velocity, and an effect of both torque and velocity. While a lot of the behavioral factors listed above nonlinearly contribute to modulating LLRa, we observed that the effects of task instruction and velocity do not combine more than linearly to modulate the LLRa.
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Besides the classical ones (support/protection, hematopoiesis, storage for calcium, and phosphate) multiple roles emerged for bone tissue, definitively making it an organ. Particularly, the endocrine function, and in more general terms, the capability to sense and integrate different stimuli and to send signals to other tissues, has highlighted the importance of bone in homeostasis. Bone is highly innervated and hosts all nervous system branches; bone cells are sensitive to most of neurotransmitters, neuropeptides, and neurohormones that directly affect their metabolic activity and sensitivity to mechanical stimuli. Indeed, bone is the principal mechanosensitive organ. Thanks to the mechanosensing resident cells, and particularly osteocytes, mechanical stimulation induces metabolic responses in bone forming (osteoblasts) and bone resorbing (osteoclasts) cells that allow the adaptation of the affected bony segment to the changing environment. Once stimulated, bone cells express and secrete, or liberate from the entrapping matrix, several mediators (osteokines) that induce responses on distant targets. Brain is a target of some of these mediator [e.g., osteocalcin, lipocalin2, sclerostin, Dickkopf-related protein 1 (Dkk1), and fibroblast growth factor 23], as most of them can cross the blood-brain barrier. For others, a role in brain has been hypothesized, but not yet demonstrated. As exercise effectively modifies the release and the circulating levels of these osteokines, it has been hypothesized that some of the beneficial effects of exercise on brain functions may be associated to such a bone-to-brain communication. This hypothesis hides an interesting clinical clue: may well-addressed physical activities support the treatment of neurodegenerative diseases, such as Alzheimer’s and Parkinson’s diseases?
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INTRODUCTION

In the last few years, a role for bone tissue in homeostasis has emerged as it solves fundamental functions in the body. Indeed, beyond providing mechanical support and protection to the body and solving important roles in hematopoiesis, calcium storage, ion homeostasis, and phosphate metabolism, additional functions have been described (Calvi et al., 2003; Bergwitz and Juppner, 2010). As a mechanosensitive organ, bone is a dynamic player in biomechanics and body-environment relation and nervous system communication for establishing functional sensing and motor behavior. Indeed, bone and nervous system communicate with each other through a bidirectional connection. Thus, bone emerges as a complex peripheral element able to communicate not only with peripheral organs but also with brain both indirectly, through the peripheral nervous system (PNS), and directly, by releasing molecules able to cross the blood brain barrier (BBB) and to act at the brain level. Noteworthy, recent findings demonstrate that bone acts also as an endocrine tissue, dynamically responsive to internal and external stimuli (Cappariello et al., 2016). It actively communicates with other organs, thus becoming a fundamental key player in the circuit, whose goal is to adapt the body to specific environment. Further, bone, through its endocrine function, regulates whole body homeostasis, energy metabolism, fertility, at least in males, and, as recently established, cognitive functions (Takeda et al., 2002; Yadav et al., 2009; Oury et al., 2011, 2013).

With this review, we want to highlight the importance of the communication between bone and the nervous system, with particular emphasis on the contribution of this relation during mechanical stimulation. In the first part, we will describe the bony elements that act as mechanosensors and the way they respond to stimuli. We than describe how nervous system and bone are connected and communicate with each other to regulate bone homeostasis and bone remodeling depending on biomechanical stimulation it receives. We will first describe how the brain communicate with bone. Finally, although the current little knowledge, we will focus on the bone-to-brain communication based on the new findings on the bone-derived molecules potentially involved in this axis.

A deepen knowledge of the bidirectional communication system between bone and brain is of fundamental interest to address the investigation on the mechanisms underlying bone response and adaption to biomechanical stimuli. It would also help in the search for new targets of proper therapeutic interventions aimed at restoring or ameliorating the adaptive response, especially for those pathologies (e.g., osteoporosis, bone fragility, etc.) that impairs this circuit, but it may also help at improving conditions affecting the nervous system. Thus, our final goal is to bring out the bone and the molecules that it releases as putative therapeutic targets for neurological pathologies that may be also characterized by bone defects, as osteoporosis, bone fragility and increased fracture risk.



BIOMECHANICAL STIMULATION AND MECHANOSENSING IN BONE

Biomechanical stimulation of bone is fundamental to regulate bone homeostasis, guiding resident cells to adaptation, maintenance, and repair, but also to adapt the entire body to the changing environment.

It is well known that bone is not a static element, but it is able to remodel its cellular components and its entire structure according to the different stimulation it receives, from static or simple movements to the physical activity-generated multidirectional stresses (Duncan and Turner, 1995). There is a finely regulated process that maintain an equilibrium between bone resorption and bone formation that is fundamental for bone homeostasis that is regarded as bone remodeling. This process is mediated by osteoclasts and osteoblasts, which are responsible for bone resorption and for extracellular matrix (ECM) deposition and bone formation, respectively (Parfitt, 2000; Florencio-Silva et al., 2015; Owen and Reilly, 2018). Noteworthy, osteoclasts derive from precursor cells of the monocyte lineage and their differentiation process is mainly stimulated by the activation of receptor activator of nuclear factor κB (RANK) by the RANK ligand (RANKL) expressed and released by stromal cells and osteoblasts, other than immune cells (Suda et al., 1999). On the contrary, osteoprotegerin (OPG), a decoy receptor for RANKL, that is expressed by osteoblasts and osteocytes, interferes with RANKL–RANK binding, thereby inhibiting osteoclasts differentiation and, consequently, bone resorption (Simonet et al., 1997).

The activity of osteoclasts and osteoblasts and, hence, the overall bone remodeling, are regulated by mechanical stimuli (loading and exercises), but also by endocrine and paracrine signals (David et al., 2007; Sen et al., 2011). In this context, external stimuli corresponding to body stationary or moving in the space, converge in the biomechanical stimulation of those bony elements called mechanosensors. These mechanosensors are, for definition, able to sense and respond to biophysical factors in the environment. Indeed, the skeleton must remodel itself to accommodate functional demands (e.g., change in loading intensity and/or direction) (Thompson et al., 2012). In case of chronic intense physical activity (i.e., loading), bones become larger and stronger; on the contrary, a reduction in loading intensity (i.e., bed rest, immobilization) corresponds to enhanced bone resorption that hesitates in reduced bone strength and mass and increased fracture risk.

Bone is a mechanosensitive organ in which at least four elements are considered the mechanosensory elements that collaborate with each other to regulate bone modeling and remodeling. These elements correspond to the main cell types resident into the bone tissue: i.e., osteocytes, osteoblasts, osteoclasts, and osteoprogenitor cells (mesenchymal stem cell, MSC). An important consequence of mechanical stimulation is an indirect regulation of osteoclasts function and of their recruitment through the expression of RANKL by osteoprogenitor cells (Yasuda et al., 1998). Osteoprogenitor cells and pre-osteoblastic cells, located within the bone marrow and in the periosteum, which are mechanically active environment, respond to mechanical stimuli through the regulation of their proliferation, differentiation, and commitment, and, thus, modulating osteoblastogenesis (David et al., 2007; Sen et al., 2011). Further, even if osteocytes are considered the main principal mechanoresponsive elements in bone, it has been demonstrated that also osteoblasts are able to respond to mechanical stimuli (Xiao and Quarles, 2015). Thus, mechanostimuli regulate directly and indirectly all these cells since each of them could respond to mechanical stimulation by modulating pathways that bring to the co-regulation of the other actors.


Osteocytes as the Main Bone Mechanosensory Elements

Osteocytes are the most abundant cells present in the bone tissue and are considered the main cell types that respond to mechanical stimulation, regulating mechanosensing, and mechanotransduction (Thompson et al., 2012). Further, osteocytes solve two other important roles: they regulate bone homeostasis throughout the regulation of osteoclast and osteoblast activity, and they act as endocrine elements by secreting hormone-like mediators that affect the functioning of cells in bone as well as in other tissues and organs (Chen et al., 2015; Robling and Bonewald, 2020).

These functions are facilitated by their peculiar morphology that allows a direct contacting with other bone cells as well as a direct connection with the interstitial fluid and, hence, with blood. Indeed, these cells are star-shaped cells embedded into the mineralized ECM of bone with prolongations developed within a lacuno-canalicular system (LCS) that put in communication each osteocyte with several other osteocytes and osteoblasts and osteoclasts and also with complex structures such as bone marrow and blood vessels. Further, LCS is filled by an interstitial fluid, that surrounds osteocytes’ body and prolongations that is in equilibrium with the plasma and exposes osteocytes to blood-brought factors derived from distal organs. Thanks to the dynamics governing the fluid movement within the LCS, osteocytes are principally stimulated by shear stress and sense different concentrations of the soluble mediators transported by the fluid (Bonewald, 2017). Osteocytes integrate these inputs and generate chemical signals that coordinate the proper response of the other bone cells. The perception of mechanical stimuli results in the regulation of osteoblast and osteoclast functions thereby influencing bone formation and resorption. Osteocytes may sense mechanical stimuli thanks to multiple mechanosensitive structures, such as cytoskeleton, dendritic processes, integrin-based focal adhesions, connexin-based intercellular junctions, primary cilium, ion channels, and ECM (Dallas et al., 2013; Qin et al., 2020; Robling and Bonewald, 2020).

During mechanotransduction, in osteocytes, the first event that occurs is the increase in intracellular calcium, that derives not only from the external compartment, but also from internal stores, such as those in endoplasmic reticulum (ER) (Lewis et al., 2017). After this first event, several pathways are activated and intervene into the regulation of bone homeostasis.


Wnt/β-Catenin

Mechanical stimulation activates the canonical Wnt pathway and influences osteocytes regulation of bone formation during load (Galli et al., 2012; Holguin et al., 2016). Typically, in unloaded state osteocytes secretes inhibitors of the Wnt pathway, namely sclerostin and Dickkopf-related protein 1 (Dkk1), thus favoring osteoclastogenesis. Under loading, instead, the osteocytic expression of sclerostin and Dkk1 is inhibited and, consequently, the Wnt ligands are able to activate this pathway, which, in mature osteoblasts, leads to a direct stimulation of osteoblastogenesis and osteoblast migration, as marked by the expression of the tardive differentiation marker osteopontin (OPN), and inhibition of osteoclastogenesis throughout the release of OPG (Galea et al., 2017). On one hand, the Wnt-induced OPG blocks the RANKL-RANK interaction and inhibits the differentiation of osteoclasts while, on the other hand, OPN prevents bone resorption since it is an activator of osteoblastogenesis with positive role for bone formation in a mechanically stimulated environment (Morinobu et al., 2003).



Focal Adhesions

Focal adhesions (FAs) are networks of proteins that dynamically connect the ECM to the intracellular actin cytoskeleton. Thus, extracellular fluid movements are transmitted inside the cells through these membrane proteins anchored to ECM (Chen et al., 2003). Integrins and adhesome proteins are the principal elements that cooperate in focal adhesions leading, in osteocytes, to a mechanosensory response. These protein complexes represent important mechanosensors in osteocytes and regulate skeletal development but also bone mechanobiology (Salter et al., 2001).



Apoptosis and Senescence

Appropriate mechanical stimulation prevents osteocytes apoptosis. Mechanical stimulation, indeed, promotes Erk activation supporting osteocytes survival, but, if the loading is too high, it induces damages and, in turn, promotes osteocytes apoptosis (Plotkin et al., 2005; Cardoso et al., 2009). Thus, only an appropriate loading (in terms of intensity and duration) prevents osteocytes senescence and improves their viability.



Sclerostin

As reported above, this is an antagonist of Wnt-β catenin signaling that stimulates bone resorption and inhibits bone formation (Li et al., 2005). It has been found high in circulation of subjects during prolonged bed rest and immobilization (Spatz et al., 2015). Thus, a proper mechanostimulation, consequently, to correct exercising, could downregulate the circulating levels of sclerostin, thereby inhibiting bone resorption process.



YAP/TAZ

These proteins are two proto-oncogenes that act as mechanosensors and mechanotransducers in different cell types (Dupont et al., 2011). In osteocytes these proteins translocate into the nucleus following mechanical stimulation transduced by both FAs linked with F-actin and by piezo ion channel activated after mechanical stimulation of membrane (Li et al., 2019). This translocation activates several pathways that stimulate bone formation and maintenance of bone mechanical properties, even if the precise mechanism that determines the nuclear translocation of YAP/TAZ is not well defined (Kegelman et al., 2018, 2020).

A schematic representation of the mechanosensing and mechanosensory pathways in osteocyte are represented in Figure 1.
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FIGURE 1. Schematic representation of mechanosensing in osteocytes. (A) The lacuno-canalicular system is schematically modeled with osteocytes (green cells) that take contact with adjacent osteocytes, within the bone matrix, and with osteoblasts (light blue cells) and osteoclasts (yellow cells) on the surface of the bone segment. On the left, it is represented the rest status (unloading). On the right it is represented the loading condition: the applied forces cause the bending of the bony segment while, within the lacuno-canalicular system, the interstitial fluid is redistributed and its flow submits osteocytes to shear stress and change in extracellular pressure. (B) The signaling pathways activated under unloading (left) and loading (right) conditions are schematically represented. During unloading, pro-apoptotic and pro-senescence pathways are activated (consequently to the inhibition of Erk/MAPK and YAP/TAZ) together with the induction of sclerostin and Dickkopf-related protein 1 (Dkk1). These latter mediators are released into the intercellular fluid and reach osteoblasts and pre-osteoblasts where they exert their anti-osteoblastogenic effects, thereby, indirectly favoring the osteoclast function. During loading, the applied forces and the intra-canalicular fluid shear stress cause the deformation of the osteocyte plasma membrane and of the extracellular matrix (ECM). This results in: (i) perturbation of the electrolyte homeostasis (Ca2+ and K+); (ii) activation of cadherin and integrin-mediated signaling and the associated focal adhesion kinase (FAK) pathway that result into the remodeling of the cytoskeleton; and (iii) activation of the Wnt/β-catenin signaling. The downstream signaling determines the activation of Erk/MAPK and YAP/TAZ that, together with the inhibition of the expression of sclerostin and Dkk1, result into the stimulation of osteocyte survival, inhibition of apoptosis and prevention of senescence and, in turn, a support to osteoblastogenesis and osteoblast function.




Bidirectional Connections Between Brain and Bone

In the first part of this review, we have briefly illustrated the complex mechanosensing strategies occurring in bone and how much dynamic is this organ in order to actively respond to biomechanical stimuli and, consequently, to allow the body to adapt to the changing environment. Further, we will go deeper into the complexity of bone mechanosensing, highlighting the existing relationship with the nervous system. Indeed, besides the direct regulation of bone metabolism, homeostasis and remodeling that occur at the bone cell level, depending on the received mechanical stimuli received from bone fluid movements, skeletal muscle traction and ground/impact reactions, another important mechanism controlling bone response and metabolism involves the nervous system.

Bone can be regulated both directly by PNS and indirectly by central nervous system (CNS). However, it has recently emerged a strong two-way interaction between bone and brain, that could be defined as bone-brain axis: not only brain regulates bone (efferent pathway), but also bone can communicate to the brain (afferent pathway) through the release of molecules, i.e., osteokines, that can act in the brain and, indeed, have been found in brain (Brazill et al., 2019; Millar et al., 2019).

In addition to the soluble mediators, other routes of inter-organ cross-talk exist. An intriguing, and increasingly studied, path is represented by the extracellular vesicles (EVs) and their cargo. EVs are cell-derived membrane vesicles, differing in size, biogenesis and membrane protein profile [i.e., exosomes, microvesicles (MVs), apoptotic bodies]. Exosomes and MVs are involved in paracrine and endocrine intercellular communication. They are actively released from the source cell and selectively loaded with specific components sorted from the cytosol, to reach a target cell in which the vesicle content elicits a biological response. EVs mediate the direct transfer of the contained information into the target cell and the EV-mediated information transfer is implicated in several diseases (Faraldi et al., 2020). There are evidence about an EV-mediated crosstalk between brain and bone, although this field still needs to be fully depicted.

We will firstly describe how nervous system can communicate with bone, mechanisms whose functioning are well known, to then move to the more innovative bone-to-brain view that, however, still needs deeper investigations.



BRAIN-TO-BONE COMMUNICATION


Direct Regulation of Bone by the Peripheral Nervous System: Bone Innervation

The autonomous nervous system is known to regulate the peripheral functions prompt to maintain body homeostasis and to initiate the adaptive response to various stress, including the biomechanical stimulation. It acts through two antagonistic system: the parasympathetic nervous system, which favors the “rest and digest” response; and the sympathetic nervous system, that is responsible for the “fight or flight” response.

Noteworthy, the parasympathetic nervous system acts through the release of acetylcholine (ACh), a neurotransmitter that activates both muscarinic and nicotinic cholinergic receptors, while sympathetic nerves release norepinephrine (NE), a neurotransmitter that acts via α- and β- adrenergic receptors (α-AR and β-AR) expressed by pre-synaptic and post-synaptic terminals, respectively.

During the last years, the development of new techniques led to the demonstration that bone is a highly innervated organ from both sympathetic and sensory neurons, thus showing that bone is physically related to the PNS (Mach et al., 2002). Interestingly, histological analyses showed high densities of nerves, belonging to the autonomous branch, in areas of high osteogenic activity. Further, immunocytochemistry experiments have successfully demonstrated the presence of receptors for neural peptides on bone cells (Elefteriou, 2005). Finally, the importance of the brain-bone connection has been further supported by the identification of neural tracts between femoral bone marrow and the CNS using retrograde trans-synaptic signaling (Denes et al., 2005).


Parasympathetic Innervation of Bone

Nicotinic acetylcholine receptor (nAChR) subunits are expressed by osteoclasts and differentiating and mature osteoblasts (Mandl et al., 2016). Further, transcript of muscarinic AChR type M1, M2, and M4 have been found in immature and differentiated osteoblasts (Sato et al., 2010). Transcripts of both AChR types have been detected in murine osteocyte-like MLO-Y4 and their levels are modulated by ACh, but the precise pathways activated by ACh in these cells are still unknown (Ma et al., 2014). Besides AChRs, osteoblasts express the machinery to synthesize ACh, but the functional role of this presence remains unknown (En-Nosse et al., 2009). The expression of both nicotinic and muscarinic ACh receptors on osteoblasts, osteocytes, and osteoclasts suggests that these cells are directly regulated by the parasympathetic nervous system. It has been observed both in vitro and in vivo experiments that activation of nAChR inhibits RANKL-dependent osteoclastogenesis, even if more experiments are needed to better elucidate the specific role on bone homeostasis of the different subunits of nAChRs since some results are contradictory (Mandl et al., 2016). Further, it has been observed that agonists of nAChR increase osteoclasts apoptosis and restrain bone resorption (Bajayo et al., 2012). All these evidences suggest that parasympathetic nervous system inhibits bone resorption and, thus, promotes bone formation (Table 1).


TABLE 1. Peripheral nervous system to bone communication.
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Sympathetic Innervation of Bone

Sympathetic action on bone remodeling could be hypothesized after the observation of very low levels of mRNA of α-ARs in osteoblasts and osteoclasts and higher levels of β-ARs. Consequently, β-ARs may be the main AR to mediate the action of sympathetic nerves in bone (Khosla et al., 2018). Further, β-ARs have been also found in osteocyte-like MLO-Y4 cells (Yao et al., 2017). Osteoblasts and osteoclasts express the β-2AR, but the biological relevance of the action of these receptors on osteoclasts is still not known. What is known is that the stimulation of β-2AR leads to increased osteoclasts formation, impairs osteoblasts functions and, consequently, increases bone loss. The inhibition of these receptors, on the contrary, leads to enhanced bone formation (Elefteriou, 2008). Moreover, stimulation of β-ARs in osteocyte-like MLO-Y4 cells affects osteoclastogenesis by increasing the RANKL-to-OPG ratio (Yao et al., 2017; Liang et al., 2018).

In summary, the regulation of bone remodeling by the autonomous nervous system results in the promotion of bone formation by the parasympathetic system and, conversely, in favoring bone resorption by sympathetic nervous system (Table 1).



Sensory Innervation of Bone

Besides the parasympathetic and sympathetic activities in bone, it has been shown that sensory nerves are important for bone formation and solve fundamental roles in their response to mechanical loading. The sensory innervation represents the third arm of the autonomous system involved in the regulation of bone remodeling. The existence of such innervation in bone has been demonstrated through the detection of sensory fibers in bone and also of calcitonin gene-related peptide (CGRP) and substance P (SP), which are neuropeptide released by sensory fibers and acting as neurotransmitters (Mach et al., 2002). The receptors for these neuropeptides have also been detected in osteoblasts and osteoclasts (Kodama et al., 2017). Low amounts of NK1-R, a SP receptor, have been detected in osteocytes, however, the specific function in these cells is still unknown (Goto et al., 1998). CGRP and SP stimulate proliferation and activity of osteoblasts, thus influencing bone formation. Specifically, CGRP stimulates bone formation induced by mechanical loading (Ma et al., 2013; Sample et al., 2014). A role for the sensory nervous system in bone remodeling, as promoter for bone formation, has been demonstrated, too, through denervation studies and investigation on the bidirectional communication between sensory neurons and osteoblasts in co-culture systems (Ding et al., 2010; Kodama et al., 2017). In particular, co-culture experiments lead to the observation that sensory neurons release glutamate and SP that act on osteoblasts, while osteoblasts release ATP that acts on sensory neurons (Kodama et al., 2017).

Other important neuropeptides, known to regulate bone homeostasis, are semaphorins. Particularly, sema3A, released by sensory fibers, plays a role in the regulation of bone remodeling, by promoting bone mass gain and dendritic osteocyte elongation, by acting on Nrp1 receptor and Plxna1, 2, 3 co-receptors. Indeed, it has been shown that mice knockout for sema3A experienced a decrease in bone mass and, consequently, to a reduction in bone formation (Fukuda et al., 2013; Niimura et al., 2016) (Table 1). Further, sema3A deficiency in osteocytes leads to severe osteopenia, in aged mice, since it promotes osteocyte survival (Hayashi et al., 2019).



Indirect Regulation of Bone by Central Nervous System: Neuroendocrine Signaling

To date, it is known that bone metabolism and remodeling are regulated not only by the PNS but also by CNS through the action of several molecules as neurohormones, neuropeptides and neurotransmitters.


Neurohormones That Regulate Bone Metabolism

The principal mechanism of regulation of the peripheral functions by the CNS is mediated through the release of neurohormones by the hypothalamus that stimulate hormone release from the pituitary gland. Osteoblasts and osteoclasts, but not osteocytes, express different receptors for these hormones and it has been demonstrated that some of these regulate skeletal integrity favoring either bone resorption or bone formation (Table 2).


TABLE 2. Brain to bone communication: neurohormones.

[image: Table 2]Both the follicle-stimulating hormone (FSH) and the thyroid-stimulating hormone (TSH) regulate directly bone remodeling. In vitro and in vivo experiments showed that FSH stimulates formation and function of osteoclasts, promoting bone resorption, by acting through a FSH receptor expressed on the plasma membrane of osteoclasts and their precursors (Sun et al., 2006; Robinson et al., 2010). On the contrary, TSH sustains bone integrity by stimulating osteoblasts functioning and inhibiting osteoclasts activity by acting directly through the TSH receptors expressed by these cells (Abe et al., 2003; Baliram et al., 2013). On one hand, TSH limits bone loss by decreasing osteoclastogenesis and, on the other hand, it restores bone mass by promoting osteoblastogenesis. Further, TSH can suppress osteoblasts differentiation. These pleiotropic actions define TSH as a single and independent molecule that regulate bone remodeling acting on both bone formation and bone resorption (Abe et al., 2003; Sampath et al., 2007; Baliram et al., 2011).

The expression of prolactin receptors has been detected in osteoblasts, but not in osteoclasts, and it has been demonstrated that prolactin contributes to the regulation of bone homeostasis by inhibiting osteoblastic proliferation and bone mineralization (Seriwatanachai et al., 2008, 2009). The indirect prolactin-dependent promotion of bone resorption may be responsible for the mobilization of calcium from bone to be used for milk secretion during lactation.

Adrenocorticotrophic hormone (ACTH) binds to melanocortin receptor family 2 (MC2R) that is expressed by osteoblastic cells and its expression is high at sites of active bone deposition, thus suggesting a role in the promotion of bone formation through the stimulation of osteoblasts proliferation (Zhong et al., 2005; Tourkova et al., 2017).

The growth hormone (GH) stimulates bone gain both indirectly, by stimulating insulin-like growth factors (IGFs) that regulates skeletal development, and directly, by acting on bone cells (DiGirolamo et al., 2007; Dobie et al., 2014).

Arginine-vasopressin (AVP, also known as antidiuretic hormone, ADH) and oxytocin (OT) regulate bone metabolism by acting in opposite ways: AVP impairs osteoblastogenesis and induces osteoclastogenesis by directly acting on AVP receptors expressed in both osteoblasts and osteoclasts; on the contrary, OT promotes osteoblastogenesis and inhibits osteoclast activity by acting on OT receptors expressed in osteoblasts and osteoclasts (Tamma et al., 2013; Sun et al., 2016).

Finally, the expression of the melatonin receptors have been observed in both osteoblasts and osteoclasts and it has been demonstrated that melatonin regulates bone homeostasis by promoting osteoblast differentiation and osteoblastogenesis (Roth et al., 1999; Zhang et al., 2010). Defective melatonin signaling has been associated with impaired osteoblast function and development of scoliosis (Akoume et al., 2019).



Neuropeptides That Regulate Bone Metabolism

Bone homeostasis and remodeling are also under the direct control of several neuropeptides released by hypothalamus (Table 3).


TABLE 3. Brain to bone communication: neuropeptides.

[image: Table 3]Neuropeptide Y (NPY) has been demonstrated to play important peripheral roles. It is produced centrally in the arcuate nucleus (ARC) of the hypothalamus and regulates bone homeostasis with site-specific effects in periphery (Baldock et al., 2009). Both NPY and the relative Y1 receptors have been found in cells of the osteoblastic lineage. Peripherally NPY exerts catabolic effects in bone through the inhibition of osteoblasts activity and interacts with mechanical signals to integrate the osteoblasts regulation with the local environmental loading status. Specifically, this interconnection and local effects of NPY are mediated by osteocytes which produces local NPY that affects osteoblast activity after mechanical stimuli (Igwe et al., 2009). Noteworthy, the actions of this neuropeptide in bone homeostasis are exerted not only peripherally on Y1 receptors expressed by osteoblasts, but also throughout a central signaling, on CNS throughout the Y2 receptors (Shi et al., 2011; Lee N. J. et al., 2015). In particular, it has been observed that, when activated, Y2 receptors, present in hypothalamic NPY-expressing neurons, elicit anti-osteogenic effects on trabecular but not on cortical bone (Shi et al., 2010). Interestingly, pre-osteocytes and osteocytes express NPY, as demonstrated in neonatal calvaria, and its expression was reduced in response to fluid shear stress. The treatment of calvaria osteoblasts with NPY decreased the intracellular levels of cyclic AMP (cAMP) and limits the expression of the markers of osteoblast differentiation (e.g., osteocalcin (OCN), bone sialoproteins, and dentin matrix acidic phosphoprotein 1-DMP1) (Igwe et al., 2009).

Agouti-related peptide (AgRP) acts through the sympathetic nervous system on bone metabolism. Increased neuronal AgRP activity downregulates the sympathetic tone favoring bone mass gain throughout the enhancement of the osteoblast activity (Kim et al., 2015; Shi et al., 2017).

Cocaine amphetamine regulated transcript (CART) is a neuropeptide precursor protein highly expressed in the hypothalamus, but also peripherally. It has been observed that while low hypothalamic CART expression is associated with increased bone resorption, through the induction of higher levels of RANKL, elevated CART expression resulted an increase in bone mass (Elefteriou et al., 2005).

The melanocortin peptides bind to five different G protein-coupled receptors and they sustain osteo-positive effects by binding to melanocortin 4 receptor (MC4R), which is highly expressed in the hypothalamus (Farooqi et al., 2000). Melanocortin receptor MC4R have been found in mouse periosteum and rat osteoblasts suggesting a direct role for melanocortin in bone development and metabolism (Dumont et al., 2005). Further, other melanocortin receptors have been detected in both osteoblasts and osteoclasts (Zhong et al., 2005). Melanocortin agonists stimulate osteoblast proliferation in in vitro models. Further, knock out mice for MC4R experience increase bone mass due to reduced osteoclasts number (Elefteriou, 2005), suggesting that melanocortin promotes bone formation throughout the regulation of the proliferation rate of both osteoblasts and osteoclasts.

Another neuropeptide that regulates bone mass is neuromedin U that elicits bone resorption through a leptin-mediated pathway, acting preferentially at the CNS level rather than peripherally (Sato et al., 2007).

The vasoactive intestinal peptide (VIP) acts through sympathetic and parasympathetic nerve fibers. It is frequently released together with ACh by parasympathetic terminals at the bony periosteum level and, mainly, in the epiphysis. It acts directly on osteoblasts and osteoclasts by binding to its G protein-coupled receptors and exerts an anti-resorptive effect (Togari et al., 1997). It has been shown that VIP inhibits RANKL expression in osteoblasts, while it suppresses RANK in osteoclasts, and, in parallel, induces OPG expression in osteoblast (Mukohyama et al., 2000; Juarranz et al., 2005).



Neurotransmitters That Regulate Bone Metabolism

Bone homeostasis and bone remodeling are regulated also by neurotransmitters released by CNS, such as serotonin, glutamate, and dopamine (Table 4). Indeed, bone cells express receptors for these neurotransmitters. Osteoblasts, osteocytes, and osteoclasts express different subtypes of G protein-coupled receptors for serotonin. Particularly, osteocyte-like MLO-Y4 cells express the serotonin receptors 5-HT1A and 5-HT2A, but also the serotonin transporter (5-HTT) and the enzyme involved in serotonin synthesis, thus being an important component of the serotonin system in bone (Bliziotes et al., 2006). Interestingly, the precise mechanism of action of serotonin in regulating bone cells activity is still under investigation and it is supposed that it acts differently depending on its origin: gut-derived serotonin decreases osteoblast proliferation, while serotonin derived from CNS enhances bone formation (Cui et al., 2011; Park et al., 2018).


TABLE 4. Brain to bone communication: neurotransmitters.

[image: Table 4]Osteoblasts and osteoclasts express glutamate receptors, in particular the N-methyl-D-aspartate (NMDA) type is quantitatively the most represented (Chenu et al., 1998; Gu et al., 2002). The role of glutamate in bone is interesting and highly complex, since the active glutamate derives both centrally and peripherally and its action involves different cells. On one hand, there is glutamate innervation at the bone levels near bone cells expressing glutamate receptors (i.e., osteoblasts and osteoclasts) but, on the other hand, the entire osteoblasts population expresses the set of components for a regulated release of glutamate (Hinoi et al., 2002; Bhangu, 2003). However, different researches have demonstrated that glutamate inhibits osteoclasts activity and promotes osteoblasts functions (Taylor, 2002; Morimoto et al., 2006). Noteworthy, both the glutamate transporter, GLAST, and the glutamate receptors respond to mechanical loading. In vivo studies demonstrated that mechanical load regulates the expression of GLAST and glutamate receptors in bone (Mason et al., 1997; Ho et al., 2005). Interestingly, it has been hypothesized that osteocytes are the first responders to mechanical load in bone. Indeed, after some days of mechanical loading, GLAST protein was undetectable in osteocytes, while its expression increases in osteoblasts (Mason et al., 1997).

Dopamine is another important central neurotransmitter that also affects bone homeostasis. It acts through dopamine receptor (DR)-1, -2, -3, and -5 and enhances osteoblastic proliferation and bone mineralization and suppresses osteoclastogenesis (Hanami et al., 2013; Lee D. J. et al., 2015; Wang et al., 2020). Modulation of dopamine levels as therapeutic interventions for those pathologies featured by a dysregulation of dopamine levels [e.g., Alzheimer disease (AD), Parkinson disease (PD)] could interferes with bone mass (Chen et al., 2016).



Adipose Tissue and Skeletal Muscles As Two Intermediates in Bone-Brain Axis

Beside a direct brain-to-bone axis, these two organs may communicate throughout an indirect crosstalk involving mediators expressed and released by a third tissue. Adipose tissue and skeletal muscles are, actually, two important organs able to integrate stimuli of different nature (biomechanical and biochemical) and to release mediators (e.g., myokines and adipokines) having effects all over the body and, hence, also in bone either directly or throughout the mediation of the nervous system.


Hormones Released by Adipocytes: Adipokines

Actually, among several adipokines, there are two main hormones, released by adipocytes, that act on CNS to regulate bone metabolism and remodeling.

Leptin is released by adipocytes in response to insulin stimulation and glucose uptake, which correspond to anabolic state (Barr et al., 1997; Mueller et al., 1998) and binds receptors located in the CNS involved in the regulation of appetite and energy metabolism. In addition, it binds on receptors located at the hypothalamic level that regulate bone metabolism through the activation of the SNS. Hence, leptin-regulated neural pathways control both aspects of bone remodeling (Takeda et al., 2002; Elefteriou et al., 2005).

Adiponectin also regulates bone metabolism by acting on neurons of locus coeruleus, decreases the sympathetic tone and, therefore, increases bone mass (Kajimura et al., 2013). It is important to note that OCN, a bone-derived hormone whose functions will be discussed below, stimulates the release of adiponectin by adipocytes (Hill et al., 2014; Otani et al., 2015). Thus, it could be considered the existence of an indirect way by which bone, acting through the peripheral adipose tissues and then, through the CNS, regulates its own remodeling.



Hormones Released by Skeletal Muscle Cells: Myokines

It is known that skeletal muscles, during their activity (i.e., contraction), release molecules, the so called myokines, that act on other tissues, with a hormone-like activity, to mediate adaptive responses (Gomarasca et al., 2020).

Irisin, one of the more recently identified myokines, is a circulating hormone-like mediator that is released by skeletal muscles during and after exercises (Bostrom et al., 2012; Wrann et al., 2013; Lombardi et al., 2016). It regulates energy metabolism, by stimulating the usage of energy substrates to release heat, and acts not only on skeletal muscles, but also on adipose tissue, bone, and brain. In bone, irisin mediates anabolic effects and acts by stimulating osteoblasts activity and reducing the number of osteoclasts (Colaianni et al., 2015), thus promoting bone formation. If, on one hand, its circulating levels are increased by physical exercise, on the other hand, it is decreased in bone metabolic dysfunction, as in osteoporosis (Anastasilakis et al., 2014). In brain, irisin is expressed in Purkinje neurons of the rat and mouse cerebellum and it is necessary for the proper neural differentiation of embryonic stem cells (Forouzanfar et al., 2015). Further, it may have neuroprotective effects after ischemic stroke and, by acting on hippocampus, it may rescue synaptic plasticity and memory impairment in AD (Asadi et al., 2018; Lourenco et al., 2019; Martinez Munoz et al., 2018). Irisin could be an interesting therapeutic target in osteoporotic traits associated to neurodegenerative disorders, based on its pro-anabolic effects, and in view of the fact that its circulating levels could be increased by physical exercise. However, it is not yet known if peripheral irisin, released by the skeletal muscle, can act directly on CNS, a condition that implies the crossing of the BBB, where it may regulate, among the other effects, bone remodeling after exercise.



BONE-TO-BRAIN COMMUNICATION

It has been shown that osteocytes release EVs, throughout a calcium-dependent mechanism, and that these EVs contain, among the others, RANKL, OPG, and sclerostin. This mechanism is supposed to represent a way by which the osteocyte response to mechanical loading may be transmitted to other tissues/organs, as demonstrated by ex vivo studies of intact bone that showed an enhanced release of EVs following mechanical stimulation (Morrell et al., 2018). However, very little is known about the central role of the bone-derived mediators. For instance, the precise mechanism by which bone-derived mediators may cross the BBB is not well known and it is still under investigation.

It has been shown that low bone density (BMD) and osteoporosis may associate with dementia and AD in postmenopausal women (Tan et al., 2005; Loskutova et al., 2009). Further, low BMD and BMD loss are risk factors for osteoporosis and AD and is an early risk factor for dementia. Women with high levels of hip bone loss have an increased probability to develop cognitive dementia compared to women with limited loss. In addition, looking at this point from another point of view, it has been shown that high lean body mass is associated with lower risk of cognitive impairment or dementia (Burns et al., 2010; Friedman et al., 2010; Basgoz et al., 2020).

The serum level of several bone-derived mediators has been found modulated in patient affected by bone diseases, as osteoporosis, but also in the case of neurodegenerative diseases, such as AD [e.g., OCN, OPN, sclerostin (Yuan et al., 2019), Dkk-1 (Huang et al., 2018), and lipocalin 2 (Song and Kim, 2018)] and PD [e.g., bone morphogenic protein 2 (Goulding et al., 2020), OCN (Shan et al., 2019)]. Interestingly, in AD, PD, as well as in other neurodegenerative diseases, osteopenia and osteoporosis are often comorbidities (Roos, 2014; Binks and Dobson, 2016). Thus, these molecules might be considered as relevant therapeutic targets in pathological conditions affecting the CNS featured by bone dysmetabolism. Indeed, by acting peripherally, with addressed exercise programs, it may be possible to modulate the levels of these proteins with potential beneficial effects on CNS, other than on bone (Lee et al., 2019).

In this last part of the review, we will discuss the current knowledge around the established and the putative actions of bone-derived molecules in the nervous system, highlighting how their exercise-induced modulation may potentially benefit both organs (Table 5).


TABLE 5. Bone to brain communication: hormones and peptides.
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Osteocalcin

Osteocalcin, also known as bone γ-carboxyglutamic acid protein (BGLAP), is a bone derived protein mainly released by osteoblasts, and usually measured at the serum level as an indicator of bone formation (Hauschka et al., 1989). It is firstly produced as a pre-pro-peptide that become mature after the carboxylation of the three glutamic acid residues (Glu → Gla). Once OCN is mature and carboxylated it is released in the extracellular space to be incorporated into the bone ECM where it binds to hydroxyapatite (Poser et al., 1980; Malashkevich et al., 2013). In circulation there are several forms of OCN comprising the fully carboxylated (cOCN), the fully uncarboxylated (ucOCN) and the intermediate mono- and bi-carboxylated ones, together with several cleavage products, due to the susceptibility to enzymatic fragmentation, especially of the under-carboxylated forms (Lombardi et al., 2015).

Several studies in mice have shown a biological role for OCN, and mainly for ucOCN form, in metabolism. It has been shown that OCN regulates glucose metabolism, stimulates insulin release from islets, affects fertility and production of sex steroid hormones (Patti et al., 2013). Further, it has been reported to act on adipocytes where it stimulates the release of adiponectin (Kanazawa, 2015). Testis, skeletal muscles, liver, blood vessels, and small intestine have been identified as other targets of OCN activity. Actually, despite the evidence in rodents, and also in in vitro cell systems, such roles in humans have not been established and, also, current evidences indicate that the endocrine functions of OCN may be relegated to a mild, and possibly indirect, modulation (Lombardi et al., 2015).

During recent years, a new role emerged for OCN related to the nervous system, in rodents. Indeed, in mice OCN has been indicated as necessary for both brain development and function (Oury et al., 2013; Khrimian et al., 2017).

An in vivo mouse model of OCN−/− demonstrated a significant passivity, compared to the wild type (WT) counterpart, and the utility of OCN to correct brain development and cognition (Oury et al., 2013). Adult OCN−/− mice developed abnormalities in brain structures and alterations in neurotransmitter levels, impairment in learning and memory, and anxious-depressive phenotype. Further, after birth, mice with a complete deletion of OCN showed the same, or at least similar although less severe, phenotypic alterations, with the exception of brain morphological abnormalities, observed in adult OCN−/− mice. Intraventricular administration of OCN, in these mice, restored the normal phenotype and corrected anxiety and memory deficits (Oury et al., 2013). Experiments on this mouse model suggested that OCN may be necessary to reduce age-related cognitive impairment (Villeda et al., 2014). Interestingly, the circulating levels of OCN and cognitive functions strongly inversely correlate with age, suggesting that OCN may be necessary to contain the cognitive decline associated with aging.

Noteworthy, recent papers indicate that OCN can cross the BBB and, once in the CNS, it regulates neuronal functions, acting directly in brainstem, midbrain, and hippocampus to influence the synthesis of several neurotransmitters. It has been observed that, in OCN−/− mice, peripherally administrated ucOCN crosses the BBB and localizes at the brain level, while the cOCN form passes throughout the BBB less efficiently (Shan et al., 2019). Centrally, OCN stimulates the synthesis of monoamine neurotransmitters, including serotonin, dopamine, and noradrenaline, and inhibits the synthesis of γ-aminobutyric acid (GABA), that is the principal inhibitory neurotransmitter. Thus, OCN released from bone, cross the BBB and may have effects on the regulation of learning, memory, and cognitive functions (Oury et al., 2013).

Only recent clinical researches have been investigating on how peripheral level of OCN may put into correlation bone metabolism, and cognitive functions. It has been demonstrated a positive correlation between plasma OCN, executive functioning, and global cognition, but not with episode memory in women (Bradburn et al., 2016). Interestingly, no such correlation has been observed in men, suggesting the potential existence of gender differences in cognitive performance. Further, it has been reported that low levels of OCN correlate with brain microstructural changes observed with magnetic resonance imaging in middle-aged women (Puig et al., 2016).


Effects of Exercise

Circulating level of OCN increases after a single bout of endurance exercise in mice and, possibly, in humans (Mera et al., 2016), concomitantly to the increased glucose uptake by skeletal muscles and the reduction of circulating insulin concentrations. In particular, it has been observed that, in mice, this exercise-related increase of circulating OCN was associated with an increased bone resorption rate (Mera et al., 2016). Thus, aerobic exercise increases circulating levels of OCN, in mice, that may act through the IL-6/gpr130 axis to improve energy metabolism and cognition. In human, aerobic, and combined aerobic-resistance exercises increase serum level of OCN (Chahla et al., 2015; Mohammad Rahimi et al., 2020). These findings lead to the hypothesis that the induction of OCN release may associate with the preventive effect of exercise on dementia. However, additional studies are needed to better understand which form of OCN actually stimulates brain functions and to clarify which kind of exercise modulate a specific form of OCN. This would be of particular interest in the case of prescription of physical activity to specific cohorts of patients with the aim of ameliorating cognitive defects. At this purpose, it has been demonstrated that different kind of physical activity may associate with the relative prevalence of certain forms of OCN. During a 3-weeks stage race, professional cyclists, who underwent to strenuous activity in absence of loading, experienced a decrease in total circulating OCN without any change in the levels of ucOCN (i.e., decreased cOCN) in association with a stimulation of osteoclast activity (Lombardi et al., 2012b). On the contrary, male mountain ultra-marathoners, who are chronically subjected to strenuous activity associated with a high level of load, experienced circulating cOCN levels comparable to those recorded in their sedentary counterparts but halved ucOCN levels. Noteworthy, although a mountain ultra-marathon acutely induces a decrease in the circulating levels of bone formation markers, it causes a further decrease in ucOCN levels (Sansoni et al., 2017).



Lipocalin2

Lipocalin2 is a glycoprotein that regulates several functions and, among them neutrophil response to pathogens (it is also known as neutrophil gelatinase-associated lipocalin), regulation of oxidative stress in kidney tubule cells, modulation of insulin release and energy metabolism. It has been recently discovered that, in normal conditions, at least 50% of circulating lipocalin2 (LCN2) is produced released by osteoblasts and this fraction is able to cross the BBB and to act in the hypothalamus. Indeed, throughout the generation of a mouse model lacking Lcn2 specifically in osteoblasts, Lcn2osb−/− (Mosialou et al., 2017), it has been demonstrated that osteoblasts are the cells that contribute LCN2 levels sufficient to regulate appetite and glucose metabolism, at least in basal states. This hypothesis has been further supported by the observation coming from several studies performed on mouse model in which the LCN2 was deleted from the germline cells. However, different studies have led to controversial results. Indeed, metabolic inflammation, has been closely associated with an increase of LCN2 suggesting a role of this hormone as pro-diabetic and pro-obesogenic. On the contrary, other studies evidenced an opposite role for LCN2, highlighting its functions as anti-diabetic and anti-obesogenic.

The increase of LCN2 during metabolic inflammation has been observed not only peripherally but also in the CNS and, particularly, in the hippocampus where it may solve a role in the modulation of inflammation (Bhusal et al., 2019). Interestingly, both peripheral and central administration of LCN2 reduce food intake and gain of body weight.

Lipocalin2 can cross the BBB and acts in hypothalamus where it activates neurons in the paraventricular nucleus. Further, series of molecular and biochemical studies showed that LCN2 activates the MC4R pathway, by directly binding to MC4R.

Regulation of appetite mediated by bone-derived LCN2 provides a feedback mechanism to the well-established central control of bone mass and therefore further illustrates how important is the cross-talk between bone and the brain.


Effects of Exercise

During bed rest, healthy volunteers experienced a time-dependent increase of circulating LCN2 levels. Further, LCN2 expression in bone was increased in mice subjected to mechanical unloading by tail suspension, or botulin toxin A-induced muscle paralysis, or in dystrophic mice, compared their normal loading/healthy counterparts. However, in these mice, exercise counteracted LCN2 increase (Rucci et al., 2015).



Sclerostin

Sclerostin is a glycoprotein released by osteocytes that inhibits osteoblastogenesis through inhibition of Wnt-β catenin pathway and, hence sustains osteoclast-mediated bone resorption also throughout the concomitant induction of RANKL in osteoblasts (Li et al., 2005). Sclerostin is encoded by the SOST gene and its production is regulated by different factors, including mechanical stimulation. Indeed, it has been reported that mechanical loading decreases SOST transcription in osteocytes and, consequently, increases bone formation. Immobilization is associated with decreased BMD and increased serum sclerostin in animal models and humans (Robling et al., 2008; Spatz et al., 2013). However, the action of sclerostin within the skeleton is thought to reflect the local action of sclerostin released by osteocytes, while the amount of circulating sclerostin does not always reflect bone density. Indeed, the relationship between circulating sclerostin and bone formation is not simple and far from clear and, hence, further explorations of this aspect are required. Deficient sclerostin production in human causes sclerosteosis and Van Buchem disease both characterized by increase in bone mineral density (Brunkow et al., 2001; Balemans et al., 2002).

It has been demonstrated that sclerostin binds to the low-density lipoprotein-receptor-related protein-5 and -6 (LRP5/6) and inhibits the Wnt signaling (Li et al., 2005). Among the pleiotropic action of this pathway, Wnt signaling regulates synaptic plasticity and memory, and it has been linked to the pathogenesis neurodegenerative disorders, such as AD (Wan et al., 2014; Libro et al., 2016; Tapia-Rojas and Inestrosa, 2018). The hypothesis is that sclerostin could be involved in the regulation of this pathway in neurodegenerative diseases, however, it has not been yet demonstrated whether sclerostin is able to cross the BBB, or not. Other studies are necessary to understand if and how the modulation of the circulating levels of sclerostin (for instance, throughout specific exercise programs) can affect Wnt signaling in brain.


Effects of Exercise

Acute physical activity represents an important inhibitory stimulus for sclerostin (Lombardi et al., 2017). However, when this activity is performed in absence of load, especially when at high intensity, as in cycling, it may increase and associates to a state of stimulated bone resorption (Grasso et al., 2015). However, in professional athletes, who are chronically submitted to high-training workloads, at rest this stimulus is attenuated maybe due to negative feedback mechanism (Lombardi et al., 2012a) or dependently to the whole bone mass.



Dickkopf-Related Protein 1

Dickkopf-related protein 1 protein is highly express in bone tissue, particularly it was first detected in osteoblasts and osteocytes, and it is secreted within the bone microenvironment (Li et al., 2006). Similarly to sclerostin, it has a role in bone mechanotransduction, and by binding to LRP6, it antagonizes Wnt/β-catenin pathway, thus inhibiting osteoblastogenesis, thus, favoring bone resorption (Li et al., 2006; Pinzone et al., 2009).

Notably, as mentioned above, Wnt signaling is fundamental for several functions, including regulation of synaptic plasticity, neuronal development, and functions, and its deregulation is associated with neurodegenerative disorders, such as AD.

Interestingly, Dkk1 protein has been found to be overexpressed in the brain of AD patients and transgenic-AD mice. In subsequent studies, investigating its specific role in neurodegeneration, demonstrated that the overexpression of Dkk1 protein in hippocampal mice causes impairment in long-term potentiation, learning and memory (Purro et al., 2012). Further, in vivo studies in rat and mouse and in vitro on neuronal cultures indicated that increased Dkk1 protein expression may contribute to cell death in cerebral ischemia, epilepsy, and neurodegenerative diseases (Cappuccio et al., 2005; Busceti et al., 2007; Mastroiacovo et al., 2009; Rosi et al., 2010). An interesting study measured peripheral Dkk1 levels in elderly women with memory concerns, in order to investigate a potential role as biomarker for Dkk1. This study revealed an inverse correlation between Dkk1 and cognitive performances but did not determine whether the serum level of Dkk1 corresponded to its brain level (Ross et al., 2018).

What is not clear is whether circulating Dkk1, released within bone microenvironment, can cross the BBB and can mediate this putative effect or, instead, a neural release of Dkk1 is responsible for the phenotypic findings.


Effects of Exercise

Dickkopf-related protein 1 serum level are decreased by long-term exercise (Kim et al., 2017), while during bed rest, exercise does not impede the unloading-associated increase in serum levels of sclerostin and Dkk1 (Belavy et al., 2016).



Fibroblast Growth Factor 23

Fibroblast Growth Factor 23 is mostly expressed by bone osteoblasts and osteocytes even if its expression has been detected in small amounts also in some brain areas, such as hypothalamus, hippocampus, and cortex (Liu et al., 2006; Yoshiko et al., 2007) and it has also been detected in the cerebrospinal fluid (CSF) (Kunert et al., 2017). However, the majority of circulating fibroblast growth factor 23 (FGF23) derives from osteocytes (Feng et al., 2006). When unstimulated (i.e., unloaded) osteocytes expresses FGF23, together with sclerostin and Dkk1. This response on one hand, inhibits osteoblast synthetic activity and differentiation, thus, favoring osteoclast-mediated bone resorption, on the other side make the other organs aware about the increased circulating load of bone catabolic products (e.g., calcium and phosphorous). Indeed, FGF23 acts on the kidney tubule where it stimulates the excretion of phosphorous in urine and also regulates vitamin D metabolism (Lombardi et al., 2014).

Despite the reported expression and detection in brain, definitive roles for FGF23 in brain functioning have not yet been established.

In vitro, murine hippocampal neurons treated with medium enriched with FGF23 show a less complex morphology (Hensel et al., 2016). A recent paper using a FGF23 knockout mouse model has demonstrated an impairment of hippocampal-dependent cognitive functions without any structural brain alterations (Laszczyk et al., 2019).

Interestingly, there are various papers that demonstrate that all the compounds belonging to the FGF family can cross the BBB and, consequently, it has been hypothesized a similar feature for FGF23 (Cuevas et al., 1998; Hsuchou et al., 2013).


Effects of Exercise

Serum levels of FGF23 decrease in mice subjected to both acute and chronic physical exercises and this is in accordance with FGF23 role on skeletal mineralization (Li et al., 2016). During a 3-weeks stage race in cyclists, who experience strenuous skeletal muscle activity in absence of load, FGF23 serum levels increased in association to enhanced osteoclast activity and parallel rise in serum phosphorous level (Lombardi et al., 2014). However, another study performed on rats demonstrated no changes in FGF23 serum levels after peak power and endurance training, demonstrating that further studies are necessary to better investigate on FGF23 serum level modulation after physical activity (Buskermolen et al., 2019).



OTHER MEDIATORS IN THE BRAIN-BONE-BRAIN CROSS-TALK

There are several key molecules that are expressed and exert functions on both brain and bone. Thus, in the absence of specific studies, it is difficult to understand if these molecules act only locally or if bone derived molecules could cross the BBB and act also in brain or vice versa. Among these molecules one can account irisin (whose roles have been discussed above), OPN, RANKL, bone morphogenic protein (BMP), brain-derived neurotrophic factor (BDNF), and IGF-1.


Osteopontin

Osteopontin is a bone-derived glycoprotein that is expressed also by other different tissues and organs and is a known mediator of the osteo-immune crosstalk (Lanteri et al., 2012). Evidences indicate that OPN is also expressed in the brain. In bone it is present in the ECM and promotes bone resorption supporting bone demineralization by anchoring osteoclasts to bone mineral matrix (Reinholt et al., 1990; Singh et al., 2018). It has been observed that patients with high serum level of OPN have low BMD (Filardi et al., 2019).

In brain it seems to protect neurons and regulate repair processes in various brain disorders and neurodegenerative diseases (Kaleta, 2019). Interestingly, OPN protein levels were found high in patient with AD in both CSF and plasma, and more elevated in newly diagnosed AD compared to chronic patients (Comi et al., 2010; Sun et al., 2013). It has also been found highly expressed in brain sections of subjects affected by PD (Maetzler et al., 2007).



Receptor Activator of Nuclear Factor κB

Receptor activator of nuclear factor κB ligand, as mentioned above, binds RANK expressed on osteoclasts and osteoclasts precursors and activates their differentiation into mature resorbing cells (Liu and Zhang, 2015). It is expressed in various tissues including bone and brain.

In bone, it favors bone resorption process, and it is an established therapeutic target for in the treatment of osteoporosis. Indeed, anti-RANKL antibody, that blocks RANKL–RANK binding, is currently successfully used as an anti-resorptive treatment.

In brain, RANKL is highly express in the hypothalamus and its function is to control the central regulation of body temperature and fever, in females (Hanada et al., 2009). Interestingly, the treatment with anti-RANKL in mice affected by chronic social defeat stress and depression-like syndrome ameliorates the phenotypes, suggesting a putative novel therapeutic use of anti-RANKL antibodies in human depression (Zhang et al., 2020).



Bone Morphogenic Proteins

Bone morphogenic proteins (BMPs) are growth factors belonging to the largest transforming growth factor β (TGFβ) superfamily and are expressed by different tissues, including bone and brain. These proteins are extracellular multifunctional cytokines that could be sequestered in the ECM during its deposition. Indeed, in ECM there is a high concentration of BMP ligands and also of antagonists of BMPs that inhibit their activity through transmembrane serine/threonine kinase receptors. Hence, the action of BMPs entrapped in ECM is finely regulated by agonists or antagonists (Weiss and Attisano, 2013).

In bone, BMPs stimulate skeletal growth, promoting bone formation and remodeling. BMPs signaling is modulated by different mechanostimuli leading to a specific BMP action. Since sequestered in ECM, BMPs are in a dynamically active space responding to different mechanical stimuli. For instance, fluid shear stress determines an immediate increase of BMPs signaling, consequent to their release from ECM, that stimulates osteocytes and osteoblasts (Schreivogel et al., 2019). Thus, mechanically modulated BMPs affect osteogenesis. However, it is important to keep in mind that several other molecules exist that are intermediates between mechanosensing and BMPs signaling (da Silva Madaleno et al., 2020). The mechanosensitive growth factor MGF24E is one of these molecules; it stimulates SMAD phosphorylation and the expression of osteogenic genes, finally increasing bone mineral density (Deng et al., 2015). This consideration is important in view of therapeutic approaches whose aim is to stimulate bone regeneration through the modulation of BMPs levels.

It is known that in adult brain, exists a niche that hosts neural stem cells the subgranular zone of the hippocampal dentate gyrus, where adult neurogenesis persists. As described above adult neurogenesis could be stimulated by physical activity, since it stimulates bone molecules that consequently could act in brain. BMPs in brain are involved in neurogenesis both in embryonic stages and in adulthood, by acting at that level (Gobeske et al., 2009; Armenteros et al., 2018; Jovanovic et al., 2018). Thus, these molecules could be considered as novel therapeutic targets for those pathologies in which bone loss associates to the neurodegenerative disorder, since they may stimulate both neurogenesis and bone anabolism.



Brain-Derived Neurotrophic Factor

Brain-derived neurotrophic factor is a neurotrophic factor that is released by CNS and PNS. Further, it could be expressed and released by other tissues, such as bone. In brain, it solves several roles, including support to synaptic plasticity, neurodevelopment, and neuronal differentiation. It has been observed that its levels are reduced in patients affected by neurodegenerative diseases, such as AD and PD (Mattson, 2008).

As mentioned above, BDNF and its receptors are also expressed in osteoblasts and chondrocyte. In vitro experiments showed the beneficial effects of BDNF on bone cells promoting differentiation of MSC into osteoblasts (Kauschke et al., 2018), while conditional knockout mice for BDNF in brain displayed defects in bone, including high bone mass and longer femurs (Camerino et al., 2012).



Insulin-Like Growth Factor 1

Insulin-Like Growth Factor 1 (IGF-1) is a hormone structurally similar to insulin, which is primarily synthetized in liver following GH signaling (Laviola et al., 2008). Besides liver, it is synthesized in other tissues, including bone and brain. IGF-1 signaling is central to pathways that promote cell growth and survival, maturation, and proliferation, allowing for tissue growth and renewal. Indeed it is highly express in all neuroephitelial cell type during embryogenesis and in adulthood in those brain areas where persist neurogenesis (cerebellum, olfactory bulb, and hippocampus) (Bach et al., 1991; Bartlett et al., 1991; Bondy et al., 1992).

In bone it stimulates chondrocyte proliferation and osteoblast differentiation, thus promoting bone formation. Indeed, it has been found that IGF-1 serum levels are decreased with age and in patients with osteoporosis (Yakar et al., 2002; Rosen, 2004; Wrigley et al., 2017).

In brain IGF-1 has roles in neurodevelopment both prenatally and in the early post-natal period, and in plasticity and remodeling throughout the life. Noteworthy, this hormone is involved in neuropsychiatric and neurodegenerative disorders associated with aging (Cohen et al., 2009; Bozdagi et al., 2013; Shcheglovitov et al., 2013; Gontier et al., 2015).



CONCLUSION


Brain Diseases: Biomechanical Intervention as a Support to the Therapy

Different studies have demonstrated that there is a strong correlation between cognitive impairment and bone diseases. Impaired cognitive functions and neurodegeneration, indeed, are often associated with defects in bone (Roos, 2014; Binks and Dobson, 2016), while therapeutic strategies addressed at improving bone status (e.g., exercise training) associate with lower risk of cognitive impairment or dementia (Lee et al., 2019).

Brain and neurodegenerative diseases, independently from the involvement of skeletal muscles, associate with a limited physical activity behavior that results in an impaired bone function (i.e., osteopenia and osteoporosis). However, exercise would have a beneficial effect on bone function, and beside the positive impact on brain function dependent upon the improvement in energy metabolism, bone (and skeletal muscle)-derived mediators may act on, and positively affect, central PNSs. These bone-derived mediators can be induced by specifically addressed exercise training. Thereby, taking advantage of the existing connection between bone and brain, a novel view is emerging about the possibility to improve brain functions throughout the stimulation of bone metabolism.

It has been shown that low bone density (BMD) and osteoporosis may associate with dementia and AD in postmenopausal women (Filardi et al., 2019; Kaleta, 2019). Further, low BMD and BMD loss are risk factors for osteoporosis and AD and is an early risk factor for dementia. Women with high levels of hip bone loss have an increased probability to develop cognitive dementia compared to women with limited loss. In addition, looking at this point from another point of view, it has been shown that high lean body mass is associated with lower risk of cognitive impairment or dementia (Maetzler et al., 2007; Comi et al., 2010; Sun et al., 2013).

It is well known that physical activity decreases the risk for several diseases and improves the quality of life. Several studies have shown that physical exercise could prevent or even ameliorate cognitive impairment and dementia conditions, but also can bring benefits to memory and brain functions (Hillman et al., 2008; Heisz et al., 2015). Besides exercise, also healthy lifestyle, such as good eating habits, and adequate sleep time, prevent dementia. The prevention of dementia throughout physical activity has been demonstrated by a study that showed that exercise could promote the transcription of those genes that regulate the production of free radical scavenging enzymes and preventing free radical-mediated damage to neurons (Simioni et al., 2018; De la Rosa et al., 2020). Further, it has been observed that exercising ameliorates the cognitive functions by improving hippocampal volume and increasing mitochondria biogenesis in neurons, thus, favoring the energy metabolism in neurons (Olson et al., 2006; Fabel et al., 2009; Steiner et al., 2011).

It has been recently proposed that the improvement in brain functions consequent to physical exercise could be associated with the activity of molecules released by bone in response to the biomechanical stimulation. And, indeed, it is known that huge amounts of mediators are released in the bloodstream after exercises and most of them have specific positive effects on neurogenesis, angiogenesis, synaptic plasticity, and hippocampal dendritic spine densities, as well as in maintaining and improving the cognitive function (Katsimpardi et al., 2014; Heisz et al., 2017).

As describe in detail above, the circulating levels of bone-derived molecules, i.e., osteokines, change depending on the loading status and condition. LCN2 peripheral levels are inversely associated with the exercising status: less exercise corresponds to high level of LCN2 and, consequently, to reduce the brain-determined caloric intake. OCN circulating levels are also modulated by exercises highlighting its potentially therapeutic modulation for improving age-related cognitive decline, preventing anxiety and depression, and preventing neurodegeneration in those pathologies affected by neuronal loss, as PD and AD.

Regulation of sclerostin and Dkk1 circulating levels by exercise is important for regulation of bone remodeling. Circulating sclerostin levels seem to inversely correlate with physical exercise, decreasing after mechanical stimuli to inhibit bone resorption. It emerges an important role of Wnt signaling in bone remodeling and this pathway is highly modulated by loading and unloading (Robling and Turner, 2009; Duan and Bonewald, 2016; Galea et al., 2017). Thus, pharmacotherapy targeting Wnt/β-catenin signaling may be useful in combination with load bearing exercise programs.

IGF-1 and BDNF are two neurotrophins that potentially could be used as biomarkers for recovery of patient suffering of ischemic stroke or other neurodegenerative pathologies, but the precise molecular mechanisms by which their levels can be regulated by physical activity are not definitively understood (Carro et al., 2000; Trejo et al., 2001; Huang et al., 2014; Maass et al., 2016).

Importantly, physical exercise improves cognitive functions by producing positive benefits whose impact may be further enhanced throughout the combination with a specific cognitive training. Indeed, synergistic effects of physical and cognitive exercises on memory function and serum levels of neurotrophic molecules, particularly of IGF-1 and BDNF, have been described in young adults and their levels were associated with positive results in those subjects experiencing the better responses to exercises (Heisz et al., 2017).



Future Perspectives

With this review we have highlighted the emerging aspects of the complex interconnection that exists between bone and brain. From this overview, it emerges a dynamic role of bone as a mechanosensor and endocrine organ, able to respond to mechanostimulation throughout the release of molecules whose function is to coordinate a proper adoptive response to the changing environmental situations. Physical exercise, indeed, perturbs bone homeostasis and stimulates bone response by determining benefit for the bone itself and, directly or indirectly, for the brain. However, if, from one hand, the knowledge of the biological role of some mediators in the context of the brain-to-brain crosstalk are somehow advanced, for others mediators such a function has been just hypothesized and, however, far to be demonstrated. As a matter of fact, the presentation of these factor results imbalanced.

As described above, patients affected by both brain diseases very often experience also bone metabolic dysfunctions. Exploiting the influence of bone on brain, novel therapeutic interventions, possibly exercise-based adjuvant strategies to the standard pharmacological and psychiatric treatments, may be adopted to treat neurological pathologies. Such strategies should be addressed at modulating the circulating level of specific bone-derived molecules, throughout specific exercise programs, in order to obtain positive effects also at the central level. Such an approach, however, in order to be effective needs a further and deep investigation of the mechanisms underlying the bone-to-brain axis and the future researches should answer to the following questions: which kind of stimulus can specifically modulate the expression of a given mediator?; is this mediator able to cross the BBB? and in which measure?; how does this mediator act in brain?
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Muscle synergies reflect the presence of a common neural input to multiple muscles. Steering small sets of synergies is commonly believed to simplify the control of complex motor tasks like walking and running. When these locomotor patterns emerge, it is likely that synergies emerge as well. We hence hypothesized that in children learning to run the number of accompanying synergies increases and that some of the synergies’ activities display a temporal shift related to a reduced stance phase as observed in adults. We investigated the development of locomotion in 23 children aged 2–9 years of age and compared them with seven young adults. Muscle activity of 15 bilateral leg, trunk, and arm muscles, ground reaction forces, and kinematics were recorded during comfortable treadmill walking and running, followed by a muscle synergy analysis. We found that toddlers (2–3.5 years) and preschoolers (3.5–6.5 years) utilize a “walk-run strategy” when learning to run: they managed the fastest speeds on the treadmill by combining double support (DS) and flight phases (FPs). In particular the activity duration of the medial gastrocnemius muscle was weakly correlated with age. The number of synergies across groups and conditions needed to cover sufficient data variation ranged between four and eight. The number of synergies tended to be smaller in toddlers than it did in preschoolers and school-age children but the adults had the lowest number for both conditions. Against our expectations, the age groups did not differ significantly in the timing or duration of synergies. We believe that the increase in the number of muscle synergies in older children relates to motor learning and exploration. The ability to run with a FP is clearly associated with an increase in the number of muscle synergies.

Keywords: children, locomotion, development, muscle synergies, treadmill, running


INTRODUCTION

Muscle synergies reflect a common neural input to multiple muscles easing the control of complex motor tasks like locomotion (Bernstein, 1967; Bizzi and Cheung, 2013). The central nervous system can activate large groups of muscles by small sets of descending neural signals at specific moments during the gait cycle (d’Avella et al., 2003; Ting and Macpherson, 2005; Bizzi and Cheung, 2013).

When children develop walking skills, the number of muscle synergies that accompany the cyclic movement of the lower extremities increases (Dominici et al., 2011). In neonates, two muscle synergies are present resembling the reflexive stepping pattern seen at birth, while in toddlers two additional are present, i.e., a total of four synergies can be observed that persist to and during adulthood (Dominici et al., 2011; Sylos-Labini et al., 2020). The shape of the synergies’ waveforms evolves from wide, sinusoidal shapes to more focal ones with shorter activation duration from toddlers, to preschoolers and adults (Dominici et al., 2011). Here, we ask whether there is similar change in the number of synergies and the shape of their waveforms during the development of running. Is it generally true that an immature locomotor pattern is represented by fewer muscle synergies and less focal activation peaks?

Running may be defined as having a flight phase (FP) in contrast to walking where there is a double support phase (DS). Infants without independent walking experience toddling on a treadmill but with body-weight support show a shift from DS to FP at speeds of around 0.75 m/s (Vasudevan et al., 2016). Children, at the age of 6–18 years can run with FP though seemingly only in about 90% of the strides (Rozumalski et al., 2015). Given the relatively rare presence of FP, one may expect that children learning to run employ a so-called walk-run strategy, i.e., a mixture of DS and FP.

Running in adults differs from walking in that the activation timing changes in several muscles, amplitudes increase, or activation profiles may alter all together (Cappellini et al., 2006; Ivanenko et al., 2008; Hagio et al., 2015; Yokoyama et al., 2016). Muscle synergy analysis revealed, in particular, a shift in timing that is related to the activation of the calf muscles in line with a shorter stance phase in running compared to walking (Cappellini et al., 2006). One may ask whether such a pattern is also present in children during the development and maturation of running. In fact, already without running, the peak medial gastrocnemius activity of children at the age of 7–9 years does shift to earlier in the gait cycle during walking from 45% at comfortable speeds to 25% at fast speeds (Tirosh et al., 2013). Yet, it seems that the medial gastrocnemius muscle is pivotal for the development of walking as its full-width half-maximum (FWHM) decreases with age in typically developing children aged 1–12 years (Cappellini et al., 2016). The FWHM is a measure of the duration of the peak activation and any reduction of this measure suggests an increased ability to contract the muscle. But how do all these changes relate to (the emergence of) the aforementioned, common neural input?

We sought to answer these questions by investigating the development of both walking and running in children aged 2–9 years old. Using electromyographic (EMG) signals from 15 bilateral leg, trunk, and arm muscles, we extracted muscle synergies and related their number and waveforms with the ability to run with a FP. We expected the youngest children to make use of the afore-introduced walk-run strategy. We also hypothesized that the pivotal role of the medial gastrocnemius muscle extends to the development of running and expected its FWHM to reduce with increasing age for both walking and running. If this assumption holds, this would imply a (gradual) maturation of muscle synergies toward resemblance of adult patterns by means of an increased number of synergies accompanied by a temporal shift related to a reduced stance phase. To anticipate, we failed to find support for some of these hypotheses.



MATERIALS AND METHODS


Participants

Thirty healthy participants were included in this study (23 children aged 2–9 years old and 7 young adults; see Table 1) with exclusion of those with known developmental disease or neurological disorders. Participant groups were selected based on the ability to manage the speeds on a treadmill with FP (∼ running, see below): toddlers (range: 25.7–40.4 months), preschoolers (range: 59.0–75.0 months), school-age (range: 78.4–106.1 months), and adults (range: 22–28 years).


TABLE 1. Participant characteristics [Mean (SD)].
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Adult participants and guardians/parents of the children provided written informed consent in compliance with the Declaration of Helsinki. Ethical approval was given by The Scientific and Ethical Review Board of the Faculty of Behavioral and Movement Sciences, Vrije Universiteit Amsterdam, Netherlands (file number: VCWE-2016-149R1).



Setup

Participants were instructed to walk or run on the treadmill (Motek Medical BV, Culemborg, Netherlands) at a comfortable speed. Each of these conditions was repeated until a minimum of 20 consecutive strides had been recorded, where possible (Oliveira et al., 2014). When more than twenty gait cycles were recorded, the middle twenty cycles were chosen for analysis.

Walking and running were practiced and comfortable speeds were first determined by starting at a slow pace that was increased in steps of 0.1 km/h until the participant reported a comfortable speed. In two instances, participants were unable/unwilling to continue after practicing and we included the data recorded during these familiarization trials for analysis (one for walking and another for running).

Children participants wore a full-body climbing harness (CAMP Bambino Full Body Harness, CAMP USA, CO, United States) modified to also have a secure attachment point on the back at all times when on the treadmill. All participants wore own shoes for the duration of the experiment.



Data Acquisition


Behavior

Vertical, mediolateral, and anteroposterior ground reaction forces were sampled at 1 kHz for every trial via the two force plates in the instrumented treadmill.

Foot switches (piezo-resistive pressure sensitive sensors: Zerowire; Cometa, Bareggio, Italy) were placed on the skin on the heel and the head of the first metatarsal underneath the foot and were secured with tape; shoes and socks were placed over the foot switches. Foot switch data were sampled at 2 kHz.

Kinematic data were recorded bilaterally using an active marker system (Optotrak motion system, NDI Measurement Sciences, Ontario, Canada) and sampled at 100 Hz. Two cameras were placed diagonally behind the treadmill and one was placed diagonally in front on the right-hand side of the participant. Single markers were attached to the right head of 5th metatarsal, right lateral malleolus (LM), right lateral femoral epicondyle (LE), and right greater trochanter (GT), right and left calcaneus, right and left glenohumeral joint, right and left lateral humeral epicondyle, and right and left ulnar styloid. Here, kinematic and foot switch data merely served for step detection in the case the vertical ground reaction data were unreliable.



Electrophysiology

Bipolar EMG signals were recorded with a wireless system (Mini wave plus, Zerowire; Cometa, Bareggio, Italy; sampled at 2 kHz after online band-pass filtering between 10 and 500 Hz) using pediatric Ag-AgCl pre-gelled EMG disk-electrodes for children (inter-electrode distance: 19 mm: DuoTrode, Myotronics, Kent, WA, United States) and pre-gelled Ag-AgCl electrodes for adults (BlueSensor H5; Ambu, Ballerup, Denmark). Skin was cleaned with alcohol and excess hair was removed prior to electrode placement on the bulk of the muscle belly parallel to the muscle fiber direction, conform SENIAM recommendations (Hermens et al., 1999).

We targeted the following 16 bilateral muscles: tibialis anterior (TA), gastrocnemius medialis (MG), biceps femoris (BF), vastus medialis oblique (VMO), rectus femoris (RF), tensor fascia latae (TFL), adductor longus, gluteus maximus (GM), erector spinae—L2 level (ES), latissimus dorsi (LD), deltoid—anterior part (AD), deltoid—posterior part (PD), trapezius—descending part (TRAP), triceps brachii (TB), biceps brachii (BB), and brachioradialis (BR). Adductor longus was, on the basis of the quality of the recorded muscle activity, excluded for all participants for further analysis leaving 15 bilateral muscles.

A single participant was recorded in a different lab using a slightly different setup. The kinematics was measured at 100 Hz using a passive marker system (Vicon Motion Systems Ltd., Oxford, United Kingdom). The reflective markers (14 mm in diameter) were placed bilaterally in the same positions as the other participants. Twelve cameras were placed around the ceiling of the room. The treadmill (Motek Medical BV, Amsterdam, Netherlands), measured only vertical ground reaction forces. The EMG protocol and equipment did not differ from the other participants.




Data Analysis


Behavior

While step events were mainly detected based on the vertical ground reaction forces (Fv), they were supplemented with the events detected from the heel markers and foot switches when Fv data were not sufficient for the event detection. The Fv were filtered with a Savitzky-Golay filter (3rd order, 121 framelength; Savitzky and Golay, 1964). Heel strike (HS) and toe-off (TO) were defined as the first sample crossing the threshold [mean (Fv)/10]. First and last HS and TO were excluded for further analysis. Heel markers were used to detect step events from the kinematics (Roerdink et al., 2008). The foot switch detection was based on an on/off algorithm. Foot switch data and kinematic data were re-sampled to 1 kHz for this application. All events were visually verified. The FP and DS were determined for up to twenty strides for every participant and condition.

All behavioral data were time-normalized to the right HS. Based on HS and TO, the percentage stance and swing of each gait cycle were determined. Velocity was normalized to leg length yielding the walking Froude number (Alexander and Jayes, 1983)
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where, v denotes stride speed as measured by the treadmill (m/s), g represents the gravitational constant (9.81 ms–2) and l is the leg length (m) as the combined measured distance of thigh (GT-LE) and shank (LE-LM). Normalizing to the walking Froude number is considered suitable when comparing gait patterns at different speeds in participants of different size (Ivanenko et al., 2004a).



Electrophysiology

Electromyographic data were visually inspected and artifacts were removed using a custom-written burst-detection algorithm. EMG data were high-pass (2nd order bi-directional Butterworth filter at 20 Hz; De Luca et al., 2010; Willigenburg et al., 2012) and notch filtered (bi-directional stop notch filter around k⋅50 Hz, k = 1,…,10, with half-bandwidth of 0.5 Hz). Subsequently, EMG data were rectified using the modulus of the analytic signal and finally low-pass filtered (bidirectional 2nd order filter at 10 Hz) to obtain the corresponding EMG envelopes (Oliveira et al., 2016). These envelopes were time-normalized to 200 samples per gait cycle. Right-side EMG signals were normalized to the right HS and left-side EMG normalized to the left HS.

To characterize differences in the duration of EMG activity, we computed the FWHM. The FWHM was calculated as the number of samples exceeding each cycle’s half maximum, after subtracting the cycle’s minimum. We determined FWHM for each condition as the grand average within groups and across right and left side and expressed it as a percentage of the gait cycle. While we determined FWHM for every muscle per group, in view of our hypothesis we also expressed FWHM of the MG muscle as a function of age. Moreover, we estimated the phase shift τ between the walking and running mean activity patterns of the MG muscle (Ivanenko et al., 2004b) using the cross-correlation. The cross-correlation was computed as (Nelson-Wong et al., 2009):
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where α and β denote the two mean-subtracted waveforms during walking and running and refers to a time lag between the two. Then, the maximum correlation peak was determined as well as its corresponding time lag τ. Positive τ values indicate a lag of the MG signal during walking relative to running. To ease interpretation, we expressed the time lag τ in percent of the gait cycle.

For the subsequent synergy analysis, the concatenated EMG envelopes [concatenation leads to higher reconstruction accuracy (RA); Oliveira et al., 2014] were amplitude normalized to the mean value for every individual muscle (Halaki and Gi, 2012; Torricelli et al., 2014; Goudriaan et al., 2018). To increase the signal-to-noise ratio for the synergy analysis, the muscle synergy analysis was performed on each participant side (Clark et al., 2010), and thus, EMG envelopes were concatenated in a (15 muscles) × (20 strides × 200 samples) matrix for every condition and side for each participant. To ease comparison of our experimental findings with the literature, we also performed the muscle synergy analysis on only the lower limb muscles (TA, MG, BF, VMO, RF, TFL, GM, and ES), which resulted in an (8 muscles) × (20 strides × 200 samples) matrix for each participant, condition, and side (see Supplementary Material 1 for details).

For dimensionality reduction we first employed a principal component analysis (PCA) on the mean-centered data (Boonstra et al., 2015). The appropriate number of muscle synergies was determined as the minimum number required to explain 80% of the variance. Then, a rank-reduced data set was reconstructed and the mean was added back. Subsequently, we employed non-negative matrix factorization (NMF) as a decomposition tool (Lee and Seung, 1999; Tresch et al., 2006; Dominici et al., 2011; Steele et al., 2015; Rabbi et al., 2020) to identify the relevant muscle synergies. Similar to PCA, NMF is an optimization method but is supplemented by the constraint that both the extracted weighting coefficients and activation waveforms are non-negative. This accounts for the constructive (non-negative) superposition of neural and muscle activations. Following the conventional NMF approach, weightings W and activation waveforms C were estimated by minimizing the Frobenius norm between (rank-reduced) envelope data E and the sum of synergies (W×C, i.e., weightings × waveforms):
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E denotes the aforementioned data, i.e., it resembles an m×t matrix (m = 15 muscles and t = 20 strides × 200 samples), the weighting coefficients W comprise an m×n matrix (n = number of synergies), and C contains the activation waveforms (m×t matrix) (Lee and Seung, 1999). We employed a multiplicative algorithm (Berry et al., 2007, implemented in Matlab, The Mathworks, Natick, MA, United States ver. 2019b; 200 replicates, 3,000 iterations, convergence threshold 10−6 and termination tolerance 10−8) that requires an a-priori choice of the number of muscle synergies. Capitalizing on the optimized Frobenius norm, we also estimated the RA following (Zandvoort et al., 2019; Kerkman et al., 2020) that is defined as
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In addition, we verified that the selected number of synergies adequately reconstruct the activity of each muscle by computing the RA per muscle, condition, and participant side.

The output of the NMF is (pseudo-)random for every optimization run. Hence, we ordered the outcomes by their correlation across participants. To do so, a separate NMF analysis was carried out on the grand-average of the adult data and the waveforms were arranged based on the timing of the main peaks of the activation pattern (Cappellini et al., 2006; Santuz et al., 2020). Subsequently, this serve as a “model-order” for the outputs of the NMF from all other participants which were then correlated to that model-order and ranked based on the largest Pearson correlation coefficient.

Finally, we determined the FWHM of every activation waveform for each participant side and the time lag τ between walking and running activation waveforms.




Statistics

Descriptive statistics included the calculation of the mean and standard deviation (SD).


Behavior

To test for effects of age on FP and for effects of age and condition (levels: instructed walking and running) on DS, we used two linear regression models. Next to main effects, the second one also served to identify interactions age × condition. The significance threshold was set to α = 0.05.

Group differences in stance duration, stride duration, and Froude values were assessed using Kruskal–Wallis tests for every condition (with corresponding Bonferroni correction for multiple comparison); note that Kolmogorov-Smirnov tests revealed significant deviations from normality arguably due to small group sizes, which let us choose for non-parametric testing. Only p-values below 0.01 were considered significant in order to correct for the multiple corrections.



Electrophysiology

Along the same lines of the behavioral data, the time lag between walking and running and the FWHM of muscle activations and the waveforms of the muscle synergies were compared non-parametrically for every condition (Kruskal–Wallis tests with Bonferroni correction). Moreover, we detailed the age-dependency of the MG’s FWHM by fitting exponentially saturating functions. To quantify the corresponding goodness-of-fit we report the adjusted R2-value unless specified otherwise.





RESULTS

We failed to record the aimed-for minimum of 20 strides for all participants (between 14 and 20 strides were analyzed). All the children in the toddler group were assisted with handhold by either a researcher or their parent/guardian (N = 5). Yet, we are confident that this did not affect the level of body-weight support during locomotion as we verified the level of vertical ground reaction forces via the toddler’s body weight (range of body-weight support was 0–7%). The conditions referred to in the following are the instructed conditions.


Behavioral Results

As expected, the young children in this study used a combination of DS and FP when running on a treadmill (see Figure 1A). For FP there was a significant main effect of age (p < 0.001) and the FP increased with increasing age. A similar significance could be established for the main effect of age on DS (p < 0.001) but, opposite to FP, DS decreased with increasing age. And, there was a significant main effect of condition on DS (p < 0.001), which turned out to be smaller during running than during walking. Moreover, we found a significant age × condition interaction effect on DS (p = 0.0012); see Table 2 for overview.
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FIGURE 1. Temporal gait parameters. (A) Percentage double support and flight phase during walking (blue) and running (red). Flight phase is depicted with negative numbers. Vertical dotted lines separate the different groups: Toddlers, Preschoolers, School-age, and Adults, (B) Stride duration for walking and running, (C) Stance duration for walking and running, and (D) Froude number for walking and running. DS, double support; FP, flight phase; s, seconds; T, toddlers; P, preschoolers; S, school-age; A, adults; V, velocity, g, gravitational constant; L, leg length. *p < 0.01 and **p < 0.001.



TABLE 2. Linear regression estimates.

[image: Table 2]
We could not establish significant differences in stride duration between groups for walking, while during running stride duration of preschoolers and the school-age group differed significantly from that of the adults (p = 0.0008, p = 0.0061, respectively, Figure 1B). We also found a significant difference in stance duration between the toddlers and both the school-age group and the adults, both during walking (p = 0.0072, p = 0.0077, respectively) and running (p = 0.0045, p = 0.0003, respectively). And, the stance duration of preschoolers differed significantly from that in the adults for running (p = 0.0095); see Figure 1C.

The aforementioned differences are particularly interesting since for dimensionless speed we only found significant differences between toddlers and adults during walking (p = 0.0027) and between toddlers and adults during running (p = 0.0061); see Figure 1D.



Electrophysiology

The ensemble-averaged EMGs of all muscles depicted in Figure 2A appeared consistent with those reported in the literature for school-age and adult participants (e.g., Cappellini et al., 2006, 2018; Tirosh et al., 2013; Rozumalski et al., 2017).
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FIGURE 2. Characteristics of EMG signals. (A) Grand averages of 15 EMG activity patterns for walking (blue) and running (red) for all four groups, data are plotted vs. normalized gait cycle, relative duration of stance varied across groups, a bar indicates an amount of variability in the stance phase duration across groups. (B) Phase shift between the peak activation of medial gastrocnemius (MG) for walking and running for each group, positive value indicates a lag of walking signal relative to running signal. (C,D) Full-width half-maximum (FWHM) of the MG activity as a function of age for walking (C) and running (D). Continuous lines represent exponential fittings, note the decrease in values with age. (E) FWHM of all muscles (means + SD) for the four groups. TA, tibialis anterior; MG, medial gastrocnemius; BF, biceps femoris; VMO, vastus medialis oblique; RF, rectus femoris; TFL, tensor fascia latae; GM, gluteus maximus; ES, erector spinae; LD, latissimus dorsi; AD, anterior deltoid; PD, posterior deltoid; TRAP, trapezius; TB, triceps brachii; BB, biceps brachii; BR, brachioradialis; T, toddlers; P, preschoolers; S, school-age; A, adults; FWHM, full-width half-maximum. *p < 0.01, **p < 0.001, and ***p < 0.0001.


During walking, lower leg activity had about the same overall modulation across groups with wider peaks of activity in the toddler group that was reduced in the older groups. Activity patterns in arm muscles were relatively flat during the gait cycle across all groups, while trunk muscles showed a clear modulation with increasing intensity in all the groups, but the adults. The gluteus maximus activity showed only a single major peak in the beginning of the stance phase in the toddlers, while in adults two isolated peaks were present with the additional one being early swing, in agreement with earlier reports (Olree and Vaughan, 1995; Cappellini et al., 2006, 2016; Dominici et al., 2011; Kerkman et al., 2020). Likewise, the erector spinae activity showed a single, prolonged activation peak for about 50% of the gait cycle in the toddlers, whereas in adults we could observe two distinct peaks.

During running, EMG activity increased in all muscles, but most pronounced in the adults’ lower extremities. In the toddlers, the EMG patterns of upper trunk muscles largely agreed with those of the other groups, but peak activity was less pronounced. A clear pattern of activation in arm muscles was visible in all groups except toddlers with more consistent EMG activity in the adults. The upper trunk (TRAP and PD) muscles changed from a pattern with two negligible peaks to a pattern with two prominent ones. The lower trunk muscle (ES) changed from a unimodal pattern with a small burst of activity during heel strike to a prominent bimodal pattern with bursts of activity in early stance and mid-swing (Figure 2A).

As expected, the most notable differences between the two conditions (instructed walking vs. running) were found in the time lag of peak activity of the calf muscle (MG) toward earlier in the gait cycle during running. The toddlers displayed a significantly smaller shift than the adults (p = 0.0071) and, when looking at all groups, there was a clear trend of shift increase with increasing age. The time lag in the toddler group had a mean (±SD) of 8.8 ± 8.0% of the gait cycle, where the others’ time lags were 16.3 ± 5.7%, 18.5 ± 7.8%, and 20.5 ± 7.1% (for preschoolers, school-age, and adults, respectively); cf. Figure 2B.

For the MG’s FWHM we found a decreasing function of age for both instructed walking and running conditions with goodness-of-fit values of R2 = 0.26 and R2 = 0.30, respectively (Figures 2C,D).

Last but not least, we found significant differences in the FWHM between groups for eight muscles in the walking condition and six muscles in the running condition (Figure 2E). In the lower leg muscles, we found significant differences between the toddler group and the adults (TA: p = 0.00012, MG: p = 0.00011, BF: p < 0.00006) for walking (MG: p = 0.0017, BF: p = 0.0018) and for running; between the preschoolers and the adults in the TA muscle during walking (p = 0.0064) and the MG and BF muscles during running (p = 0.0009, p = 0.00017, respectively); and between school-age and adults in the BF muscle during running (p = 0.0048). In the upper leg muscles the only differences were found in the walking condition between the preschoolers and the adults in the RF, TFL, and GM muscles (p = 0.0021, p = 0.0097, and p = 0.009, respectively). In the lower trunk muscles the ES muscle was significantly different between toddlers and the school-age group, toddlers and adults, the preschoolers and the adults, and finally the school-age children and the adults for walking (p = 0.002, p < 0.00001, p = 0.0001, p = 0.0085, respectively) but also the toddlers and preschoolers were significantly different from the adults (p = 0.0071, p = 0.0024, respectively) during running. The LD was significantly different between all children groups and the adults for walking (p < 0.00001, p = 0.0056, and p = 0.0006, respectively) and between the preschoolers and adults for running (p = 0.0054). In the upper trunk muscles the only differences were visible in the running condition with significant differences between the school-age group and adults in AD (p = 0.00026), and the toddlers as well as the preschoolers were significant different from the adults in TRAP (p = 0.0004, p = 0.0053, respectively). No significant differences were found in the arm muscles for any condition.



Number of Synergies

The results for the analysis involving all muscles are illustrated in Figure 3. Across participant sides and conditions, PCA revealed that four to eight components were needed to explain 80% of the variance with the highest numbers needed for the walking condition compared to the running condition (Figure 3A). In the toddlers walking, 70% of the group required six synergies (range: five-seven), while in the preschoolers and the school-age groups, the majority required seven synergies (50% and 55%, respectively, range: four-seven and five-eight, respectively), and finally in the adult group five-six synergies were needed with 72% requiring five synergies. For running, 80% of the toddlers required six synergies (range: five-six), in the preschoolers 50% of them required six synergies (range: five-seven), and school-age group there was an almost even distribution between participants requiring six and seven synergies (40%, respectively, range: four-seven synergies), whereas in the adults five synergies explained the variance of the data for 70% of the participants, with a range of four-five. After NMF, the percentage of RA remained approximately 70% across groups and conditions (Figure 3B) and RA across single muscles exceeded 70% as a group average across conditions.
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FIGURE 3. Number of synergies and accuracy. (A) Number of synergies needed to account for the cycle-to-cycle variability of EMG activity during walking and running for each group as determined by principal component analysis PCA (>80% of variance). (B) The corresponding reconstruction accuracy (RA) after rank-reduction with PCA followed by NMF. (C) The RA (mean SD) for each muscle and condition (blue = walking, red = running). TA, tibialis anterior; MG, medial gastrocnemius; BF, biceps femoris; VMO, vastus medialis oblique; RF, rectus femoris; TFL, tensor fascia latae; GM, gluteus maximus; ES, erector spinae; LD, latissimus dorsi; AD, anterior deltoid; PD, posterior deltoid; TRAP, trapezius; TB, triceps brachii; BB, biceps brachii; BR, brachioradialis; T, toddlers; P, preschoolers; S, school-age; A, adults.


The results of the lower limb analysis and the number of synergies extracted can be found in Supplementary Material 1. Between two and five synergies were needed to explain the variance across all participants and conditions with the majority of the participants requiring four synergies during walking and the majority requiring three during running. Similarly, to the full-body analysis, the percentage RA on the lower limb analysis varied around 70%.



Structure of Muscle Synergies

Based on the number of muscle synergies identified per participant in the previous section, the activation waveforms and corresponding weighting coefficients were grouped; cf. Figure 4. Every waveform showed a peak at a specific moment during the gait cycle. In Figure 4, the first waveform for all groups represented the loading response around the foot contact moment. On average, the lower limb muscles among others, the BF, VMO, and GM largely contributed to the first synergy during walking and running in the toddlers, while for the older children and the adults VMO contributed more to it. The second waveform peaked at mid-stance and due to the relatively shorter stance phase for running compared to walking, this pattern was shifted to earlier in the gait cycle during running compared to walking. As expected, this waveform was mostly influenced by the MG (Cappellini et al., 2006). The third waveform peaked prior to foot off in the walking condition across groups, and after foot-off for the running condition except for the toddler group, where it peaked around the foot-off event. This synergy was primarily influenced by the ES and the other trunk and arm muscles during walking and running. The fourth waveform reached its maximum at the early swing and was dominated by the TA muscle, presumably because the foot needs to clear the floor at this moment in the gait cycle, whereas the fifth waveform peaked at the end of swing in preparation for the foot contact. Higher order waveforms, if present, were more variable between participants and less defined when it comes to the main peak: the fifth synergy was not dominated by any particular muscles but predominantly influenced by the trunk and arm muscles, and this applies also to the sixth, seventh, and eighth synergies when present across groups.
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FIGURE 4. Muscle synergy structure for the four groups for walking (left; in blue) and running (right; in red). Vertical dotted line in activation timing plots represents the end of the stance phase. Each colored line represents a participant side, leading to one line for right side and one line for left side for each participant resulting in a total of (n = 10) for the toddler group, (n = 12) for the preschoolers, (n = 24) for the school-age group, and (n = 14) for the adult group. Black lines represent the mean. Y-axis is in arbitrary units. In the weighting plots, each colored bar represents the weighting coefficient for one participant side, the weightings are ordered based on their size. The black outlines represent the mean for the group. TA, tibialis anterior; MG, gastrocnemius medialis; BF, biceps femoris; VMO, vastus medialis oblique; RF, rectus femoris; TFL, tensor fascia latae; GM, gluteus maximus; ES, erector spinae; LD, latissimus dorsi; AD, anterior deltoid; PD, posterior deltoid; TRAP, trapezius; TB, triceps brachii; BB, biceps brachii; and BR, brachioradialis.


Using FWHM for the temporal activation waveforms (Figure 5), we found a significant difference between the toddler group and adult group in the third waveform in walking (p = 0.0013). For running, the only significant differences were found in waveform four between the preschoolers and adults (p = 0.0084) and in waveform five between the school-age group and the adults (p = 0.0074). There was a trend toward a larger FWHM in the younger groups for waveform two in walking, and a trend toward a reduction in the FWHM in running with increasing age, but with a similar duration of the FWHM in the adult group compared to the toddlers in running. There were no significant differences between groups for the phase shift of the activation waveforms between walking and running due to the large variabilities between participant sides.
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FIGURE 5. FWHM of consistent activation waveforms and phase shift between walking and running activation waveforms. (A) FWHM of all waveforms as a function of the percentage of the gait cycle for each group. Color-coding refer to the groups. (B) Phase shift as a function of the gait cycle, determined using the cross-covariance between the waveforms for walking and running. Means and standard deviations are given per group. FWHM, full-width half-maximum. *p < 0.01.


Previous findings in adults from Cappellini et al. (2006) showed a characteristic time lag in the temporal activation pattern corresponding to the second synergy (weighted primarily on the calf muscles) to an early moment in the gait cycle in running compared to walking. We found a similar phase shift in all groups but no significant differences between the four groups.




DISCUSSION

Children make use of a walk-run strategy when learning to run. A weak exponential relationship between age and the FWHM of the MG muscle for both walking and running indicates this muscle to be important for development. We found a varying number of synergies between participant sides when investigating the muscle synergies during comfortable walking and running in 15 leg, trunk, and arm muscles in four age groups. It seems that a smaller number of synergies are active in the toddler group and adult groups compared to the preschoolers and school-age groups. Despite tendencies to wider activation patterns in the youngest groups, there were few significant differences between the groups. Yet, we did not find any significant differences in time lags between activation patterns between walking and running across the four groups.


Behavioral Results

We found very similar stride duration and normalized speed across groups, with only few significant differences. However, we found several significant differences in the stance duration across groups in the running condition (Figure 1C). This difference in stance duration appears correlated to the split of the groups, which was based on the ability to manage the running condition with a FP; cf. Figure 1A. Here it seems that a longer stance duration with decreasing age is directly related to the reduced ability to run with a FP.

There are two traditional ways of defining running: having a FP or the kinetic and potential energies of the center of mass being in-phase. Here, we argue that all children were running despite the lack of a FP. That is, they did not have a FP in the instructed running conditions, but their double support phases differ from the double support phases observed during walking (see, e.g., Table 2). Hence, we refer to this as making use of a “walk-run strategy.” Our previous research into the development of mature running patterns revealed that even in young children walking and running are distinguishable from each other and that a multitude of kinetic and kinematic parameters can serve to discriminate between immature and mature gait patterns (Bach et al., 2021).



Muscle Activity

Tirosh et al. (2013) found that the difference of the peak MG activation for children aged 7–9 years old was around 20% of the gait cycle between walking at comfortable and fast speeds. In this study we found a shift of around 9% of the gait cycle for the toddlers (2–3.5 years), increasing to around 16% for preschoolers (3.5–6.5 years) and 19% for school-age (6.5–9 years). Put differently, the shift between walking and running in our oldest children group was comparable to what Tirosh et al. (2013) found in their study between walking and fast walking. The fast walking speed in the study of Tirosh et al. (2013) were of similar speed as the comfortable running speeds in this study for the oldest children (0.65–0.75 Froude vs. 0.75 Froude in our study).

To test the hypothesis of the existence of a walk-run strategy, we examined the EMG patterns in the children for four types of locomotion: prescribed running with only FP, prescribed running with only DS, prescribed running with a mix of FP and DS within the gait cycle, and prescribed walking (see Supplementary Material 2). We found that the EMG patterns corresponding to the prescribed running condition are more similar to each other despite the lack of FP in terms of amplitude and pattern compared to the EMG patterns of the walking condition.



Number of Synergies

When employing the NMF algorithm, certain post hoc decisions have to be made, the most important being the number of synergies to run the NMF algorithm over. The most common methods to determine this number is to either apply a threshold or to calculate the “best-linear-fit” (e.g., Cheung et al., 2005; d’Avella et al., 2006). The thresholds are applied to the centered R2-value (e.g., Delis et al., 2014; Oliveira et al., 2016; Singh et al., 2018; Booth et al., 2019; Santuz et al., 2020; Short et al., 2020), the uncentered R2-value (e.g., Torres-Oviedo et al., 2006; Kim et al., 2018; Steele et al., 2019), and the RA based on Frobenius norm (Zandvoort et al., 2019; Kerkman et al., 2020). Here, we opted for a different approach in that we first applied a PCA algorithm to the data as the outcome of the PCA is more likely to converge. After applying the PCA with a set threshold of 80% of the variance of the data explained, the data was reconstructed and after this, the NMF algorithm was applied. One may argue that continuing with the PCA rank-reduced data set would be sufficient for a muscle synergy analysis. Following this route, however, may hamper the physiological interpretation of the outcome due to negative weightings and the interpretation of them. When applying NMF, the outcome is constrained to be positive which corresponds to the summation of muscle contractions which by hypothesis are always positive. We confirmed that applying PCA followed by NMF did not greatly influence the amount of signal content lost and as such is a sound approach for the determination of muscle synergies during locomotion tasks.

We hypothesized the muscle synergies for running to “gradually” mature by means of an increased number of synergies. Our data, however, did not reveal this. Instead, we found an increase in the number of synergies with age but with a much larger number of synergies across children groups compared to the adults with a relatively larger number of synergies in the older children compared to the youngest children. Combined with what is known from motor learning and the variability we maintain in the data by concatenating across strides, the large range of synergies needed across groups and conditions to explain the variance of the data seems related to motor learning and optimizing the locomotion pattern. This is also visible in the relatively larger percentage of participant sides in the preschoolers and school-age groups needing more than six synergies in the walking condition and in the same two groups in the running condition. The relatively larger number of synergies required to explain the same variation could be due to exploration and motor learning where the lack of this increase in the toddler group could be due to the use of a “simpler” locomotor strategy to manage the tasks (Dominici et al., 2010). Adults have fine-tuned their locomotion patterns and thus we see a comparatively low number of synergies across all participant sides and conditions. The duration of the peaks of the activation patterns computed using the FWHM confirm this finding, that we consider a trend toward activation bursts for all synergies and conditions compared to the adults, who have indeed the same number of synergies as the toddlers. Another reason for the different number of synergies across groups could be due to splitting of synergies, also known as fractionization. It has been found that children aged 3–5 years, all with the ability to run over ground with a FP, show synergies that later split into more synergies for novice adult runners (Cheung et al., 2020). Likewise, the study also showed that from sedentary adults to elite adult runners, a merging of synergies occurred, which suggests that with experience, a smaller number of synergies are needed as a larger number of muscles is represented in each synergy. That is confirmed with the findings of this study. We found an increase in number of synergies from the toddlers to the school-age group, and a subsequent decrease of the number of synergies in the adult group.



Structure of Muscle Synergies

We focused the analysis on all 15 muscles recorded from the lower limb, trunk, and upper limb, but also carried out an analysis on a subset of these muscles in order to confirm the findings from the literature where the main focus is often on the lower limb muscles (Supplementary Material 1). We found that the number of synergies across groups were much lower and comparable to what has previously been found in walking in children and adults (e.g., Dominici et al., 2011; Oliveira et al., 2016; Hinnekens et al., 2020; Mileti et al., 2020; Sylos-Labini et al., 2020) where four synergies is one of the most common findings. The activation patterns and the weighting coefficients were also comparable to what has previously been found in literature. The FWHM had smaller variability within groups which suggests that the variability we observed in the full-body analysis was due to the larger set of muscles and the possible larger contribution of the trunk and arm muscles to the waveforms.

In the synergy results of the full-body analysis there was large variability in the activation patterns and the weightings within groups. These large variabilities were participant-specific and we hypothesized that they may be related to motor-learning: children are exploring their own abilities to be able to run on a treadmill. In the adult patterns, there were a few outliers in every synergy in both activation patterns and weightings, but in general, the results were robust across participants.

There were significant differences in especially the stance duration between groups influencing the appearance of the muscle synergies. The FWHM of the synergies that appeared not significantly different between groups as a function of the full gait cycle might be considered different when identifying the relatively longer stance duration in the toddler group as running. Yet, there were fewer significant differences in the FWHM when expressed as a function of the stance duration (see Supplementary Material 3). Despite the relative differences in the stance duration for especially running, this suggests that the FWHM of the synergies did not depend on the duration of the stance phase and that differences between groups did not increase when taking the altered stance duration into account.

In the EMG signals the phase shift of the peak MG muscle activity was significantly smaller in the toddler group compared to the other groups. We expected that this would also be visible in the synergy analysis. However, we do not find any statistically significant differences in the phase shift between groups for the activation pattern (S2), commonly reported to relate to the shank muscles. In the walking conditions, the MG muscle activity clearly dominated the second synergy. In the running conditions, however, the MG muscle activity was frequently split between the first and the second synergy. This might explain why the influence of the shift in the single muscle analysis did not come to the fore in the synergy analysis.



Limitations

One limitation in this study is the large gap in age between the participant of 40 and 59 months where, for several reasons, it was not possible to recruit and measure any children. We do not expect having this data would have changed the outcomes significantly, but it would have given a larger insight into the development of running on a treadmill in this age as well.

All children in the toddler group were assisted not only with the harness during treadmill locomotion but also with handhold from either a researcher or their parent/guardian. This did not apply to any children in any of the other groups. We verified with the recorded ground reaction forces that there were no added effects of handhold compared to the harness but the effect is present in the arm muscles on the side of the handhold as there will be less muscle activity compared to the other side. We indirectly corrected for this in the analysis by normalizing the muscle activity, not to the maximum activation for that particular muscle, but to the mean activity of that muscle. By normalizing to the mean activity of all muscles, we ensured that even muscles with low activity would not dominate the muscle synergy analysis.

Finally, all conditions referred to in this study are the prescribed conditions. This means, that the participant themselves confirmed the recorded speed was comfortable walking or running speed for them. We confirm in the Froude values that there are only significant differences between the walking speed for the toddler and adult group and the running speed between the toddler and school-age group. We also confirm that there are significant differences between the prescribed walking and running conditions for all groups (p = 0.0039, p = 0.009, p = 3.2⋅10–5, p = 0.0017, respectively).



Conclusion

Children follow a walk-run strategy when learning to run on a treadmill. Older children incorporate exploratory muscle synergies when “optimizing” their walking and running pattern on the treadmill whereas the youngest children below 3.5 years of age make use of a “simpler” motor control pattern trending toward larger bursts of activation. We believe that the increase in the number of muscle synergies for individual participant sides relates to motor learning and exploration.
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AD, anterior deltoid; BB, biceps brachii; BF, biceps femoris; BR, brachioradialis; ES, erector spinae; Fv, vertical ground reaction forces; FWHM, full-width at half-maximum; GM, gluteus maximus; GT, greater trochanter; HS, heel strike; LD, latissimus dorsi; LE, lateral epicondyle; LM, lateral malleolus; MG, medial gastrocnemius; NMF, non-negative matrix factorization; PC, principal component; PCA, principal component analysis; PD, posterior deltoid; RF, rectus femoris; TA, tibialis anterior; TB, triceps brachii; TFL, tensor fascia latae; TO, toe-off; TRAP, trapezius; VMO, vastus medialis.
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Objects: To evaluate the feasibility and effectiveness of in-bed wearable elbow robot training for motor recovery in patients with early and late subacute stroke.

Methods: Eleven in-patient stroke survivors (male/female: 7/4, age: 50.7 ± 10.6 years, post-stroke duration: 2.6 ± 1.9 months) received 15 sessions of training over about 4 weeks of hospital stay. During each hourly training, participants received passive stretching and active movement training with motivating games using a wearable elbow rehabilitation robot. Isometric maximum muscle strength (MVC) of elbow flexors and extensors was evaluated using the robot at the beginning and end of each training session. Clinical measures including Fugl-Meyer Assessment of upper extremity (FMA-UE), Motricity Index (MI) for upper extremities, Modified Ashworth Scale (MAS) were measured at baseline, after the 4-week training program, and at a 1-month follow-up. The muscle strength recovery curve over the training period was characterized as a logarithmic learning curve with three parameters (i.e., initial muscle strength, rate of improvement, and number of the training session).

Results: At the baseline, participants had moderate to severe upper limb motor impairment {FMA-UE [median (interquartile range)]: 28 (18–45)} and mild spasticity in elbow flexors {MAS [median (interquartile range)]: 0 (0–1)}. After about 4 weeks of training, significant improvements were observed in FMA-UE (p = 0.003) and MI (p = 0.005), and the improvements were sustained at the follow-up. The elbow flexors MVC significantly increased by 1.93 Nm (95% CI: 0.93 to 2.93 Nm, p = 0.017) and the elbow extensor MVC increased by 0.68 Nm (95% CI: 0.05 to 1.98 Nm, p = 0.036). Muscle strength recovery curve showed that patients with severe upper limb motor impairment had a greater improvement rate in elbow flexor strength than those with moderate motor impairment.

Conclusion: In-bed wearable elbow robotic rehabilitation is feasible and effective in improving biomechanical and clinical outcomes for early and late subacute stroke in-patients. Results from the pilot study suggested that patients with severe upper limb motor impairment may benefit more from the robot training compared to those with moderate impairment.

Keywords: stroke rehabilitation, robot, recovery time course, upper limbs, subacute stroke


INTRODUCTION

Stroke is the leading cause of long-term disability among adults in the United States (Virani et al., 2020) and worldwide (Johnson et al., 2016). More than 795,000 people suffer a stroke in the United States each year (Virani et al., 2020), and nearly three-quarters of all strokes occur in people over the age of 65 (Virani et al., 2020). With an ever-increasing elderly population, the stroke will continue to be a major health issue (Virani et al., 2020). Up to 70% of stroke survivors have hemiparesis affecting the upper extremity and about two-thirds of the stroke survivors demonstrate a long-term reduction in upper limb motor function (Kwakkel et al., 2003; Lee et al., 2015), which restrict their ability to perform everyday activities, reduce productivity, and limit social activities (Buma et al., 2013; Lee et al., 2015; Johnson et al., 2016; Virani et al., 2020). Improving upper limb function is a core element of stroke rehabilitation needed to maximize patient outcomes and reduce disability.

The first few months post-stroke are critical for motor recovery (O’dwyer et al., 1996; Kwakkel et al., 2003; Krakauer, 2006; Mirbagheri et al., 2009; Lee et al., 2015; Winstein et al., 2016; Kundert et al., 2019), when neural circuits reorganization, including spontaneous recovery and learning–dependent processes, dominate during the acute and subacute stages (Kwakkel et al., 2003; Krakauer, 2006; Lee et al., 2015). However, multiple studies worldwide have shown that for hospitalized stroke patients, 50–70% of the daytime they were inactive in their ward (Bernhardt et al., 2004; Lang et al., 2007; West and Bernhardt, 2012; Luker et al., 2015), and the time to receive physical therapy and occupational therapy was estimated to be less than 3 h per day (Bernhardt et al., 2004; West and Bernhardt, 2012). The duration of the therapeutic session was about 30 min, while the repetition for passive and active movement in the upper limb was about 33–50 (Lang et al., 2009). Moreover, observation showed that affected upper extremity use is minimal (3.3 ± 1.8 h) during the inpatient rehabilitation stay (Lang et al., 2007). Patients with severe motor impairment may have few engagements in the physical activity and intervention for the affected limb (Luker et al., 2015). However, it has been widely recognized that the effective way to promote neuroplasticity and functional motor recovery poststroke is intensive treatments (Buma et al., 2013) through specific functional (Van Peppen et al., 2004) and repetitive motor tasks (French et al., 2016). Apparently, most of the current inpatient stroke rehabilitation interventions cannot provide the desired training.

Over the past two decades, rehabilitation robots, with the capability to increase the number of movement repetitions in a given time compared to conventional therapy and provide individualized foundational tasks without requiring constant therapist involvement, have gained much attention in stroke rehabilitation (Volpe et al., 2000; Veerbeek et al., 2017). Moreover, robotic devices may also provide a timely quantitative and sensitive evaluation of the biomechanical performance of the patients (Ren et al., 2017), which can aid clinicians to manage the rehabilitation program and optimize the treatment goals for individual patients.

Despite increasing literature were presented, the effectiveness of robotics for rehabilitation in upper limb motor poststroke rehabilitation remains inconclusive (Bertani et al., 2017; Veerbeek et al., 2017; Ferreira et al., 2018; Mehrholz et al., 2018; Chien et al., 2020). Robotic therapy adjunct to standard-intensity conventional therapy was more beneficial than standard intensity conventional therapy alone (Bertani et al., 2017; Veerbeek et al., 2017; Ferreira et al., 2018; Mehrholz et al., 2018). However, the meta-analysis also suggested that under similar training intensity, the improvement of upper limb function was comparable between robotic therapy and conventional therapy for stroke survivors (Veerbeek et al., 2017; Ferreira et al., 2018; Chien et al., 2020). It should be noted that those meta-analysis results derived in the aggregate of the general stroke population may not provide the best evidence of practice for stroke survivors with different levels of impairments (Winstein et al., 2016). Recent robotic rehabilitation studies reported that chronic stroke survivors with moderate deficits achieved greater improvement in motor function from robot-assisted upper limb training than those with mild motor deficits (Hsieh et al., 2012; Takahashi et al., 2016; Takebayashi et al., 2020). Therefore, stratification of stroke participants based on the impairment level is important in terms of estimating the recovery pattern and prognostication of outcomes (Veerbeek et al., 2017). Moreover, research in robotic training in early stroke rehabilitation is still scarce, particularly for the elbow joint. Elbow extension/flexion is essential for upper limb function such as reaching and grasping, while the elbow joint is also the most common and long-lasting affected post-stroke (Roby-Brami et al., 2003). To our knowledge, there is a lack of available exoskeleton robots targeting the elbow joint for in-bed stroke rehabilitation. Most of the existing exoskeleton robots are complex and expensive (Veerbeek et al., 2017) that limits their application in the in-patient clinical setting. Meanwhile, an end-factor controlled robot may not be suitable for subacute patients with moderate and severe upper limb control. As an alternative, a portable exoskeleton elbow robot would be beneficial for in-patient upper limb rehabilitation. Motivated by the unmet need, we have developed a wearable elbow robot that can provide both passive stretching and active game-based training. The active and passive robotic training modalities have been suggested to be feasible and effective in ankle rehabilitation post-stroke (Ren et al., 2017).

The purpose of the present study was to conduct in-patient rehabilitation training on subacute stroke survivors with moderate and severe upper limb motor impairment using a wearable elbow rehabilitation robot. We aimed to: (1) evaluate the feasibility and effectiveness of a wearable elbow robotic device in subacute stroke in-bed training; and (2) investigate the active motor recovery patterns of stroke survivors with severe and moderate levels of motor impairments. It was assumed that: (1) a 4-week in-bed robot-guided training would improve elbow biomechanical properties and motor function; (2) patients with different motor impairment levels at the baseline would have different motor recovery patterns.



MATERIALS AND METHODS


Participants

Patients with early subacute (7 days to 3 months post-stroke) and late subacute (3–6 months) stroke were enrolled in this study (Bernhardt et al., 2017). Inclusion criteria were: (1) age of 18–79 years old; (2) first episode of stroke verified through computed tomography or magnetic resonance imaging; (3) within 6 months post-stroke with impaired elbow motor function (grading of hemiplegic elbow joint Medical Research Council <4), (4) absence of any medical contraindication to exercise; (5) no gross visuospatial or visual field deficits which interfered with feedback training using a computer monitor; (6) the ability to understand and follow oral instructions (follow direction by order obey ≥1 step); and (7) medically stable.

Exclusion criteria were: (1) traumatic brain injury; (2) subarachnoid hemorrhage or lacunar infarct without apparent hemiplegia or hemiparesis; (3) previous upper limb amputation; (4) previous musculoskeletal problems on the impaired side including severe arthropathy, arthritis, or complicated orthopedic surgery on either side; (5) other degenerative neurologic problems such as Parkinsonism, Alzheimer’s dementia, or known other dementia; (6) skin lesion, acute infection on application site of the robotic arm; and (7) multiple stroke with neurological sequelae. The study was carried out in conformity with the Declaration of Helsinki; all patients gave their informed consent to participate in the study, which had been approved by the local scientific and ethics committees.



The Wearable Elbow Robot Device

A wearable elbow robot (Rehabtek LLC, Linthicum Heights, MD, USA) with audiovisual feedback was used for the in-bed elbow movement training (Figure 1A). The exoskeleton robot included the upper arm and forearm braces, a servomotor (EC-4 poles, 120W, Maxon Powermax, Sachseln, Switzerland) with a gearhead (GP32C, ratio 86:1, Maxon Powermax, Sachseln, Switzerland) and a bevel gear with a ratio of 3:1. The driving linkage was connected to the forearm brace through a force sensor (MLP-50, nonlinearity 0.05 lb, Transducer Techniques, Temecula, CA, USA) to determine the elbow joint torque. The output axis of the bevel gear was aligned with the elbow flexion axis and flexed/extended the elbow joint through the force sensor and forearm brace.
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FIGURE 1. (A) The wearable elbow robot used for training. (B) Clinical in-bed setup using the wearable rehabilitation robot. It is worn by a patient on the elbow for controlled passive stretching and active movement training with robotic assistance or resistance or with real-time feedback during training. A force sensor was used to detect the elbow flexion and extension torque.



The wearable robot was designed to provide passive stretching, game-based active movement training with the assist-as-needed scheme, and evaluation of biomechanical properties, including muscle strength and elbow range of motion. The wearable robot was interfaced through a touchscreen computer for display and user interface (Figure 1B). The user interface allowed adjustment of the applied torque value, movement velocity, and difficulty levels of the active movement games, such as assistance or resistance level (i.e., assisted-as-needed scheme) according to the patient’s ability.



Elbow Robot Training Set-Up and Procedures

Patients lay supine in bed and wore the wearable robot on the paretic arm, with the shoulder at about 30-degree flexion and 15-degree abduction. The elbow robot was carefully mounted on the affected elbow with the brace adjusted to align the elbow flexion axis along with the wearable robot output axis (Figure 1A). The computer monitor was put in front of the patient with height and angle adjusted for proper viewing (Figure 1B). To determine a safe range of robot movement, the operator manually moved the elbow to its end of flexion/extension within the tolerance of patients.

The training procedures are shown in Figure 2. Each training session typically consisted of passive intelligent stretching of the elbow (15 min), active-assisted and/or resisted movement training through movement gameplay (15 min), and passive intelligent stretching for cool down (15 min). Elbow active range of motion (ROM) and maximum isometric voluntary contraction (MVC) of elbow flexors and extensors were measured before and after each session of training. The training protocol would be adjusted individually to accommodate the condition of patients with severe hemiplegia including more passive stretching and less active movement training while therapy intensity was maintained ~150 repetitions of elbow flexion/extension passively or actively.
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FIGURE 2. Elbow robot training procedure.



During the passive intelligent stretching, the forearm was passively moved by the robot in the sagittal plane at 30–40°/s. As the resistance may increase near the extreme positions of the elbow joint, the robot gradually slowed down to stretch the muscle-tendon complex slowly and safely (Ren et al., 2017). Once a predefined peak resistance torque (e.g., 5 Nm) was reached, the elbow joint was held at the extreme position for 10 s to allow soft tissue stress relaxation (Ren et al., 2017). During stretching, the patient was instructed to relax, feel the stretch but not to react to it (Ren et al., 2017). If the patient reacted to the stretching with high resistance, the robot would stop if a resistance torque limit was reached or reverse the direction of movement if resistance torque was beyond the limit (Ren et al., 2017).

Two types of active movement training were completed by the participants by voluntarily flexing and extending their elbow to play various movement games under real-time feedback, in which the robot could provide assistance after the patients tried but could not finish the movement task, or the robot provided resistance to challenge the patients if they could move the elbow to the target positions in the gameplay. Robot assistance during patient’s active movement training helped the patients reach the target and kept them engaged, while robot resistance continued challenging the patients to generate muscle strength (Waldman et al., 2013; Ren et al., 2017). The choice of assistive or resistive type of active movement training was dependent on the patient’s severity of elbow impairment. For patients at the early stage of recovery with little elbow movement capability, the wearable rehabilitation robot constrained the joint at an isometric condition and the patient’s potential re-emerging force-generation was detected sensitively by the wearable robot, and shown in real-time to the patient through visual feedback as a yellow bar on the computer monitor to guide the patient to generate the desired joint torque output (Figure 1B).

Participants received four sessions per week during their about 4-week hospital stay, for a total of about 15 sessions. The training protocol would be adjusted individually to accommodate the condition of patients with severe hemiplegia including more passive stretching, and less active movement training while therapy intensity was maintained ~150 repetitions of elbow flexion/extension passively or actively. In addition to the robotic training, all the patients also received their regular inpatient rehabilitation including physical therapy and occupational therapy.



Outcome Evaluation

Biomechanical outcome measures were conducted immediately before and after the robotic training, including muscle strength measured as a maximum isometric voluntary contraction (MVC) of elbow flexors and extensors. During the measurement, the wearable robot was locked at the 90° elbow flexion and the participant was encouraged to extent and flex his or her elbow maximally. Each measure was done three times with a rest break of 30–60 s to minimize fatigue. The measured data were saved in the robot computer and the averaged value of the three assessments was taken as the corresponding outcome measure.

Clinical outcome measures, including upper limb motor recovery, muscle strength, and spasticity, were made on all the participants before and after all the robot-aided training (i.e., about 4 weeks from baseline) and 4 weeks after the completion of the training.

Fugl-Meyer Assessment of upper extremity (FMA-UE) was used to evaluate motor recovery (maximum score of 66) with a higher score indicating better motor recovery (Gladstone et al., 2002). The cut-off score for severe, moderate, and mild upper limb motor impairment is suggested to be 26 and 53 (Woodbury et al., 2013). Muscle strength was also evaluated using Motricity Index for the upper extremities (MI). As a valid muscle strength evaluation scale of stroke recovery in the first 6 months post-stroke, MI assessed the muscle strength of shoulder abduction, elbow flexion, and pinch grip. The total score ranges from 0 to 99, with a higher score corresponding to better muscle strength (Bohannon, 1999).

Spasticity of the elbow flexors and extensors was evaluated using the Modified Ashworth Scale (MAS). Considering the 1+ score is not ordinal, the scores of 0, 1, 1+, 2, 3, and 4 were adjusted to 0–5 ordinal scores in further analysis, with a higher value indicating more severe muscle spasticity (Pandyan et al., 1999a; Ansari et al., 2008).



Data Analysis

The normality of variables was checked using the Shapiro-Wilk test. Due to the small sample size, non-parametric analysis was used for the study. For all outcome variables, the group mean and standard deviation or median and inter-quartile range (IQR) at pre-and post-training, and follow-up were calculated. For the clinical outcome measures, the Friedman test was used to test whether the change between pre-, post-, and follow-up was statistically significant. Paired comparisons using the Wilcoxon signed-rank test were made between pre-and post-training conditions and between pre-and follow-up with Bonferroni adjustment. All statistical analyses were performed using the SPSS statistical software (Version 26, IBM, Armonk, NY, USA). The statistical significance was set at p < 0.05.

Furthermore, for MVC of elbow flexors and extensors, measured before and after each of the treatment sessions, improvement curves over sessions based on a logarithmic fitting equation as below (Kwakkel et al., 2006; Langhorne et al., 2011; Chen et al., 2018):

[image: image]

where x is the number of the training session, y is the MVC value, a denotes the rate of improvement and b indicates the initial muscle strength of the patient. The coefficient of determination (R2) was calculated to assess the goodness of fit.




RESULTS


Participants

Eleven patients (mean age ± SD: 50.7 ± 10.6 years) with moderate to severe upper limb motor impairment [FMA-UE, median (IQR): 28 (14–45)] at subacute stroke stage (post-stroke duration: 2.6 ± 1.9 months) completed the training during their hospital stay of 28 days on average (range: 24–30 days). Table 1 summarizes the characteristics of each participant at the baseline. Three and eight patients were with severe and moderate upper limb motor impairment, respectively, at the baseline.

TABLE 1. Characteristics of the patients at the baselinea.
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Feasibility

We applied the robot training in accordance with their routine in-patient treatment schedule and there was no dropout in the patients. Mild skin compression due to robot fixation and muscle soreness were reported by six patients after the first session of training, but this symptom was relieved within 24 h after onset of the symptoms. In general, the in-bed elbow robot training was well-tolerated by the participants without other adverse events. Every participant was able to complete the 50-min training and reported satisfaction with passive stretching and occasionally mild fatigue following the active movement when asked by the researchers. Except one patient, who was discharged after 13-sessions of training, the other 10 patients completed 15 sessions of training. Due to the researcher applied assistance to patients during the muscle strength testing, the biomechanical measures for three patients were excluded from the analysis. Thus, in the following in-session and curve-fitting analysis, biomechanical data for eight patients over 13 sessions were included.



Biomechanical Outcomes


Improvements After the 3–4 Week Training Program

After 3–4 week of training during the hospital stay, the MVC of elbow flexors significantly increased by 1.93 Nm (95% CI: 0.93 to 2.93 Nm, p = 0.017) and the MVC of elbow extensors significantly increased by 0.68 Nm (95% CI: 0.05 to 1.98 Nm, p = 0.036; Figure 3).


[image: image]

FIGURE 3. Maximum isometric voluntary contraction at baseline and 4-week after the training programa. aError bars represent standard deviation. *Indicates a significant difference between two measured time points from Wilcoxon Signed Ranks Test p < 0.05.





In-Session Changes Over the 4-Week Training Program

Each session of robot-guided training-induced changes in the MVC of elbow flexors and extensors, as indicated by the pre-and post-session dot plots over 13 sessions are shown in Figure 3. These recovery curves showed overall improvement in the patients’ motor control ability over 13 training sessions, as well as the improved performance due to each training session, as shown by the differences between the pre-and post-session improvement curves (the blue and red curves respectively). We plot the overall change for eight patients with biomechanical measures, and further plot the recovery curve for patients with moderate upper limb motor impairment (FMA-UE motor >26, n = 5) and severe motor impairment (FMA-UE motor ≤26, n = 2). Overall, the improvement rate derived from the post-session measures was larger than the pre-session measures for both elbow flexion MVC (Figure 4A) and extension MVC (Figure 4B), which was related to the improvement induced by each training session. For the elbow flexors (Figure 4C), overall, patients with severe motor impairment had a lower initial performance value (pre: b = 2.898; post: b = 2.693) than those with moderate motor impairment (pre: b = 3.873; post: b = 4.551), and the post-session improvement rate was larger in the severe motor impairment group (a = 0.865) compared to the moderate motor impairment group (a = 0.323).
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FIGURE 4. Session-by-session pre-and post-session maximum isometric voluntary contraction (MVC). Improvement curves across the 13 sessions are fitted with logarithmic function y = a×ln(x) + b, where x is the number of the training session, y is the MVC value, a denotes the rate of improvement and b indicates the initial performance capability level of the patients. The coefficient of determination (R2) was calculated to assess the goodness of fit. (A) MVC of elbow flexors over eight patients. (B) MVC of elbow extensors over eight patients. (C) MVC of elbow flexors over patients with severe motor impairment (n = 2) and moderate motor impairment (n = 6). (D) MVC of elbow extensors over patients with severe motor impairment (n = 2) and moderate motor impairment (n = 6).



Patient No. 11 with very severe motor impairment (FMA-UE = 5) at baseline was unable to generate active elbow movement in the first five sessions of training. His recovery curve was discontinuous due to the important zero to non-zero motor output change and was modeled separately (Figure 5).
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FIGURE 5. Session-by-session pre-and post-session maximum isometric voluntary contraction (MVC) for patient No.11. This patient started to develop elbow flexors voluntary contraction after five sessions of training.




Clinical Outcomes

The clinical measures were conducted before and after 15 sessions of training (except for one patient discharged after 13 sessions of training), and 4 weeks after the termination of training. After 4 weeks of training, significant improvements were observed in FMA-UE (p = 0.003) and Motricity Index (p = 0.005; Table 2), and the improvements sustained at the follow-up (p < 0.05). However, no significant differences were observed between the post-training and 4-week follow-up. In addition, subscale value of FMA are presented in Table 2. Generally, participants showed improvement in movement, while no significant change was observed in coordination. There was no significant change of muscle spasticity measured by MAS between the baseline, post-training, and follow-up sessions.

TABLE 2. Clinical measures at baseline, post-training and follow-upa.
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DISCUSSION

Our findings suggest that the in-bed wearable elbow robotic rehabilitation training is feasible in early and late subacute stroke survivors with moderate to severe upper limb motor impairment. Over the 4 weeks of training, participants made consistent improvements on elbow biomechanical and clinical outcomes, while the recovery curve showed that patients with severe motor impairment may have a greater rate of improvement compared to those with moderate motor impairment. The current findings address the valuable application of in-bed rehabilitation robotic training for subacute stroke survivors with its advantages in quantifying and monitoring the motor recovery and delivery of the individualized intervention, though our results must be interpreted with obvious caution given the absence of a control group.

The wearable elbow robot training combined with both passive and active movement has several unique features. First, the intelligent control algorithm provides a forceful while safe stretching to the upper limb muscles, which can prevent muscle contracture and joint stiffness (Ren et al., 2017; Salazar et al., 2019). Also, the strong stretching may enhance somatosensory input that helps drive neural reorganization (Behm et al., 2016). Second, an assisted-as-needed scheme was applied in the active movement training, which would be particularly useful for the subacute stroke survivors with moderate to severe motor impairment that has limited capability to generate active movement. If the patient could generate active arm movement, the robot would provide resistance that further enhances the movement control; if the patient could initiate movement but with difficulty to complete the required movement, the robot would help the patient to finish the rest of the movement; or if the patient was unable to generate active movement, the robot would assist the patient to passively move the arm to the desired position. Indeed, applying passive movement before clinical recovery has been proven that can elicit cortical activation patterns that may be critical for the restoration of motor function (Matteis et al., 2003). The robotic assistance would progressively reduce through the training that further promotes motor learning (Winstein et al., 2016). Third, the robot with a highly sensitive force sensor can discern the emergence of the subtle change of tiny movement. For patients, this subtle movement change was further augmented and displayed on the computer screen to provide real-time visual feedback that motivates and guides the patient to improve joint torque generation (Ren et al., 2017). For clinicians, the detection by the robot could provide essential information to optimize the treatment goal and assist rehabilitation plan. In Figure 5, the patient was unable to generate active muscle strength in elbow flexors until after five sessions of training, and this slight change was successfully detected by the robot.

Utilizing the robot, immediate biomechanical measures can be made before and after each training session, and further plot a recovery curve of the biomechanical outcome change (Figure 4). Though we can observe fluctuation of performance that may occur between sessions, overall, the patients demonstrated an improving trend over the training sessions. However, fluctuation patterns may imply that for longitudinal intervention trials, the multiple-session assessment may provide a better estimation of participants’ condition than a single-session assessment. Furthermore, consistent with previous clinical trials (Takahashi et al., 2016; Takebayashi et al., 2020), our stratified recovery curve informed that patients with severe motor impairment were likely to benefit more from robotic training compared to those with moderate motor impairment. We believe this recovery could provide important information to guide the clinical application of robot training (Veerbeek et al., 2017). First, the recovery curve can assist clinicians to estimate the recovery pattern of the patients, thus optimizing the treatment plan; second, with a larger sample size to plot the recovery curve, we may be able to estimate the minimal training sessions to achieve the desired outcome, which may assist Medicare policymaking.

A limitation of the present study is the lack of a control group to isolate the effect of spontaneous motor recovery. However, we applied the clinical measures including FMA-UE and Motricity Index (MI) for upper limb muscle strength at baseline, immediately after the intervention program, and 1-month after the termination of the program, which could serve as a self-control comparison (Table 2). Immediately after the training program, the median score of FMA-UE significantly increased to 14, which is larger than 9, the minimal clinically important difference (MCID) value of FMA-UE for subacute poststroke patients (Narayan Arya et al., 2011). After a 1-month follow-up, there were significant changes in the FMA-UE and MI. Collectively, the outcome of clinical measures could further support the effectiveness of in-bed wearable training in the improvement of upper limb motor limb function and minimize the confounding of spontaneous recovery.

There are limitations to the study. First, patients in the study also received routine in-patient rehabilitation, which could contribute to their improvement. However, this study demonstrated the feasibility to incorporate the in-bed robot training with routine inpatient rehabilitation training, which may not focus on sensorimotor rehabilitation. Anecdotally, the patients enjoyed the robot training and were highly motivated. However, we did not have a treatment satisfaction rating using the Likert system to evaluate patients’ responses, which should be adopted in future studies. Second, patients in the present study had mild or absent elbow spasticity which may limit the generalizability of the study. The mild or absent elbow spasticity would be due to most of the patients being at the early subacute stage (7 days to 3 months post-stroke; Bernhardt et al., 2017) that spasticity had not been developed yet (Wissel et al., 2013). In fact, one patient 1-month post-stroke with zero MAS at the elbow showed wrist spasticity of two at the follow-up and two other early subacute patients showed an increase of MAS from zero at the baseline to one at post-training. Also, the forceful passive elbow stretching by the robot might help control spasticity (Ren et al., 2017). Nonetheless, appropriate quantification of spasticity is important. MAS may not be a valid and ordinal level measure of muscle spasticity (Pandyan et al., 1999b). Future studies can consider using the modified Modified Ashworth Scale, which has been suggested to be better inter-rater and intra-session reliability than the MAS to measure spasticity (Ansari et al., 2006, 2009). Also, Brunnstrom recovery stages (BRS) can be used to evaluate the changes of muscle tone, synergistic movements, and active isolated movement (Naghdi et al., 2010). Third, only a small number of in-patients participated in the study. The goodness-of-fit value for curve fitting was thus relatively low. In the future, a strictly designed randomized control trial with a large sample size with different motor impairment levels is needed.

In conclusion, the above study demonstrated the feasibility of using in-bed wearable elbow robot-aided rehabilitation training in subacute stroke survivors with moderate to severe upper limb motor impairment. Furthermore, robotic therapy may result in significant improvement across biomechanical and clinical measures. The recovery curve generated from the robot biomechanical measures could provide useful information to guide the clinical applications of robot-aided training. Patients with severe motor impairment may benefit more from the robot training compared to those with less severe impairment.
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“Brainless” cells, the living constituents inhabiting all biological materials, exhibit remarkably smart, i.e., stimuli-responsive and adaptive, behavior. The emergent spatial and temporal patterns of adaptation, observed as changes in cellular connectivity and tissue remodeling by cells, underpin neuroplasticity, muscle memory, immunological imprinting, and sentience itself, in diverse physiological systems from brain to bone. Connectomics addresses the direct connectivity of cells and cells’ adaptation to dynamic environments through manufacture of extracellular matrix, forming tissues and architectures comprising interacting organs and systems of organisms. There is imperative to understand the physical renderings of cellular experience throughout life, from the time of emergence, to growth, adaptation and aging-associated degeneration of tissues. Here we address this need through development of technological approaches that incorporate cross length scale (nm to m) structural data, acquired via multibeam scanning electron microscopy, with machine learning and information transfer using network modeling approaches. This pilot case study uses cutting edge imaging methods for nano- to meso-scale study of cellular inhabitants within human hip tissue resected during the normal course of hip replacement surgery. We discuss the technical approach and workflow and identify the resulting opportunities as well as pitfalls to avoid, delineating a path for cellular connectomics studies in diverse tissue/organ environments and their interactions within organisms and across species. Finally, we discuss the implications of the outlined approach for neuromechanics and the control of physical behavior and neuromuscular training.
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INTRODUCTION

Cells of the human body populate their habitat through division, starting with two cells at conception and expanding to over 70 trillion cells over the course of a lifetime (Knothe Tate, 2017). Throughout the lifespan of the organism they inhabit, cells memorialize the biophysical and chemical stimuli they experience via gene expression of structural proteins created from molecular building blocks, e.g., amino acids. In this way, cells encode an organism’s and their own experiences in the physical world, by creating and adapting tissues, throughout life. Just as punch cards encode the recursive logic of textile weaves created with weaving looms (where card holes allow passage of hooks and the fibers they shuttle), genes encode and translate the arrangement of amino acids comprising elastin, collagen and other structural proteins making up tissue weaves (Knothe Tate, 2017, 2020; Ng et al., 2017a,b). A major barrier to understanding the emergent behavior that underpins this tissue genesis and adaptation is the lack of methods to image and analyze cellular connectivity across length and time scales.

The manuscript proposes a paradigm shifting approach to understand the cellular underpinnings of diseases as different as osteoarthritis and early onset dementia in bone and brain. We know as biologists that cells manufacture, remodel and adapt tissues throughout life (Knothe Tate et al., 2016a; Putra et al., 2019). The tissues render physically the collective cellular experience, reflected in architectures (bones) and memories (brain) which themselves exhibit emergent properties (Knothe Tate, 2020). These emergent properties cannot simply be deduced from the individual parts, which themselves do not exhibit such properties; rather, these emergent properties arise from spatial and temporal arrangements among multiple parts, e.g., memories that are physically encoded in neurons are not observable in single neurons but rather emerge from the spatial arrangement and temporal behavior of interacting neurons in the brain. A pathological example of emergence would be disease emergence, e.g., of osteoarthritis in the musculoskeletal system or early onset dementia in the brain, which cannot be predicted based on the occurrence of a single sick cell but rather at the stage of loss in function or loss in return to homeostasis due to emergence of disease amongst groups of cells that interact.

The elucidation of such disease emergence represents a currently untenable yet compelling research problem. On the one hand, the lack of methods to probe and understand emergent behavior of inhabitant cells within their complex ecosystems presents a hurdle to understanding and fundamental discoveries. On the other hand, the role of cell populations and the loss of their connectivity in disease progression has been stymied by the tradeoff between achieving sufficient resolution across vastly different length and time scales, e.g., single field of view and single time point images (nano- to microscale for electron to optical microscopy), and other imaging modalities that enable high temporal albeit less spatial resolution (MRI). Rapid advances in the field seek to overcome this current hurdle. To address each of these points, workflows are needed to render and analyze vast amounts of imaging data from nano- to meso- length scales. The manuscript describes that process and sets a path forward.

The neuroscience community refers to the totality of cellular connections and their three-dimensional (3D) networks, e.g., in the brain, as the connectome and the process of rendering, analyzing and understanding the connectome as connectomics (Seung, 2012; Jbabdi and Behrens, 2013; Blakely, 2021). A recently integrated biosystems engineering, imaging and analysis platform enables a connectomics approach to map cellular connectivity across organs as diverse as brain and bone (Eberle et al., 2015; Knothe Tate et al., 2016c, 2019; Pereira et al., 2016). Tested in mouse brains (Mikula et al., 2012; Lichtman et al., 2014; Hayworth et al., 2015; Mikula and Denk, 2015; Swanson and Lichtman, 2016; Hayworth et al., 2020; Günther et al., 2021) and in our own pilot studies of the human hip (Eberle et al., 2015; Pereira et al., 2016; Knothe Tate, 2017), as well as validated through the delineation of standardized protocols and workflows (Ngo et al., 2019), these biosystems engineering approaches may find future applications relevant for every organ of the body.

Here, key enabling steps are described for quantifying relationships and connectivity between cells in different disease states. Specifically, we test machine learning algorithms with cellular network maps of the human hip to elucidate the role of cell networks in organ and organism (patho)physiology throughout life (Figure 1). This approach may pave the way for next generation theranostics, i.e., enabling prediction of emergent cell scale pathology, including disease detection as well as treatment, well before permanent damage occurs at tissue and organ length scales. Based on the results of this pilot study, we assess opportunities and identify potential pitfalls of the integrated imaging, modeling and machine learning approaches.
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FIGURE 1. Imaging cellular networks and environments across length scales, from nano to meso, using cross length scale imaging (multi-beam scanning electron microscopy) of the cellular inhabitants of the human femoral neck, i.e., osteocytes, as a case study. (A) Organism (A1) to tissue (A2) to cellular (osteocyte, A3) length scales demonstrating the most prevalent cellular inhabitants of bone, osteocytes. During development, cells manufacture the tissues comprising the femoral head and neck (proximal femur, A1,D); the cellular inhabitants of bone, cartilage and other tissues model (during growth) and remodel (enabling adaptation) the respective tissues of their local environment through up- and down-regulation of structural protein transcription, and secretion into the extracellular matrix. (B) The cellular network of bone’s resident osteocytes changes throughout life, in health and disease (B1: healthy, B2,B3: diseased). (B,C) The loss in network connectivity reflects the health status of the cells (C1, live and dead osteocytes visualized using an ethidium bromide assay) as well as the patency of the network (C2—stochastic network model with nodes representing cells, C3—calculation of loss in information transfer with loss in network nodes); loss of viable cells within the network results in loss in network connectivity and subsequent diminished information transfer capacity across and within the network. (D–J) mSEM imaging, combined with image stitching and Google Maps API geonavigation applications, enables high resolution imaging of inhabitant cells within tissues, as well navigation and analysis of single cells and their complex networks, seamlessly across length scales (D, femoral head and neck; E, section through the femoral head created by stitching together of many images, comprising arrays; F, of hexagons; G, themselves made of arrays of electron beams). Rather than using single electron beams as in traditional electron microscopy, mSEM uses arrays of 61 and more beams (F,G) to capture large areas of tissue (mesoscale, E) with nanoscale resolution (H–J). Through inorganic and organic etching procedures adapted from atomic force microscopy, the third dimension of cellular networks may be captured (H,I) and the local and global environment of tissues’ cellular inhabitants (Ot, Osteocyte; BLC, Bone Lining Cell) can be explored within tissue contexts (BV, upper half of oval Blood Vessel, above which bony matrix is seen). Images adapted and used with permission (A, Knothe Tate et al., 2010; B, Knothe Tate et al., 2002; C, Anderson et al., 2008; D–J, Knothe Tate et al., 2016c).



Datasets Rendered as Cellular Networks in Maps of Human Tissue

Human tissue samples from the femoral neck and head of patients undergoing total hip replacement were obtained with Institutional Review Board Approval (Cleveland Clinic IRB12-335). Samples were prepared for electron microscopy (EM) using a published protocol (Ngo et al., 2019) developed to enable fixation and polymethyl methacrylate embedding and electron microscopy of mesoscopic samples which exceed the typical diffusion path lengths for mm-sized electron microscopy samples.

Samples were first etched (to expose cells just below the block face surface) and imaged using multi-beam Scanning Electron Microscopy, to achieve nano- to meso-scale renderings of cellular inhabitants (mainly osteocytes with some red blood cells visible in resulting images). Based on this protocol, carbon coating provided sufficient contrast to visualize osteocytes exposed by chemical etching on the surface of the sample block. Although not used for the current study, sequential layers of cellular networks could be revealed by reiterating the etching and imaging steps, resulting in a volume of tissue with fully rendered three dimensional (3D) cellular network.

Three datasets were acquired using three generations of multibeam Scanning Electron Microscopes (mSEM) to image three different samples, starting with a 61 beam prototype at 12 nm pixel size and ending with a state-of-the-art commercial system (Zeiss mSEM 505) (Table 1).


TABLE 1. Dataset metrics from three generations of mSEM maps from three different human hip samples obtained with IRB approval.

[image: Table 1]In our first pilot study (Knothe Tate et al., 2016c; Pereira et al., 2016), we tested the feasibility of using the Google Maps API platform to stitch and render the maps in a way that would be accessible to, as well as navigable and quantitatively analyzable, by scientists and the lay public alike. The resulting data set was annotated using Google Maps’ pins to mark manually viable and pyknotic cells (necrotic and apoptotic cells are typically identified by condensation of the chromatin and fragmentation of the nucleus, defining pyknotic). As a surrogate identification factor (classifier for machine learning implementation), osteocytes with less than three visible processes were identified visually and manually pinned as pyknotic, indicated by a red pin. Osteocytes with more than three visible processes were identified visually and manually pinned as viable, indicated by a green pin. The manual process took several weeks for the 1st generation dataset (Table 1). Full details of this process are described in previous publications (Knothe Tate et al., 2016c; Pereira et al., 2016).



Automation of Landmark Identification Using the You Only Look Once Machine Learning Algorithm

Increasing dataset sizes necessitated development of objective, automated methods for identification and quantification of cells, an ideal application for machine learning approaches. To this end, we implemented the so-called “You Only Look Once” (YOLO) machine learning algorithm (Redmon et al., 2015), using the previously marked datasets as training data (Figures 2A,B). Seventy five percent of the augmented dataset was used to train the model and 25% of the data were set aside to test the model. The You Only Look Once machine learning algorithm was applied to detect cells on all datasets (Figure 2C). The image processing was simple and straightforward. The YOLO detection system resizes the input image to 448 × 448, runs a single convolutional network on the image, and thresholds the resulting detections by the model’s confidence.
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FIGURE 2. Automated detection algorithm to classify osteocytes using manual methods and the You Only Look Once algorithm (YOLO; Redmon et al., 2015). (A,B) Training and testing data for the machine learning algorithm using the 1st generation mSEM map. The manually acquired training data set, comprising 629 examples of osteocytes (A—stitched electron microscopy scan on left and manually located and “pinned,” using Google Maps API, osteocytes, where green indicates viable and red marks pyknotic), was scaled up to an augmented training set of 106 examples (B) using digital permutations of translation and rotation, scale and illumination. From the augmented dataset, 75% of the data was used for training and 25% of the data was used for testing of the YOLO algorithm, all using the data from the 1st generation map. The algorithm was then run independently on the 2nd (Figure 3) and 3rd generation maps. Note: the red bounding boxes (A) indicate detected cells prior to classification, i.e., not indicative of cells’ health status.
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FIGURE 3. Automated detection algorithm applied to the 2nd generation map (A), where detections with greater than 70% confidence (quantitative prediction of match to “ground truth” defined by training data) are depicted. (B) The entire map, depicting higher resolution details at increasing levels of zoom (C,D) in the Google Maps API. Note: the red circles indicate detected cells which are changed to green when the classifier (three or more processes) is met. Red circles above the dotted yellow line delineating the edge of the tissue surface (B, upper corner) are cells, vessels and artifacts outside of the femoral head and neck tissue. The map depicted here can be navigated and explored like Google Maps at http://www.mechbio.org/sites/mechbio/files/maps7/index.html to access the map, type in user: mechbio, password: #google-maps.


In summary, we acquired three datasets rendering osteocyte networks in tissues of the femoral head. The different datasets include data from different samples imaged using new generations of mSEM and associated increasing computational capacity. The first data set included 5.69 mm2 tissue and over 50,000 images (0.08 terabyte), with manual identification of 629 osteocytes taking several weeks’ time. To enable automated, rapid detection of osteocytes and in consideration of the increasing size and complexity of the datasets enabled through advances in the mSEM instrument and parallel computational advances (second and third generations) over the past decade (from an advanced prototype to a commercial system), we applied a machine learning algorithm to detect osteocytes based on the You Only Look Once (YOLO) convolutional neural network described originally by Redmon et al. (2015). The YOLO algorithm is faster and more efficient than typical classifier-based algorithms. YOLO “looks at an image once” (thus the acronym) to predict the presence of objects and their locations. The image is divided into an S × S grid in which bounding boxes and confidence scores for object detection within bounding boxes are calculated. The confidence scores give a quantitative probability of how similar the predicted box detecting an object is with the training data (ground truth). The higher the confidence score, the more accurate the prediction (Redmon et al., 2015; Shivaprasad, 2019).

We applied the machine learning approach to second and third generation maps, with the third data set comprising 1,810 mm2 tissue and over 7,000,000 images (10.98 TB), identifying a total of 206,180 osteocytes in 100 h on a graphics processing unit (GPU, GeForce GTX 1080 graphics card enabled) compared to the manual pinning method of our previously published work (Knothe Tate et al., 2016c) that identified 629 osteocytes manually over several weeks. The algorithm performance currently exceeds 92% accuracy for osteocyte detection and classification, based on the accuracy of detecting the 629 original cells using the trained procedure.

Osteocyte coordinates can be extracted from the YOLO classified image set, enabling high throughput analyses of massive datasets, which in the future could include other cellular inhabitants of tissues including blood cells, immune cells, chondrocytes, etc. While the method shows great promise for automated detection of cells, the greatest limitation of the method is the definition of appropriate and unbiased classifiers. The definition of osteocytes as pyknotic and viable based on the number of cell processes was shown to be flawed in a parallel study testing the assumption using biochemical based viability measures (Anastopolous and Knothe Tate, 2021). Not only did the method not account for empty osteocyte lacunae that appeared as “ghost osteocytes” (resin filled empty lacunae) but also osteocyte process number has not been tied inextricably to cell viability. Multimodal imaging methods and assays using iodine to stain nuclear material demonstrate that better descriptors of cell health are needed (Anastopolous and Knothe Tate, 2021).

With these limitations in mind, the technological approach provides novel opportunities for a new field of cellular epidemiology, where emergent changes in cell health may in the future be used to predict disease outbreaks and prevent disease transmission, much like they are used at the length scale of human inhabitants of geographically defined environments (Knothe Tate et al., 2016c; Dong et al., 2019). The described workflow and data analytics pipeline enables acquisition, preparation, and imaging of tissue and organ samples, as well as post-imaging rendering of and analysis of cellular networks from different tissues across length scales, of nano- to meso-length scales.



Implications for Understanding Neuromechanics and the Control of Physical Behavior and Neuromuscular Training

In addition to its obvious application for development of next generation materials, devices and diagnostics, this disruptive biosystems engineering platform provides a novel tool for elucidating the relationship between neural and musculoskeletal connectomics, movement, navigation and memory (Epstein et al., 2017; Knothe Tate, 2017). The loss in connectivity observed in the dendritic osteocyte network of aging and diseased bone is similar to that of the brain cells in aging individuals and patients with early onset dementia (Huang et al., 2015; Knothe Tate and Fath, 2016; Knothe Tate et al., 2016c; Pereira et al., 2016; Rossini et al., 2020). The possibility that movement and geographical maps are encoded not only in the brain but also in the musculoskeletal tissues is tantalizing. The technological platform here provides a means by which networks within tissues and organs of different systems within individual organisms can be studied, from cellular to whole being contexts. This is expected to lead to discovery of novel mechanisms underpinning motor neural circuitry and biomechanical action. Just as dogs and other mammals train their neural networks in their sleep, running and jumping across virtual dream terrains, perhaps the physical experience of life itself is encoded in our cells, the structural proteins our cells manufacture via gene expression and secrete to form our tissues, as well as the adaptation of our tissues throughout life (Knothe Tate, 2020).



MATERIALS AND METHODS


Sample Preparation

Tissues were fixed in a combination of 4% formaldehyde and 2.5% paraformaldehyde in 0.2 M cacodylate buffer. Tissues were then embedded in poly(methyl methacrylate) under vacuum (Ngo et al., 2019). Following this, the sample was precision CNC-milled and etched using 0.02 M hydrochloric acid and 10% sodium hypochlorite to remove organic and inorganic top layer, in order to reveal cellular material (Reilly et al., 2001; Knapp et al., 2002). The sample was then carbon coated and placed under a vacuum, preparing for mSEM imaging. Imaging was performed on the 61-beam Zeiss MultiSEM 505-prototype at 12 nm pixel size.



Identification of Relevant Landmarks, Creation of Training Datasets

Manual marking of landmarks was described in a previous paper (Knothe Tate et al., 2016c) and the thereby identified 629 osteocytes were used as the basis for a training and testing data set (Figure 2).



Machine Learning Approach Using the You Only Look Once (YOLO) Algorithm

The “You Only Look Once” (YOLO) neural network automated object detection algorithm (Redmon et al., 2015; described further for the layperson in Shivaprasad, 2019) was applied to facilitate rapid throughput diagnostic assessment of imaging datasets while mitigating the effects of observer bias. An image is first divided into a grid, where each grid cell predicts bounding boxes for objects. Then probability-based confidence scores are calculated for the bounding boxes; the confidence score compares how close the predicted bounding box and object therein matches the known objects and bounding boxes defined by the training data set, or “ground truth.” To prevent multiple detections of the same object, the bounding box with highest confidence greater than 0.5 (which would be 50% chance of matching the training data point) is selected from overlapping bounding boxes; referred to as non-max suppression, this process results in highest confidence for model predictions per object detected and maximizes accuracy of the model.

Initially, YOLO was trained for automated osteocyte detection, using 629 annotated cells, which were further augmented to 106 examples through variation by rotation, scale and contrast (Figure 2). Unseen images were then processed with YOLO and automatically detected objects were identified and marked by bounding boxes. The success of the YOLO algorithm has been proven for detecting osteocytes in the 2nd generation map within 100 h of testing. A straight-forward approach to improve the detector performance includes collection of more than 1,000 false- and missed-detections (Figure 4) to obtain a more representative training dataset.
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FIGURE 4. Processing of images and application of the machine learning classification algorithm. (A) Module A preprocesses the mSEM output by stitching individual images into region-wide panoramas by the virtue of recorded image coordinates. In the interest of computational efficiency, the resulting image is down-scaled such that individual cells occupy circa 200 × 200 pixels. Here, the 11TB mSEM output from the 3rd generation map is stitched into 30 image regions amounting to 150 GB of data after downscaling. (B) Module B applies the pretrained object detector. (C) The output is a file listing that includes the location of each detected cell as a bounding box (X,Y,W,H), class (viable/pyknotic, annotated as “deceased”) and associated confidence p. Each of N detections results in a set of five predictions for each corresponding bounding box, including the x and y coordinates of the center of the bounding box (Xn,Yn), width and height of the bounding box (Wn,Hn), and the confidence of the detection (pn where a confidence or probability of 0 means no object was detected and 1.0 means a perfect match with “ground truth”). The object is then further classified as live or deceased (Cn). The object detector is pretrained using 600 living and 50 pyknotic examples (Knothe Tate et al., 2016b) and took 12 h to train on a single graphics processing unit (GTX1080). The testing phase on the 150 GB dataset lasted 100 h. Note: modules A and B can be combined into a single module.
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Repetitive transcranial magnetic stimulation (rTMS) is fundamental in inducing neuroplastic changes and promoting brain function restoration. Nevertheless, evidence based on the systematic assessment of the implication of rTMS in stroke patients is inadequate. This study aimed to evaluate the value of rTMS in the treatment of lower-limb motor dysfunction in stroke patients via gait characteristics. The electronic literature search was performed in ScienceDirect, Google Scholar, and PubMed databases using “repetitive transcranial magnetic stimulation,” “gait,” and “stroke” between 2000 and 2020. By screening all the identified studies, a total of 10 studies covering 257 stroke patients were included by matching the inclusion criteria, involving both rTMS with high (≥5 Hz) and low frequency (<5 Hz). Despite the limited study number and relatively high risk of bias, the results of this review primarily confirmed the enhancing effects of rTMS on the lower-limb motor ability (e.g., gait and balance) of stroke patients. In addition, 15- to 20-min course of rTMS for 2 to 3 weeks was found to be the most common setting, and 1 Hz and 10 Hz were the most commonly used low and high frequencies, respectively. These results might have significant clinical applications for patients with weakened lower-limb mobility after a stroke. Nevertheless, more rigorous studies in this field are much warranted.

Systematic Review Registration: https://inplasy.com/, identifier INPLASY202180079.

Keywords: stroke, systematic review, walking, balance, repetitive transcranial magnetic stimulation


INTRODUCTION

Stroke is an acute syndrome of clinical signs of focal (or global) disturbance of cerebral function, which can even lead to death (Wolfe, 2000). Disability is a common complication for patients who have survived a stroke. There are also some secondary changes in the skeletal muscles of stroke patients, including the reduced muscle mass as well as increased intramuscular fat (Scherbakov et al., 2013), which may further reduce the muscle strength and gait independence (Akazawa et al., 2017; Naoki et al., 2018). Eventually, these results would seriously influence the life quality of these patients (Wade et al., 1992). According to previous studies, nearly 50% of stroke patients would suffer from hemiparesis as well as 30% of them are unable to walk without assistance (Kelly-Hayes et al., 2003). Previous studies have also found that stroke patients walked slower compared to healthy individuals, and it can also be distinguished by the higher falling cadence, prolonged gait cycle, temporal gait asymmetry, and also increased double support phase after stroke (Von Schroeder et al., 1995; Patterson et al., 2008).

It was indicated that gait performance is an important index to evaluate lower extremity motor function recovery post-stroke (Barroso et al., 2017). Most stroke patients would obtain a certain degree of walking ability improvement after normal rehabilitation treatment, but most of them are accompanied by the abduction and external rotation of the hip joint, hyperextension of the knee joint, foot drop, varus, and short support time of the affected side, resulting in the gait abnormity (Byun et al., 2011). Evaluating the gait biomechanics of stroke patients has been applied to predict the improvement in functional ability after interventions (Kim and Eng, 2004). It also plays an important role in making rehabilitation strategies and monitoring its impact (Barroso et al., 2017). For example, the symmetry of the center of foot pressure in stroke patients is closely related to the degree of lower limb dysfunction, limb balance ability, stride speed, and body stability, which can reflect the degree of lower extremity function recovery and walking quality in stroke patients (Chen et al., 2007; Patterson et al., 2008).

Repetitive transcranial magnetic stimulation (rTMS), one of the brain stimulation techniques without any trauma, can be used to induce neuroplastic changes as well as promote brain function restoration (Clément et al., 2018). For the different brain functions, different intensities, frequencies, stimulation positions, and coil directions of rTMS need to be adjusted to achieve good therapeutic effects (Mansur et al., 2005; Machado et al., 2008). Previous research has proved that using rTMS can stimulate the representative brain areas of lower limb movement and further help patients improve motor function (Chieffo et al., 2014; Sasaki et al., 2016). For example, three weeks of high-frequency deep rTMS has a favorable influence on long-term improvements in the motor function of the lower extremity after stroke, and it could last for more than a month since the treatment finished (Chieffo et al., 2014). rTMS combined with traditional physiotherapy and occupational therapy can achieve a better rehabilitation effect on promoting motor function recovery (Cha and Kim, 2017). Besides, rTMS combined with repetitive transcranial electrical stimulation also contributed to the motor function recovery in stroke patients, which is more effective than combined limb function training (Attal et al., 2016). Tung et al. (2019) has already reviewed the short-term beneficial effects of rTMS on the post-stroke recovery of lower limb motor function, and the safety of applying rTMS has been further affirmed. Nevertheless, there is quite limited evidence based on the systematic assessment of the implication of rTMS in stroke patients up to now, let alone any conclusions regarding the better setting of rTMS interventions (e.g., frequency and duration) that could contribute to more benefit.

Therefore, the aim of this study was to primarily review and summarize the value of rTMS in the treatment of lower extremity motor dysfunction in stroke subjects via gait characteristics, and then try to find out the appropriate rTMS setting that may contribute to more benefits. The review could provide specific knowledge for researchers and clinicians on the use of rTMS in patients.



METHODS


Search Strategy

The search strategy was applied to find out all the relevant published literature on the influence of rTMS on lower limb motor dysfunction in stroke patients. The extensive systematic search for all electronic publications from 2000 to 15 February 2020 was conducted using three databases including ScienceDirect, Google Scholar, and PubMed. The English-language literature search employed the following search words: “repetitive transcranial magnetic stimulation” AND “gait” AND “stroke”. The citation snowballing method was applied to identify other potentially relevant studies in the reference list of all eligible articles (Song et al., 2020). And these studies that have been accidentally overlooked were searched in other electronic databases to get available full-text by entering the specific information of authors and article titles.

In order to ensure a rigorous searching process, two researchers independently searched and assessed the retrieved literature. Any disagreements of inclusion (if existed) would be resolved with the third author.



Eligibility Criteria

After deleting duplicate articles, the retrieved articles were screened first by titles then assessed by abstracts and full-text to meet the following eligibility criteria in accordance with the PICOS standard. (1) participants/patients, participants who have been diagnosed with stroke were included in this study, and there is no restriction on age, sex, and ethnicity; (2) Interventions, studies where participants received rTMS interventions or rTMS interventions combined with traditional physiotherapy and occupational therapy were included; (3) comparison, there is no limitation regarding the control interventions; (4) outcome, the main outcomes that collected from these included studies was the change of gait characteristics after interventions; (5) study design, English papers that published on peer-reviewed journals were covered, however, conference abstracts, review articles, book chapters, case reports, etc., were not included in this review.



Data Extraction

For each published literature, the following information was extracted and summarized, and verified by two authors independently, characteristics of studies (i.e., authors and year), characteristics of subjects (i.e., sample size, age, gender, time post stroke, and treatment state), experimental design (i.e., coil type, intervention, control, and parameters), and primary outcomes. Mendeley software (Elsevier Ltd., Amsterdam, Netherlands) was applied to organize published literature and create citations. Any disagreements were handled by discussing or consulting with another author.



Study Quality Assessment

According to the Cochrane Risk of Bias Assessment Tool, two researchers independently evaluated the quality of these included studies. More specifically, seven following aspects were assessed, (1) random sequence generation; (2) allocation concealment; (3) blinding of participants and personnel; (4) blinding of outcome assessment; (5) incomplete outcome data; (6) selective reporting; (7) other biases. Any disagreements were handled by discussing or consulting with another author.




RESULTS


Search Results

Figure 1 outlines a flow diagram illustrating the search history and selection protocol. The literature search produced a total of 105 records from three electronic databases (SCIENCEDIRECT, GOOGLE SCHOLAR, and PUBMED) and they were reduced to 67 after removing all the irrelevant/duplicate articles. Based on the eligibility criteria, 28 articles from GOOGLE SCHOLAR, six articles from PubMed, and two articles from SCIENCEDIRECT were excluded as potentially inappropriate for the current study. One additional article was included after checking the reference lists of the eligible articles, while three articles were removed owing to duplicates between these databases. Finally, a total of 10 articles that met the inclusion standard were included in the present systematic review.


[image: Figure 1]
FIGURE 1. Flow diagram of the literature inclusion and exclusion process.




Study Quality

The quality of all included studies was evaluated in terms of risk of bias, and the results were presented in Figure 2; Table 1. Firstly, it is always not possible to completely blind the participants and personnel to allocation and outcome. Thus, the following two aspects, blinding of participants and personnel and blinding of outcome assessment, contributed to the main sources of risk of bias. Furthermore, of all the 10 studies included in this review, only half of them presented the detailed methods of group randomization and used the allocation concealment, which further lowered the study quality. Nevertheless, a low risk of bias of the incomplete outcome data, selective reporting, and other biases domains was found in most studies.


[image: Figure 2]
FIGURE 2. Risk of bias of the included studies.



Table 1. Risk of bias evaluation of included studies.
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The Basic Characteristics of Included Studies

Tables 2, 3 summarized the basic characteristics of all the included studies. Of all the included studies published from 2000 to 2020, 257 stroke patients were covered in these studies, with the age ranged from less than 18 to 80 years old. The stimulus interventions can be classified as low-frequency (defined as <5 Hz) and high-frequency (defined as more than 5 Hz) based on the summary, with 1 Hz being the most commonly used low frequency and 10 Hz being the most commonly used high frequency. The duration of the intervention varied from 1 week to 6 weeks, with 2 to 3 weeks being the most common setting.


Table 2. The basic characteristics of the included studies.
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Table 3. The primary outcomes of the included studies.
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The main findings of these included studies were further presented in the following two sections, (1) Effects of low-frequency stimulus; (2) Effects of high-frequency stimulus.


Effects of Low-Frequency Stimulus

Four studies that investigated the effects of low-frequency stimulus on lower-limb motor dysfunction of stroke patients were included in this review. Wang et al. (2012) first started trials on these patients. Subjects received rTMS or sham rTMS (1 Hz) followed by task-specific training for 2 weeks in total. The results demonstrated that real rTMS combined with task-oriented treatment significantly improved the motor control and walking ability of the stroke patients when compared to pre-intervention and sham rTMS + task-oriented treatment. Two subsequent studies based on a similar rTMS intervention (rTMS with 1 Hz frequency) also reported some positive results. Elkholy et al. (2014) compared the effects of low-frequency rTMS with conventional physical therapy on muscle tone, walking cadence, walking speed, and sensorimotor recovery of stroke patients. Subjects were required to receive 20-min rTMS 3 sessions per week for 6 weeks. They found that rTMS significantly improved all the parameters of the stroke patients when compared to the pre-intervention and control groups. Kim et al. (2014) also demonstrated that 15-min real rTMS intervention for five consecutive days significantly improved the walking ability and balance of the stroke patients. Finally, Rastgoo et al. (2016) further confirmed the effects of low-frequency rTMS on stroke patients using a similar intervention setting with Kim et al. (2014). They indicated that real rTMS intervention significantly improved the muscle spasticity and motor function of the stroke patients when compared to pre-intervention and sham stimulation.



Effects of High-Frequency Stimulus

More than half of the included studies (6 out of 10 trials) investigated the effects of high-frequency rTMS on the lower-limb motor ability of stroke patients. Specifically, rTMS at a frequency of 5 Hz was applied in two studies, rTMS at a frequency of 10 Hz were applied in three studies, and the remaining one study applied rTMS at a frequency of 20 Hz.

Two recent studies focused on the effects of rTMS (5 Hz). Wang et al. (2019) found that 15-min real rTMS intervention at three sessions per week for 3 weeks significantly improved the walking speed, gait asymmetry, and motor function of the stroke patients when compared to pre-intervention and sham stimulation. Goh et al. (2020) further confirmed the effects of rTMS on gait speed after the subjects taking part in a 16-min real rTMS intervention for three sessions during 1 week. In terms of the rTMS at a frequency of 10 Hz, positive effects were found in all the three studies although there are some methodological differences. Kakuda and his colleague first start the trial in 2013. Subjects were required to receive a 20-min rTMS and specific mobility training for 20 sessions during 13 days, and they found that rTMS + mobility training significantly improved walking velocity and lower limb functions of the stroke patients when compared to pre-intervention. In 2016, both Choi et al. (2016) and Ji et al. (2016) investigated the effects of rTMS on the balance of stroke patients using a similar intervention setting, and they demonstrated that real rTMS intervention significantly improved the balance function of the stroke patients when compared to pre-intervention and sham stimulation. In addition, Chieffo et al. (2014) compared the effects of 30-min real rTMS intervention (20 Hz) for 10 sessions during 3 weeks with sham rTMS on lower limb functions and walking ability of stroke patients. The results indicated that the real rTMS intervention significantly improved the lower limb functions of the stroke patients when compared to pre-intervention and sham stimulation.





DISCUSSION

This study primarily reviewed and summarized evidence from previous research articles investigating the effects of rTMS on lower limb motor ability of stroke patients, with the further aim to find out the appropriate rTMS setting that may contribute to more beneficial results.

According to the eligibility criteria, 10 studies that covered 257 stroke patients were included in this systematic review. Although the risk of bias is relatively high, the results of this review primarily confirmed that rTMS has a positive effect on the lower limb motor ability of stroke patients. To be more specific, both low-frequency rTMS (<5 Hz) and high-frequency rTMS (≥5 Hz) added benefits to the muscle function, walking ability, and balance of stroke patients. In terms of the appropriate setting of rTMS, it was found that 15- to 20-min course of rTMS for 2 to 3 weeks was the most common one. In addition, the results of this review also found that 1 Hz and 10 Hz were the most commonly used low and high frequencies, respectively. Nevertheless, only 10 studies were included, which may weaken the validity of the findings in this review. More rigorous trials in this field are warranted for further verification. Regarding the frequency of rTMS, it is also suggested that future studies should investigate the effects of different frequencies of rTMS on the lower limb motor ability of stroke patients. In addition, there are two included studies investigating the effects of combination intervention (e.g., rTMS combined with task-oriented training or rTMS combined with mobility training) on stroke patients, and they also found some positive results (Wang et al., 2012; Kakuda et al., 2013). However, neither of them was compared with the single rTMS intervention, thus whether a better effect exists is still unclear and is worth studying.

The underlying mechanism by which rTMS can add help to the recovery of lower limb motor ability of stroke patients has been widely speculated. It was found that stroke disrupts the balance of activity in the two brain hemispheres (Wang et al., 2019). The hypothesis of interhemispheric competition holds that the motor cortex of the uninfluenced hemisphere is inhibited, while the motor cortex of the affected hemisphere is exaggerated (Wang et al., 2019). Therefore, the reduction of competition between cerebral hemispheres after stroke is considered to be a potential mechanism for functional improvement after stroke (Nowak et al., 2009). rTMS is one of the non-invasive methods to stimulate nerve cells in the superficial brain zones (Barker, 1991). It has been proven that rTMS through the brain can regulate cortical excitability and cortical restoration, with the influence mainly relying on the different frequencies of the stimulation (Chen and Seitz, 2001). Low-frequency rTMS may initiate a short-term decline in cortical excitability of the affected hemisphere, such as motor evoked potential. The inhibition of cerebellar excitability brought by rTMS with low frequency may further improve the ability to adapt to learning in the process of conventional stroke rehabilitation, thereby better-improving walking ability (Wang et al., 2012; Elkholy et al., 2014; Kim et al., 2014; Rastgoo et al., 2016). On the other hand, rTMS with high frequency enhances the amplitude of motor evoked potential and cortical excitability of the uninfluenced hemisphere, potentially reduced the competition and gradually help to improve the motor ability of stroke patients (Kakuda et al., 2013; Chieffo et al., 2014; Choi et al., 2016; Ji et al., 2016; Wang et al., 2019; Goh et al., 2020).

Some limitations that existed in this review need to be addressed. For example, although the citation snowballing method was applied to identify relevant studies in the reference list of all eligible articles, only three databases were used in this study for searching the relevant published literature, which may accidentally leave out some studies. In addition, the small sample size and relatively high risk of bias of these included studies may potentially weaken the validation of these findings.



CONCLUSIONS

In conclusion, the results of this systematic review primarily confirmed the positive effects of rTMS on the lower limb motor ability (e.g., gait and balance) of stroke patients. It was also found that 15- to 20-min course of rTMS for 2 to 3 weeks was the most common one, and 1 Hz and 10 Hz were the most commonly used low and high frequencies, respectively. These results have significant clinical applications for patients with weakened lower-limb mobility after a stroke. Research related to rTMS either on gait or balance is in a fledging period, more rigorous studies are ought to be focused on this field.
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Coordination is a multidisciplinary concept in human movement science, particularly in the field of biomechanics and motor control. However, the term is not used synonymously by researchers and has substantially different meanings depending on the studies. Therefore, it is necessary to clarify the meaning of coordination to avoid confusion. The meaning of coordination in motor control from computational and ecological perspectives has been clarified, and the meanings differed between them. However, in biomechanics, each study has defined the meaning of the term and the meanings are diverse, and no study has attempted to bring together the diversity of the meanings of the term. Therefore, the purpose of this study is to provide a summary of the different meanings of coordination across the theoretical landscape and clarify the meaning of coordination in biomechanics. We showed that in biomechanics, coordination generally means the relation between elements that act toward the achievement of a motor task, which we call biomechanical coordination. We also showed that the term coordination used in computational and ecological perspectives has two different meanings, respectively. Each one had some similarities with biomechanical coordination. The findings of this study lead to an accurate understanding of the concept of coordination, which would help researchers formulate their empirical arguments for coordination in a more transparent manner. It would allow for accurate interpretation of data and theory development. By comprehensively providing multiple perspectives on coordination, this study intends to promote coordination studies in biomechanics.

Keywords: biomechanics, conceptual analysis, coordination, motor control, performance enhancement


INTRODUCTION

Coordination is one of the central concepts in human movement science, especially in the field of biomechanics and motor control. Then, is there a common idea of coordination in these fields? Even though we believe there are more similarities than most people appreciate, there may be differences as well. Therefore, this study will focus on the denotation and connotation of coordination in these fields.

Biomechanics is a field that aims to identify the function of elements (e.g., muscles, joint movements) involved in achieving motor tasks. This identification is expected to provide information on improving movement and making it safer. However, because the musculoskeletal system is highly interconnected and integrated, it is almost impossible to identify the function of each element in isolation during a whole-body movement. Therefore, coordination between elements should be taken into account (Winter, 2009). In recent years, there has been a growing interest in coordination, as seen by the addition of a chapter regarding coordination in a well-known textbook on biomechanics, which was not included in the first edition (Winter, 2009; Robertson et al., 2013).

In terms of coordination, one central question in motor control is how a large number of degrees of freedom in the human body become organized (Bernstein, 1967). The human body has ~300 joints and 800 muscles, which combined bring about changes in the overall movement of the body. For the production of a successful movement, it is believed that the different degrees of freedom at each spatiotemporal scale should be coordinated. This issue has been examined from multiple perspectives in motor control, the most typical of which are computational and ecological perspectives (Bruton and O'dwyer, 2018; Profeta and Turvey, 2018). The computational perspective is a branch of motor control that views the brain as a computational machine and attempts to understand how the central nervous system (CNS) processes information to move the body. The researchers in a computational perspective conclude that a large number of degrees of freedom are coordinated by the control of the CNS (d'Avella and Bizzi, 1998; Saltiel et al., 2001; d'Avella et al., 2003). The ecological perspective is a branch of motor control that attempts to understand human movement through the interaction between the human body and its surrounding environment, situation, and context, without giving the CNS a privileged status. The researchers in the ecological perspective conclude that coordination takes place without intervention by an external directing control, such as the CNS (Kugler et al., 1980; Turvey, 1990, 2007); thus, the coordination between a large number of degrees of freedom is not pre-designed but emerges spontaneously.

It turns out that the term coordination has been examined in a variety of contexts. Such a term tends to be often not used synonymously and has different meanings because the meaning of a concept is context-dependent. Using ambiguously defined terms may lead to communicative conflicts and misunderstandings. Therefore, clarification of the meaning of terms is necessary to avoid confusion. Previous studies clarified the meaning of coordination in motor control in terms of computational and ecological perspectives and indicated that the meanings differed between them (Bruton and O'dwyer, 2018; Profeta and Turvey, 2018). However, in biomechanics, each study has defined the meaning of the term and the meanings are diverse, but no study has attempted to bring together the diversity of meanings of the term. Therefore, the meaning of coordination in biomechanics remains ambiguous and it may prevent the progress of coordination studies in biomechanics.

The purpose of this study is to provide a summary of the different meanings of coordination across the theoretical landscape and clarify the meaning of coordination in biomechanics. Through this, we intend to establish a biomechanical perspective on coordination. In the present study, we emphasize coordination in terms of biomechanics, but we believe that this study has implications for various other related fields. Although coordination has been studied in various fields, researchers in different fields are not yet aware of each other's work. Therefore, this study will focus on summarizing the basic findings commonly shared in each field rather than summarizing the latest findings. We thought that we should first summarize the basic findings of each field and then combine these findings in order to help researchers in the various fields. We hope to enhance our understanding of each other's work and suggest useful directions for future progress.

The remaining of this paper consists of five sections. Section Meaning of coordination in biomechanics deals with coordination in biomechanics. Section Meaning of coordination in motor control relates to the coordination used in motor control, particularly from computational and ecological perspectives. Section Comparison across fields focuses on the similarities and differences in the meaning of coordination between biomechanical and computational perspectives, and biomechanical and ecological perspectives. Section Some topics to be discussed presents some topics for further study regarding coordination in biomechanics. Finally, Section Conclusion provides the significance of this study.



MEANING OF COORDINATION IN BIOMECHANICS

The term coordination is not used synonymously and has substantially different meanings in biomechanics. There are at least two different meanings of coordination. One views coordination as the relation between elements to achieve a common task goal. The other views coordination as an interrelation of multiple elements and does not explicitly include acting toward a common goal. In this section, we discuss the different meanings of coordination in more detail.


Functional Relationships for the Achievement of a Motor Task

The most prominent definition of coordination relates to the functional relationships between elements for the achievement of a motor task. Zatsiorsky and Prilutsky (2012) defined muscle coordination as the distribution of muscle activation or force among individual muscles to produce a given motor task. Winter (2009) used the term synergy rather than coordination and defined synergy as elements collaborating toward a common goal. Zajac et al. (2002) also defined the term synergy as co-acting elements to achieve a task goal that is unobtainable by one element alone. These definitions commonly imply that coordination or synergy means the relation between elements to achieve a motor task, called biomechanical coordination in this study.

To form an image, the meaning of biomechanical coordination is illustrated using quiet standing with both legs. In quiet standing, the center of mass (COM) should be kept within the base of support to maintain posture (Shumway-Cook and Horak, 1986; Kuo, 1995; Hof et al., 2005). In other words, keeping the COM within the base of support is a functional requirement to maintain quiet standing. Here, for the sake of simplicity, we focus only on the position of the COM in the left-right direction. Using two force platforms and performing inverse dynamics, it was found that the position of the COM was controlled by the left and right hip abductor/adductor moments (Winter et al., 1996). Furthermore, the left and right hip abductor/adductor moments were exactly equal in magnitude and 180° out of phase (Winter et al., 1996). These results indicated that an increased abductor moment on one side was accompanied by decreased abductor moments on the contralateral side (Figure 1). The relationship between these moments led to a stable left-right balance and quiet standing was maintained. It can, thus, be concluded that these moments were coordinated.


[image: Figure 1]
FIGURE 1. Postural stability in the left-right direction during quiet standing. Keeping the center of mass (COM) within the base of support is a functional requirement to maintain quiet standing. The functional requirement is met by the coordination of the left and right hip abductors/adductors moments. When the COM is located at the left end of the base of support, the right abductor moment increases and the left abductor moment decreases. Also, when the COM is located at the right end of the base of support, the left abductor moment increases and the right abductor moment decreases. This relationship between the moments allows the COM to be kept within the base of support.


As the definition suggests, biomechanical coordination has a fairly inclusive meaning. Therefore, several terms are similar to biomechanical coordination: “cooperation,” “collaboration,” and “compensation.” These terms, of course, have broader meanings. For instance, cooperation usually implies association for common benefit; collaboration often connotes working together to achieve something; compensation usually implies the correction of loss. Although these words have their own connotations, an important part of each involves the relation between elements to achieve a common goal. It is sometimes useful to consider all these terms as different forms of biomechanical coordination.

To identify biomechanical coordination, at least the following two factors should be met, as also noted by Latash and Zatsiorsky (2015). First, the elements must be related rather than independent, i.e., the elements have to do something together. Second, the related elements act toward meeting the functional requirements. Even if elements are related, they are not coordinated if they do not act toward meeting the functional requirements. Also, even if each element acts toward meeting the functional requirements, they are not coordinated if they are not related.



Interrelation of Multiple Elements

Human body segments are mechanically linked by joints; therefore, the motion of one segment can be affected by the motion of other segments. Thus, it has been suggested that biomechanical analysis should consider the interrelation between segments rather than looking only at the kinematics of a single joint (Glazier and Robins, 2012; Glazier, 2017). Several studies have examined coupling, which provides a measure of the relative timing and magnitude of the motion between segments or joints (Heiderscheit et al., 2002; Ferber et al., 2005; Wilson et al., 2008). Coupling is used when, for example, the hip joint flexes or extends simultaneously with knee flexion or extension, referred to as hip-knee joint coupling. It is quantitatively evaluated by vector coding and relative phase analysis (Wheat and Glazier, 2006). Some studies refer to the interrelation of multiple elements as coordination, which is synonymous with coupling (Tepavac and Field-Fote, 2001; Abbasi et al., 2020; Acasio et al., 2021). However, coupling is different from biomechanical coordination. The fundamental difference is whether it includes meeting functional requirements. Coupling does not explicitly include meeting functional requirements and, therefore, may be irrelevant with regards to the achievement of a motor task.

Some studies used the term coordination to refer to muscle activation pattern (Prilutsky and Gregor, 2000; Larivière and Arsenault, 2008; Donath et al., 2015). The muscle activation pattern is defined as the repeated or regular way in which the muscle activates during a movement. Donath et al. (2015) examined the effects of aging and intense exercise on muscle activation patterns. Importantly, as with coupling, the muscle activation pattern does not explicitly include meeting functional requirements. In other words, patterned muscle activity does not necessarily act toward meeting functional requirements. However, confusingly, there are cases where the patterned muscle activity acts toward meeting the functional requirements. For example, during pedaling, the plantar flexors (gastrocnemius and soleus) and dorsiflexor (tibialis anterior) muscles show simultaneous activation, resulting in ankle stabilization (Raasch and Zajac, 1999; So et al., 2005). This stabilization increases the efficiency of energy transfer to the pedal and leads to pedal acceleration, which is a functional requirement of pedaling. Therefore, the relation between the plantar flexors and the dorsiflexor is interpreted as coordinating to meet the functional requirement of accelerating the pedal. Here, it is important to distinguish between the fact that the muscles show patterned activation and the fact that these muscles act toward meeting the functional requirements. This distinction avoids confusion between muscle activation patterns and biomechanical coordination.



Bottom Line

When one term has multiple meanings, it can become confusing as in the case of coordination. We aimed to eliminate this confusion by clarifying the meaning of coordination in biomechanics. This required a conceptual analysis, which revealed that the coordination had at least two different meanings. The first refers to multiple elements related to achieving a common purpose, often referred to as synergy. The second refers to the interrelated elements. The former and the latter are distinctly different; the former requires that the interrelated elements act to meet functional requirements, while the latter does not. We believe that the careful application of this kind of analysis is relevant for the eradication of misunderstandings.




MEANING OF COORDINATION IN MOTOR CONTROL


Computational Perspective


Coordination Related to Removing Redundancy

It is widely acknowledged that the human body has a greater number of degrees of freedom than necessary to successfully perform motor tasks (Bernstein, 1967). For example, for reaching a target in the two-dimensional space, the number of arm joint rotations is typically three (shoulder, elbow, and wrist joints). Thus, the position of the hand is determined by the combination of the three joint angles. However, the position of the hand is a single point in the two-dimensional space. Thus, there is not just one, but an infinite number of combinations of joint angles to determine the position of the hand. It is believed that the CNS is always faced with the problem of choosing a certain combination from an infinite number of possibilities (Franklin and Wolpert, 2011). This is known as the motor redundancy problem (Bernstein, 1967). When the brain is viewed as a computational machine, the need to instantly determine a certain combination from an infinite number of possibilities indicates that the CNS is required to perform an enormous amount of computation. The question of how the CNS deals with this problem has attracted the interest of researchers.

The CNS is believed to address the problem by adopting a strategy to reduce the enormous amount of computation. The CNS does not control muscles individually but rather controls them via synergy which is a neural module that activates multiple muscles simultaneously (Saltiel et al., 2001; d'Avella et al., 2003; Chiovetto et al., 2013; Kuppuswamy and Harris, 2014) (Figure 2). One muscle can be part of multiple muscle synergies and one synergy can activate multiple muscles. This control strategy allows the CNS to reduce the number of degrees of freedom requiring control, thereby reducing the amount of computation. Then, the CNS can instantly determine a certain combination even in an infinite number of possibilities. In this context, the terms synergy and coordination have often been used synonymously (Bizzi et al., 2008; d'Avella and Lacquaniti, 2013).


[image: Figure 2]
FIGURE 2. The concept of the muscle synergy hypothesis. Because the human body has a greater number of degrees of freedom to successfully perform the motor task, it is believed that the central nervus system (CNS) is always faced with the problem of choosing a certain combination from an infinite number of possibilities. It implies that the CNS needs to perform a large amount of computation. To address this problem, CNS is believed to adopt a control strategy that reduces the number of degrees of freedom requiring control, i.e., the muscle synergy hypothesis. The muscle synergy hypothesis is based on the assumption that the CNS controls synergies composed of multiple muscles, rather than individual muscles separately. With this control strategy, the CNS may be less computationally demanding than when controlling individual muscles.


The presence of synergy is shown using measured experimental data. A method for identifying synergy has been used to measure electromyographic signals of a large number of muscles and applies matrix factorization techniques (Tresch et al., 1999, 2006; d'Avella et al., 2003, 2006; Hart and Giszter, 2004; Ivanenko et al., 2004; Ting and Macpherson, 2005; Tresch and Jarc, 2009; Cheung et al., 2012). Ivanenko et al. (2004) demonstrated that the muscle activation of 12–16 ipsilateral leg and trunk muscles could be reduced to five basic independent components during walking. Additionally, d'Avella et al. (2006) identified four or five synergies in up to 19 arm muscles' activities in pointing movements. These studies concluded that muscle activation patterns were captured by a small number of time-varying synergies, suggesting that the CNS exploited this low dimensionality to simplify control.

Some researchers argue that muscle synergy reflects the basic aspects of muscle activation, but this argument has been criticized because there is a lack of direct evidence for the neural implementation of muscle synergy in the CNS (Hart and Giszter, 2010; Overduin et al., 2012; Cheung and Seki, 2021). This criticism suggests that muscle synergy is likely an artifact that relies on certain assumptions employed by the algorithm for separating the activations of the synergy. However, recent electrophysiological experiments have provided evidence that the activations of muscle synergy are expressions of neural activity (Hart and Giszter, 2010; Yakovenko et al., 2011; Overduin et al., 2012; Takei et al., 2017; Yaron et al., 2020). During voluntary hand movements, the muscle fields of premotor interneurons in the primate cervical spinal cord were not uniformly distributed across the hand muscles but rather distributed as clusters corresponding to muscle synergy. Using frog spinal cords, Hart and Giszter (2010) demonstrated that premotor interneurons have divergent output projections to motoneurons of muscles that match the muscle synergies identified from the electromyography of motor behaviors. These findings directly support the idea that muscle synergy is not an artifact but reflects the basic aspects of muscle activation.



Breaking Away From the View of Coordination as a Relation That Eliminates Redundancy

A different definition of synergy (often referred to as coordination) was provided at the end of the last century (Gelfand and Latash, 1998) and was later sophisticated by Latash and colleagues (Latash et al., 2007; Latash, 2012). They deviated from the view of synergy as a relation between elements to solve the computational problem on the CNS. Latash and colleagues described synergy as not related to a reduction of the amount of computation in the CNS. According to this view, it is assumed that the CNS does not produce a single optimal solution but provides families of combinations between elements that can achieve the motor task with acceptable accuracy. If the CNS determines a single solution from an infinite number of possibilities, an enormous amount of computation is required. Therefore, it is natural to assume that CNS will reduce the amount of computation. However, if the CNS provides a family of combinations that can achieve the motor task, the amount of computation required would be reduced. Therefore, there will be no need to eliminate the extra degrees of freedom. Latash and colleagues argue that having extra degrees of freedom than necessary means abundance, not redundancy (Latash et al., 2002; Gera et al., 2010; Latash, 2018). This abundance leads to multiple variations of the combinations between elements to achieve the motor task and is believed to allow for the flexibility to deal with unexpected perturbations applied to one or a few of the elements.

Latash and colleagues believe that the CNS does not strictly control individual joint movements, but focuses on control that minimizes variability in the outcome of motor tasks (in the case of a reaching task, the position of the hand). The CNS does not specify a precise pattern of joint movement that would lead to the desired outcome of motor tasks, but rather organizes the movement such that, if a certain joint movement introduces an error into the desired outcome, other joint movements compensate to minimize the original error. They defined the term synergy as a neural organization that ensures task-specific covariation of elements to contribute to the achievement of a motor task.

Synergy has often been examined by uncontrolled manifold (UCM) analysis (Scholz and Schöner, 1999; Scholz et al., 2000; Latash et al., 2001; Domkin et al., 2002, 2005; Krishnamoorthy et al., 2003; Tseng et al., 2003; Yang and Scholz, 2005) (Figure 3). This analysis determined the solution space of the motor task, which is a subspace related to achieving the motor task in the state space. The solution space is referred to as the uncontrolled manifold. The variables in the state-space can be divided into two orthogonal components. One component lies parallel to the solution manifold (||UCM), indicating that it does not deviate from the solution space. The other component lies perpendicular to the solution manifold (⊥UCM) and represents the configuration of variables away from the solution space. If the variability of ||UCM is higher than that of ⊥UCM when the same motor task is repeated, the variables are co-varied to achieve the motor task. In the study of Scholz et al. (2000), for instance, participants performed shooting with a laser pistol at a target. As a result, the seven joint angles of the arms co-varied to keep the orientation of the gun relative to the target invariant.


[image: Figure 3]
FIGURE 3. Overview of uncontrolled manifold (UCM) analysis in multidimensional space during reaching task. The state space is spanned by three variables (joint angles: θ1, θ2, θ3). The blue nonlinear line shows the solution manifold, the set of variables that achieve the task result with zero error. In a repetition of reaching task, the UCM analysis decomposed the variables of each trial (θi_trial) into two components around the average (θ). One component lies parallel to the solution manifold (ε||) and the other component lies perpendicular to the solution space (ε⊥).


The UCM analysis is supposed to reflect a control hypothesis, i.e., the CNS controls variables that affect the achievement of a task (⊥UCM) and relatively does not control variables that do not affect the achievement of a task (|| UCM). In other words, the CNS selectively controls the variables that are not along the direction to the UCM. The presence of this control strategy has also been supported theoretically (Todorov and Jordan, 2002; Todorov, 2004; Diedrichsen, 2007; Liu and Todorov, 2007); the optimal feedback control model proposed by Todorov and Jordan (2002) does not act to correct movements in directions that have no bearing on the achievement of the motor task. The result is thought to suggest that the emergence of coordination reflects the operation of the control laws.




Ecological Perspective


Self-Organized Coordination

Like the computational perspective, one of the most prominent issues in the ecological perspective is how the human body organizes the extra degree of freedom (Kay, 1988; Turvey, 1990; Van Emmerik et al., 2004). Coordination between elements may address this issue. This was first realized by Bernstein (1967), who believed that overcoming redundant degrees of freedom was the core of motor control. According to Bernstein, coordination was the reduction of a large number of degrees of freedom involved in a particular movement to a small number of variables. In the computational perspective, coordination is sometimes defined as the relation between elements that reduce the number of degrees of freedom controlled by the CNS. However, in the ecological perspective, the term coordination is defined differently than in the computational perspective. The coordination defined in the ecological perspective removes the need to consider the CNS even though it is associated with a reduction in the number of degrees of freedom (Vereijken et al., 1992; Turvey, 2007). The coordination between elements is not pre-programmed in the CNS but is a temporary functional grouping of elements that emerges without input from a controller via self-organizing processes. In this study, such coordination is called self-organized coordination. Self-organization is a process in which the order emerges solely from the interactions between elements and their surrounding environment, situation, and context (Haken, 2006). These interactions are performed without any external control.

Self-organized coordination has been investigated using periodic movements. The experimental window into self-organized coordination was a paradigm introduced by Kelso et al. (1981), Kelso (1984). Kelso's original experiments dealt with rhythmical finger movement in a transverse plane (i.e., abduction/adduction) and required participants to oscillate their index fingers to the frequency of a metronome in one of two patterns, in-phase or anti-phase. In the in-phase pattern, both fingers move symmetrically (i.e., homologous muscle groups contracting simultaneously). In the anti-phase pattern, both fingers move asymmetry (i.e., homologous muscle groups contracting in an alternating fashion). These experiments showed that when participants began to oscillate their index fingers in the anti-phase pattern and the frequency of the metronome was gradually increased, the phase pattern became unstable and, at a critical frequency, suddenly changed to an in-phase pattern (Figure 4). These results are also supported by a theoretical model, the Haken-Kelso-Bunz (HKB) model (Haken et al., 1985). The experimental and model-based analyses showed the following two main findings. First, a single parameter, frequency, could manipulate the phase transition generated by the two-finger movement. Second, the instability or variability of the phase pattern promoted the spontaneous phase transition. This implies that the variability may be informative, not meaningless.


[image: Figure 4]
FIGURE 4. Phase transition during a rhythmical finger movement task. The experiment required participants to oscillate their index fingers to the frequency of the metronome in either in-phase or anti-phase. The participants oscillate their index fingers in the anti-phase pattern at a low frequency, and as the frequency was gradually increased, the phase pattern switches to an in-phase pattern at a certain critical frequency. This switching of the phase pattern is called a phase transition.




Coordination as a Correction of the Deviations in Elements

Insights gained from the ecological perspective have been successfully applied to a variety of fields. In particular, they have influenced the way that scientists view movement variability during repetition of a motor task (Hamill et al., 1999; Davids et al., 2003; Bartlett et al., 2007; Stergiou and Decker, 2011; Preatoni et al., 2013). According to traditional theory, movement variability was thought to be due to noise in the CNS. Thus, it was suggested that movement variability may emerge as an unwanted source of error that should be eliminated or reduced (Fitts, 1954; Schmidt et al., 1979; Harris and Wolpert, 1998; Van Beers et al., 2002). However, today, it is thought that movement variability does not only include an unwanted source of error (Müller and Sternad, 2003, 2004, 2009; Cohen and Sternad, 2009; Sternad, 2018). For example, in the reaching movement, the joint angles are slightly different in every trial. Despite this, the hand reaches the desired position and the reaching task is successful in every trial. It can therefore be expected that the joint angles are related such that the deviations in joint angles are canceled out, leading to a relatively invariant final hand position (Müller and Sternad, 2003). This relation between joint angles is sometimes termed coordination. Coordination means a relation that is beneficial to the achievement of a motor task and it differs from self-organized coordination.

The presence of the coordination was first suggested by Bernstein's observation of hammering on an anvil (Bernstein, 1967). The participants were fully trained and had repeated the same movements hundreds of times a day for years. Nevertheless, he noticed that variability in the trajectory of the hammer tip in a series of strikes was smaller than the variability of the individual joint movements of the subject's arm holding the hammer; a famous phrase to describe this is “repetition without repetition.” Therefore, he suggested that the joints were not acting independently, but functionally linked to correct each other's errors. However, this was only suggestive and not conclusive. The variability in the spatial position of the tip of the hammer cannot be compared to the degree of reproducibility of the joint angle because these variables have different units. One way to solve this problem is covariation by randomization (CR) analysis (Kudo et al., 2000; Müller and Sternad, 2003, 2004; Verrel et al., 2010, 2012a,b) (Figure 5). CR analysis assesses coordination among joint angles by comparing the outcome of performance (e.g., the trajectory of the tip of the hammer) between the original and decorrelated data in a repetitive motor task. Decorrelated data are produced by randomly reordering joint angles across trials, thereby removing all possible correlations among them. Then, the decorrelated data are substituted into a forward dynamics model to determine the variability of the performance outcome. Thus, coordination is present when the variability of the performance outcome is higher for the decorrelated data than for the original data.


[image: Figure 5]
FIGURE 5. Illustration of the covariation by randomization (CR) analysis. All variables are randomly shuffled across trials to produce decorrelated data. This procedure allows for removing any correlation between variables within a trial. The decorrelated data are substituted into a forward dynamics model to determine the performance outcome and the standard deviation (SD) after the random shuffle (SDshuf). If SDshuf is higher than the variability of the performance outcome for the original data (SDactu), the coordination between variables is present to reduce the variability of the performance outcome.






COMPARISON ACROSS FIELDS


Biomechanics—Computational Perspective

Biomechanical coordination is the relation between elements that act toward meeting functional requirements and is examined to identify the function of elements involved in a particular movement (Table 1). On the other hand, coordination in the computational perspective sometimes means the relation between elements that reduce the number of degrees of freedom to solve a computational problem on the CNS and is examined to understand the control mechanism of the CNS (Table 1). Coordination was found to have different meanings. The finding leads to insights that biomechanical coordination is not necessarily related to reducing the CNS computation. For example, left and right hip abductor/adductor moments are coordinated to maintain a quiet standing, but this is not necessarily related to the reduction in the CNS computation. There may be cases where biomechanical coordination results in the reduction of the CNS computation, but that is not always the case.


Table 1. Meaning of coordination in each field.

[image: Table 1]

The meaning of coordination and the aim of studying coordination differ between biomechanics and motor control from the computational perspective, but it does not mean that these two fields are unrelated. Understanding the control mechanisms of the CNS, the aim of the computational perspective study, requires taking into account the biomechanics of the musculoskeletal system (Tytell et al., 2011). This is because there is no one-to-one correspondence between a neural command and the resulting movement (Zatsiorsky and Prilutsky, 2012). Even if the same neural command is input, the output movement differs depending on the current state of the musculoskeletal system (e.g., current joint angles and corresponding muscle moment arms, muscle lengths, and velocities). In addition, the state of the musculoskeletal system is physically determined by the behavior of neural circuits. These facts show that human movement is generated by the interaction between the behavior of neural circuits and the biomechanics of the musculoskeletal system. Thus, biomechanics and the computational perspective are closely related.

Latash and colleagues do not agree with the view that coordination is the relation between elements to reduce the number of degrees of freedom. Instead, they view coordination as a neural organization that ensures task-specific covariation of elements that contribute to the achievement of the motor task (Table 1). Such a covariation that contributes to the achievement of the motor task appears to be similar to biomechanical coordination. It may be the reason why UCM analysis is used not only in motor control but also in biomechanical studies (Verhoeven and Newell, 2016; Iino et al., 2017; Tokuda et al., 2018; Möhler et al., 2019, 2020). Verhoeven and Newell (2016) investigated the coordination between joint movements for the success of a basketball free-throw task using UCM analysis. They revealed that successfully controlling the trial-to-trial variability of release parameters (i.e., release position, angle, and speed) along the solution manifold and the coordination of postural control between joint movements changed as a function of skill level. It should be noted that the coordination used in these kinds of studies eliminates the consideration of the control by the CNS, while coordination as presented by Latash and colleagues considers the control of CNS.



Biomechanics—Ecological Perspective

The prominent issue in the ecological perspective is how humans organize the extra degrees of freedom. The key concept for this is self-organized coordination, which is a temporary functional grouping of elements that emerges without input from a controller, such as the CNS (Table 1). Each element becomes functionally linked to behave as a task-specific unit, which reduces the number of degrees of freedom. It was found that biomechanical coordination and self-organized coordination have different meanings. This implies that even though self-organized coordination occurs between elements, it does not indicate that these elements act toward achieving a motor task. This can be explained using the rhythmical finger movement in a transverse plane example. This task required participants to oscillate their index fingers in anti-phase at the same frequency as a metronome. However, as the frequency of the metronome gradually increased, phase transition occurred at a certain critical frequency. This phase transition means that the purpose of the task is not achieved. Thus, the index fingers do not behave to achieve a motor task, although it is considered self-organized coordination.

Some researchers use the term coordination to mean covariation between elements that are beneficial to the achievement of a motor task (Müller and Sternad, 2003, 2004) (Table 1). These researchers are influenced by the notion that movement variability includes not only a meaningless but also a functional component. However, in the past, biomechanics researchers did not tend to consider movement variability as an important topic worthy of research attention (Glazier et al., 2006). This idea was derived from an implicit assumption commonly held by biomechanics researchers, namely that human movements were highly consistent when the same motor task was repeated (Glazier et al., 2006; Bartlett et al., 2007). Therefore, trial-to-trial variability was typically deemed to have negligible practical significance. However, even elite athletes show a certain amount of variability in movements (Davids et al., 2003), thus, this assumption is not valid. The trial-to-trial movement variability is not negligible, but rather noteworthy. Currently, the ecological perspective has been incorporated into biomechanics and it is accepted that variability has a functional component.

Since the idea of ecological perspective has been incorporated into biomechanics, the methods used in ecological perspective could be applied to biomechanics. However, simply applying the methods would be insufficient. Biomechanics researchers are interested in determining certain elements related to the achievement of a motor task (Lees, 1999); for this, the relation between the outcome of a performance (e.g., ball location, speed, etc. in throwing) and the individual elements (e.g. joint angle, angular velocity, etc.) are often examined (Chow and Mindock, 1999; Hughes and Bartlett, 2002; Chow and Knudson, 2011). Therefore, in biomechanics, it is valuable to examine which joint movements are coordinated for the achievement of a motor task. This cannot be addressed by simply using the methods employed in the ecological perspective, such as CR analysis. This is because CR analysis only shows the presence or absence of coordination to achieve the motor task and thus, does not provide information regarding which elements are coordinated. Applying methods from other related fields to biomechanics may require improvements of the methods to increase suitability for biomechanics (Kimura et al., 2021).




SOME TOPICS TO BE DISCUSSED

Coordination is a growing interest in the field of biomechanics. This may be due to the idea that coordination is a fundamental concept for understanding what we perceive as the most basic of movements, such as locomotion, as well as complex movements in sports situations. In this study, we reviewed the main aspects of coordination in various fields and tried to clarify what coordination is in biomechanics. In this section, we present some topics to further promote coordination studies in biomechanics.


Analytical Methods and Results Interpretation

Many methods have emerged to quantitatively evaluate coordination. UCM, principal component analysis (PCA) (Borghese et al., 1996; Bianchi et al., 1998; Ivanenko et al., 2007, 2008), CR, and relative phase (RP) analysis (Jeka et al., 1993; Kelso et al., 2001; Mechsner et al., 2001) are commonly used in motor control studies. Some of these methods are used in biomechanics. Worth mentioning is that the interpretation of the results differs depending on the study, even though the same method is used. Some studies interpreted the results obtained from UCM analysis as the CNS controlling variables that affect task achievement (⊥UCM) and relatively not controlling variables that do not affect task achievement (|| UCM) (Scholz and Schöner, 1999; Scholz et al., 2000; Latash et al., 2002; Tseng et al., 2003; Domkin et al., 2005; Schöner and Scholz, 2007). Scholz and Schöner (1999) concluded that, for the task of sit-to-stand, CNS predominantly controlled the position of the center of mass rather than the hand or head. Whereas, other studies interpreted that the results obtained from the UCM analysis indicated that the variables were related to achieving the motor task (Iino et al., 2017; Möhler et al., 2019; DiCesare et al., 2020). Iino et al. (2017) concluded that, for table tennis, the joint angles are related such that deviations in joint angles are canceled out to stabilize the racket angles at ball impact. The difference between these interpretations is whether the studies intended to understand the control of the CNS. The latter interpretation did not aim to understand the control of the CNS and therefore did not discuss the CNS even though they used UCM analysis. Failure to understand the differences in interpretation of results may lead to misunderstanding within the literature. Therefore, it is necessary to clarify not only the meaning of the concepts but also how to interpret the results.



Links Between Biomechanics and Other Fields

Empirical examinations in biomechanics have focused on the analysis of elements that are related to the performance outcome (Chow and Mindock, 1999; Hughes and Bartlett, 2002; Chow and Knudson, 2011). These examinations enable coaches to know which elements to focus on (Chow and Knudson, 2011). As Glazier indicated, it is not enough for the biomechanical examination to analyze the correlations between performance outcomes and individual elements, but it is also necessary to analyze how the performance outcomes are produced by considering the interrelation between variables (Glazier and Robins, 2012; Glazier, 2017). However, biomechanical research has rarely considered interrelations and tends to describe what happens without explaining how performance outcomes are produced (McGarry, 2009; Glazier and Robins, 2012). These indications imply the importance of considering coordination in biomechanics. Indeed, while coaching focuses on a single part of the body, coaches know that changing the movement of one part affects the movement of other parts of the body. Therefore, to gain insights with practical implications, it is necessary to understand the fundamental relationship between a single focal movement and its relation to other movements.

The approach of focusing on interrelation is the main feature of network science (Newman, 2010). Network science is a field that studies networks of physical and biological phenomena, using methods including graph theory from mathematics and statistical mechanics from physics. In recent years, the theories and methods of network science have been applied not only to physics and biology but also to clinical biomechanics (Murphy et al., 2018). Murphy et al. (2018) viewed the musculoskeletal system as a network structure, composed of bones and the muscles that link them, and examined the clinical connections between structure and muscle injury. When a certain muscle is injured, other muscles may also be injured via compensatory mechanisms of the body (Colné and Thoumie, 2006). The effect of a certain muscle injury on the whole musculoskeletal system depends on how interconnections of the musculoskeletal system are structured. Therefore, it is believed that understanding these interconnections will help us to know which muscles are most at risk of secondary injury due to compensatory changes caused by focal injuries, thereby informing a more comprehensive approach to rehabilitation. In the future, it will be useful to explore the applicability of network science not only to clinical biomechanics but also to biomechanics with the aim of performance enhancement.




CONCLUSION

Even though the term coordination has different meanings, few studies have summarized these meanings as we have. Therefore, it appears that the meaning of coordination has not been accurately understood. The present analysis of this study is not complete because it does not cover all of the literature, but we believe that it has organized the various theoretical standpoints on coordination and contributed to a more accurate understanding of coordination.

By mapping out several ideas regarding coordination, we hope that researchers will be able to make a conscious commitment to theoretical standpoints. Above all, we hope that this study will help researchers formulate their empirical arguments for coordination in a more transparent manner to improve the discussion. An inaccurate understanding of a concept may lead to errors in the interpretation of data and theory development. Finally, this study may help promote coordination studies in biomechanics.
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from baseline (FMBW, RN + 25% and FM + 25% conditions only); + = Maintained optimal complexity classification (FMBW and RN + 25% conditions only).





OPS/images/fbioe-08-582219/fbioe-08-582219-t002.jpg
Run Forced marching

Variable BW +25% +45% BW +25% +45%

SL 1.52+£0.20 1.48 £0.17 1.38+£0.15 1.70£0.14 1.63+£0.13 1.64 £0.12
St 0.74 4+ 0.04 0.756 + 0.03 0.74 4+ 0.04 0.84 +0.05 0.82 4+ 0.05 0.83 £0.07
RV 1.41+£0.33 127 £0.18 114 £0.17 1.69 £ 0.40 1.47 £0.37 1.42 £0.23
31 (V) 1.13 £ 0.09 1.10 £ 0.06 1.06 £0.07 1.20+0.08 1.156+£0.09 1.156 £ 0.06
3p (V) 0.83+0.13 0.88 £0.08 0.94 4+ 0.08 0.74 4+ 0.13 0.81+0.13 0.82 4+ 0.09
37 () 0.91+0.29 0.55 4 0.41 0.35 4 0.51 0.57 £0.38 0.43 £0.40 0.09 £0.38
3p (o) 0.68 + 0.22 0.39 &+ 0.30 —0.01 £ 0.51 0.214+0.43 0.11 4+ 0.40 —0.21 £ 0.36

S| = Stride Length (meters); St = Stride Time (seconds). RV = Relative Variability (od1/08p). 81 (V) = Tangential variability; 3p (V) = Perpendicular variability. 81 (o) = Tangential
coordinate scaling exponent; 3p (o) = Perpendicular coordinate scaling exponent. BW = Body Weight (no additional load).
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Run

Forced marching

Variable BW +25% +45% BW +25% +45%
ST ()] 0.88 4+ 0.31 0.63 +£0.26 0.27 +£0.68 0.49 + 0.42 0.27 + 0.46 —0.07 +£ 0.55
St (o) 1.04 +£ 0.50 1.09 £ 1.02 0.154+0.54 0.29 £ 0.62 0.04 £0.53 —0.34 £0.59
‘o S 4 2 4 3 0

St 6 1 2 1 1 0
‘'S’ S 4 7 9 7 8 11

St 2 6 9 9 10 11
T S 1 0 0 0 0 0

St 3 4 0 1 0 0

S| = Stride Length; St = Stride Time. a = alpha coefficient derived from detrended fluctuation analysis. White Noise = 0.5 (‘Suboptimal self-organization’ ['S’] represented
as < 0.75). Pink Noise = 1 (‘Optimal self-organization’ [‘O’] represented as 0.75 — 1.30). Brown Noise = 1.5 (‘Impaired self-organization’ ['I'] represented as > 1.30).
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Participant Age Height Weight TSI2 AIS®  Intervention

(Year) (cm) (kg) (Months) (h)
SCl 34 180.3 66.4 19 A 61 (ES-alone)
51 (ST + ES)

AB 25 185.0 76.4 = = -

aTime since injury. ®American Spinal Injury Association Impairment Scale from
The International Standards for Neurological Classification of Spinal Cord Injury
(ISNCSCI) (Marino et al., 2008; Schuld et al., 2016).
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1st min 5th min 10th min 1st min 5th min 10th min 1st min 5th min 10th min

BURST DURATION (%GC) GM 12+7 13+6 10+6 Bk 6+3 8+4 9+7 17+6 14+£7
BF 42 +£ 11 29+9 42 +12 34 +£10 26 £17 34 £+ 11 34+7 25+8 12+6

RF 70+9 62 +9 52+ 14 40+9 50 + 11 36+9 28+7 31+7 20+8

VL 62 + 11 39+7 30+ 12 28+9 29 + 11 15+7 3B8+7 31+7 26+7

TA 60 + 15 40+9 46+ 13 57 +9 45 +£10 36+ 10 42 +8 42 £ 11 20+ 10

GN T4+7 64 +7 45+7 14 +£8 22 +£10 25+ 10 60+ 7 68 + 11 51+8

S 64+8 58 +7 66 +9 82 £ 11 85+ 10 63 + 10 48 +6 68 + 14 43+6

SES 556+ 17 74 +£19 74 +£15 65+ 18 60 £17 76+ 19 58 + 18 55+ 14 70+ 22
IES 32+ 14 kA3 73+13 85+ 10 71+16 90+ 12 69+ 13 83+ 11 75+ 13

EO 43 £ 17 62 £+ 20 75+18 73+ 16 67 + 21 91+ 14 23 + 11 16+£7 15+7
10 49 +£17 74 £ 22 74 +16 51 +19 52+18 54 £+ 23 74 +19 61+10 63 + 19
MEAN EMG (1V) GM 0.70£0.06 0.62+0.05 061+£004 0.76+004 078+£0.04 076+£0.04 078+0.06 0.71+£0.04 0.783+0.05

BF 1244+014 1.024+011 0894+0.08 1254+0.07 1.64+020 1.38+0.14 1.12+£0.16 0.88+0.08 0.82 £ 0.05
RF 335+£049 268+046 246+£052 1.88+029 202+£035 193+£031 1.156+£0.13 1.47+£029 1.36+0.19
VL 297+£0569 1.79+£043 122+£028 0.18+0.03 0.17+£0.03 0.16+£0.02 1.76+027 1.78+040 1.18+0.16
TA 217 +£0563 149+£0.13 1.16+£0.11 193+£034 127 +£0.17 1.156+£011 212+028 1.60+0.22 1.36+0.13
GN 583+0.76 4.09+033 335+£026 497 +042 329+030 324+£021 410+£052 267+029 2.09+0.18

S 6.52+£0.54 583+£046 520£078 4.54+£094 371+£068 402+044 775+£079 7.07+1.12 6.38+0.59
SES 326+032 299+060 226+0.36 37.72+6.48 26.91 £5.24 136+029 2024+0.32 1.61+023 511+1.53
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A Power bandwidth A WISCI A BBS
Central Parietal Central Parietal

A Theta 0.960 NT 0.900 NT

A Alpha 0.082 NT 0.053 NT

A Low alpha 0.147 NT 0.061 NT

A High alpha 0.052 NT 0.181 NT

A Low beta 0.263 NT 0.941 NT

A High beta 0.694 NT 0.851 NT

A Alpha/Theta 0.071 0.049* 0.095 0.043*

NT: Not tested (since it was not normally distributed); Asterisks represent p- values

smaller than 0.05.





OPS/images/fnhum-15-639773/fnhum-15-639773-g008.jpg
FCR Shorten

a = 0.05, F* =24.356

a = 0.05, F* =24.356

a = 0.05, F* = 24.356

_--- ------------

10.544

a=0.05 F*=

100
Time (ms)

™V

FCR Stretch

a = 0.05, F* = 23.597

a =0.05, F* =23.597

a = 0.05, F* = 23.597

a =0.05, F* =10.322

40 | o =0.05, F* =10.322
0 — B Sniaieiaky 7,
0 50 100 150 200
Time (ms)





OPS/images/fnhum-15-639773/fnhum-15-639773-g007.jpg
n ECU Shorten ECU Stretch
- a=0.05, F* =21.216 40 | a =0.05, F* = 22.357

40| a=0.05F*=21216 ool a =0.05, F* = 22.357

|_

40 ¢ a=0.05, F*=9.789 40 | a =0.05, F* =10.147
> > A _____A_
0= ' ' ‘ ' [ M=t ' '
40 t a =0.05, F*=21.216 40 | a = 0.05, F* = 22.357

—

*_ L
40+ a =0.05, F*=9.789 40 t a =0.05, F* =10.147

5 z

2
—
S 40t a=0.05, F*=9.789 S 40 a =0.05, F* =10.147
E 5
0 s ———————e ™
0 50 100 150 200 0 50 100 150 200

Time (ms) Time (ms)





OPS/images/fnhum-15-639773/fnhum-15-639773-g006.jpg
~—
-
c
N
©
i
=1
-

LLRa (nu)

LLRa (nu)

Instruction-Torque

[Instruction
8t —$-Y
~4-DNI
6 L
4l A
B
21 C
0 L
0 200
Torque (mNm)
Torque-Velocity
Velocity
g ||—#-50 deg/s
~—-125 deg/s
6200 deg/s
4+
=
2 i <3 C
0 L
0 200
Torque (mMNm)
Instruction-Torque
10 Instruction
8t —$-Y
~4¢—DNI
6 L
4+
A
2 B
C
O L
0 200

Torque (MNm)

FCR

Direction-Velocity

10/ Velocity
g | —#50 deg/s
—4—125 deg/s
g 6~ 200 deg/s A
T 4
.|
| |
2 L
0 L
Shorten Stretch
Direction
Direction-Velocity
10 Velocity
g | —$-50 deg/s
—+—-125 deg/s
S 200 deg/s
—
X 4
1
.|
2 |-
0 L
Shorten Stretch
Direction
Direction-Instruction
10| Instruction
8t —$-Y
~—DNI
E "
X 4
- A
2t B
C
O L
Shorten Stretch

Direction

Direction-Torque

107 Torque
gl —4-0 mNm
=200 mNm
ze A
X 4
- B
2+ BC
C
O L
Shorten Stretch
Direction
Direction-Torque
107 Torque
gl —4-0 mNm
~4-200 mNm
E ¥
CU L
o 4 A
—
2| BC
O [ g
Shorten Stretch

Direction





OPS/images/fbioe-08-574006/fbioe-08-574006-g003.jpg
A) EXAMPLE TRIAL TRACING

\ Target Action Trace (Red)

Force Trace (Green)

Target Performance Trace (Red)

e Tape on Monitor - leading edge coincident
with start of ramp (Trial Time = 3 sec)
Target Force =0 Target Force = 1.25 N Target Force =5 N * deformation
B ) Xformation‘ =0 \eformau’on‘ =~16 mm Deformation® = “64 mm “.'h'" '“".,a“
is compliant
Trial Time=1sec  Trial Time = 4 sec Trial Time = 7 sec Trial Time = 10 sec
/'A‘ /‘/:"
/ /
,’// ,'///
//‘ p 1/,_,/’5 L‘ ‘/,,: .
I
BASELINE AUTO






OPS/images/fnhum-15-637157/fnhum-15-637157-e001.jpg
J alt) x Bt + A)dt
Ja2(tdt x [ BA(tydt

A’

Ryg(A) =





OPS/images/fbioe-08-574006/fbioe-08-574006-g002.jpg
Initial rest position of
hand at start of each trial

A

Pinch apparatus placed
in front and at slight
angle (30°) of subject

)

Bléy Q. ¥ A

Subject placing digits (index
finger, thumb) at designated
locations

Subject applying
" pinch grasp force on
| apparatus to control

+

e force trace

7

Monitor display for visual
feedback of “force” trace 3
against “target” ramp ® g

)

-

D) RIGID y
SURFACE

COMPLIANT
SURFACE

-/

RIGID
SURFACE

COMPLIANT
SURFACE






OPS/images/fnhum-15-637157/fnhum-15-637157-e000.jpg





OPS/images/fbioe-08-574006/fbioe-08-574006-g001.jpg
CONTROL MODES for Grasp Task:

1)

2)
3)
4)

5)

Force trace (FT) height moved in direct
proportion (fixed gain) to applied grasp
force (‘Baseline’)

FT moved ‘Slow’-er since gain divided
by factor 1.5 from ‘Baseline’

FT moved ‘Fast’-er since gain multiplied
by factor of 1.5 from ‘Baseline’

FT was ‘Noisy’ due to addition of small
random values onto ‘Baseline’

FT was progressively under greater
‘Auto’-matic control from ‘Baseline’

PERFORMANCE =

Experimenter Settings
of Computer Program

Sound (Beep) “Consequence” after completing Grasp “Action”

Control Mode

1

Display of Force

EN
- “Intentional Binding”:
A Estiimatac With grea.ter AGI.ENCY,
for ‘Agency’ perception of time
between action and

consequence is
compressed

‘..III.II

Trace against
Target Ramp

Minimize difference (error) between  Measured Force

force trace and target ramp

Visual Feedback of Grasp Force “Actions”

T ————
Monitor
Display
4

/

SUBJECT

7

Pinch
Apparatus

Force Grasp Task >

Motor Drive of Hand Applying Force






OPS/images/fnhum-15-637157/cross.jpg
3,

i





OPS/images/fbioe-08-574006/fbioe-08-574006-e000.jpg
Total force = /12, e+ index T/ 2 index v/ b /2 b /2 b





OPS/images/fphys-12-623893/fphys-12-623893-t005a.jpg
rGF23 Osteocyte, Osteoplasts, expressed in specific 1 In unloading BONE  Inhibition of osteoblastic activity
brain areas (hypothalamus, hippocampus,
cortex and in cerebrospinal fluid)
Stimulation of osteoclast-mediated bone resorption
BRAIN  Not known if able to cross the BBB (evidence for other FGF proteins)
KO mice have impairment hippocampal cognitive functions
Not yet well known the role in brain
OPN Osteoblast J by acute exercise in weight BONE  Stimulation of bone resorption and demineralization
loss program
Negative correlation with BMD
BRAIN  Highly expressed in brain sections of PD patients
High serum level in AD patients
Regulation of reparative processes in neurodegenerative disorders
RANKL Osteoblast, immune cells | by acute exercise BONE  Stimulation of osteoclastogenesis and osteoclast function
BRAIN  Highly expressed in hypothalamus and involved in the regulation of body temperature and fever;
involvement in depressive disorders

BMPs Osteoblast (synthesis), Osteoclasts (resorption 4 acute exercise BONE  Stimulation of bone formation
dependent release from ECM)

Modulation of osteogenesis following mechanical stimulation
BRAIN  Involved in neurogenesis during embryonic phase and in adulthood

BDNF CNS, PNS, osteoblasts, and chondrocytes 4 acute exercise BONE  Beneficial effects on bone cells, in particular promotion of proliferation and differentiation of MSC
into osteoblasts

Conditional KO in brain mice develops bone defects
BRAIN  Support to synaptic plasticity, neurodevelopment, and neuronal differentiation
Reduced circulating levels in AD and PD patients

IGF-1 Osteoblasts, chondrocytes In brain both during 4 by acute exercise BONE  Stimulation of bone formation through stimulation of chondrocytes proliferation and osteoblasts
embryogenesis and in adulthood (cerebellum, differentiation
olfactory bulb, hippocampus)

J by chronic exercises Decreased serum levels with age and in patients affected by osteoporosis
BRAIN  Involvement in neurodevelopment and plasticity
Involvement in aging-associated neurodegenerative disorders
OCN, osteocalcin; LCN2, lipocalin2; Dkk1, dickkopf-related protein 1; LTR, long term potentiation; FGF23, fibroblast growth factor 23; KO, knockout; OPN, osteopontin; BMD, bone mineral density; RANKL, receptor

activator of nuclear factor kB ligand, BMPs, bone-morphogenic proteins; ECM, extracellular matrix; BDNF, brain-derived neurotrophic factor; CNS, central nervous system; PNS, peripheral nervous system; IGF-1,
insulin-like growth factor 1.
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Bone-derived
mediator

OCN

LCN2

sclerostin

DKkk1

Cells source in bone and brain

Osteoblast

Osteoblast (at least the 50% of circulating

LCN2)

Osteocyte

Osteoblast, osteocyte

Exercise-related
modifications

4 Circulating levels by aerobic
exercises (mice and human)

4 ucOC by endurance
non-weight bearing activities

4 cOC by endurance weight
bearing/impact activities

J by physical exercises

4 by bed resting

J by mechanical loading

4 by bed resting/immobilization

J by chronic exercise (serum
levels)

Main actions

BONE

BRAIN

BONE

BRAIN

BONE

BRAIN

BONE

BRAIN

cOCN binds to hydroxyapatite in bone ECM and regulates mineralization

Marker of bone formation

Mouse

Able to cross the BBB

Regulation of neurotransmitters synthesis in different brain areas
Necessary for both brain development and functioning

Regulation of learning, memory, and cognitive functions

Human

Correlation between plasma level of OCN and global cognition in women
Low level of OCN correlates with brain microstructural changes

The OCN form active in human brain is unknown

Promotion of osteoclastogenesis

Inverse correlation between LCN2 and BMD, in women

Mouse

Able to cross the BBB

Act on hypothalamic MC4R to regulate appetite response

Increased during metabolic inflammation and acts on hippocampus to modulate inflammation

Inhibition of osteoblastogenesis through inhibition of Wnt/g-catenin pathway and stimulation of
RANKL release

Potential regulation of neuronal function, through Wnt/B-catenin, possibly in neurodegenerative
diseases

Not known if able to cross the BBB
Inhibition of osteoblastogenesis through inhibition of Wnt/g-catenin pathway

Mouse

Upregulated in transgenic AD mice

Contributes to impairment in LTP, learning and memory

Human

Upregulated in AD patients

Circulating DKk inversely correlates with cognitive performances in elderly women
Not known if able to cross the BBB
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FSE FEP N D RI rest Vimax
Rest: high vs. low rigidity —1.25 1.31 1.27 141 -0.87 1.68 1.67
A Rest-activated: entire sample -0.85 0.22 0.20 -0.10 —0.41 -0.27 218
A Rest-activated: high vs. low rigidity —047 —0.49 -0.19 0.39 —0.04 -0.29 —2.42
A Rest-activated: fallers vs. non-fallers 0.46 —1.14 —1.41 1.23 1.35 1.25 -0.83
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Neurotransmitter Receptor Target cell in bone Main action

Serotonin GPCRs for serotonin Osteoblast Central serotonin: enhancement of bone formation
Osteoclast Peripheral serotonin: inhibition of osteoblast proliferation

Glutamate NMDA receptors Osteoblast Stimulation of osteoblasts differentiation and function
Osteoclast Inhibition of osteoclasts activity

Dopamine DR-1, DR-2, DR-3, and DR-5 Osteoblast Stimulation of bone formation and mineralization
Osteoclast Inhibition of osteoclastogenesis

GPCRs, G protein-coupled receptors; NMDA, n-methyl-D-aspartate; DR, dopamine receptor.





OPS/images/fnhum-14-602595/fnhum-14-602595-t003.jpg
Non-faller (N =8) Faller (N = 7) p-value

Age (years) 0.454
Mean (SD) 68 (6) 64(13)
Range 58-76 47-81

Sex 0.029
F 4(50.0%) 0(0.0%)
M 4(50.0%) 7 (100.0%)

MDS-UPDRS-I 0.033
Mean (SD) 24.5(12.1) 40.3 (13.5)
Range 843 28-65

Leg Rigidity 0.122
Mean (SD) 1.9(0.8 2.6(0.8)
Range 1-3 24

Total Rigidity" 0.073
Mean (SD) 35(1.8 6.0(3.1)
Range 27 a-12

Duration (years) 0.207
Mean (SD) 4327 6.8(4.5)
Range 1.1-85 1.7-160

LED (mg) 0.013
Mean (SD) 379 (257) 1,000 (562)
Range 0-700 300-1,900

t Total rigidity omits leg rigidity score.
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Neuropeptide Target cell in bone

NPY

AgRP

CART

Melanocortin

Neuromedin U

VIP

Osteaoblast (Y1 receptor)

Hypothalamus (Y2 receptor)

Osteoblast and osteoclast (throughout
the sympathetic nervous system)

No evidences for direct role on bone

cells
Hypothalamus (MC4R)

Osteoblast (MC4R)

Osteoblast and osteoclast (MCRs)
Central action-mediated by leptin

Osteoblast
Osteoclast

Main action

Inhibition of osteoblasts
function (Y1)
Anti-osteogenic effects
(Y2)

Stimulation of
osteoblasts activity

Stimulation of bone
mass gain

Stimulation bone
formation

Inhibition of bone mass
gain
Anti-resorptive effect

NPY, neuropetide Y; AgRR, agouti-related protein; CART, cocaine/amphetamine-
related transcript; MC4R, melanocortin 4 receptor; MCRs, melanocortin receptors;
VIR, vasoactive intestinal peptide.
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Low rigidity (N = 10) High rigidity (N = 5) Entire sample (N = 15) p-value

Age (years) 0.442
Mean (SD) 68(9) 63(12) 66 (10)
Range 51-80 47-81 47-81

Sex 068
F 3(30.0%) 1 (20.0%) 46.7%)
M 7 (70.0%) 4(80.0%) 11(72.3%)

MDS-UPDRS-I 0.605
Mean (SD) 30 (17) 35(7) 32 (15)
Range 865 2343 8-65

Total rigicity" 0.189
Mean (SD) 402.0) 60(3.7) 47@7)
Range 28 a-12 2-12

Faller 0.464
N 6(60.0%) 2 (40.0%) 8 (53.3%)
Y 440.0%) 3(60.0%) 746.7%)

PD Duration (years) 0.787
Mean (SD) 52(4.8) 58(2.2) 54(37)
Range 1.1-160 2073 1.4-16.0

LED (mg) 0553
Mean (SD) 733 (558) 554 (482) 673 (524)
Range 100-1,900 0-1,300 0-1,900

t Total rigidity omits leg rigidity score.





OPS/images/fphys-12-623893/fphys-12-623893-t002.jpg
Neurohormone Targetcell Main action

in bone
FSH Osteoclast  Stimulation of osteoclastogenesis and
osteoclast function
Osteoclast
precursors
TSH Osteoblast  Independent regulation of bone formation and
bone resorption
Osteoclast
Prolactin Osteoblast  Inhibition of osteoblast proliferation and bone
mineralization
ACTH Osteoblast ~ Promotion of osteoblast proliferation
GH Osteoblast ~ Promotion of bone formation
AVP/ADH Osteoblast  Inhibition of osteoblastogenesis

Osteoclast ~ Stimulation of osteoclastogenesis

oT Osteoblast  Stimulation of osteoblastogenesis
Osteoclast  Inhibition of osteoclast activity

Melatonin Osteoblast ~ Promotion of osteoblasts differentiation
Osteoclast ~ Promotion of osteogenesis

FSH, follicle-stimulating hormone; TSH, thyroid-stimulating hormone; ACTH,

adrenocorticotropic  hormone;, GH, growth hormone; AVFP/ADH, arginine-
vasopressin/antidiuretic hormone; OT, oxytocin.
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Nervous system branch Neurotransmitter Receptor Target cell Main action

Parasympathetic ACh nAChR Osteoblast Inhibition of
mAChR Osteoclast bone resorption
Sympathetic NE aAR Osteoblast Promotion of
BAR Osteoclast bone resorption
Sensory CgRP CgRPR Osteoblast Promotion of bone formation
SP SPR Osteoclast
Sem3A Nrp1, Pixnat, 2, 3

Ach, acetylcholine; nAChR, nicotinic acetylcholine receptor; mAChR, muscarinic acetylcholine receptor; NE, norepinephrine; «AR, alpha adrenergic receptor; BAR, beta
adrenergic receptor; CgRR calcitonin gene-related peptide; SP substance P; Sem3A, semaphorin 8A; CgRPR, calcitonin gene-related peptide receptor; SPR, substance
P receptor; Nrp1, sema3A receptor; Plxnall, 2, 3, semaBA co-receptors.
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PERFORMANCE - Inverse of Force Error (N?)

PERFORMANCE vs AGENCY (2 grasp surfaces)

Rigid

Linear Regression Fit:
y=0.0042x + 4.34

(p =0.00018 on slope,
p < 0.00001 on intercept,
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Fixed Effect

Direction

Instruction

Torque

Velocity

Direction*Torque
Direction*Velocity
Instruction*Torque
Direction*Instruction
Torque*Velocity
Direction*Instruction*Torque
Direction*Torque*Velocity

N. param.

T O T E O X T G A C N G

N

D.F. Num.

T O T E O X T G A C N G

N

D.F. Den.

207
207
207
207
207
207
207
207
207
207
207

Prob > F

< 0.001
0.016
< 0.001
< 0.001
< 0.001
< 0.001
0.005
0.13
0.16
0.055
0.66

Of the 11 effects listed from Table 1, the FCR LLRa shares 7 significant effects.

Bold is used when p < 0.05.
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Fixed Effect

Direction

Instruction

Torque

Velocity
Direction*Instruction
Direction*Torque
Direction*Velocity
Instruction*Torque
Torque*Velocity
Direction*Instruction*Torque
Direction*Torque*Velocity

N. param.

1
1
1
1
1
1
2
1
2
1

2

D.F. Num.

4N 2. N 4 4 4 4 o

N

D.F. Den.

230
230
230
230
230
230
230
230
230
230
230

Prob > F

< 0.001
< 0.001
< 0.001
< 0.001
< 0.001
< 0.001
< 0.001
< 0.001
< 0.001
< 0.001
0.006

A total of 11 effects are presented. Bold is used when p < 0.05.
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CONTROL MODE
METRIC Baseline Slow Fast Noisy Auto
Implicit agency —43 £+ 51 —43 £ 23 15+ 45 72459 43 £ 60
Performance 1.8+ 0.53 2.3 +0.63 1.7 £ 0.41 2.6 £0.49 2.1 +£0.52
Efficiency 0.63 +0.07 0.66 + 0.12 0.78 £0.12 0.78 £0.18 0.6 £0.10
Explicit agency 0.37 £ 0.91 —-0.283+1.2 —0.03 £ 0.71 0.04 +0.66 —0.16 £ 0.79
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CONTROL MODE ANOVA

2

SURFACE Baseline Slow Fast Noisy Auto F-statistic p-Value )
Rigid 0.13+0.71 0.07 £0.77 0.07 £ 0.49 —-0.27 £0.77 0.0 +£0.98 0.64 0.64 0.04
Compliant 0.51 £0.83 —0.16 + 0.61 0.04 + 0.71 —0.23 £ 0.67 —0.16 +£ 0.86 215 5E-02 0.13

Significant post hoc p-values (<0.05) bolded and reported with Bonferonni correction. Pairwise post hoc comparisons not reported for explicit agency (D) since neither
main factor nor interaction demonstrated significant effect according to two-way ANOVA for this metric.
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Slow - - 0.12 0.67 4E-07
Fast - - - 3E-03 1E-08
Noisy - -

8E-05
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CONTROL MODE ANOVA
SURFACE Baseline Slow Fast Noisy Auto F-statistic p-Value n"’
Rigid 0.26 +£0.02 0.28 +£0.02 0.30 £+ 0.03 0.26 + 0.03 0.21 +£0.03 19.6 7E-11 0.53
Compliant 0.90 £ 0.07 0.94 £+ 0.11 1.1 £0:11 1.0+0.18 0.83+0.10 10.7 8E-07 0.38
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CONTROL MODE

CONTROL MODE Baseline Slow Fast Noisy Auto
Baseline - 2E-08 0.86 2E-07 1E-02
Slow - - 8E-07 0.98 1E-08
Fast - - - 8E-06 5E-04
Noisy = = = - 1E-08

Significant post hoc p-values (<0.05) bolded and reported with Bonferonni correction.
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Baseline Post-training Follow-up p-value

Median IR Median IR Median IR Pre-post Pre-follow-up
FMA-UE 28 14-37 42 19-61 &1 36-53 0.003* 0.005*
Shoulder/elbow 17 14-26 28 19-30 29 18-32 0.008* 0.008*
Wrist 5 2-6 7 49 T 69 0.007* 0.005*
Hand ] 2-8 9 4-12 " 7-12 0.005* 0.005*
Coordination 0 0-2 2 04 2 2-5 0.068 0.041*
Motricity index 60 40-64 70 60-71 70 60-73 0.005* 0.005*
MAS elbow flexors 0 01 0 11 0 0.5-1 0.083 0.167
MAS elbow extensors 0 00 0 0-1 0 01 0.564 0.414

"FMA-UE, Fugl-Meyer Assessment-Upper Extremities; IQR, inter-quartie range; MAS, Modified Ashworth Scale. *Statistically significant difference using Wilcoxon signed rarik test,
b < 0.05.
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Patient  Sex Age Stroke Stroke type Lesion area Hemiplegic Dominant FMA-UE MAS of MAS of Motricity
(vears) duration side hand flexors extensors index
(months)

1 Female 62 3 Infract Ternporal lobe Left Right 45 1 0 625

2 Male 83 2 Hemorthage Frontal lobe, Right Right 14 1 0 255
cerebellum

3 Female 57 2 Hemorthage Thalamus Right Right 49 0 0 64

4 Female 39 5 Hemorthage Temporal lobe Right Right a7 0 0 65

5 Male 54 3 Hemorthage Brain stem Right Right 28 1 0 425

5 Male 44 6 Infract Frontal lobe, Left Right 7 0 0 635
basal ganglia

7 Female 52 Hemorthage Basal ganglia Right Right 30 1 0 30

8 Female 56 Infract Thalamus, Left Right 2 0 0 52
basal ganglia

9 Female 71 3 Hemorthage Thalamus, Left Right 28 0 1 575
basal ganglia

10 Male 45 2 Infract Frontal lobe, Right Right 52 0 i 62
basal ganglia

1 Male a7 1 Infract Frontal, Left Right 5 0 0 N/A
temporal, and
parietal lobe

Mean Male:n =7; 50.7 26 Infarct: n =5; Left:n=5; Right: 28 o o 525

Female: Hemorthage: : n=11
n=6
sD 106 1.9 14450 o-1° 0-0° 140

"EMA-UE, Fucl-Mever Assessmant-Uppar Bdrarmitios: MAS, Modifiad Ashwoith Scale; N/A. not apolcablé to canduct: ® Modian (inter-guigrtile range): SD, standard deviatior.
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CONTROL MODE ANOVA
SURFACE Baseline Slow Fast Noisy Auto F-statistic p-Value 112
Rigid 434036 49 +0.35 45+0.34 464029 3.4 £0.30 48.9 1.4E-19 0.78
Compliant 6.1 £0.39 72+064 6.2 +£0.40 7.1 A&0A47 554034 38.4 B5.7E-17 0.69
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Baseline - 5E-03 0.13 5E-04 0.82
Slow - - 0.73 0.96 0.09
Fast - - - 0.32 0.69

Noisy - - - - 0.02
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METRIC

Implicit agency Performance Control efficiency Explicit agency
FACTOR F-statistic p-Value F-statistic p-Value F-statistic p-Value F-statistic p-Value
Control mode 156.19 1E-05 76.8 <1E-05 16.4 1E-05 2.33 0.06
Surface 2.53 0.114 1054 <1E-05 2328 1E-05 ~0 ~1
Interaction 16.7 1E-05 6.7 5E-05 5.9 2E-04 0.73 0.57

Significant post hoc p-values (<0.05) bolded and reported with Bonferonni correction.
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SURFACE ANCOVA

Rigid Compliant F-statistic p-Value
4.34 6.36 18.2 2.3E-39

Significant post hoc p-values (<0.05) bolded and reported with Bonferonni
correction.
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CONTROL MODE ANCOVA

SURFACE Baseline Slow Fast Noisy Auto F-statistic p-Value

Rigid 4.27 452 4.54 4.60 3.40 64.9 7.7E-61
Compliant 6.12 722 6.29 7.41 5.50 97.3 3.8E-72
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Factor Estimate

DS Intercept 29.59
Age -0.02
Condition running —22.79
Age: Condition running —0.01

FP Intercept 3.95
Age 0.07

SE

0.39
0.00
0.55
0.00
0.59
0.00

t

74.95
—6.31
—41.20
-3.25
6.82
19.78

p-value

0

4 x 10710
<2 x 10~16
0.0012

2 x 107"
<2 x 10716

DS, double support phase; FR, flight phase; SE, standard error; t, t-statistic.
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Rigid Compliant F-statistic p-Value

0.0042 0.0091 3.04 3E-03
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Age

Gender (m/f)
Height (cm)
Weight (kg)

Toddlers

35.3 (5.6) months
2/3

96.2 (2.8)

15.0 2.0)

Pre-schoolers

66.1 (6.5) months
3/3

117.2 (7.7)

20.8 (3.3)

School-age

92.9 (9.5) months
6/6

130.2 (6.8)

25.4 (4.9)

Adults

24.15 (2.5) years
4/3

178.7 (6.7)
71.3(8.9)
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CONTROL MODE ANCOVA

SURFACE Baseline Slow Fast Noisy Auto F-statistic p-Value

Rigid 3E-04 7E-03 3E-04 2E-03 —1E-04 0.55 0.457
Compliant  4E-03 6E—-04 —7E-03 —1E-02 —3E-03 1.8 0.278
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Dependent variables PRE-season MID-season POST-season

LEFT RIGHT Abs DIFF LEFT RIGHT Abs DIFF LEFT RIGHT Abs DIFF
NANT (%) 675+120n 666+ 1158 B7£25 582+83tA 585+90tA B83+£21 646+9.1°A 645+85n 4.6+4.1§
NCOMP (%) 966+98  963+£109 29+16 887+73t# 888£72tF 27+19 962+64 97961 46+£3.4%
LLSYM L/R Diff cm) 09+02 1.0+£03 10402
MVP (W) 392.2 +£43.7 396.6 + 43.5 403.6 +42.8

Data are presented as Mean = SD. NCOMP- normalized composite reach score represented as a percent (%). NANT- normelized anterior reach score represented as a percent (%).
LLSYM- leg length symmetry in centimeters (cm). MVP- meximal vertical power in watts (W). Abs Diff- Absolute left/right segmental difference (absolute value). (1) indlcates a statistically
significant change from PRE-season (o < 0.05). () indicates a statistically significant change from MID-season (o < 0.05). (Windicates failure to meet the NANT relative injury risk
threshold = (ANT reach distance <84% of lmb length). (#)indlcates failure to meet the NCOMP relative injury risk threshold = [IANT-HPTL-+PTIM) <94% of (imb length'3)] (Pisky et al.
2006). (§) left/right difference exceeds 4.0 indicating increased injury risk (Plisky et al,, 2006; Gonell et al., 2015; Stiffler et al., 2017).
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Age Height Weight %BF FFM M Played/Total
(years) (em) (k) (%) (k) (kg) (Min)
PRE 195+1.1 = 60.0% 5.1 187 +£3.8 487 £37 11.3£29 —
MID 19612 1656+ 4.3 60746 183£32 495+3.1 11.2£26 481 + 194/850
POST 19612 1661 £5.2 603+52 19.0 80 488+ 4.0 115+23 1,251 & 495/2,010

Data are presented as mean  SD. PRE, pre-season; MID, midseason; POST, post-season. (Played/Total) ratio of competition minutes played to total competition minutes across 21
competitive season games. BF, body fat; FFM, fat free mass; FM, fat mass.
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Field Meaning of coordination

Biomechanics Relation that act toward meeting functional requirements Winter, 2009
Computational perspective Relation that reduce the number of degrees of freedom to solve a computational problem on the CNS d'Avella et al., 2003

Neural organization that ensures task-specific covariation of elements that contribute to the achievement of the motor task
Latash et al., 2007

Ecological perspective Self-organizing relation between elements that reduce degrees of freedom Turvey, 2007
Relation that is beneficial to the achievement of a motor task Miiller and Sternad, 2003

The meaning of coordination and synergy within a field is similar although coordination is sometimes referred to as synergy.
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Cluster index Brain regions Voxel count  P-value Peak MNI voxel Z stat-max

x y z
Increased neural activity knee flexion > knee extension force control
6 L Precentral and Postcentral gyrus 741 <0.00001 —62 -8 42 5.99
5 L Middle temporal gyrus, Angular gyrus, Inferior parietal lobule 259 000112 —62 -52 16 519
4 R Temporal pole 245 0.0018 a4 22 -3 555
3 R Superior temporal gyrus, Supramarginal gyrus, Middle temporal gyrus 239 000187 48 -38 2 516
2 L Supplementary motor cortex, Paracingulate gyrus 194 000619 -6 10 48 4.44
1 B Corticospinal tract, L Thalamus 134 0.0354 -4 10 -6 447

Regions of brain activity are reported that were identified in FSLeyes with the Harvard-Oxford cortical and subcortical structural atlas, Julich histological atas, and the cerebellar atias
in MNI152 space after normalization with FNIRT by peak voxel and with FSL tool atlasquery. B, bilateral: L, left: B, right.
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Cluster index Brain regions Voxel count P-value Peak MNI voxel Z stat-max
x y z

Overall activation during knee flexion force-matching
3 B Postcentral gyrus, Precentral gyrus, Superior parietal 16,647 <0.00001 42 78 -8 113
lobule, Lateral occipital cortex, Supplementary motor
cortex, Cingulate gyrus
2 B Precentral gyrus, Supramarginal gyrus, Lateral 12,626 <0.00001 24 -70  -56 103
occipital cortex, Lingual gyrus, Occipital fusiform gyrus,
Gerebellum Right 1V, VIIB, VI, Left VIIB, VIIA

1 R Frontal pole, Frontal orbital cortex 189 0.008 2 34 -2 4.91
Neural activity decrease associated with knee flexion force error
2 R Precuneus, Postcentral gyrus, Posterior cingulate 257 0.00128 6 —40 50 5.91
ayrus, Superior parietal lobule
1 L Frontal pole, Superior frontal gyrus, Middle frontal 215 000402 -36 30 40 5.25
ayrus

Regions of brain activiy are reported that were identified in FSLeyes with the Harvard-Oxford cortical and subcortical structural atlas, Julich histological atas, and the cerebellar atias
in MNI152 space after nomalization with FNIRT by peak voxel and with FSL tool atlasquery. There was no significant increased neural activity associated with knee flexion error. B,
bilateral: L, left: R, right.
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Cluster index Brain regions Voxel count P-value Peak MNI voxel Z stat-max

x y z
Overall activation during knee extension force-matching
6 B Precentral gyrus, Postcentral gyrus, Superior parietal lobule, 17,862 <0.00001 0 -3 56 101
Lateral occipital cortex
5 B Precentral gyrus, Corticospinal tract, R Thalamus 1,567 <0.00001 10 —16 4 4.99
4 Corticospinal tract, L Thalamus 1,437 <0.00001 -8 -8 16 557
3 Precentral Gyrus, Inferior frontal gyrus, Premotor cortex a7s 0000116 56 0 38 7.22
2 R Cerebellum VIIIA, VIIB, IX 284 0000882 32 50 48 479
1 L Cerebellum VIIB, VIIIA, VIIB, IX 182 00113 —20  -70 -4 6.26
Neural activity increase associated with knee extension force error
L Postcentral gyrus, Superior parietal lobule 206 000598  —20  —40 76 4.89
2 R Frontal pole 142 0.0344 30 52 20 5.02
1 R Middle frontal gyrus 130 0.0489 46 12 40 424
Neural activity decrease associated with knee extension force error
1 Intracalcarine cortex, Lingual gyrus 161 0.0201 14 82 10 468

Regions of brain activty are reported that were identified in FSLeyes with the Harvara-Oxford cortical and subcortical structural atlas, Julch histological atlas, and the Cerebellar atias
in MNI152 space after normalization with ENIRT by peak voxel and with FSL tool atlasquery. B, bilateral: L, left: B, right.
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Data Mean & SD
Age (years) 203+12
Height () 1.6+£0.10
Weight (kg) 64864
Activty level (Marx) 9.93+550
Run 3.00+085
cut 2,07 +1.62
Decelerate 240+ 1.64
Pivot 2.27 +1.49
Knee extension error (N) 1.088 + 0.327
Knee flexion efor (N) 0.999 + 0.189
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Trials
Low-frequency rTMS
Elkholy et al. (2014)
Kim et al. (2014)
Rastgoo et al. (2016)

Wang et al. (2012)

High-frequency rTMS
Chieffo et al. (2014)

Choi et al. (2016)

Goh et al. (2020)

Jietal. (2016)

Kakuda et al. (2013)

Wang et al. (2019)

Primary outcomes

FTMS significantly improved all the parameters of the stroke patients when compared to the pre-intervention and control groups.

Real 1TMS intervention significantly improved the waiking abiity and balance of the stroke patients when compared to pre-intervention and
sham stimulation.

Real rTMS intervention significantly improved the muscle spasticity and motor function of the stroke patients when compared to
pre-intervention and sham stimulation.

Real rTMS + task-oriented treatment significantly improved the motor control and walking ability of the stroke patients when compared to
pre-intervention and sham rTMS + task-oriented treatment.

Real FTMS intervention significantly improved the lower imb functions of the stroke patients when compared to pre-intervention and sham
stimulation.

Real rTMS intervention significantly improved the balance function of the stroke patients when compared to pre-intervention and sham
stimulation.

1TMS significantly improved the dual-task gait speed, but not the single-task gait speed of the stroke patients, when compared to
pre-intervention.

Real 1TMS intervention significantly improved both the static and dynamic balance of the stroke patients when compared to pre-intervention
and sham 1TMS.

{TMS -+ mobility training significantly improved walking velocity and lower limb functions of the stroke patients when compared to
pre-intervention.

Real 1TMS intervention significantly improved the walking speed, gait asymmetry, and motor function of the stroke patients when compared
to pre-intervention and sham stimulation.

FTMS, repetitive transcranial magnetic stimulation.
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Trials Sample Gender Age (years) Treatment State Intervention  Coil type Control Experimental Design Outcome Parameters
size (N) WF Ntime Post-
Stroke (months)
1. Low-frequency rTMS
Ekholyetal.  N:30 16/14 fTMS: 4406+  Cerebrovascular TMS + Double-cone  Physical therapy  Frequency: 1Hz 1. Muscle tone
(2014) 371/253 % accident physical therapy ol Duration: 20min x 3 sessions 2. Walking cadence
052 per week, 6 weeks 3. Walking speed
CON: 45.66 + 4. Sensorimotor recovery
427/2533
+0516
Kim et al N: 32 TMS: 1111 (TMS: 67.4 % First-ever ischemic ™S Figure-of-eight  Sham rTMS Frequency: 1Hz 1. Walking ability
(2014) TMS: 22 CON: 6/4 7.8/052+£042  cerebellar/brain stem coil Duration: 15min x 5 sessions, 2. Balance
CON: 10 CON: 64.8 £ stroke 5 days
11.7/0.49 £ 0.16
Rastgooetal.  N:20 TMS:8/2  rTMS:54.6 % First-ever stroke ™S Figure-of-eight  Sham rTMS Frequency: 1Hz 1. Muscle spasticity
(2016) TMS: 10 CON: 8/2 11.75/30.2 + resulted in unilateral coil Duration: 20min x & sessions, 2. Walking ability
CON: 10 183 hemiparesis 5days 3. Lower
CON: 49.7 & limb functions.
11/27.4 £ 201
Wangetal.  N:24 fIMS:7/5  rTMS:64.90%  Unilateral hemiparesis  rTMS + task- Figure-of-eight ~ ShamTMS +  Frequency: 1Hz 1. Motor performance
(2012) TMS: 12 CON: 8/4 12.37/2208+  secondaryto oriented treatment ~ coil task- Duration: 10min x 10 sessions, 2. Walking performance
CON: 12 13.92 cerebrovascular orientedtreatment 2 weeks
CON: 62.98 + accident
10.88/12.00
+14.76
2. High-frequency rTMS
Chiefloetal.  N: 10 NA 62.2410.23/21  First-ever stroke in MS H-coil Sham rTMS Frequency: 20Hz 1. Lower limb functions
(2014) TMS: 10 +7.29 the middle cerebral Duration: 30min x 10 sessions, 2. Walking ability
CON: 10 artery 3 weeks
Choi et al. N: 30 TMS: 141 FTMS: 67.1 % Chronic stroke inin ~ FTMS Figure-of-eight  Sham rTMS Frequency: 10Hz 1. Balance
(2016) TMS: 15 CON:13/2  38/49.6+283  the middle cerebral coil Duration: 10min x 10 sessions,
CON: 15 CON: 68.7 £ artery 2 weeks
52/44.0%299
Gohetal. N: 15 105 57.74£97/228  First-ever left ™S Double-cone NA Frequency: 5Hz 1. Gait speed
(2020) +167 hemispheric stroke coil Duration: 16 min x 3 sessions,
7 & 2days
Jietal (2016) N:30 IMS:8/7  rTMS:53.80+  Ischemic and ™S Figure-of-eight  Sham rTMS Frequency: 10Hz 1. Static balance
TMS: 15 CON: 9/6 8.07/1.80£0.77  hemispheric stroke coil Duration: 15min x 5 sessions 2. Dynamic balance
CON: 15 CON: 56.33 + per week, 4 weeks
10.98/1.66
+061
Kakudaetal.  N:19 10/9 5624 11.9/61.0  Asingle symptomatic  1TMS + Double-cone NA Frequency: 10Hz 1. Walking velocity
(2013) +26.1 supratentorial stroke  mobilty training  coil Duration: 20min x 20 sessions, 2. Lower
13 days imb functions
Wangetal.  N:14 TMS: 7/1 1TMS: 535 & Unilateral hemiparesis ~ TMS Figure-of-ight  Sham rTMS 1. Walking speed
(2019) rTMS: 8 CON: 4/2 13.7/31.8+£24.0  secondary to stroke coil Frequency: 5Hz 2. Gait symmetry
CON: 6 CON: 54.7 £ Duration: 15min x 3 sessions 3. Lower limb functions
12.2/253 +15.7 per week, 3 weeks 4. Muscle activity

N, number; M, male; F, female; rTMS, repetitive transcranial magnetic stimulation; CON, control interventions; NA, not available.
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Data metrics 1st generation (gen)  2nd gen* 3rd gen

Total area imaged (mm2) 5.69 13.1 1,810
Total images in area 54,717 100,589 7,335,982
Multibeam FOVs 897 1649 120,262
Pixels (megapixels) 75,276 857,086  1.07 x 10"
Size (Terabytes) 0.08 0.87 10.98

FOVs refers to Fields of View. See links for navigable, rendered maps comprising
each dataset:

#https.//www.mechbio.org/sites/mechbio/files/maps5/index.html - (Knothe  Tate
etal., 2016).

T https://www.mechbio.org/sites/mechbio/files/ maps7/index.html user: mechbio,
password: #google-maps.
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sema(n): surface electromyography signal

fema(n): integrated rectified electromyography signal
aq(n), agy(n): jaw horizontal and vertical acceleration
Fonet(z): Oro-Naso-Pharyngeal Tract transfer function
ug(n): glottal source excitation

si{(n): speech signal (radiated)

H.r(z): linear predictive inverse filter
rg(n): linear predictive inversion residual
an(n), ar(n): horizontal and vertical formant kinematics

sna(n): neuromotor activation
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current stimulation; INV, inversion; DF, dorsifiexion; PEDro, Physiotherapy Evidence Database (PEDro) scale; |, denotes a decrease; —, denotes no significant change; 1, denotes an
increase; C3, C4, Cz, Fz, Pz: the electrodes placement of the 10/20 EEG system; NR, not reported.
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Participant’s code JSD/AKV JSD/AFV

CFa 0.169 0.117
CFb 0.091 0.108
CFc 0.110 0.091
CFd 0.257 0.227
CMa 0.120 0.090
CMb 0.101 0.170
CMc 0.133 0.110
CMd 0.283 0.102
PFa 0.326 0.597
PFb 0.223 0.436
PFc 0.213 0.336
PFd 0.124 0.145
PMa 0.345 0.596
PMb 0.453 0.396
PMc 0.423 0.590
PMd 0.332 0.120
p-value t-Test 0.008 0.002
p-value KS 0.049 0.010
p-value MW 0.010 0.002

The mid and right columns give the JSDs of each participant with respect to the
average AKV and AFV distributions of the control set, ppcq and ppcs, respectively.
It may be seen that the JSDs of the PC participants are higher than the ones
estimated on the control group. The p-values at the bottom of the table give the
results of testing the JSDs from the PD set to the JSDs form the control partici-
pants. Values in bold specify the largest and smallest divergences with respect to
the control averages.
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Participants  CFa CFb CFc CFd CMa CMb CMc cMd PFa PFb PFc PFd PMa PMb PMc PMd

oy -09 077 -079 -088 -084 -094 -092 -091 -093 -064 -08 -09 -08 -093 -081 -091
any (x10°) -565 581 —76.1 -56 448 -784 -948 675 -206 741 -959 1156 145 289 185 —159
roo 0.94 0.86 0.76 0.85 0.86 0.88 0.87 0.86 0.84 0.53 0.93 0.84 0.81 0.89 0.65 0.83
an (x109) 110 162 135 431 86.1 62.0 99.6 715 258 119 173 151 173 267 153 181

I'sd 0.7 0.78 0.83 0.66 0.79 0.58 0.53 0.71 0.74 0.78 0.81 0.86 0.6 0.49 0.63 0.84
Wsd 36.9 8.81 5.01 8.84 4.48 9.24 95.8 35.0 3.94 5.562 30.9 727 32.2 26.4 14.2 156.5
Ist 0.72 0.8 0.79 0.69 0.81 0.53 0.59 0.74 0.84 0.79 0.82 0.76 067 —-0.41 0.68 0.83
Wit 20.4 5.05 3.4 4.9 277 4.06 44.9 16.9 0.75 0.96 141 3.67 8156 —14.4 423 14.4
rof 0.92 0.87 0.82 0.87 0.81 0.95 0.79 0.93 0.87 0.77 0.91 0.91 0.81 0.91 0.78 0.93
Wt 0.50 0.49 0.58 0.46 0.49 0.46 0.40 0.38 0.15 0.13 0.41 0.52 0.18 0.59 0.22 0.87

o1 and ron: Pearson’s correlation coefficients between vertical displacement and the first two formants; apq and ass: projection weights defined in expression (1); rsq, and
rsf: Pearson’s correlation coefficients between vertical accelerations estimated from dynamic and acoustic signals and the force estimated from the SEMG; rqs: Pearson’s
correlation coefficient between the vertical accelerations estimated from dynamic and acoustic signals; wsq, Wet. regression slopes between vertical displacement and
the dynamic force estimated from the SEMG; wgs: regression slope between the vertical accelerations estimated from dynamic and acoustic signals.





OPS/images/fbioe-08-552635/math_39.gif
1O, @n): = argmin(fp(T, @, b $) = 6)  (39)
-





OPS/images/fnhum-15-622825/fnhum-15-622825-t001.jpg
Age Condition H&Y

Gender

Participant’s code

67

CFa
CFb
CFc
CFd

62

66
67

69
71

CMa
CMb
CMc
CMd
PFa
PFb
PFg
PFd

68
69
73
66
65

70
69
73
72
69

PMa
PMb
PMc
PMd





OPS/images/fbioe-08-552635/math_38.gif





OPS/images/fnhum-15-622825/fnhum-15-622825-g010.jpg
a) Kinematic Velocities

0.5

AKYV cdf

0.04 I
- Q.02% '
2000 v
g -U. ¥yl
-0.04 y]
-0.06 = 1 | 1 | | 1 1 =
1.5 . 2.5 3 2.5 4 4.5
b) Absolute Kinematic Velocity
006 . T T T T T
"_t,! 0.04
€0.02 \
1.8 2 25 3 3.5 4 4.5
Time (s)
c) Absolute Kinematic Velocity - Probability Density Dist.: blue; Cumulative Dist,l: red
5 0.05
o
<
0 | | Ny | | | | | |
0 0.02 004 006 008 0.1 012 014 016 0.18
m.s

"0 0.02F
€0.01+

2

2.5 3
Time (s)

4.5

c) c,s\linsolute Kinematic Velocity - Probability Density Dist.: blue; Cumulative Dist.1: red
. = T T T T T T T T T

0.05

AKV pdf

0

0

0.02 004 006 0.08

0.1 012 014 016 0.18
m.s™!

0.5

AKYV cdf

c)OAébsolute Formant Velocity - Probability Density Dist.: blue; Cumulative Dist.:1

0 0.02 004 006 0.08

a) First and Second Formant Time Derivatives

|

0.1 0.12 014 016 0.18
m.s™!

o —6F /6t
@ 0
3 6F2/6t
-5000 v a
15 2 25 3 3.5 4 45
b) Absolute Formant Velocity
0.08 N
"1y 0.06 g
e 0.04 -
0.02 i
1.5 2 2.5 3 3.5 4 45
Time (s)
c) Absolute Formant Velocity - Probability Density Dist.: blue; Cumulative Dist.:1 red
55 005 | T T T T I I [ T S
- E
2 10.8 >
L L
< <
O | | s | | | | |
0 0.02 004 006 008 0.1 012 014 016 0.18
m.s~
a) First and Second Formant Time Derivatives
T I T | T | T Ia
~ 5000 _6F1/6tn
\ 0 ]
T —oF Jty
'5000 U | v v |
0.5 1 L5 2 2.5 3 3.5 4 45
%107 b) Absolute Formant Velocity
1 T T T T T T T T T 7
‘T“2
E
| | | | | | il
0.5 1 1.5 2 2.5 3 35 4 4.5
Time (s)





OPS/images/fbioe-08-552635/math_37.gif
Opir = fo(T, Wy, (37)





OPS/images/fnhum-15-622825/fnhum-15-622825-g009.jpg
Pearson=0.79 (p<0.001) B
Spearman=0.83 (p<0.001)
a =0.00343 (rad.); AtrAyd =0.002s

2.7 Scat. Data L
Scat. Data _ : BRI
_ 5 - Reg. Lin. R L Far
6 - = Reg. Lin. R Ntk
2 = B ..'.':...,. W
::. o 1-5 B = ::':.. :....: z-{.:.“.- /. .
st o AR E Ay v
- < s P TRRE EA e T S s P
0 \ ‘l. .: [ & - .- - ;'..o '.‘é:.’..‘. .'o --'-....p
4r kT 1 T A K p e e SR L
i e " - g ARSI
a IR TR 4 d B el e R
<~ _:.: ', ,.— ,::_~. ey . 05¢F PRI 0 e 5
) I N . ; ¥ : ..:. et .' - . ] el .'..-'- i ‘:' .o:. :¢ 7*e"e -
E 2 ::.g.’ ..,og"s;?-:p} / > .:... . E 0 i ¢ .. L .'! * ,-l‘“.;_":: ~.' ‘.::..
N— e 2 = } ). ...: . N i -'\.':. "-.‘ ?’:’ i 7:‘:.
= PRE N ..;" ¥ /c”.-"f | N ® 5 o T R R
- N st 8 80 ¢ s ] T A Je s N,
< -o.'.. -. ::0.. - ;.;"-.;'.;’0:0 ’ < _0-5 B :.o“:.° - -3‘:.%'::;, :"“-.'s."
. ; ..: :.. '(:$ s Tt 3 ,o.- ..."-. ...o.. /.o .-'...:,. ;.:o..’..i
Or A '3 "?":"-',.. 5_,',: o ,',,,..Lz:{ w4 :
i \.,.,:; S Sy <A RIS £ D I
n ity \- %—.‘&uw‘.x n : r ., ":.).:"0-..';.0 :.:.:. s
T "-'-"'"=""'i""~‘¢ ] Y e gt o U § A RN STES &
P ZT L "’f'{:x"vﬁ,-‘ -1.5F - ;’ by, & W
e -<:"'° *u,u-, PN e TR T .- :
*e . S e /7 =
-4 g E : i F 0
=448 ]|F MGldt435 -2 frres 3
/ .
* /
al .’ o5l A;f.— 1275 -IFEMG|-dt-2.66
1 | 1

0 0.5 1 15
IrEMG|-dt

C Pearson=0.81 (p

Pearson=0.81 (p<0.001)
Spearman=0.84 (p<0.001)

a = 0.05487 (rad.); At .= 0.032s

<0.001)

Spearman=0.83 (p<0.001)
=0.026 s

a =0.04459 (rad.); At,

. L] &
2 \, -, e
. X e|ed ® oy
. - ’;:" o b, ..”
et tev g 0,
.:. .-. N oba e .':./.’ (%
% % v Oy .'~' e, .}o
e, o0 L AOTT T CETCROTR L
o oo .?:... ,\’. ':l I’y ” & s
s X woe o .-.. -
0e® W% S .;.. e g o0 e a2
> . ost -":_ e
i o R
S S el e
. e B
......-.. s . .
Y A LI = a
L & oOve

dAyf

Scat. Data
Reg. Lin.

=+0.479-A +0.00783
y yd l

0.5 1
[IFEMG|-dt

4





OPS/images/fnhum-15-622825/fnhum-15-622825-g008.jpg
AF, (Hz)

50 grvs

-50 |

-100 L.

Pearson=-0.84 (p<0.001)
Spearman=-0.87 (p<0.001)
a = 0.02401 (rad.); At,, =0.014s

k.
% "o,. Do
\',.. * * e e,
\' o . B}:-...‘.. 4
e ] Rl W e .
s -?‘.w.‘
. o -'g._...‘, o e T s
AR TR L S T . v -
l‘l',~ %f‘ $:r.\. :-\.\' .'.. .
¢ LT R apad B T M
REX S P R I ot
i %% J.-‘: ...,\.&... "
iy h'-u"-' g £ ..".:."s 2%, o0
n iﬁ ] ‘< 2 . ® e
- T, S g
ey X Zﬁ'-?’..'* o Sl BT
S B T e
< : T Iie Tethal 36 sl
* RN FURalel o o TR
g M TRrMBLaGitl Esd e O N W,
°» :.'. '-:&‘{. & .'o" o lesly
., . ":ﬂ ..:‘.\\: ....:.‘.' -.-'.
. . Selde FANIRA SR LR
. . o .l‘ or.'- 3 b ey
.. ..'o’ --. L AP -
S ..:'J‘. N '.\

Scat. Data TR
- = Reg. Lin. ' RPN

AF, = -4.856+04-Ay-0.0546

-1.5

1 0.5 0 0.5 1
Ay (m)

Pearson=0.86 (p<0.001)
Spearman=0.86 (p<0.001)
a =0.03087 (rad.); At,,=0.018 s

Scat. Data
- — Reg. Lin.

150 1

P P Wi ,. '..': e '::;
:’El r .u- ik ..‘.'-“- e o’
1 o8 Rio: iwu g T S >
N ... 1.'.' i .'(‘ .':- :,.
N o % ot ",,:' ..j [T
L L L i " 0 ik il
i "‘: -.."s/’.: . LR % .
o - (. ..o.“-/ . & . .
", : .o '..' -..':-.*. . = 'oc". ”’}
“..s . » '“ s ._';':’ .." : :...-. ) ..:-'.. .
'A% C eme 8 ENTW SN
'50 B =% T y, 2 sl s .
o ® Pl :: . ’.'. £“¢- :‘:.J. a
F c g Al
. “.. g U " ®le o
Se%ig) e ? b NS b P
4, ' .;'.'.' K4 .,. - ..:. o .
BRGSO S
& g > Lest 8T tenne P .
A0 27 sl
% % e . Ttems oAyt

; . . Jole

100 | .é;..;',;,;:.'."... >

-
v. ,
*oeny V4
R4
2 s>t
. ...0 - .:,

15 5 0.5 0 0.5
Ay (m)

%1073





OPS/images/fphys-11-609006/fphys-11-609006-t001.jpg
Upper limb Lower limb
Ulnar nerve Tibial nerve
Maximum circumferences (mm) 260 + 30 374+ 18"
Motor nerve conduction velocity (m s~ 55643 59190
Nerve cross-sectional area (mm?) 6612 283441

Values are expressed as means = SD. The ulnar and tibial nCSAs were averaged by the
three measured points for both the dominant and nondominant arms and for both the

supporting and reacting legs, respectively

“Shows significant differences between the upper and lower limbs (o < 0.05).
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HF-nVS Pre t150 1450 Post

Time lag (s) r value Time lag (s) r value Time lag (s) r value Time lag (s) r value
Sham 0.45 +0.02 —0.83 £0.05 0.50 £ 0.04 —0.79 £ 0.05 0.52 + 0.04 —0.87 £ 0.04 0.52 +0.03 —0.85+0.05
Active 0.51 +£0.03 —0.88 +£0.05 0.50 £ 0.02 —0.86 + 0.05 0.51 +0.04 —0.78 £ 0.08 0.44 £0.04 —0.85 + 0.06

Values are mean =+ standard error of the mean.HF-nV'S, high frequency noisy vestibular stimulation; Pre, before stimulation onset; t150, 150 s after stimulation onset;
t450, 450 s after the stimulation onset.
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HF-nVS Pre t150 1450 Post

Sham 21.3+0.06 17.94+0.04 18.1£0.06 18.7 £0.05
Active 19.3+£0.05 18.94+0.05 22.1+£0.44 19.6 £0.05

Values are mean =+ standard error of the mean.HF-nV'S, high frequency noisy vestibular stimulation; Pre, before stimulation onset; t150, 150 s after stimulation onset;
1450, 450 s after the stimulation onset; Post, after the stimulation endpoint.
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Power bandwidth High beta WISCI p-value BBS p-value

Frontal 0.025* 0.067
Temporal 0.980 0.234
Central 0.010* 0.012*
Parietal 0.785 0.744
Occipital 0.286 0.435

Asterisks represent p-values smaller than 0.05.
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Pre mean (+SD) Post mean (+SD)
WISCI 9.4 (8.1) 11.3(8.2)
6MWT (m) 137.9 (105.3) 194.4 (105.4)
TOMWT (s) 40 (47.9) 30.6 (35.1)
TUG (s) 52.1 (54.0) 40.6 (62.5)
BBS 24.9 (20.4) 29 (22.5)

p-value

p = 0.009*
p = 0.029*
p=0.093
p = 0.037*
p = 0.007*

SD: standard deviation; Asterisks represent p-values smaller than 0.05.
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HR average

HR std

3.74
5.46
278
7.18
2.68
5.56
9.39
6.51
3.07
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7.85
517
8.52
7.28
2.11
6.9
5.36
4.89
3.07

Inm

2.37
4.84
1.97
6.71
1.48
8.88
12.54
6.12
2.76
5.92
4.24
3.95
7.7
3.26
75
5.92
3.85
4.54
5.43

lus

2.47
5.87
2.16
4.29
2.16
4.23
14.77
6.04
4.06
3.56
4.18
6.16
7.9
5.36
4.96
4.78
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7.72
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Index Algorithms Accuracy Sensitivity Specificity ¥ AUCROC

oy RF 75.9 775 74.4 0.815
GB 747 75.0 74.4 0.705

ADA-B 75.9 85.0 67.4 0.781

SVM 60.2 625 58.1 0.603

KNN 57.8 60.0 55.8 0.573

MLP 49.4 775 233 0.642

Tiosi RF 79.5 743 83.3 0.832
GB 69.9 714 68.8 0.711

ADA-B 735 80.0 68.8 0.746

SVM 60.2 51.4 66.7 0.590

KNN 67.5 65.7 68.8 0.694

MLP 4538 80.0 20.8 0.737

s RF 74.7 59.4 84.3 0.801
GB 723 68.8 745 0.803

ADA-B 71.1 719 70.6 0.765

SVM 55.4 438 62.7 0.532

KNN 67.5 59.4 725 0.670

MLP 53.0 40.6 60.8 0.681
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EEG - Delta

EEG - Theta

EEG - Alpha

EEG - Beta

EEG - LG

EMG - L area
EMG - R area
EMG - L 40-132
EMG - L 132-224
EMG - L 224-316
EMG - L 316-408
EMG - L 408-500
EMG - R 40-132
EMG - R 132224
EMG - R 224-316
EMG - R 316408
EMG - R 408-500
HR average

HR std

*Significant at 0.05. **Significant at 0.01. **Significant at 0.001.
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Patient Id 1 2 3 4 5 6 7 8

Gen.Discomfort 4+ — ¢ — 1+ L 1+ - L L 1+ 1+ -1 1 ¢
Sweating T e
Salivation e = T T
Nausea fF - FfF 4+ fF-F-F-%FF+F4 - -
Burping SN R KR TR
StomachAwern. — — — — — — — — — — — 4 — = 4 4
Fatigue s o M BN W L LF
Eye Strain SR BRI R G L
Diff. Focusing == O = B = = s = a5
Headache R S S A T e
Full. Of Head I I G O S
Blurr. Vision o e e B — = e = R = -
Dizzingss—Vert: — = = = = — = = = = = = = — —= =

The up arrows show an increase, and the down arrows show a decrease.
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kSYN EV [%] Characterization SIM > 0.80

STRAIGHT-LINE WALKING (SW)

swi 370 Anteversion and retroversion of the WU2 (0.85),
ams and legs WT2 (0.84)

sw2 216 Countercycical knee WUS (0.84)

flexion/extension with countercyclical
rising and lowering of the heels

sw3 159 Upwards/downwards movement of WT3 (0.89)
the body

sw4 5.4 Cydlical knee flexion/extension with WUS (0.83)
anteversion/fetroversion of the arm

sws 40 Cydlical knee flexion/extension with
hip flexion/extension

WALKING 90° SPIN TURN (WT)

wT1 434 Whole body rotation around the
longitudinal axis

w2 233 Anteversion and retroversion of the SW1 (0.84),
ams and legs WU2 (0.86)

wT3 144 Upwards/downwards movement of SW3 (0.89),
the bodly with unilateral knee flexion WU1 (0.84)

wT4 8.1 Knee flexion of the swing leg with

minor upper body rotation around the
longitudinal axis

wTS 22 Whole body rotation around the
longitudinal axis with synchronous
knee flexion/extension

WALKING UPSTAIRS (WU)

wut 398 Upwards movement of the body with ~ WT3 (0.84)
unitateral knee flexion

wu2 289 Anteversion and retroversion of the WT2 (0.86),
arms and legs SW1(0.85)

wu3 96 Countercyciical knee SW2 (0.84)

flexion/extension with upwards
movement of the body

wu4 45 Forward/backward leaning of the
upper body
wus 37 Synchronous knee and arm flexion SW4 (0.83)

The eigenvalues (EV) indicate the fraction of the total variance accounted for by each
KSYN. The right-hand column shows the highly similar KSYN (cosine similarity (SiM) >0.80)
across the different locomotion tasks.
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MSSQ Symptoms 0 (%) 1(%) 2 (%) Index 0 (%) 1(%) Index 0 (%) 1 (%) Index 0 (%) 1 (%)
Gen. Discomfort 43.4 30.1 26.5 lGenDis 43.4 56.6

Sweating 434 325 241

Salivation 79.5 15.7 4.8 lpy 63.9 36.1

Nausea 61.4 14.5 241 Istom 62.6 37.4

Burping 94.0 6.0 0.0

Stomach Awern. 66.3 18.1 157

Fatigue 67.5 16.3 13.2 Ius 61.4 38.6
Eye Strain 53.8 26.9 19.2 Ifatig 56.6 43.4

Diff. Focusing 62.7 229 145

Headache 55.4 25.3 19.3 Innt* 59.0 41.0

Full. Of Head 63.9 22.9 13.2 IHead 57.8 42.2

Blurr. Vision 61.4 26.5 12.0

Dizziness - Vertigo 54.2 241 21.7 IDizz 54.2 45.8

*Inm includes also General Discomfort.
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The up arrows show an increase, and the down arrows show a decrease.
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Conditions

Sham HF-nVS Active HF-nVS
Peak-to-peak angle (degree) Pre t150 t450 Post Pre t150 t450 Post
Eye 497 £1.1 451 +£1.0 47.4 £ 0.9 487 £1.0 48.6 £ 0.9 472+0.9 47.7+1.0 47.7+1.0
Head 39.9+ 0.9 35.7 £ 0.8 37.9+0.8 38.7 £0.9 39.0+0.8 38.3+0.8 39.0+0.9 38.6 +0.8

Values are mean + standard error of the mean.HF-nVS, high frequency noisy vestibular stimulation; Pre, before stimulation onset; t150, 150 s after stimulation onset;
1450, 450 s after the stimulation onset; Post, after the stimulation endpoint.





