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Editorial on the Research Topic 
Nuclear Genome Stability: DNA Replication, Telomere Maintenance, and DNA Repair

DNA REPLICATION, REPLICATION STRESS, AND GENOME INSTABILITY
DNA replication is an essential and tightly regulated process that follows several ordered steps occurring at the S phase of the cell cycle. Replication is triggered after replication origins are licensed at the G1 cell cycle phase. Once origins are activated, specific DNA helicases open the double-stranded DNA promoting the formation of bidirectional replication forks, allowing replication initiation per se. During semi-conservative replication, DNA polymerases copy the parental strands using RNA as a primer. DNA synthesis is continued by the addition of dNTPs to the 3′ end of the growing strands, ensuring the reliable replication of both DNA strands. However, tight DNA-protein complexes can slow down replication, inducing fork pausing/stalling, which is an active process involving the recognition of a protein barrier by the approaching replisome (via the Fork Pausing/Protection Complex, FPC). This evolutionarily conserved protein complex avoids fork collapse, promoting genome integrity. Shyian and Shore compiled current knowledge about DNA replication pausing in eukaryotes and reminded that fork pausing could also be accidental, and it can also be programmed for various purposes. The authors reviewed the growing number of approaches used to study DNA replication pausing in vivo and in vitro and new factors involved in modulating fork pausing in different systems. They emphasized the role of Topoisomerase I and II, which slow down replication forks at protein barriers either by direct inhibition of CMG helicase or indirectly by preventing the build-up of barrier-disrupting DNA topology. Therefore, they proposed barrier models where replisome recognizes either non-specific barriers, such as supercoiled DNA, or specific barriers formed by the interaction between the proteins in the barrier and replisome. They also commented on how barriers prevent replication-transcription collisions avoiding double-strand breaks (DSBs) and consequent genome instability. Moreover, they highlighted the absence of enough knowledge about fork pausing in humans and conservation.
Hamadeh and Lansdorp reviewed the role of RECQL5 in resolving intermediate DNA repair structures resulting from the collision between replication and transcription. DNA replication and transcription are challenging for genome integrity since these important cellular events use DNA as substrate. RECQL5 belongs to a class of helicases encoded by five different genes (RECQL1, BLM, WRN, RECQL4, and RECQL5) unique to mammals. There is only one homolog, RecQ, in single-celled eukaryotes and bacteria. Among these helicases, only BLM, WRN, and RECQL4 were associated with rare genetic disorders and predisposition to cancer. However, similar to other RecQ deficiencies, RECQL5 in mice was associated with cancer development and in human cells, to chromosome instability, elevated sister chromatid exchange, and DSBs. But a vast number of investigations show that the ability of RECQL5 to resolve intermediate DNA repair structures is probably associated with its unique C-terminal domain that consists of multiple protein-protein interaction motifs. For example, RECQL5 can associate with RAD51 filaments in different cell scenarios. It can also interact with PCNA, RNA polymerase II, and other proteins involved in DNA replication, repair, and transcription, arguing in favor of RECQL5 being an important regulator of genome integrity.
Nguyen et al. discussed the role of OB-fold proteins (replication protein A–RPA; breast cancer susceptibility protein 2—BRCA2, and the components of CST complex–CTC1, STN1, and TEN1) in replication stress. Proteins containing OB-fold (oligonucleotide/oligosaccharide) binding domains, show high affinity for single-stranded DNA (ssDNA). At the replication fork, they protect ssDNA from nuclease attack and reannealing. Among these proteins, RPA is one of the best-studied. It protects ssDNA from nucleolytic degradation, forming a platform that helps recruit different binding partners. During replication stress, the binding of RPA to ssDNA at a stalled fork or resected DSB can 1) recruit the ATR-ATRIP (ATR-interacting protein) kinase complex, which is activated by other proteins such as the 9-1-1 complex, and subsequently phosphorylates and activates CHK1, leading to cell cycle arrest and consequent DNA repair, fork stabilization or replication start; 2) work as an R-loop (a tri-strand RNA-DNA hybrid) sensor, inducing the resolution of these structures by RNaseH1, and 3) unfold G-quadruplex structures with the help of the RecQ helicases BLM/WRN. Moreover, RPA can also promote DSB repair by Homologous Recombination (HR) and fork reversal by association with SMARCAL-1 (SWI/SNF-related, matrix-associated, actin-dependent regulator of chromatin, subfamily A-like 1). The other OB-fold containing protein working during replication stress is BRCA2, a tumor suppressor that plays an important role in DNA repair. It was recently described that BRCA2 could protect reversed replication forks from nuclease attack probably by recruiting and stabilizing RAD51 nucleofilament at the nascent strand. Components of the CST complexes also contain OB-fold domains, and due to their structural conservation, they are considered telomeric RPA-like proteins. They play important roles in telomere protection and maintenance in budding yeast. In humans, the CST complex does not present a telomere capping function but helps synthesize telomeric DNA at the lagging strand and mediates C-strand fill-in. However, some of the non-telomeric CST functions remain to be better understood. It was recently shown that it plays a role in active replication and at stalled replication forks. For example, CST was shown to facilitate re-initiation of DNA replication at repaired forks and dormant origins. CST can also be localized at the stalled replication fork and stabilize this structure by blocking the degradation of the nascent strand at the fork. Moreover, recent studies show intimate cooperation among the OB-fold proteins (RPA and BRCA2) and the CST complex to preserve DNA replication events and maintain genome stability.
DNA DAMAGE REPAIR AND THE MAINTENANCE OF GENOME STABILITY
Cells have developed throughout evolution different mechanisms to repair most DNA lesions either endogenously generated or induced by exogenous agents. This played a key role in preserving their genomes across cell divisions since the accumulation of chromosomal mutations and aberrations has harmful consequences for the organisms, mainly by threatening the genome stability. The compilation of highly sophisticated and conserved mechanisms that ensure timely error correction or tolerance is inferred as DNA damage response (DDR).
Luna-Maldonado et al. summarized recent results in the literature demonstrating clear crosstalk between DDR and the Spindle Assembly Checkpoint (SAC) proteins to maintain genome stability and cell homeostasis. The review summarizes the roles of DDR proteins in mitosis and how SAC proteins regulate the response to DNA damage throughout the cell cycle. DDR provides DNA repair in a cascade manner, initiating damage recognition by sensors like PARP or DNA-PK. Subsequently, downstream signaling recruits damage transducers (e.g.: CHK1) and effectors whose activation depends on the phosphorylation of two major kinases, ATM (Ataxia Telangiectasia Mutated) and ATR (Ataxia Telangiectasia and Rad3 related), to initiate the repair. The SAC complex formed by the Mitotic Checkpoint Complex (MCC) proteins, CDC20, MPS1, and AURORA B, participate in mitosis by controlling the transition from metaphase to anaphase, ensuring correct chromosome segregation. According to Al-Jomah et al., Pds5A and Pds5B are good examples of this crosstalk between SAC and DDR. The depletion of one or both proteins can have different effects: phosphorylation of Chk1 with concomitant acetylation of Smc3 (a cohesin subunit), and inhibition of DNA replication and SAC activation. Of note, both are non-redundant but overlapping functions of Pds5A and Pds5B.
Among the different types of DNA lesions, DSBs are the most harmful to the cells since their processing and repair can cause insertion/deletions, loss of heterozygosity, chromosome translocations and rearrangements, resulting in cell death or tumorigenesis. However, as da Silva reported, DSBs formation is apparently crucial for the single-celled protozoa belonging to Trypanosomatidae family (e.g: Trypanosoma brucei, Trypanosoma cruzi, and Leishmania spp.), contributing to parasite evolution, survival, and adaptation to hosts and environmental barriers. In these organisms, DSBs are associated with antigenic variation (T. brucei), genetic exchange (T. cruzi), and genomic changes by gene copy number variation (Leishmania spp.). Curiously, in these parasites, most DSBs lesions are repaired by HR since the classical non-homologous end-joining (NHEJ) pathway is absent. Some species can also use microhomology-mediated end-joining (MMEJ) and single-strand annealing (SSA) to repair DSB lesions. However, in some circumstances that depend on the number and location of lesions, cell cycle phase, and cell repair capacity, DSB repair can also be disadvantageous, reducing parasite fitness leading to death or a dormancy state.
Different pathways rely on DNA protein kinases (DNA PKs) responsible for detecting the lesions and signaling to the correct pathway to initiate an appropriate DDR. Although conserved in model eukaryotes, DNA PKs present less conservation among trypanosomatids. They share partial functional redundancy with ATM, which was already identified in these parasites. Silva et al. compiled recent literature implicating ATR and ATM kinases in trypanosomatids DDR. They speculate about using known DNA PK inhibitors to identify their trypanosomes counterparts. However, a putative DNA PK homolog showing sequence conservation within its C-terminal kinase domain was identified in Leishmania spp. and Crithidia spp. ATM is less conserved than ATR in trypanosomatids, lacking important domains but preserving conservation at the C-terminus as ATR. In addition, the regulation of trypanosomatid ATM by phosphorylation is unclear and may even differ between related parasites. For example, depletion of ATM in T. brucei may be non-essential, and its inhibition in Leishmania spp. shows a moderate slowing of parasite proliferation with little perturbation of the cell cycle progression.
In contrast, ATR seems to be essential only in T. brucei. Authors speculate if trypanosomatids ATR, similar to other eukaryotes, would play a telomere function. It is already known that one of its partners, RPA, binds trypanosomatids telomeres and may regulate telomere homeostasis. ATR is also linked to damage accumulation within subtelomeres in T. brucei, regions of R-loop formation. Moreover, the investigation of Marin et al. showed that T. brucei ATR is also involved in DSB repair by HR, being necessary for the recruitment and upregulation of RAD51 for γH2A site. ATR is also involved in replication fork stalling and mediates intra-S and partial G1/S checkpoint responses. Thus, it plays a central role in signal transduction and is critical for orchestrating parasites DNA damage response. Rinaldi et al. summarized recent research about the new roles of ATM and ATR in protecting the genome by sensing aberrant R-loops. R-loops are a three-strand structure formed by an RNA-DNA hybrid where a single-stranded RNA molecule pairs with a single DNA strand displacing the second DNA strand. They contribute to the important cellular process and, in general, R-loops accumulate at highly transcribed regions containing repetitive sequences, such as the tRNA and rRNA loci. Several DNA repair pathways (e.g., HR and nucleotide excision repair–NER) contribute to R-loop regulation. Their abnormal formation can threaten genome stability, and it is known that there are clear interconnections between their regulatory mechanisms and the cellular response to either replication stress or DSBs. Costa-Silva et al. showed how topoisomerase 3α is engaged in HR repair and replication stress in T. cruzi. The authors analyzed the effects of TcTopo3α knockout (KO) in different developmental forms of this parasite. Slight growth alterations were observed in epimastigotes, whereas trypomastigotes showed reduced in vitro invasion capacity and amastigotes decreased cell proliferation. Curiously, in epimastigotes and amastigotes, the authors detected a high number of dormant cells. Interestingly, epimastigotes could not resume cell growth when knockout parasites were exposed to ionizing irradiation. Moreover, these parasites could not efficiently repair DNA damage when challenged with drugs that generate replication stress. One of these drugs, MMS, also induced telomere shortening in TcTopo3α KO parasites.
Using human fibroblasts, Russo et al. demonstrated a new role of an atypical protein tyrosine phosphatase, DUSP3, in the maintenance of genome stability. DUSP3 can associate with nucleophosmin (NPM) under genotoxic stress (e.g.: UV irradiation), leading to its dephosphorylation, affecting homooligomerization, its nucleolus-nucleoplasm translocation rate, and the subnuclear (re)localization of some protein partners. All these effects collectively culminate in increased stability, phosphorylation, and transcriptional activity of p53.
Using different immortalized human cells, Magalhães et al. demonstrated that RhoA, one of the Rho GTPases, plays a role in genome stability by regulating the repair of UV-induced DNA damage by NER. Rho GTPases belong to a small family of signaling molecules that are key mediators of diverse cellular and physiological processes such as cell division, migration, and invasion. They also act as pro-survival factors and are implicated in the regulation of components of DNA damage response since they show increased activity and expression when cells are exposed to different DNA damaging agents. The authors showed that cells displaying normal levels of active RhoA are more resistant to UV-promoted cell death than cells with RhoA loss of function, which accumulated in G1/S phases, and showed low survival rates and reduced cell proliferation. In addition, RhoA loss of function cells were hypersensitivity to UV effects in a NER-deficient background.
TELOMERE HOMEOSTASIS: THE ROLE OF PROTEINS AND TERRA NONCODING RNAS
Telomere regulation and the control of telomerase activity are of keen interest for the understanding of many biological features involved in tumorigenesis, aging, and the survival of eukaryotes.
Telomeres, the physical ends of linear eukaryotic chromosomes, are composed of repetitive DNA in double-stranded and single-stranded forms. The single-stranded protrusions at the 3′ end (3′ G-overhangs) are formed due to the inability of DNA polymerases to complete DNA replication at the end of the lagging strand. These terminal structures are associated with proteins (e.g.: in humans, represented by six-protein complexes known as shelterin, and the CST complex) and a long noncoding telomeric RNA (TERRA, Telomere Repeat containing RNA), whose transcription is originated at the C-strand subtelomeric region. Their orchestrated actions prevent telomeres from being recognized as DSBs, avoiding a local DDR. Also, these complexes protect chromosome termini from recombination, fusion, and degradation, ensuring genome stability and cell proliferation. Ackerson et al. reported how cells distinguish end protection from DSBs since they share many features and factors. They also compared and debated which pathway is employed to repair DSBs: HR or NHEJ. Finally, they reached a consensus that DSB repair choice and keeping telomeres protected are mutually exclusive events for the cell. Curiously, as previously mentioned, in T. brucei, DSBs are mainly repaired by HR since this organism lack cNHEJ repair pathway. Thus, T. brucei telomeres can be rearranged mainly by HR-dependent events, which commonly occur at the subtelomeric region and is one of the important pathways used by this parasite during antigenic variation. Other specific features about T. brucei telomeres are the fact that TERRA is transcribed by RNA polymerase I and only from the active VSG (Variant Surface Antigen)-adjacent telomere, where large truncations frequently occur. The high amount of TERRA transcription and TERRA R-loops formation at these active sites, in their turn, promote telomere instability by inducing DNA damage repair by HR, which increases VSG switching and hence the parasite ability to evade the immune system. A similar phenomenon happens when the parasite is depleted from some shelterin-like proteins, as reviewed by Bibo Li’s et al.
Liu et al. demonstrated that the depletion of CTC1 is very harmful to the cells. CTC1 is a component of the mammalian CST complex (CTC1, STN1, and TEN1) involved in restarting stalled telomeric replication fork and the C-strand fill-in synthesis. It was previously shown that the absence of CTC1 leads to defects in fork restart, and its mutation caused cancer-prone diseases (e.g.: coats plus or dyskeratosis congenita). Liu et al. figured out that the expression of CTC1 can be controlled by a miRNA (miR-376a). miR-376a overexpression induced telomere replication defect and resulted in telomere shortening and direct replicative telomere damage. Moreover, its high expression was associated with the deregulation of CTC1 and a poor outcome for patients with rectum adenocarcinoma.
It is a consensus that telomeres maintenance depends on many factors and circumstances. It was early known that due to the inability of DNA polymerases to complete replication at the ends of DNA lagging strand, noun as “the end replication problem,” chromosome ends can lose telomeric DNA in each cell division. The end replication problem is usually circumvented by a specialized reverse transcriptase named telomerase. Telomerase is a ribonucleoprotein (RNP) minimally composed of an RNA, TER (telomerase RNA), that contains the template sequence copied by the reverse transcriptase protein component (TERT) during telomere elongation. Telomerase activity and its access to telomeres are controlled in many ways, for example, by the telomeric heterochromatin and telomerase RNP protein subunits. However, telomere replication is completed by the canonical replication machinery, whose action can be hampered by the formation of secondary structures, such as t-loops. Therefore, numerous factors participate in efficient telomere maintenance by preventing local replication fork stalling or promoting the restart of a stalled replication fork at telomeres. Bonnell et al. provided an extensive discussion about the difficulties associated with the passage of the replication fork through telomeres in yeast and mammals. The authors showed that these organisms share conserved mechanisms to ensure complete telomere replication.
Telomerase can also engage de novo telomere synthesis/addition in a DSB site to avoid nucleolytic degradation and chromosome rearrangements. The de novo telomere addition can be artificially induced using telomeric tracts or spontaneously at TG-rich sequences near a DSB. These events were already observed in yeasts and ciliates during chromosome fragmentation, resulting in functional telomeres. In yeast, it is negatively regulated by a kinase (MEC1, the ortholog of ATM and ATR) or by the 5′-3′ helicase Pif1, as reviewed by Hoerr et al. These events are counteracted by telomerase acting at critically short telomeres.
The biogenesis of the telomerase RNP complex is another important issue involving telomeres maintenance and regulation. Savelyev et al. showed that PARP1 [Poly (ADP-ribose) polymerase 1], apart from regulating protein-protein and protein-nucleic acid interactions and many other processes, modulate the affinity of the H/ACA box GAR1 and DKC1 proteins for the TER component. The authors showed that PARylation influences proteins’ RNA-binding properties and alters telomerase activity and telomere length. Thus, PARP1 is probably involved with the assembly and stability of the telomerase RNP complex and may be a useful target for anticancer drug development.
Oliveira et al. demonstrated that L. amazonensis telomere length is naturally shorter in the infective forms, and telomerase activity is dependent on the temperature that parasites live in their specific host (insects or mammals). They showed that the inactivation of the chaperone HSP90 by a specific inhibitor (17AAG) disturbed parasite growth, induced cell cycle arrest at G2/M phases, inhibited telomerase activity, and caused telomere shortening in a time-dependent manner. Also, HSP90 co-IP with the TERT component agreeing in favor of HSP90 being a parasite telomerase component and a potential antiparasitic target. Chaperones are also important for the assembly and stability of the telomerase complex in yeast and humans, as previously shown.
Finally, Novo opened an interesting discussion about telomeres in pluripotent embryonic stem cells (mESCs). mESCs telomeres adopt a non-canonical, relaxed epigenetic state characterized by the low density of histone methylation and high TERRA expression. In contrast, telomeres shorten each cell division in somatic cells due to the absence of telomerase activity and low TERRA transcription. The specific mESCs nuclear environment likely adopts unique architecture and compartmentalization of the diverse molecules (RNA/proteins, chromatin, and other nuclear factors) relying on forming membraneless LLPS (liquid-liquid phase separation) condensates of different sizes and constitution. The LLPS is involved in many nuclear events and may mechanistically explain the simultaneous occurrence of distinct biochemical processes in the nucleus.
AUTHOR CONTRIBUTIONS
MC wrote the manuscript. MdS and RM edited the manuscript. All authors provided intellectual input to this editorial.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 da Silva, McCulloch and Cano. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.









	 
	REVIEW
published: 25 May 2020
doi: 10.3389/fcell.2020.00324





[image: image]

RECQL5 at the Intersection of Replication and Transcription

Zeid Hamadeh1,2* and Peter Lansdorp1,2,3,4*

1Terry Fox Laboratory, British Columbia Cancer Research Centre, Vancouver, BC, Canada

2Department of Genome Science and Technology, University of British Columbia, Vancouver, BC, Canada

3Department of Medical Genetics, University of British Columbia, Vancouver, BC, Canada

4European Research Institute for the Biology of Ageing, University of Groningen, Groningen, Netherlands

Edited by:
Marcelo Santos Da Silva, Butantan Institute, Brazil

Reviewed by:
Sudha Sharma, Howard University, United States
Robert M. Brosh, National Institute on Aging, National Institutes of Health (NIH), United States
Marco Saponaro, University of Birmingham, United Kingdom

*Correspondence: Zeid Hamadeh, zhamadeh@bccrc.ca; Peter Lansdorp, plansdor@bccrc.ca

Specialty section: This article was submitted to Cell Growth and Division, a section of the journal Frontiers in Cell and Developmental Biology

Received: 03 March 2020
Accepted: 16 April 2020
Published: 25 May 2020

Citation: Hamadeh Z and Lansdorp P (2020) RECQL5 at the Intersection of Replication and Transcription. Front. Cell Dev. Biol. 8:324. doi: 10.3389/fcell.2020.00324

Maintenance of genome stability is essential to prevent the accumulation of DNA mutations that can initiate oncogenesis and facilitate tumor progression. Studies of DNA repair genes have revealed a highly dynamic and redundant network of genes and proteins responsible for maintaining genome stability. Cancer cells are often deficient in DNA repair, and the resulting genome instability decreases their fitness but also allows for more rapid evolution under selective pressure. Of particular interest for genome stability are the RecQ class of helicases. Five genes in this class, RECQL1, BLM, WRN, RECQL4, and RECQL5, are unique to mammals, as simpler eukaryotes and bacteria appear to have only one homolog, RecQ. The precise role of each of the five mammalian RecQ helicases remains to be determined. Whereas loss of function mutations of BLM, WRN, and RECQL4 in humans are associated with specific diseases, RECQL1 and RECQL5 have not yet been associated with specific disorders. Mice deficient in Recql5 are more likely to develop cancer, and human cells deficient in RECQL5 display chromosomal instability and elevated sister chromatid exchange events, similar to cells deficient in any of the other RecQ helicases. Recent studies support the hypothesis that RECQL5 can resolve intermediate DNA repair structures resulting from the collision of DNA transcription and replication machinery. In this review, we aim to summarize current knowledge regarding RECQL5 in the context of DNA repair, replication, and transcription to help uncover the role of RECQL5 in the maintenance of genome stability.
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INTRODUCTION

Helicases are a highly diverse class of motor proteins that use ATP to unwind or translocate strands of nucleic acids (Bernstein et al., 2010; Croteau et al., 2014). The RecQ helicases are one highly conserved class of DNA helicases from bacteria to complex eukaryotes and are known best for preventing inappropriate recombination (Bernstein et al., 2010). Bacteria and lower eukaryotes have only one RecQ ortholog, RecQ, whereas humans have five RecQ genes with a unique gene structure each, suggestive of functional divergence (Figure 1A).


[image: image]

FIGURE 1. Structure of RecQ helicases. (A) Domain architecture of all five RecQ helicases, aligned by core helicase and RQC domains. (B) Subdomains of the core helicase domain of RECQL5. Zn refers to the Zn-binding domain and WH refers to the winged helix-like structure of RECQL5. (C) Cartoon structure diagram of the core helicase domain, colored by subdomain. Gene structure diagrams were designed using Domain Graph (DOG), and the protein structure was designed using PyMol with the crystal structure used in Newman et al. (2017). Data on gene structure was also retrieved from Croteau et al. (2014).


All RecQ helicases share two common domains: the core helicase domain and the RecQ C-terminal (RQC) domain, which together make up the catalytic core of the enzyme (Figures 1B,C). Some members additionally contain a helicase and RNaseD C-terminal (HRDC) domain with a function that remains unclear but appears not to be essential for helicase activity (Newman et al., 2017). Within the core helicase domain, there are three subdomains, N and C terminal RecA-like core domains (D1 and D2) and a Zn2+-binding domain, followed by a winged helix (WH) responsible for interacting with DNA (Figures 1B,C). It is the catalytic core helicase domain that is responsible for unwinding dsDNA, translocating ssDNA, and, in some cases, remodeling of non B-DNA structures that may arise during transcription, repair, and replication (Wu, 2012).

Of the five RecQ helicases, BLM, WRN, and RECQL4 are associated with specific diseases of marked premature aging and cancer predisposition such as Bloom Syndrome, Werner Syndrome, and Rothmund-Thompson Syndrome, respectively, whereas RECQL1 and RECQL5 remain to be associated with specific disorders (Bernstein et al., 2010). In a group of 50 mice deficient in the murine homolog of RECQL5, Recql5, nearly 50% developed cancer within 22 months compared to 6% in wildtype mice (Hu et al., 2007). Additionally, cells deficient in RECQL5 display a phenotype of chromosomal instability resulting in elevated sister chromatid exchange events (SCEs) and double-strand breaks (DSBs) similar to cells deficient in most of the other RecQ helicases (Hu et al., 2007). Unique to RECQL5 is a C-terminal domain consisting of multiple protein–protein interaction motifs that are believed to help RECQL5 regulate DNA repair intermediate structures resulting from the collision of DNA transcription and replication machinery (Khadka et al., 2016).


Biochemical Characterization of RECQL5 Helicase

RECQL5 was first cloned by Kitao et al. (1998) and was identified as a RecQ helicase based on homology with other characterized RecQ helicases. In humans, the gene is ubiquitously expressed in all tissues tested, with notably strong expression in the testis and pancreas (Kitao et al., 1998). RECQL5 was mapped to chromosome 17q25 and found to be alternatively spliced in 19 variant forms, with three variant forms (α, β, and γ) being the most predominant (Kitao et al., 1998; Hu et al., 2007). The α and γ forms are less common variants that are truncated at the C-terminal and have only D1 and D2 helicase subdomains without the Zn2+-binding domain that is essential for helicase activity (Hu et al., 2007). Therefore, these truncated forms are deficient in helicase activity and only have a strand annealing function. The more common variant, RECQL5β (referred to hereinafter as RECQL5), is a 120 kDa protein with 991 amino acids containing all three core helicase subdomains and an extended C-terminal that is different from other RecQ helicases and contains several regions essential for specific protein–protein interactions (Figure 1A). It remains unclear to what degree different isoforms of RECQL5 play a role in different cell types.

Crystal structures of RECQL5 have revealed D1 and D2 helicase subdomains that are highly similar to other RecQ helicases, whereas a helical hairpin motif in the Zn2+-binding domain is significantly longer than that of any other RecQ helicase (Newman et al., 2017). Additionally, the C-terminal of RECQL5 lacks a winged helix immediately following the Zn2+ binding domain and instead has a positively charged alpha helix (Newman et al., 2017). Both of these unique structures in the core catalytic unit are believed to confer selectivity in the DNA-binding capacity of RECQL5 compared to other RecQ helicases. Newman et al. (2017) showed that this region contributes to a higher specificity in RECQL5 for non-duplex DNA such as ssDNA, hairpin loops in dsDNA, and forked DNA structures, all of which could occur as transcription intermediates.

Within the C-terminal of RECQL5 are two domains responsible for protein interactions (Newman et al., 2017). The kinase-inducible domain interacting (KIX) domain and Set2-Rpb1 interacting (SRI) domain were isolated from full-length RECQL5 constructs and were shown to be required for the interaction between RECQL5 and RNA polymerase II (RNAPII) (Table 1). Using purified proteins, Hu et al. (2007) demonstrated that RECQL5 is capable of binding and inhibiting RAD51-mediated D-loop formation, an interaction discovered to require a motif between residues 652 and 725. Electron microscopy revealed that RECQL5 can remove RAD51 from ssDNA in a reaction dependent on ATP hydrolysis and the ssDNA-binding protein, RPA. Several other stimulatory interactions are summarized in Table 1 and are discussed in further detail below.


TABLE 1. Protein–protein interactions reported for RECQL5.
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RECQL5 GENE FUNCTION


Role of RECQL5 in Double-Stranded DNA Break Repair

When cells encounter DNA damage or replication stress that leads to a DSB, two main pathways are essential for faithful DNA repair. Non-homologous end joining (NHEJ) predominates during G1 because cells have yet to replicate their DNA and cannot access the redundancy of genetic material required as a template for faithful DNA repair by homologous recombination (HR) (Wright et al., 2018). There are three main steps in HR (Figure 2). Firstly, 3′ ssDNA overhangs are formed through end resection coordinated by the MRE11-RAD50-NBS1 complex at the DSB (Figure 2, step 2). Exposed ssDNA is bound by RPA, which is replaced by RAD51 to form RAD51-ssDNA nucleofilaments. These RAD51 nucleofilaments search for homologous sequences present on nearby replicated sister chromatids or homologous chromosomes and invade one or both complementary strands on the donor molecule to form a D-loop or double Holliday junction (dHJ), respectively (Figure 2, step 3 and 4a). Finally, strand extension of the invaded strand can occur either by synthesis-dependent strand annealing (SDSA) in the case of D-loop formation (step 3b) or through canonical DSB repair (DSBR) in the case of dHJ formation. Canonical DSBR occurs at the risk of forming hazardous crossover (CO) products where either sister chromatid or homologous chromosome donor molecules exchange strands of DNA between molecules (Figure 2). SDSA proceeds until there is sufficient sequence homology in the one strand to anneal to the second resected end and continue gap filling and polymerization (Figure 2, step 4b). In canonical DSBR, the risk of forming CO products in turn is a marker of genome instability (West et al., 2016). In the case where a homologous chromosome is used as the template molecule as opposed to a sister chromatid, the heterozygosity of deleterious alleles on one homolog may be lost if that allele is used to repair the DSB containing the healthy allele, leading to a null phenotype (West et al., 2016). When dHJs form, the BLM-TOPOIIIa-RMI1/2 complex can promote convergent migration of the two HJs to produce a hemicatenane structure (Figure 2, step 5a) that can be processed by TOPOIIIa, forming non-CO (nCO) products (West et al., 2016). Alternatively, structure-selective resolvases such as the SLX1/4 and MUS81-EME1 endonucleases can cleave both junctions either symmetrically or asymmetrically to form nCO and CO products, respectively (West et al., 2016). Efforts to limit the risk of CO products aim to favor the DSB repair pathway that leads only to D-loop formation and SDSA. For example, disrupting D-loops before the other overhang of resected DNA anneals with the non-hybridized strand of donor DNA would bias DSBR pathways toward nCO products.
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FIGURE 2. Homologous recombination schematic of different repair pathways. Three initial steps that are common to all pathways include end resection of 3′ overhangs, strand invasion of one or both overhangs with homologous donor DNA, and extension of annealed overhang (steps 1–3). When only one resected end of the DSB performs invasion, a D-loop is formed, and extension proceeds by synthesis-dependent strand annealing where one overhang is extended until there is sufficient homology to hybridize with the other resected end, gaps are filled in, and nCOs are produced (steps 3b, 4b, 5c). When the second resected end also hybridizes to the available strand in a D-loop, a dHJ is formed (steps 3a, 4a). Processing of dHJs can proceed by promoting convergent migration of the structure until a small hemicatenane structure is formed (step 5a), which can be cleaved by topoisomerases into an nCO product (step 6a). Alternatively, asymmetric cleavage of the dHJ by non-specific resolvases can result in a CO product (step 5b). The information from this figure was extracted from the works of Smith et al. (2007); West et al. (2016), and Rickman and Smogorzewska (2019).


Cells deficient in RECQL5 display a phenotype of genome instability and elevated CO products in the form of SCEs. Hu et al. (2007) discovered that RECQL5 interacts with and disrupts RAD51 nucleofilaments similar to BLM and Sgs1 in yeast, a landmark finding that supported a model of HR where RAD51-dependant pathways are susceptible to CO products and the idea that RECQL5 and BLM are regulators of this pathway in humans. However, the synergistic phenotype of genome instability in RECQL5–/– BLM–/– double knockouts was the first evidence that these genes may have non-overlapping roles as well. It was later shown in vivo that RECQL5 is essential for this disruptive interaction with RAD51 and its ability to form D-loops (Hu et al., 2009).

Bringing these observations together, Olson et al. (2018) proposed a model of HR in which increased levels of RECQL5 reduce repair efficiency in the presence of a dsDNA donor molecule, whereas repair efficiency is significantly increased in the presence of an ssDNA donor. This supports the notion that RAD51 is essential for strand invasion and that by disrupting these nucleofilaments, RECQL5 is limiting the formation of D-loops and subsequent dHJ formation (Paliwal et al., 2014). Given that RECQL5 gene amplification and deficiency have both been associated with cancer predisposition, it is possible that RECQL5 is required at a suitable level to permit sufficient RAD51-mediated strand invasion for HR repair without an excess of D-loop formation biasing outcomes toward dHJ and CO products (Olson et al., 2018; Wright et al., 2018; Zhu et al., 2018).



Role of RECQL5 in Replication Stress

During replication, the replisome encounters many stressors that may hinder faithful chromosome duplication (Rickman and Smogorzewska, 2019). This replication stress may slow or even stall the replication fork and activate certain pleiotropic DNA repair genes to form intermediate molecules in an effort to prevent further damage from occurring (Rickman and Smogorzewska, 2019). These replication stress pathways serve to resolve these substructures of DNA, which may arise during replication fork stalling (Saldivar et al., 2017). As a typical by-product of replication fork stalling, the accumulation of exposed ssDNA occurs as RPA is depleted across multiple stalled forks (Toledo et al., 2017). This accumulation and subsequent depletion of free RPA serves to activate ATR kinase and the replication stress response, which serves to recruit DNA repair machinery and stabilize the stalled fork before too much ssDNA is exposed (Figure 3) (Saldivar et al., 2017). Most importantly, it serves to prevent new origins from firing and further RPA depletion and associated ssDNA exposure from leading to global replication fork stalling and replication catastrophe (Toledo et al., 2017). Forks that fail to restart may lead to replication fork collapse and DSBs, activating canonical DSBR pathways (Toledo et al., 2017).
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FIGURE 3. Role of RECQL5 in replication stress response. Replisome can encounter a replication stress-inducing lesion on either a lagging or leading strand. (A) When the replisome encounters a lesion on a lagging strand, DNA polymerase is able to bypass the lesion by dissociating from the Okazaki fragment and reassociating to form a new fragment ahead of the lesion. (B) Replisome encountering a lesion on a leading strand may lead to replication fork uncoupling, whereby the polymerase is stalled and dissociated from the replication helicase, which continues unwinding DNA and exposing ssDNA. Exposed ssDNA and simultaneous depletion of free RPA serve to activate ATR signaling of the replication stress response and recruit BRCA1/2 and PALB2 to begin exchange of RPA for RAD51. RAD51 actively promotes reversal of the replication fork and formation of a regressed arm whereby newly synthesized DNA strands anneal to each other, allowing for non-specific cleavage by the MRE11 endonuclease and subsequent canonical DSB repair. In the presence of RECQL5, RAD51 is removed from ssDNA, and the MUS81/EME1 endonuclease complex is recruited to allow controlled cleavage and replication fork restart.


RECQL5 has been implicated in this stress response because of the finding that cells deficient in RECQL5 are hypersensitive to the Topoisomerase I inhibitor, camptothecin, which leads to impaired replication, and experience an exaggerated phenotype of genome instability (Hu et al., 2009). Additionally, RECQL5 associates with the replisome factor, PCNA, and persists at sites of stalled replication forks (Urban et al., 2016). This involvement of RECQL5 in resolving replication stress could, in part, be attributable to its ability to stimulate the endonuclease, FEN1, and coordinate the cleavage events needed for replication fork restart (Speina et al., 2010).

The interaction of RECQL5 with RAD51 also serves an important role in processing stalled replication forks, as RAD51 has a pleiotropic function in both HR and replication stress (Di Marco et al., 2017). Upon replication stress, stalled replication forks accumulate ssDNA, and RAD51 stabilizes this DNA with the support of BRCA2, similar to how RAD51 binds ssDNA on the resected ends of a DSB in DSBR (Figure 3) (Rickman and Smogorzewska, 2019). Electron microscopy studies were performed to study replication fork reversal in the presence and absence of the stabilizing filament, RAD51, its loading partner, BRCA2, and the processing endonuclease, MRE11 (Figure 3). These studies revealed that RAD51 independently promotes replication fork reversal and that RAD51 and BRCA2 together protect against reversed fork degradation by MRE11 (Figure 3) (Mijic et al., 2017). Despite the protective role of RAD51 against MRE11-mediated reversed fork cleavage, overexpression of RAD51 created a phenotype of excessive fork stabilization and impaired replication fork restart, suggesting that an appropriate balance of RAD51-stabilized replication forks is sufficient for replication restart (Mijic et al., 2017). Considering that RECQL5 removes RAD51 filaments in DSBR, Di Marco et al. (2017) examined the role of RECQL5 in replication stress and showed that in addition to removing RAD51 filaments from reversed replication forks, RECQL5 recruits and stimulates the MUS81-EME1 endonuclease complex to promote cleavage and replication restart of difficult-to-replicate regions (Figure 3). Taken together, these findings support a model of RECQL5 in which it balances the intermediate structures in DSBR and the replication stress response.



Role of RECQL5 in Transcription and Regulating Transcription-Replication Stress

A protein–protein interaction unique to RECQL5 and believed to be critical to its function is that between RECQL5 and the RNA polymerase II (RNAPII) complex (Aygün et al., 2008; Kanagaraj et al., 2010). Cells deficient in RECQL5 display elevated levels of transcription, increased RNAPII-bound chromatin and increased DSBs associated with transcribed loci, suggesting that RECQL5 has more of an inhibitory role in this interaction (Izumikawa et al., 2008; Aygün et al., 2009; Li et al., 2011). Furthermore, RECQL5 loss increased the ratio of RNAPII associated with promoter-proximal regions relative to the gene body of a subset of over 5000 genes examined, whereas overexpression reversed this ratio (Saponaro et al., 2014). However, there was no change in overall mRNA produced, suggesting that transcription elongation rate was affected, as opposed to transcription initiation (Saponaro et al., 2014). For 80% of the transcribed genes in a genome-wide assay, Saponaro et al. (2014) created an in vivo model to synchronize transcript cycles and measure the elongation rate of individual genes and showed that depletion of RECQL5 significantly increased this value whereas overexpression reduced it. In the absence of RECQL5, sites with elevated transcript elongation were enriched for DSB breaks. Together, these findings suggest that RECQL5 is an inhibitory RNAPII elongation factor and that deficiencies in RECQL5 lead to increased rates of RNAPII-mediated transcript elongation, higher levels of RNAPII pausing or arrest and overall transcription-induced genome instability. This form of transcription-associated genome instability appears also to be associated with replication, since Li et al. (2018). showed that many of the DSBs in this model accumulate during S-phase and associate with RNA-transcribed loci. This phenotype was relieved in the presence of a transcription inhibitor, further supporting the association of replication and transcription machinery driving DSBs and genome instability (Li et al., 2011). Together these findings support a model of transcription-associated genome instability where RECQL5 is limiting the collision of transcription and replication machinery by slowing the elongation rate of transcription.

Another source of transcription-associated genome instability is the formation of R-loop structures at sites of active transcription during replication. The formation of ssDNA from negative supercoiling behind transcription allows RNA invasion, forming an R-loop and making it difficult for replication machinery to continue (Li et al., 2018). RECQL5-bound RNAPII was shown to stimulate conjugation of SUMO2 to the replicative factor, PCNA, another one of its binding partners (Li et al., 2018). Conjugated SUMO2-PCNA is capable of interacting with the histone chaperone protein, CAF1, and depositing repressing histone marks in a CAF1-dependant manner, thereby reducing chromatin accessibility and effectively dislodging RNAPII from DNA (Li et al., 2018). This was confirmed by showing that cells deficient in RECQL5 are transcription replication conflict (TRC) and DSB prone and that overexpressing SUMO2-PCNA or CAF1 rescued this phenotype (Li et al., 2018). Additionally, RECQL5 was shown to mediate replication fork restart at the sites of stalled replication forks near R-loops by limiting RAD51-mediated replication fork reversal and recruiting the MUS81-EME1 endonuclease complex for appropriate processing of stalled replication (Chappidi et al., 2019).

These findings support a model of RECQL5 that intimately relates transcription to replication and serves to limit TRCs. There is evidence that it does so both proactively by either inhibiting transcript elongation near sites of replication or remodeling chromatin to dislodge RNAPII from DNA and retroactively by limiting RAD51-mediated replication fork reversal and promoting MUS81-EME1 cleavage and replication fork restart (Di Marco et al., 2017; Li et al., 2018; Chappidi et al., 2019).



DISCUSSION

It is clear that RECQL5 serves as an important regulator of DNA repair intermediate structures that may arise during DNA damage, replication stress, and transcriptional stress. This essential regulatory role of RECQL5 is further highlighted by the observed elevated RECQL5 expression and gene amplification in urothelial carcinoma of the bladder and in breast cancers (Chen et al., 2015; Arora et al., 2016; Patterson et al., 2016). However, the nature of DNA lesions that are preferentially repaired using RECQL5, the choice of RECQL5 over alternative RecQ helicases for the repair of various DNA lesions, and the role of expression levels in such choices remain to be elucidated. The finding of significant cancer predisposition in mice models deficient in RECQL5 supports the hypothesis that perturbation of RECQL5 levels in either direction can contribute to oncogenesis (Hu et al., 2007). Yet it remains unclear to what degree RECQL5 is the only factor regulating these processes and how RECQL5 contributes to oncogenesis or provides a backup function to other essential DNA repair genes. There is evidence of some overlapping function, specifically with other RecQ helicases. For example, in comparison to BLM, RECQL5 shares a similar phenotype of genome instability, but there is sufficient evidence that RECQL5 suppresses SCEs and DSBs even in the presence of BLM (Hu et al., 2005). Shared protein–protein interactions between RECQL5 and BLM, such as with RAD51, likely correspond to overlapping functions, whereas interactions unique to RECQL5, such as that with RNAPII, may provide useful insight into the unique functions of RECQL5 (Li et al., 2011; Paliwal et al., 2014).

The larger body of research on other RecQ helicases supports further studies of RECQL5 in parallel with other RecQ helicases. Given that loss of RECQL5 increases SCEs, it will be of interest to map the location of such events, as it was shown that BLM preferentially prevents SCE events near transcribed genes and G-quadruplex motifs (van Wietmarschen et al., 2018). There may be specific motifs or substructures of DNA that RECQL5 preferentially localizes to and protects against genome instability. Such studies will help uncover the role of RECQL5 in the maintenance of genome stability and might provide clues about its involvement in oncogenesis.
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Background: Pds5 is an abundant HEAT-repeat-containing protein that binds to cohesin and mediates sister chromatid cohesion. In vertebrates, Pds5A and Pds5B are known to protect DNA replication fork, as their loss leads to DNA damage. Pds5 interacts directly with Wapl, to remove cohesin during mitosis.

Aim: To analyze the effects of the loss of Pds5 proteins-mediated DNA damage on the cell cycle checkpoints and to examine the possibility that Pds5 proteins have an overlapping function.

Methods: We first analyzed the cell cycle regulation of Pds5 proteins and defects in S-phase; DNA damage was confirmed after Pds5A/B knockdown. The activation of cell cycle checkpoints and apoptosis were examined by the level of p-Chk1S317, MAD2 localization, and the level of pro-apoptotic markers, respectively.

Results: Pds5 proteins dissociated from chromatin in a stepwise manner, and their loss led to activation of pro-apoptotic markers associated with the phosphorylation of Chk1S317 due to DNA damage. Depletion of either Pds5A or Pds5B alone increased Smc3 acetylation in perturbed cell cycle, while depletion of both proteins severely impaired Smc3 acetylation. Moreover, the loss of Pds5A/Pds5B activated the SAC in an ATR-Chk1-dependent manner and stabilized Wapl on chromatin. The depletion of Chk1 rescued the S-phase delay associated with Pds5 depletion and significantly increased mitotic catastrophe.

Conclusion: Pds5A and Pds5B display overlapping functions in facilitating Smc3 acetylation. Somewhat paradoxically, they also have non-redundant functions in terms of cohesin removal due to the activated surveillance mechanism that leads to phosphorylation of Chk1S317.

Keywords: Pds5A, Pds5B, cohesin, mitosis, DNA damage, ATR, Chk1, spindle assembly checkpoints


INTRODUCTION

Sister chromatid cohesion is mediated by the multi-subunit cohesin complex, which comprises four core proteins Smc1, Smc3, kleisin subunit Scc1 (Rad21 in humans), and Scc3 (SA1 or SA2 in vertebrates), and the regulatory proteins include sororin, wings apart-like (Wapl), and Pds5 (Schmitz et al., 2007; Shintomi and Hirano, 2009; Nasmyth, 2011; Losada, 2014). The establishment and maintenance of sister chromatid cohesion are aided by the replisome component CHl1 helicase and Smc3 acetylation by the replication fork-associated acetyltransferase Eco1/Ctf7 (Esco1 and Esco2 in humans) (Skibbens et al., 1999; Toth et al., 1999; Ivanov et al., 2002; Unal et al., 2007; Nishiyama et al., 2010; Samora et al., 2016). Wapl associates with cohesin by interacting with a specific amino acid sequence on cohesin’s Scc1 and SA1/SA2 subunits via the FGF motif present in the N-terminus of Wapl (Kueng et al., 2006; Shintomi and Hirano, 2009). Sororin and Wapl have opposite functions in regulating sister chromatid cohesion. Sororin competes with Wapl to bind Pds5 and antagonize Wapl to maintain sister chromatid cohesion during interphase (Nishiyama et al., 2010).

In higher eukaryotes, the dissociation of cohesin from chromosomes during mitosis is highly regulated. Phosphorylation of sororin by Cdk1 inhibits its binding to Pds5 (Nishiyama et al., 2013), allowing the binding of Wapl to Pds5 and hence the removal of cohesin from the chromosome arms. However, centromeric cohesin is protected from degradation by shugoshin 1 (Sgo1). Sgo1 recruits a serine/threonine phosphatase, 2A (PP2A), which suppresses the phosphorylation of centromeric cohesin during prophase (Kitajima et al., 2006; Riedel et al., 2006; Tang J. et al., 2006). Following bipolar attachment of sister kinetochores to spindle microtubules, the anaphase-promoting complex (APC)-dependent activation of a peptidase (Separase) results in the degradation of residual centromeric cohesin to initiate anaphase (Hauf et al., 2001). Cdc20, a substrate-specific activator of APC/C, is the target of spindle assembly checkpoint (SAC) activation (Yu, 2002).

The response to DNA damage and the activation of SAC cooperate and function together as a genome surveillance mechanism to avoid genomic instability and to ensure cell division fidelity (Losada, 2014; Tsutsumi et al., 2014; Zeman and Cimprich, 2014). In response to DNA damage, sensor proteins associate with the lesion to recruit transducers of the damage signal and trigger the DNA damage checkpoint response by activating the signal transducer kinase ATM/ATR, which in turn activates the checkpoint kinases Chk1 and Chk2 (Liu et al., 2000; Matsuoka et al., 2000; Heyer et al., 2010). In metazoans, a well-characterized function of Chk1 activation in response to DNA damage or replication inhibitors is to maintain the stability of replication forks, inhibit the firing of origins, and delay entry of the cell into mitosis (Nurse, 1997; Feijoo et al., 2001). Chk1 can also phosphorylate mitotic arrest deficient protein Mad2 in vitro, and Chk1 loss leads to Mad2 down regulation (Chila et al., 2013). Mad2 and the histone variant CENPA become enriched at the nuclear periphery in a manner dependent on the response to DNA damage (Foley and Kapoor, 2013).

The Precocious Dissociation of Sister protein (Pds5) is a member of a highly conserved family of proteins which was initially identified as an essential factor for the establishment and maintenance of sister chromatid cohesin during S-phase (Hartman et al., 2000). In mammalian cells, there are two variants of Pds5, Pds5A (1337 amino acids) and Pds5B/APRIN (1447 amino acids), and both interact with cohesin and regulate its removal from chromatin (Losada et al., 2005; Gause et al., 2010). Several lines of evidence indicate the role of Pds5B in DNA damage repair and homologous recombination (HR) (Brough et al., 2012; Kusch, 2015; Couturier et al., 2016). Notably, the direct interaction between Pds5B and BRCA2, a protein associated with DNA repair, has been shown to regulate HR and prevent replication fork stalling (Boulton, 2006; Schlacher et al., 2011). Moreover, low Pds5B expression levels predict better survival in patients with breast and ovarian cancer, as the loss of Pds5B sensitizes breast cancer cells to DNA-damaging chemotherapy (Brough et al., 2012). It has recently been shown that both Pds5A and Pds5B are essential for replication fork protection. They recruit WRN helicase-interacting protein 1, RAD51 recombinase, and BRCA2 DNA repair associated with stalled forks (Morales et al., 2020), and their loss induces DNA double-strand breaks. Nevertheless, this does not affect the cellular levels of phosphorylated Chk1 (S345) (Carvajal-Maldonado et al., 2019).

In the current study, we sought to analyze the impact of Pds5 loss-of-function on the surveillance mechanism and to determine the upstream SAC regulator that blocks cell entry into anaphase. We report that the depletion of Pds5A or Pds5B or both induced phosphorylation of Chk1 (S317) with concomitant Smc3 acetylation and DNA damage-mediated stalling of DNA replication forks in perturbed and unperturbed cell cycle. This also led to SAC activation in an ATR-Chk1-dependent manner. Surprisingly, the Pds5 depletion-induced inhibition of DNA replication and SAC activation were rescued by Chk1 depletion, and they were accompanied by a significant increase in cell death mediated by mitotic catastrophe.



RESULTS


Pds5A and Pds5B Dissociate From Chromatin in a Stepwise Manner

First, we sought to determine the expression levels of the Pds5A and Pds5B proteins and their intracellular localization at specific stages of the cell cycle in a synchronized population of human cervical carcinoma cells (HeLa). This was achieved by exposing cells to G1/S block and release using aphidicolin, an inhibitor of DNA polymerase α (Krokan et al., 1981). FACS analysis revealed that mitosis occurred 15 h after release from the aphidicolin block (Figure 1A). Data obtained from the time-course experiment showed that Pds5A and Pds5B protein expression levels remained constant throughout the cell cycle (Figure 1B). Cyclin B1 was used as a marker for mitosis. Immunofluorescence data revealed that during the interphase, Pds5 proteins predominantly localized to the nucleus and only dissociated from chromatin at mitosis. Surprisingly, Pds5A and Pds5B dissociated from chromatin in a stepwise manner, at prophase and at the anaphase-metaphase transition, respectively (Figures 1C–E). Both Pds5A and Pds5B re-associated with chromatin at the telophase. The delayed dissociation of Pds5B from chromatin was further confirmed by analysis of the Pds5A and Pds5B immunoprecipitates of chromatin-associated proteins derived from asynchronous and nocodazole-arrested cells (Figures 1F,G). The cohesin subunit, Scc1, was found to co-immunoprecipitate only with Pds5B, not with Pds5A in nocodazole-arrested cells. The disparity observed in the chromatin residence time of Pds5 proteins suggests that these proteins could regulate sister chromatid cohesion differently and might have non-overlapping functions.
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FIGURE 1. Analysis of endogenous Pds5A and Pds5B expression and intracellular distribution during HeLa cell cycle. (A) HeLa cells were synchronized in the G1/S phase by aphidicolin block and release and were analyzed by FACS at a series of time points. (B) Total protein extracts were prepared at the indicated time points and analyzed by western blot against Pds5A, Pds5B, cyclin B1, and actin. (C,D) Immunofluorescence microscopy images showing the intracellular distribution of Pds5A and Pds5B (green) at different stages of the cell cycle. DNA was stained with Hoechst 33342 (blue). Merged images are shown (right panel). Scale bar: 8 μm. This figure is representative of three independent experiments. (E) Histogram showing the percentage of cells showing the differential disassociation of Pds5A and Pds5B during mitosis. (F,G) Soluble and chromatin fractions from asynchronous and nocodazole-arrested HeLa cells were subjected to Pds5A or Pds5B immunoprecipitation and were analyzed by western blot against Pds5A, Pds5B, and Scc1.




Pds5A and Pds5B Display Redundant Functions in the S-Phase but Not in Mitosis

To examine the role of Pds5 proteins in the S-phase, HeLa cells with a low passage number were transfected with a pool of four small, interfering RNAs (siRNAs) to specifically deplete the Pds5A and Pds5B proteins. We observed an effective depletion of Pds5A and Pds5B (Supplementary Figures S1A–E), while the other cohesin regulatory proteins were not affected (Supplementary Figure S1F). Next, we treated HeLa cells with control-si, Pds5A-si or Pds5B-si for 48 h before synchronizing them at the G1/S boundary using aphidicolin for 24 h. The cell cycle progression through S-phase, following the removal of aphidicolin, was monitored using flow cytometry (Figure 2A). The Pds5-depleted cells showed a remarkable slow cell cycle progression and increase in the sub-G1 peak, indicating the presence of apoptotic cells.
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FIGURE 2. Pds5A and Pds5B have overlapping functions in S-phase but distinct roles in mitosis. (A) FACS analysis of Pds5-depleted HeLa cells at the indicated time points following release from G1/S-phase arrest. (B) The experimental scheme is shown (top). Immunofluorescence images of Pds5-depleted HeLa cells labeled with BrdU for 30 min before the end of the indicated time point after release from G1/S-phase arrest. DNA was stained with Hoechst 33342 (blue). Scale bar: 10 μm. (C) Graph showing quantitation of the data shown in (B). At least 100 cells were counted in randomly selected fields. Each point represents the mean ± SEM of three independent experiments. (D) Histogram showing the percentage of BrdU-positive cells. Exponentially growing HeLa and RPE cells were labeled with BrdU for 30 min after 48 h from transfection with 50 nM control-si, Pds5A-si, or Pds5B-si. At least 100 cells were counted in randomly selected fields. Data represent the mean ± SEM of three independent experiments: ****p < 0.0001. P-values were calculated using two-way ANOVA. (E,F) HeLa cells were separately transfected with individual siRNAs directed against Pds5A or Pds5B for 48 h. Total cell extracts were prepared and subjected to immunoblotting analysis using antibodies against the indicated proteins. (G) Histogram showing the percentage of BrdU-positive cells following individual siRNAs treatment. Mean values ± SD of measurements are from at least 100 cells from three independent experiments: *p < 0.05; **p < 0.01. P-values were calculated using two-way ANOVA. (H) Reduction of Ac-Smc3 was determined by immunoblotting analysis of total cell lysates prepared from HeLa cells after depletion of Pds5 proteins. (I) Immunoblotting analysis of chromatin-associated protein fractions was prepared from synchronized HeLa cells at the G1/S-phase with aphidicolin for 24 h after depletion of Pds5A, Pds5B, and both. Phospho-histone H3 (PHH3) was used as a marker for mitosis. Asterisk indicates a nonspecific band. (J) Representative immunofluorescence microscopy images showing the distribution of Wapl in HeLa cells arrested at mitosis with 10 μM Taxol after depletion of Pds5A or Pds5B by siRNA; enlarged images are shown in the insets. Scale bar: 8 μm. (K) Histogram indicating the frequency of Wapl localization along unresolved chromosome arms after depletion of Pds5A or Pds5B. Mean values ± SD of measurements from at least 100 cells from three independent experiments: ***p < 0.001. P values were calculated using two-way ANOVA.


BrdU-labeling of a synchronized population of Pds5-depleted cells, following aphidicolin block and release, further confirmed the delay in DNA replication (Figures 2B,C). Analysis of DNA replication in an asynchronous population of either Pds5-depleted HeLa cells or Pds5-depleted non-transformed retinal pigment epithelial cells (Bodnar et al., 1998) revealed a significant reduction in BrdU incorporation in comparison with the control-si-treated cells (Figure 2D). To eliminate the possibility that we were observing the off-target effect, we used individual siRNAs directed against Pds5A or Pds5B (Figures 2E,F). Since different Pds5 siRNAs can inhibit the DNA replication in HeLa cells (Figure 2G), it is unlikely that this is an off-target effect of the siRNAs.

Next, we sought to monitor the state of Smc3 acetylation after the depletion of Pds5 proteins. In asynchronous Pds5-depleted cells, the level of Smc3 acetylation was remarkably reduced (Figure 2H). These results are consistent with a previous study suggesting that Pds5 proteins are required to maintain Smc3 acetylation (Carretero et al., 2013). We then sought to analyze the state of Smc3 acetylation in synchronized Pds5-depleted cells. We depleted Pds5A and Pds5B, individually or simultaneously, from HeLa cells before synchronization at the G1/S phase boundary using aphidicolin. Chromatin fractions were prepared and analyzed by immunoblotting. Figure 2I shows that the depletion of Pds5A or Pds5B increased the level of Smc3 acetylation, which remained high even after release from the aphidicolin block as compared with control-si-treated cells. However, depletion of both Pds5 proteins abolished Smc3 acetylation, and was associated with substantial decrease in the chromatin-associated Esco2 (Figure 2I), which would, in turn, suggest that Pds5 variants have redundant functions.

Importantly, Wapl recruitment to chromatin was affected by the depletion of Pds5 proteins, either individually or in combination, notably at 0 h (Figure 2I), whereas, the dissociation of Wapl from chromatin was delayed from 8 h in control-si to 15 h in Pds5-depleted cells. To confirm this effect in mitosis, we transfected cells with control-si, Pds5A-si, or Pds5B-si for 48 h prior to synchronization at mitosis with Taxol for 24 h, and then examined the intracellular localization of Wapl using immunofluorescence microscopy. We found an increased number of unresolved sister chromatids in cells depleted of Pds5A or Pds5B, and Wapl was found to be present along the entire length of all unresolved sister chromatids (Figures 2J,K), consistent with the notion that the cohesin removal function of Pds5 cannot be compensated for by the depletion of either Pds5 variant.



Loss of Pds5 Leads to Activation of ATR/Chk1 Signaling

Previous studies suggested that the depletion of Pds5 leads to DNA double-strand break (Carvajal-Maldonado et al., 2019). In this regard, we speculated that this damage might activate a surveillance mechanism that operates upstream of the SAC. Therefore, Co-immunofluorescence staining of phospho-histone H2AX and PCNA was performed following the depletion of Pds5A/B. In cells depleted of Pds5A/B, the phosphorylated histone H2AX co-localized with PCNA (Figures 3A,B), indicating the presence of DNA double-strand breaks and the stalling of the replication fork. As an additional readout of DNA damage, we performed a comet assay (Figures 3C,D), and found a significant increase in the proportion of tail DNA in Pds5-depleted cells in comparison with the control, which in turn triggered apoptosis, as evidenced by both cleaved Parp and Caspase 3 (Figure 3E). Given that DNA damage or replication stress leads to the activation of ATR/ATM protein kinases (Kurose et al., 2006a, b), we sought to investigate whether it also affects the cellular levels of p-Chk1. To this purpose, we found that Chk1 remained phosphorylated in the Pds5-depleted cells at all-time points analyzed by immunoblotting (Figure 3F), suggesting the activation of the intra-S-phase checkpoint.
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FIGURE 3. Loss of Pds5A and Pds5B-induced DNA damage, Chk1 phosphorylation, and apoptosis. (A) Immunofluorescence images of Pds5-depleted cells showing the phosphorylation and foci formation of histone H2AX (green) that co-localizes with PCNA (red). DNA was stained with Hoechst 33342 (blue). Merged images are shown on the right. Scale bar: 8 μm. (B) Histogram indicating the percentage of cells with phospho-histone H2AX foci, with the mean ± SEM of at least 100 cells from three independent experiments shown: **p < 0.01; *p < 0.05. P-values were calculated using a two-tailed Students t-test. (C) Comet images of propidium iodide (1 mg/ml)-labeled HeLa cells following a 48 h treatment with 50 nM of either control-si or Pds5A-si. Similar results were obtained with cells depleted of the Pds5B protein. Cells were mixed with low melting point agarose prior to electrophoresis in ice-cold alkali buffer at 30 V, 300 mA for 20 min. Control cells were also X-ray-irradiated (10 Gy). Scale bar: 10 μm. (D) Histogram showing quantitation of data in (C). The DNA damage is expressed as the percentage of DNA in the comet tails. The mean ± SEM of at least 100 cells scored in randomly selected fields from three independent experiments are shown: **p < 0.01; ***p < 0.001; ****p < 0.0001. P values were calculated using a two-tailed Student’s t-test. (E) Western blot analysis of Pds5-depleted cell lysates with antibodies against Pds5A, Pds5B, caspase-3, cleaved caspase-3, PARP, cleaved PARP, and γ-tubulin. Parallel cells were treated with 1 μM of staurosporine for 6 h to induce apoptosis. (F) Western blot detection of p-Chk1S317 in response to DNA stress. Total protein extracts were prepared from synchronized control cells and Pds5A- or Pds5B-depleted cells at the G1/S phase and released for the indicated time points.




The SAC Contributes to the DNA Damage Response Caused by the Loss of Pds5

We next sought to determine the effect of Pds5 protein depletion on mitotic progression using time-lapse fluorescence microscopy. HeLa cells stably expressing both mCherry-histone H2B and EGFP-α-tubulin were transfected with either Pds5A-si or Pds5B-si for 48 h. The depletion of the Pds5 proteins was confirmed by immunoblotting (Figure 4A) before imaging. For the time-lapse fluorescence microscopy experiments, we determined the time required by cells to progress from the prophase (the onset of chromosome condensation) to anaphase A (the onset of poleward movement of the chromosomes). Live-cell imaging of the control-si-treated cells indicated that anaphase A occurred at 97 ± 34.9 min (Figures 4B,C and Supplementary Movie 1), and that 88% of the cells analyzed completed normal chromosome segregation and cytokinesis (Figure 4D). In contrast, 64% of Pds5A-depleted cells and 45% of Pds5B-depleted cells experienced a significant delay in the onset of anaphase A (Figures 4A,D). Pds5A-depleted cells required 219 ± 64.25 min, and Pds5B-depleted cells required 148.1 ± 64.27 min to initiate anaphase A (Figure 4C and Supplementary Movies 2, 3).
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FIGURE 4. Time-lapse confocal microscopy of Pds5A- and Pds5B-depleted cells. HeLa cells stably expressing mCherry-histone H2B and α-tubulin-EGFP were transfected with the control, Pds5A-si, or Pds5B-si. After 48 h, cells were subjected to immunoblotting analysis with the indicated antibodies (A), or they were analyzed by time lapse recording and imaged every 8 min to monitor their progression through mitosis (B). (B) Selected images depicted from prophase; time is shown in min: (a) control-si; (b) prolonged metaphase arrest; (c,d) defective anaphase and generation of cells with multiple nuclei; (e) mitotic catastrophe. (C) Histogram representing the anaphase time in Pds5A- and Pds5B-depleted cells in comparison with the control. Mean values ± SD are shown: **p < 0.01. P-values were calculated using one-way ANOVA. (D) Quantification of the cell cycle defects seen in (B). Mean values ± SD of counts from four independent experiments are shown: **p < 0.01; *p < 0.05. P-values were calculated using two-way ANOVA. (E) Immunofluorescence microscopy images showing the co-localization of Mad2 with kinetochore at the metaphase in HeLa cells depleted of Pds5A and Pds5B. Scale bar: 8 μm. (F) Histogram showing the percentage of the cells indicating co-localization of Mad2 with kinetochore at metaphase in HeLa cells depleted of Pds5A and Pds5B, with mean values ± SD from three independent experiments shown: **p < 0.01; *p < 0.05. P-values were calculated using the Student’s t-test.


Crucially, two significant outcomes were observed in the Pds5-depleted cells following prolonged mitosis, including apoptosis following a prolonged metaphase (Figure 4Bb and Supplementary Movie 4) and abnormal mitosis. Defective metaphase-anaphase transition frequently resulted in the generation of cells with micronuclei (Figures 4Bc,d,D, and Supplementary Movies 5, 6) or mitotic catastrophe (Figures 4B,e,D and Supplementary Movie 7). We next examined the localization of mitotic checkpoint protein Mad2 in Pds5-depleted cells using immunofluorescence microscopy. Figures 4E,F show that in Pds5A- or Pds5B-depleted cells, Mad2 co-localized with the kinetochores in metaphase cells, suggesting the activation of the SAC.



Depletion of Chk1 Rescues the S-Phase Inhibition Caused by Pds5 Depletion Followed by Mitotic Slippage

Next, we efficiently co-depleted Chk1 and either Pds5A or Pds5B in HeLa cells (Figure 5A). Whole-cell BrdU-labeling experiments in synchronized HeLa cells indicated that depletion of Pds5A alone resulted in the inhibition of the S-phase. As shown in Figure 5B, 95 and 10.3%, respectively, of the control and Pds5A-depleted cells incorporated BrdU 1 h after release from the aphidicolin block. However, the co-depletion of both Pds5A and Chk1 caused a dramatic rescue of the incorporating BrdU (from 10.3 to 71% of cells incorporating BrdU in 1 h). However, this rescue was minor in cells depleted of both Pds5B and Chk1, with only 20% of cells staining positively for BrdU at 1 h post aphidicolin release. The rescue of DNA replication in the absence of Pds5 and Chk1 was confirmed by flow cytometric analysis of the cells at intervals after release from the aphidicolin block (Figure 5C). Further analysis of cells depleted of Pds5A and Chk1 by flow cytrometry showed a noticeable rescue in S-phase progression, but not when both Pds5B and Chk1 were depleted (Figure 5C). In addition, the co-depletion of Chk1 and Pds5 proteins caused remarkable sub-G1 accumulations, suggesting the induction of apoptotic cell death. Qualitative and quantitative analysis of the asynchronous Chk1- and Pds5-depleted cells by fluorescence microscopy displayed a significant increase in the number of surviving cells with abnormal nuclei (Figures 5D,E), a common feature of mitotic catastrophe (Mc Gee, 2015). These results demonstrate that loss of Pds5, from cells with abrogated or compromised G2 checkpoint, the last opportunity to halt the cycle and repair DNA damage, lead to catastrophic mitosis followed by mitotic slippage prior to cell death.
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FIGURE 5. Chk1 depletion rescues the delay in DNA replication caused by the loss of Pds5 proteins and increases mitotic catastrophe. HeLa cells were treated with siRNA targeting Chk1 alone or both Chk1 and Pds5A or Pds5B, and were either subjected to immunoblotting analysis for Pds5A, Pds5B, and Chk1 (A), or were synchronized at the G1/S phase and then collected at the indicated time points for BrdU quantification (B). (C) FACS analysis to monitor S-phase progression in synchronized HeLa cells depleted of Chk1 alone or both Chk1 and Pds5A or Pds5B. (D) Immunofluorescence staining of cells undergoing mitotic catastrophe after co-transfection with Chk1 and Pds5A-si or Pds5B-si. Scale bar: 10 μm. (E) Histogram showing the percentages of mitotic catastrophe seen in (D). Mean values ± SD of the measurements from at least 100 cells from three independent experiments are shown: ****p < 0.0001. P-values were calculated using two-way ANOVA.




DISCUSSION

In the current study, we uncovered the impact of the Pds5 loss-of-function on the surveillance mechanism. In particular, we identified the checkpoint response to DNA damage caused by depletion of Pds5A and Pds5B. We found that Pds5A and Pds5B have similar patterns in their expression levels but they differ in the timing of their dissociation. This is consistent with the Pds5 function in centromeric cohesion reported previously (Carretero et al., 2013). Some aspects of the function of Pds5A and Pds5B proteins in cell cycle regulation, namely the surveillance mechanism, remain unclear (Carvajal-Maldonado et al., 2019). Moreover, the difference in the function of Pds5A and Pds5B is poorly understood.

Previous studies on budding yeast have shown that depletion of Pds5 does not affect either the stability of chromatin-associated cohesin or its distribution along the chromosome (Kulemzina et al., 2012). The removal of cohesin at mitosis is highly regulated, and Pds5 plays an essential role in that process (Losada et al., 2005). Pds5 forms a complex with Wapl, and together they unload cohesin from sister chromatids (Nishiyama et al., 2010). Taking an RNAi approach, we found that the depletion of Pds5A and Pds5B individually or together caused defects in the S-phase with pronounced slow DNA replication in both HeLa cells and RPE cells. A previous study in MEFs showed reduced Smc3 acetylation and Wapl recruitment to chromatin after the loss of Pds5 proteins. This was attributed to a larger fraction of G1 cells and a smaller fraction of cells in S phase (Carretero et al., 2013). Consistent with this, we showed that loss of Pds5 proteins reduced Smc3 acetylation in unperturbed cell cycle. However, contrary to this observation, Smc3 acetylation was increased in the perturbed cell cycle of Hela cells-depleted of either Pds5A or Pds5B, but not both. Since Smc3 acetylation occurs specifically during S phase, synchronized cell cycle progression could explain, at least in part, the increase of Smc3 acetylation. Furthermore, Wapl recruitment to chromatin was elevated after release from G1/S block, and its dissociation was delayed and caused mitotic defects. In this regard, it is possible to speculate that Smc3 acetylation opposed the antiestablishment activity of Wapl (Rowland et al., 2009; Feytout et al., 2011). Analysis of mitotic cells revealed a great fraction of cells in which Wapl persisted along the unresolved chromosomes. Based on these observations, we concluded that Pds5A and Pds5B have an overlapping function in their contribution to cohesin acetylation, and that the two proteins might regulate different pools of cohesin on chromatin, with Pds5B being restricted to centromeric cohesin. But they cannot compensate each other for cohesin removal and that Wapl-independent releasing activity was switched off as cells activate SAC.

An earlier study (Uhlmann and Nasmyth, 1998) showed that cohesin Smc3 acetylation is needed to maintain cohesion establishment during DNA replication, while a recent study on Drosophila found that Pds5 was required to facilitate SA cohesin subunit binding near the origin of DNA replication (Misulovin et al., 2018). Consistent with this, Depletion of Pds5 proteins significantly increased the number of stalled replication forks and decreased fork velocity, notably in perturbed cell cycle (Carvajal-Maldonado et al., 2019). We further demonstrated that the loss of Pds5 proteins led to increased phosphorylated histone H2AX foci with PCNA, reduced cell survival, and induced apoptosis. This indicated the presence of DNA double-strand breaks that were induced by the loss of Pds5 proteins. Based on these results, we propose that the delay in the S-phase and the increased Smc3 acetylation observed in synchronized Pds5-depleted cells is a response of the intra-S-phase DNA damage checkpoint. Therefore, we set out to determine the critical effector of the surveillance mechanism that may operate upstream of the SAC upon Pds5A and Pds5B loss-of-function and that may also indirectly control Wapl-independent cohesin releasing activity.

Recent studies have shown that the loss of Pds5A or Pds5B has no influence on p-Chk1 (S345) (Carvajal-Maldonado et al., 2019). However, we found that the depletion of Pds5A or Pds5B or both led to a marked activation of the DNA damage checkpoint and increased the cellular level of phosphor-Chk1 at S317. Chk1 is known to play a major role in the signal transduction pathway (Nahse et al., 2017), and it is involved in the regulation of the SAC (Zachos et al., 2007). Accordingly, using cell imaging and immunofluorescence staining, we found a significant increase in prolonged anaphase time and mitotic arrest in addition to almost 40% more Mad2-positive kinetochores associated with the loss of Pds5A or Pds5B, which further indicates the activation of the SAC. Recent work has attributed the activation of Chk1 to the DNA damage caused by the depletion of Pds5 proteins; hence, the delay in the S-phase progression, the increased Smc3 acetylation, and the antiestablishment activity of Wapl are under the control of ATR-Chk1.

To confirm the requirement of Chk1 for SAC-dependent metaphase arrest in Pds5-depleted cells, we co-depleted Pds5 proteins with Chk1. As a result, the number of cells displaying mitotic catastrophes was increased up to fivefold, suggesting that severe DNA damage was induced by the depletion of the Pds5 proteins. Moreover, we showed that the inhibition of DNA replication due to Pds5 depletion was rescued by Chk1 depletion. Curiously, and according to this observation, the inhibition of DNA replication was more readily rescued when both Pds5A and Chk1 were depleted. This suggests different functional requirements for Pds5A and Pds5B. In particular, it has been suggested that Pds5B is essential for BRCA2 and Rad51 recruitment at damaged sites during HR-mediated repair (Brough et al., 2012; Kusch, 2015; Couturier et al., 2016). More noteworthy is that when Pds5A-depleted cells were viewed by live-cell imaging, we detected longer anaphase time. By contrast, most of the survival cells depleted of Pds5B defectively segregated their chromosomes in a shorter period.

Taken together, the surveillance mechanism is usually activated by DNA damage accompanied by Chk1 activation and decreased S-phase progression. The current work revealed that Pds5A and Pds5B display overlapping functions in facilitating Smc3 acetylation and maintaining genomic integrity. While previous reports suggested that DNA damage-induced Plk1 inhibition is Chk1-dependent and that Plk1 activity increases in Chk1-depleted HeLa cells (Smits et al., 2000; van Vugt et al., 2001; Tang Z. et al., 2006), the current work uncovered a previously unknown property of Chk1 in Pds5-depleted cells, particularly in mitotic arrest. Our findings suggest that Pds5A and Pds5B have non-redundant functions in terms of their impact on the surveillance mechanism that leads to the activation of Chk1 and preventing cohesin removal, as the loss of one cannot be compensated by the presence of the other.



MATERIALS AND METHODS


Cell Culture and Cell Synchronization

Cell culture was carried out at 37°C in a humidified incubator containing 5% CO2. HeLa cells were cultured in DMEM (Sigma) supplemented with 10% (v/v) fetal bovine serum (FBS) and 1% (v/v) penicillin/streptomycin solution. RPE1 cells were cultured in DMEM/F-12 (Sigma) supplemented with 0.25% (w/v) NaHCO3, 10% (v/v) FBS, and 1% (v/v) penicillin/streptomycin. For G1/S boundary synchronization, cells were treated with 5 μg/ml aphidicolin (Sigma) for 24 h. For M-phase synchronization, cells were treated with 10 μM Taxol (Sigma) or with 20 nM nocodazole (Sigma) for 24 h and the mitotic cells were harvested by mitotic shake-off. For cell cycle time course, cells were released from aphidicolin block by washing three times with 1X PBS, and supplemented with new fresh complete DMEM and incubated at 37°C in a CO2 incubator for a series of time points.



Antibodies

The following antibodies were obtained commercially: Anti-Pds5A, anti-Pds5B, and anti-Wapl (Bethyl laboratories); anti-Chk1, anti-P-Chk1 (Ser317), anti-histone-H2AX, anti-phospho-Histone-H2AX (Ser139), anti-caspase-3, and anti-cleaved caspase-3 (Cell Signaling Technologies); anti-γ-tubulin, anti-α-tubulin, anti-β-actin, HRP-conjugated goat anti-mouse and HRP-conjugated goat anti-rabbit (Sigma); anti-Esco2 (Novus); human anti-centromere (Bioproduct); anti-Mad2B (BD Transduction Laboratories); anti-acetylated-Smc3 and anti-Rad21/Scc1 (MBL); anti-Smc3 and anti-Cyclin B1 (Santa Cruz Biotechnology); anti-Poly (ADP-ribose) polymerase (PARP) (Roche); anti-Lamin A/C (Abcam); mouse anti-BrdU antibody (BD Biosciences). Alexa Fluor 488 goat anti-mouse IgG, Alexa Fluor 488 goat anti-rabbit IgG, Alexa Fluor 594 Rabbit anti-mouse IgG, and Alexa Fluor 594 goat anti-human IgG (Invitrogen).



Preparation of Cell Lysates for Immunoblotting and Co-immunoprecipitation

Cells were lysed in radio-immunoprecipitation buffer (RIPA) containing 0.01 M Tris-HCl pH 7.0, 0.15 M NaCl, 2 mM EDTA, 0.1 mM sodium orthovanadate, 0.1% (w/v) sodium dodecyl sulfate (SDS), 1% (v/v) NP-40, 0.5% w/v sodium deoxycholate, 50 mM sodium fluoride (NaF), 30 mM sodium pyrophosphate and protease inhibitor mixture (Roche). For soluble and chromatin-associated protein fractions, cells were lysed with the lysis buffer containing 20 mM Tris-HCl pH 7.5, 100 mM NaCl, 5 mM MgCl2, 0.2% (v/v) NP-40, 10% (v/v) Glycerol, 1 mM Sodium Fluoride (NaF), 1 mM Sodium Orthovanadate (Na3VO4), 20 mM β-Glycerophosphate, 10 mM β-Mercaptoethanol, 1% (v/v) Triton X-100, and protease inhibitor mixture and then exposed to a series of three freeze-thaw cycles (−80°C to RT). The DNA pellet were washing three times with 1X PBS (4°C) and lysed with the lysis buffer containing 10 mM Tris-HCl pH7.5, 1 mM CaCl2, 1.5 mM MgCl2, 0.25 M Sucrose, and 0.008 U/μl micrococcal nuclease and incubated at 28°C for 5 min with gentle mixing. All samples were centrifuged at 4°C at 3000 rpm for 10 min. Soluble and chromatin-associated protein fractions were run on a western blot to assess the levels of proteins bound to chromatin. For Co-immunoprecipitation, Soluble and chromatin-associated protein fractions were incubated with the 0.25 mg of pre-equilibrated protein A sepharose beads (Amersham-Pharmacia) containing 1 μg of primary antibody overnight at 4°C on a rotator. The beads were washed three times with ice-cold lysis buffer and resuspended in 40 μl of SDS-PAGE sample buffer and analyzed by western blot with the appropriate antibodies.



RNAi

HeLa and RPE cells were transfected with 50 nM siRNAs (Dharmacon) using INTERFERin (Polyplus) for 48 h according to the manufacturer’s protocol. The sequence of the siRNAs used in this study was: Pds5A #1 (5′-GAUAAACGGUGGCGAG UAA-3′), #2 (5′-CCAAUAAAGAUGUGCGUCU-3′), #3 (5′-GA ACAGCAUUGACGACAAA-3′), #4 (5′-GAGAGAAAUAGCCC GGAAA-3′); Pds5B #1 (5′-GAAAUAUGCUUUACAGUCA-3′), #2 (5′-UGAUAAAGAUGUUCGCUUA-3′), #3 (5′-GCAUAGU GAUGGAGACUUG-3′), #4 (5′-GGUCAAUGAUCACUUAC UU-3′); control siRNA (5′-UAGCGACUAAACACAUCAA-3′); Lamin A/C siRNA (5′-ACCAGGUGGAGCAGUAUAA-3′).



Bromodeoxyuridine (BrdU) Incorporation Assay

BrdU incorporation was performed according to the manufacturer’s protocol. Cells growing on coverslips were treated with siRNAs for 48 h before being synchronized at G1/S with 5 μg/ml aphidicolin for 24 h. Cells were released from the aphidicolin block for different time points and labeled with 1 μM BrdU (Calbiochem) for 30 min in the tissue culture incubator before the end of each time points. Alternatively, exponentially growing cells were labeled with BrdU for 30 min after 48 h transfection with siRNA. After fixing in ice-cold (−20°C) methanol for 5 min at −20°C, cells were hydrolysed with 2 M HCl/0.1% (v/v) Tween 20/PBS for 30 min at RT and blocked with 5% (w/v) BSA/0.1% (v/v) Tween 20/PBS for 1 h prior to staining with a mouse anti-BrdU antibody for 1 h. Then cells were washed with PBS three times and incubated with the Alexa Fluor 488-labeled goat anti-mouse secondary antibody for 1 h. Cells were washed with PBS three times and DNA was stained with 0.5 μM Hoechst 33,342 for 5 min at RT. Cells were visualized and analyzed using immunofluorescence microscopy and for every treatment at least 100 cells were counted in randomly selected fields.



Fluorescence-Activated Cell Sorting

Analysis of the DNA content was performed by flow cytometry (FACScan, Becton Dickinson) as described previously (Deacon et al., 2003). Briefly, cells were fixed with ice-cold (−20°C) 70% (v/v) ethanol and stored at −20°C. Prior to analysis, the cells were centrifuged at 1100 rpm for 5 min at RT and resuspended in 1X PBS and analyzed using the NucleoCounter® NC-3000TM (Chemometec). Data was analyzed using FlowJo (Version 10.0.6).



Immunoblotting

Immunoblot analysis was performed as described previously (Deacon et al., 2003).



Comet Assay

Analysis of DNA damage was performed using the enzyme-modified comet assay protocol, as described previously (Carrera et al., 2013). Briefly, control-si and Pds5-si -treated cells were harvested and 170 μl of low melting point agarose (0.6% agarose (w/v) in PBS) was added to each pellet before 80 μl of each mixture was pipetted onto glass slides pre-coated with 1% (w/v) agarose and allowed to set. Slides were placed in ice-cold lysis buffer containing 100 mM disodium EDTA, 2.5 M NaCl, 10 mM Tris-HCl pH 10.0, 1% (v/v) TritonX-100 for 1 h. Slides were washed with ice-cold distilled water and incubated in ice-cold alkali buffer in the dark for 20 min prior to electrophoresis using electrophoresis buffer containing 300 mM NaOH, 1 mM disodium EDTA pH 13 at 30 V, 300 mA for 20 min. Following their 20 min-incubation in neutralizing buffer (0.4 M Tris-HCl pH 7.5), slides were rinsed in double distilled water and dried overnight at 37°C. Each slide was rehydrated with double distilled water for 30 min and covered with 1 ml of 2.5 μg/ml PI solution (50 μl of 1 mg/ml PI and 20 ml ddH2O) for 20 min at RT in the dark. Slides were washed with double distilled water and oven-dried at 37 °C. Visualization and comet scoring were performed using a fluorescent microscope fitted with the Komet 5.0 imaging system.



Immunofluorescence Microscopy

Cells were grown on 6-well plates containing sterile glass coverslips. Alternatively, the mitotic cells were harvested by shake-off and were attached to 1 mg/ml poly-L-lysine-coated coverslips. The cells were fixed either with ice-cold 100% methanol for 30 min at −20°C or with 3.7% (v/v) formaldehyde at room temperature for 20 min, followed by permeabilization with 0.1% (v/v) Triton X-100 for 20 min. For some experiments, cells were pre-extracted as previously described (Gandhi et al., 2006). After blocking with 5% (w/v) BSA, the cells were stained with the appropriate primary and secondary antibodies, which were labeled with either Alexa Fluor 488 or 954 fluorescent dyes. Cell nuclei were stained with Hoechst 33342 dye (Sigma). The labeled cells were examined using a Nikon inverted fluorescence microscope (Nikon Eclipse TE 300, Tokyo, Japan) with either an × 100 (NA 1.4) or an × 60 objective (NA 1.4). Images were captured using a Hamamatsu ORCA-R2 digital camera, using Volocity software (Improvision).



Live-Cell Imaging

HeLa cells stably expressing mCherry-histone H2B and alpha-tubulin-EGFP were grown on 35-mm glass-bottom plates (Matek) in the complete DMEM at 37°C. Following siRNA treatment for 48 h, the medium was replaced with Opti-MEM GlutaMAX containing 10% v/v FBS, and the cells were incubated at 37°C for 1 h before imaging using a Leica SP5 LSCM equipped with a Leica DMI 6000B inverted microscope, which was equipped with a heated stage and a Perspex chamber to maintain an atmosphere of 5% CO2. Images were acquired using an ORCA ER CCD camera (Hamamatsu, Japan) and an HCX Plan Apo x63 oil immersion objective (NA 1.4). A z-stack (30–40 sections at 0.3–1 μm) was collected every 8 min throughout 24 h. Images were analyzed, filtered, and processed using Image-J software (Image-J 1.34 s).



Statistical Analysis

All statistical analyses were typically obtained from a minimum of three independent experiments using Graphpad Prism software (version 6.0). Significant differences were determined using a two-tailed Student’s t-test, one-way ANOVA, or two-way ANOVA, as shown in the figure legends, and are indicated with one asterisk (∗P < 0.05), double asterisks (∗∗P < 0.01), three asterisks (∗∗∗P < 0.001), or four asterisks (****P < 0.0001).
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FIGURE S1 | Determination of in frontiers site. the optimal Pds5A and Pds5B SMARTpool siRNAs concentration and duration. (A,B) HeLa cells were transfected with the indicated control, Pds5A, or Pds5B SMARTpool siRNAs concentrations. After 48 h, total protein extracts were prepared and subjected to immunoblotting analysis with the antibodies against the indicated proteins. (C) Lamin A/C-si (50 nM) were used to test the effectiveness of the transfection procedure. (D,E) HeLa cells were transfected with 50 nM of either the control or SMARTpool siRNAs specific for Pds5A (D) or Pds5B (E). Total protein extracts were prepared at various time points (6, 12, 24, 30, 36, 48 h) and were analyzed by immunoblotting using the indicated antibodies. (F) Immunoblotting analysis Hela cell total lysates with antibodies against the indicated proteins following depletion of Pds5A, Pds5B or both.

MOVIE S1 | Control-si-treated HeLa cells undergoing mitosis. Time from prophase to anaphase was 40 min. Scale bar: 10 μm.

MOVIE S2 | Pds5A-si-treated cells showing delayed mitosis (time from prophase to anaphase was 200 min) but normal cytokinesis. Scale bar: 10 μm.

MOVIE S3 | Pds5B-si-treated cells showing delayed mitosis (136 min from prophase to anaphase). Scale bar: 10 μm.

MOVIE S4 | Pds5A-si-treated HeLa cells showing prolonged metaphase arrest (approximately 392 min from prophase) before undergoing cell death. Scale bar: 10 μm.

MOVIE S5 | Pds5A-si-treated cells showing prolonged metaphase arrest (approximately 120 min from prophase) before undergoing cytokinesis, with one daughter cell showing the formation of a multi-nucleus and the other daughter cell undergoing cell death. Scale bar: 10 μm.

MOVIE S6 | Pds5B-si-treated cells showing a slight mitotic arrest (approximately 288 min from prophase to anaphase) followed by defective cytokinesis and multi-nucleus formation in one daughter cell. Scale bar: 10 μm.

MOVIE S7 | Pds5B-si-treated cells failed to align at the metaphase plate and led to a mitotic catastrophe. Scale bar: 10 μm.
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Typical Rho GTPases include the enzymes RhoA, Rac1, and Cdc42 that act as molecular switches to regulate essential cellular processes in eukaryotic cells such as actomyosin dynamics, cell cycle, adhesion, death and differentiation. Recently, it has been shown that different conditions modulate the activity of these enzymes, but their functions still need to be better understood. Here we examine the interplay between RhoA and the NER (Nucleotide Excision Repair) pathway in human cells exposed to UVA, UVB or UVC radiation. The results show high levels and accumulation of UV-induced DNA lesions (strand breaks and cyclobutane pyrimidine dimers, CPDs) in different cells with RhoA loss of function (LoF), either by stable overexpression of negative dominant RhoA (RhoA-N19 mutant), by inhibition with C3 toxin or by transient silencing with siRNA. Cells under RhoA LoF showed reduced levels of γH2AX, p-Chk1 (Ser345) and p-p53 (Ser15) that reflected causally in their accumulation in G1/S phases, in low survival rates and in reduced cell proliferation, also in accordance with the energy of applied UV light. Even NER-deficient cells (XPA, XPC) or DNA translesion synthesis (TLS)-deficient cells (XPV) showed substantial hypersensitivity to UV effects when previously submitted to RhoA LoF. In contrast, analyses of apoptosis, necrosis, autophagy and senescence revealed that all cells displaying normal levels of active RhoA (RhoA-GTP) are more resistant to UV-promoted cell death. This work reaffirms the role of RhoA protein signaling in protecting cells from damage caused by UV radiation and demonstrates relevant communicating mechanisms between actin cytoskeleton and genomic stability.
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INTRODUCTION

The maintenance of genomic stability is essential to cellular physiology and survival, and many diseases occur due to disturbances in that process. In-depth study of the intrinsic pathways that regulate genomic stability is essential for the knowledge and development of new therapeutic methods. Emerging as new and important regulatory components for maintaining genomic stability are the typical Rho GTPases, a small family of signaling molecules described as important regulators of cell and tissue morphology and function, acting mainly through the actin cytoskeleton. These enzymes are key mediators of diverse cellular and physiological processes such as cell division, migration and invasion (Mokady and Meiri, 2015; Al-Koussa et al., 2020). RhoA, RhoB, and RhoC isoforms comprise the Rho subfamily within the Rho GTPase family. These three proteins have a high degree of sequence similarity, although presenting in some specific cellular contexts, very distinct roles. RhoA, RhoB and RhoC proteins are often expressed aberrantly in human tumors, with RhoA and RhoC being overexpressed, whereas RhoB is usually downregulated (Tseliou et al., 2016). RhoA and RhoC are often described as oncogenes, acting on cell survival under DNA damage, while RhoB is frequently recognized as a tumor suppressor. However, under different types of DNA damaging agents, these enzymes present high activity and expression, acting as pro-survival factors and implicated in the regulation of components of DNA damage response pathways. However, only few details about the mechanisms underlying these processes occurrence are known (Dubash et al., 2011; Mamouni et al., 2014; Fritz and Henninger, 2015; Espinha et al., 2016; Herraiz et al., 2016).

UV radiation is part of the spectrum of electromagnetic radiation emitted by the sun and excessive exposure to it can be seriously harmful for biomolecules such as proteins, lipids, RNA, and especially DNA. The direct exposure to UV generates dangerous lesions to DNA, such as CPD (cyclobutane pyrimidine dimers) and 6-4PPs (6-4 pyrimidine-pyrimidone photoproducts). UV can also lead to lesions induced by oxidation, mostly selective guanine oxidation that produces primarily 8-oxo-7,8-dihydroguanine (8-oxoG). UVA is the most responsible for oxidative bases and single strand breaks, while UVB and UVC are the most responsible for photoproducts (Schuch et al., 2017; Emri et al., 2018). DNA photoproducts, especially CPDs, are the major pre-mutagenic and genotoxic lesions, leading to higher level of mutagenesis, cell cycle arrest and cell death (Rünger and Kappes, 2008; Schuch and Menck, 2010; Schuch et al., 2017; Mullenders, 2018). To avoid extensive cell death under solar exposition, cells count with sophisticate DNA damage response and repair mechanisms.

In the context of UV-damaged DNA, the major pathway activated is the Nucleotide Excision Repair (NER). The NER can be initiated by two distinct recognition mechanisms: transcription-coupled repair (TCR), which detects and removes damage from active genes in transcription, and global genome repair (GGR), which removes UV-induced damage present across the genome. The TCR is activated when a bulky adduct blocks the action of the RNA polymerase II (RNAPII). In this case, the attached elongation complex recruits CSB (ERCC6), which in turn binds strongly to RNA polymerase and alters DNA conformation, changing the interface between RNAPII and DNA. The CSB recruits the CSA complex, the NER factors (not including GGR factors XPC and XPE) and p300 at the linked RNAPII sites. The polymerase is then removed to allow access to TFIIH and other NER repair enzymes to the lesion site (Spivak, 2015). In GGR, XPC complexed with RAD23B and centrin 2 (CETN2) directly recognizes the lesion distorting the DNA helix. For CPD lesions, which do not significantly destabilize the duplexes, the lesion is firstly recognized by XPE (DDB2) in complex with DDB1 (Spivak, 2015). This creates a greater distortion that is recognized by XPC, which has the capacity of recognizing diverse types of lesions, not necessarily repaired by NER, due to its ability to bind the strand opposite to the lesion (Lee et al., 2014; Spivak, 2015). The XPC-RAD23b-CETN2 complex erases the DNA around the lesion and recruits the multiprotein complex TFIIH. Both TCR and GGR converge on a single path, recruiting the NER system, including the general transcription factor TFIIH, XPA and the endonucleases XPF and XPG. The lack of NER genes and dysfunction of the pathway causes a syndrome called Xeroderma Pigmentosum (XP), that leads to a higher sensitivity to UV-light and increased susceptibility to skin cancer (Oh et al., 2011).

Another pathway involved in repairing UV-induced DNA damage tolerance is the translesion synthesis (TLS) pathway. In this mechanism, specialized DNA polymerases act as a bypass system, being recruited to damaged DNA sites and promoting replication across the lesion. This process is highly error-prone and is the major source of DNA damage-induced mutagenesis (Zhao and Todd Washington, 2017). However, DNA polymerase eta (Polη) suppresses efficiently the induction of mutations after UV radiation by performing an error-free TLS using the base-pairing ability, even if the CPD lesion still remains. Patients of a variant form of Xeroderma Pigmentosum (XPV), which have deficiencies in the POLH gene, show high photocarcinogenic sensitivity in skin regions exposed to sunlight, and cells removed from such patients are also sensitive to UV-induced mutations (Ikehata and Ono, 2011).

UV-induced DNA breaks can occur in two different (but simultaneously) situations: due to UV radiation by itself or due some failure during the repair processing. UV radiation photons can primarily break chemical bonds, especially the high energy ones, leading to small amounts of single or double strand breaks (S/DSB) not very often observed. UV radiation also can lead to secondary DNA breaks, where the typical UV-induced lesions, such as CPD and 6-4PP, accumulate in the DNA, generating high tension in the DNA helix (which can lead to breaks) or mainly blocking the replication and/or transcription mechanisms (and also generating replicative stress caused by the base mismatch due to oxidative lesions) (Rastogi et al., 2010). During NER functioning the DNA is resected to promote the excision of the damage region and every single time NER is not correctly performed or stopped at some step, it can cause the production of DSBs (Wakasugi et al., 2014).

The NER pathway activation is a process also linked to the DNA damage response (DDR) pathway. Under DNA damage, G1/S and G2/M checkpoints of the cell cycle are activated. Checkpoint activation is mainly controlled by two kinases belonging to the PIKK superfamily, the ataxia telangiectasia mutated (ATM) and the ataxia telangiectasia and Rad3 related (ATR). ATR kinase is a primary key regulator of the NER pathway able to detect the DNA stress caused by UV-induced damage. During NER mechanism ATR, in complex with its nuclear binding partner ATR-interacting protein (ATRIP), binds to RPA-coated ssDNA generated by XPF/ERCC1 endonuclease complex and Exo1 activity, leading to the DDR signaling and cell cycle arrest through the Chk1 activation (Sertic et al., 2012; Musich et al., 2017). XPA protein accumulates in the nucleus after UV-exposure in a ATR-dependent manner, but not ATM (Wu et al., 2007), but, despite this information about DDR – NER mechanisms, many regulatory processes involved in the cellular responses are still unknown.

In this work, we show some roles of Rho GTPase enzymes in protecting cells from damage caused by UV radiation and identified which isoform of these enzymes are best regulators of the NER and/or DDR pathways, demonstrating an underestimated interplay and dependency between actin cytoskeleton and genomic stability.



MATERIALS AND METHODS


Cell Lines and Culture Conditions

HeLa cells (Espinha et al., 2015), MRC-5V1 (MRC5) fibroblasts, XP12RO (XPA) and XP4PA (XPC) NER-deficient cell lines, and XP30RO (XPV) TLS-deficient cell line (de Lima-Bessa et al., 2008) were cultured in DMEM with 10% FBS, 25 μg/mL ampicillin and 100 μg/mL streptomycin at 37°C and 5% CO2. The dominant negative HeLa RhoA-N19 (Thr to Asp substitution at position 19) and the constitutively active HeLa-RhoA-V14 (Gly to Val substitution at position 14) were generated and characterized previously (Osaki et al., 2016) and cultured in DMEM with 100 μg/mL G418.



Rho LoF by C3 Toxin Treatment and RhoA/RhoB Knockdown Using siRNA

The inhibition of Rho activity or Rho loss of function (LoF) was performed by transient transfection of the eukaryotic expression vector pEF-myc containing the C3 toxin coding sequence (Osaki et al., 2016). Cells were transfected using Lipofectamine 3000 (Invitrogen) for 24 h, according to the manufacturer’s instructions. For gene silencing, HeLa cells were transfected with specific siRNAs for RhoA or RhoB genes (MISSION® esiRNA, Invitrogen) and Lipofectamine 3000.



Ultraviolet Radiation Treatments

For UV treatments, culture medium was removed, and cells were exposed to one out of the three different and specific UV wavelengths (365 nm for UVA, 302 nm for UVB and 260 nm for UVC) for the appropriated time needed to reach the desired doses. The VLX-3W dosimeter (Vilber Lourmat, Germany), coupled with specific probes for each wavelength, was used to determine the exposure times and for keeping the lamps calibrated.



Cellular Growth Curves

Cells were plated in a density of 3.5–5 × 104 cells per 35 mm diameter dish plate, and treated 24 h later accordingly. After the treatments, cells were trypsinized and fixed in 10% formaldehyde in PBS, every 24 h for five consecutive days, and finally counted in a Fuchs-Rosenthal chamber. The data were showed as total number of cells daily counted.



Clonogenic Survival Assays

For these experiments using C3 toxin or siRNAs, cells were previously transfected according to the appropriated time. In monolayer colony assays, isolated colonies were obtained from plating cells at low density (1 × 104 for HeLa and MRC5 fibroblasts, and 2 × 104 for NER- and TLS-deficient cells). Cells were irradiated 24 h later and allowed to growth for 10–12 days with medium replacement every 3 days, then were fixed with 10% formaldehyde and stained with 0.5% crystal violet. Colonies containing more than 50 cells were counted. The soft agar assays were performed as previously describe (Borowicz et al., 2014) with modifications. Briefly, 1.5 × 103 cells previously treated and irradiated were resuspended in 1 mL of culture medium containing 0.3% agarose. This suspension was added onto a solidified layer of medium containing 0.6% agarose in 24-well plates. 500 μL of medium was added onto the agarose matrix and replaced every three days. Colonies were allowed to grow for 3–4 weeks and subsequently stained with 0.01% crystal violet in 70% ethanol. The wells were photographed and quantified by Image J software, through the plugin Cell Counter. All survival data were presented as survival fraction (%), where the control condition without radiation and without Rho inhibition or knockdown being assumed as 100% survival. The fold change was taken by the ratio between the irradiated cells and not irradiated for each group (Control cells, + C3, + siRNA, and RhoA-N19 mutants).



Cell Cycle Analysis by Flow Cytometry

HeLa cells and RhoA-N19 clones were exposed to UV-radiation and collected, fixed in 70% cold ethanol, centrifuged at 1500 rpm for 5 min and stored at 4°C until the day of analysis. The samples were stained with 2μg/mL propidium iodide containing 0.1% Triton X-100, 0.1% sodium citrate and 10 μg/mL RNAse for 20 min at room temperature. For analysis, 30,000 events of each sample were read in a FACS Verse Flow Cytometer (BD Biosciences) and data was analyzed using Kaluza® 1.3 Analysis software (Beckman Coulter). For data representation, the percentage of cells distribution in each cell cycle phase was plotted, where the sum of all phases was assumed as 100%.



Senescence-Associated β-Galactosidase Assays

HeLa and RhoA-N19 cells were exposed to UV-treatments. After 96 h, cells were fixed with 2% formaldehyde and 0.2% glutaraldehyde in PBS for 3min and stained for 18h at 37°C with 2mL of X-gal staining solution (30mmol/L citric acid, 5mmol/L K3Fe(CN)6, 2mmol/L MgCl2, 150mmol/L NaCl, 5mmol/L K4Fe(CN)6, and 1mg/mL X-gal, in PBS pH 6,0). Then, samples were washed twice with PBS and kept at 4°C. The analysis was made by direct counting of β-galactosidase-positive/negative cells (at least 1 × 103 cells per sample), in an inverted Olympus microscope (Olympus, Tokyo, Japan). The data were presented as percentage of senescent (blue stained) cells.



Cell Death Analysis by Flow Cytometry Using Annexin-V/Propidium Iodide Staining

To estimate different apoptosis phases (early and late) and necrosis, HeLa and RhoA-N19 cells were treated with UV-radiation and collected (including the supernatants possibly containing cells) 48h and 72h after stress. Cells were then resuspended in Annexin-V binding buffer (50mM HEPES, pH 7.4, containing 0.7M NaCl and 12.5mM CaCl2) in a final density of 1 × 106 cells/mL. In aliquots of 100 μL of cell suspension (containing 1 × 105 cells) were added 5μL of Annexin-V-FITC (BD Biosciences) and 1.5μL of 1 mg/mL propidium iodide. Samples were incubated for 15min at room temperature in a dark chamber and 400μL of Annexin-V binding buffer was added to each sample. Cells were analyzed by flow cytometry in a FACS Verse (BD Biosciences) and the data were analyzed on the Kaluza® 1.3 Flow Analysis software (Beckman Coulter). The results were presented as percentage of cells in early apoptosis (positive for Annexin V and negative for PI), late apoptosis (positive for both Annexin V an PI) and necrosis (negative for Annexin V and positive for PI).



Alkaline Comet Assays

Alkaline comet assay was performed as described (Magalhães et al., 2018). Briefly, cells were exposed to UV and collected at different timepoints. Cells were mixed with 0.5% low melting-point agarose and applied onto a glass slide covered with a thin layer of 1.5% agarose. Then cells were lysed and submitted to electrophoresis at constant voltage of 25 V for 30 min. The slides were neutralized with 0.4 M Tris-HCl pH 7.5, fixed with ethanol and stained with 2 μg/mL ethidium bromide. 100 nuclei from each slide were photographed in a fluorescence microscope (Olympus BX51). DNA fragmentation was expressed as the Olive Tail Moment (OTM) parameter by using the Komet 6.0 software (Andor Technology). Data in form of bars graph were also submitted to a linear regression analyses using the post-irradiation time-points to estimate the repair rate, where the repair speed was considered proportional to the slope.



Host Cell Reactivation (HCR) Assays

The HCR assay was performed as described previously (Russo et al., 2018). The plasmids carrying the reporter genes (pShuttle MCS for luciferase and pRL SV40 for renilla) were previously treated with different doses and wavelengths of UV-radiation to generate DNA lesions. 2 × 104 cells were plated in 96-well plates and transfected with the UV-damaged plasmids. The repair of UV-promoted lesions was associated with reactivation of luciferase expression by the Dual-Glo Luciferase Assay Systems kit (Promega), where the luminescence was detected in a GloMax® luminometer (Promega). The luminescence associated to the plasmid without radiation treatment was considered as 100% of repair.



Detection of Cyclobutane Pyrimidine Dimers (CPD)

For the detection of CPD lesions by slot-blot assays (Russo et al., 2018) genomic DNA was extracted after UV-radiation. Hundred nanogram of each sample was denatured and transferred to a nitrocellulose membrane through vacuum. The membrane was fixed at 80°C, blocked with 5% non-fat milk for 18 h at 4°C, incubated with the primary anti-CPD (Table 1) and secondary antibodies, scanned using an Odyssey infrared imaging system (Li-Cor) and quantified using the Image Studio software (Li-Cor). By using immunofluorescence for CPD detection, cells were fixed with 4% PFA for 5 min and permeabilized with 0.5% Triton X-100 for 5 min on ice. The DNA was denatured with 2 M HCl for 30 min at 90°C and cells were blocked with 3% BSA/10% FSB for 30 min and incubated with the anti-CPD antibody (1:200 in PBS) for 2 h at 4°C following incubation with a secondary antibody anti-mouse Alexa Fluor 568 (Invitrogen) for 1 h. Images acquisition was done with a Zeiss LSM-510 microscope. The Image Studio software was used to obtain the densitometry of each immuno slot-blot bands. The normalization was carried out assuming the not irradiated condition as 0% of CPD lesions and the first point after UV as 100% of CPDs, in each group (Control cells, + C3 and + siRNA). Data in form of bars graph were also submitted to a linear regression analyses using the post-irradiation time-points to estimate the repair rate, where the repair speed was considered proportional to the slope.


TABLE 1. Antibody features for Western blotting assays.
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Western Blottings

Cells were lysed with RIPA lysis buffer (50 mM Tris pH 7.2, 1% Triton X-100, 0.5% sodium deoxycholate, 0.1% SDS, 500 mM NaCl, 10 mM MgCl2, 1 mM Na3VO4, 1 mM NaF, 10 μg/mL each of aprotinin and leupeptin, and 1 mM PMSF). Proteins were quantified by Bradford colorimetric method and 100 μg were denatured with Laemmli buffer, resolved in SDS-PAGE and transferred to a nitrocellulose membrane (Millipore). The membrane was blocked with 5% low fat milk for 1 h and incubated with the specific primary and secondary antibodies (Table 1). Finally, the membranes were scanned using an Odyssey infrared imaging system and quantified using Image Studio software (LI-COR). The bands densitometry was performed with the software Image Studio. Each band density was obtained by the ratio of phosphorylated proteins and loading control, and the fold change was calculated by the ratio between each point after radiation and the not irradiated control.



Statistical Analysis

Comparisons between treatments were performed by Two-way ANOVA with Tukey post-test, using the Prism 6.0 software, and differences were considered statistically significant when p < 0.05. The statistical was considered (∗) when 0.05 ≥ p > 0.001, (∗∗) when 0.01 ≥ p > 0.001, (∗∗∗) when 0.001 ≥ p ≥ 0.0001, and (****) when p < 0.0001. Statistical analysis was performed between control and RhoA LoF cells always at the same treatment conditions.



RESULTS


Different Strategies Used for RhoA LoF in HeLa Cells Cause Strong Antiproliferative Effects When Combined With Different UV Wavelengths

RhoA loss of function (LoF) in HeLa cells was performed by three different molecular strategies: (i) direct inhibition, achieved through the transient transfection with the pEF-myc vector containing the C3 transferase from Clostridium botulinum bacteria, which is a toxin that specifically inhibits the three isoforms of Rho GTPase (RhoA/RhoB/RhoC) through the N-ADP ribosylation of the asparagine 41 residue at the GTPase binding site (Han et al., 2001; Vogelsgesang et al., 2007). The C3 toxin strongly affected cell morphology and actin filaments integrity (Supplementary Figures 1A–C); (ii) RhoA and RhoB knockdown, performed using specific siRNAs transiently transfected (Supplementary Figures 1D,E). RhoC knockdown was not performed since the parental HeLa cells did not express this GTPase (Supplementary Figure 1F); (iii) downregulation of endogenous RhoA activity, obtained by stably overexpressing the dominant negative RhoA-N19 mutant to generate the subline HeLa RhoA-N19, previously described as deficient in RhoA activity (Osaki et al., 2016).

UV-light treatments reduced both survival and proliferation of HeLa cells, and this effect was enhanced by RhoA LoF (Figure 1). The UVA (50 kJ/m2), UVB (80 J/m2), and UVC (6 J/m2) irradiation decreased clonogenic survival of HeLa cells with a fold decrease of 1.6, 2.5, and 2.7, respectively. When combined with C3 toxin treatment, the reduction in survival was more pronounced (Figure 1A), with a fold decrease of 2, 26, and 13, respectively. The same was observed with the knockdown of RhoA and RhoB (Figure 1B), and in the subline RhoA-N19 (Figure 1A). Soft-agar assays confirmed that UVA, UVB and UVC irradiation decreased HeLa cells survival by 2. 9-, 4. 8-, and 12-fold, respectively, effects again markedly enhanced by the RhoA inhibition with C3 toxin (Figure 1C). The effect of RhoA LoF in survival was observed for the three UV wavelengths, even working with low doses of radiation, however, the observed reduction in survival was proportional to the higher radiation energy (and consequent to its shorter wavelength). Similarly, downregulation of RhoA activity also interferes with cell proliferation in response to UV-radiation (Figure 1D). Growth curves corroborate the survival data showing that the combined treatment of Rho LoF with UV exposure, especially UVC, almost completely abolished the proliferation of HeLa cells. UV-light treatments concomitantly affected cell migration of the HeLa and the RhoA-N19 subline (Supplementary Figures 2A,B). RhoA-V14 subline, that stably overexpresses the constitutively active RhoA-V14 mutant (Gly to Val substitution in position 14), and exhibits high levels of RhoA-GTP form, was used here as additional control. Both HeLa and RhoA-V14 cells showed similar motility capacity under UV stress, whilst RhoA-N19 cells had their migration markedly compromised. RhoA LoF impaired the migration of RhoA-N19 cells after UV-radiation even in the presence of Mitomycin C compound, used in order to eliminate possible cell proliferation interfering effects (Supplementary Figure 2C). UVC-radiation reduces stress fibers formation and stimulates actin protrusion formation in HeLa cells, but these morphological changes expectedly recovered 6 h after irradiation. However, the C3 toxin inhibition worsens this phenotype that persisted up to 6 h after UV-stress (Supplementary Figure 2D).
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FIGURE 1. Rho inhibition previously to the UV radiation treatments further reduces survival and proliferation of HeLa cells. 2D-clonogenic assays of HeLa cells under Rho inhibition by the C3 toxin or overexpressing the dominant negative (N19) mutant (A) or submitted to knockdown of RhoA or RhoB by specific siRNAs (B), and 3D-clonogenic assays in soft-agar of HeLa cells under Rho inhibition by C3 toxin (C) shows a reduced cell survival in response to UV stress that was enhanced by RhoA LoF. (D) Growth curves of HeLa cells and RhoA-N19 mutant clone show a decrease in proliferation after UV radiation, also enhanced by RhoA LoF. Graphs show mean ± SD of three independent experiments. Two-way ANOVA: (*) 0.01 ≤ p < 0.05, (**) 0.001 ≤ p < 0.01, and (****) p < 0.0001.




HeLa Cells Present Lower Cell Cycle Arrest, Senescence and Apoptosis When Compared to RhoA LoF Condition and Also Combined With UV Exposure

Analyses by flow cytometry were performed to investigate the roles of RhoA in cell cycle progression after UV-stress. Asynchronous population of HeLa cells showed G1-phase arrest 6 h after UV-radiation that was recovered 24 h following the stress. However, RhoA-N19 cells showed a strong and persistent S-phase arrest (and a discreet G1-phase arrest, especially after UVB and UVC) until 24 h after UV-radiation (Figure 2A and Table 2). This persistent cell cycle arrest can be associated with the impaired proliferation of RhoA-N19 cells (Figure 1D). A high% population of senescent cells was observed for the RhoA-N19 subline at the control condition (3 times higher than the parental cells) that was further increased after UV-radiation, reaching approximately 30% of senescent cells (Figure 2B). Autophagic cell death was checked by immunofluorescence and immunoblotting assays using the LC3B I/II autophagic marker, however, no signals of autophagy were observed in presence or absence of RhoA activity in HeLa cells after UV-radiation treatment (Supplementary Figure 3). Apoptosis verification by flow cytometry using Annexin-V and PI staining (Figure 2C and Table 3) revealed an increase in late and early apoptosis for HeLa cells 48 h after UV exposure. This increment was greater in early apoptosis after UVA, whereas after UVB and UVC, late apoptosis showed a greater increase. Cell death by necrosis did not change significantly over time after UV-stress. For HeLa cells, the levels of both early and late apoptosis almost returned to baseline 72 h after UV-stress. On the other hand, in RhoA-N19 cells, apoptosis levels were already higher even at basal condition, indicating a greater instability of this subline caused only by RhoA LoF. Apoptosis and necrosis were further increased by UV-radiation, with high levels of early and late apoptosis remaining up to 72 h, which again suggests RhoA as being directly relevant to cellular responses to UV-induced DNA lesions.
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FIGURE 2. Cell cycle transitions and cell death mechanisms of asynchronous HeLa cells are affected by RhoA LoF and also subsequent UV-irradiation. (A) G1/S arrest is observed in the RhoA-N19 clones 6–24 h after UV radiation. (B) Cellular senescence associated to β-Galactosidase (SA-βGal) clearly distinguishes the cellular arrest induced by UV when HeLa cells are RhoA depleted. (C) Apoptosis analyses of HeLa cells by incubation with Annexin-V/PI showed only a discrete late and early apoptosis in cells with RhoA LoF. Graphs show mean ± SD of three independent experiments. Two-way ANOVA: (*) 0.01 ≤ p < 0.05, (**) 0.001 ≤ p < 0.01, and (****) p < 0.0001.



TABLE 2. Distribution of HeLa cells and RhoA-N19 clone on the cell cycle phases after UV-radiation.
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TABLE 3. Apoptosis and necrosis levels exhibited by HeLa and HeLa-N19 cells after UV-induced DNA damage.
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Different UV Treatments Indistinctly Provoke a Delayed Repair of Global DNA Strand Breaks in HeLa Cells Submitted to RhoA LoF

Comet assay was initially used to investigate the possible RhoA involvement in the global repair of DNA strand breaks, in different time-points after exposure to UV-radiation, which can cause direct or many indirect DNA fragmentation (Figure 3). HeLa cells submitted to RhoA LoF by different methods displayed similar profiles of DNA breaks after UV-light exposure: in the parental cells, the fragmented DNA levels were higher in the time-point of 30 min and returned to basal level 6 h after irradiation. On the other hand, Rho LoF by C3 toxin inhibition or the deficient Rho-N19 clone (less pronounced) increased dramatically the levels of fragmented DNA in HeLa cells right after all three UV wavelengths, what suggests an increase in radiosensitivity (Figure 3A). Moreover, HeLa cells under RhoA LoF also presented an accumulation of DNA fragmentation up to 6 h after UV treatments, being unable to recover to the lower basal levels of fragmentation without stress. The rate of DNA breaks repair was determined by a linear regression transformation (Supplementary Table 1). To simplify the analysis comprehension, it was assumed an approximation in which the speed of repair was constant – and thus directly proportional to the absolute value of the slope. Therefore, this regression shows that RhoA LoF by itself also decreases the repair rate. Similarly, the knockdown of RhoA and RhoB also increased the DNA damage and impaired the DNA breaks repair after UVB or UVC exposure (Figure 3B). Despite both siRNA presented very similar effects, RhoA knockdown seems to be more relevant in response to UVC radiation compared to RhoB knockdown, which was more evident in response to UVB radiation, as also evidenced by the reduction in the repair rates (Supplementary Table 1). Scramble siRNA behaved very similarly to parental Hela cells in spite of the interferences expected by this control.
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FIGURE 3. In HeLa cells under Rho inhibition and subsequent UV exposure, the DNA strand breaks strongly accumulate over time. An increasing UV-induced DNA fragmentation and impaired repair is observed in HeLa cells under Rho inhibition by the C3 toxin and overexpression of the RhoA-N19 mutant (A), as well as in cells under RhoA and RhoB knockdown by specific siRNAs (B), as measured by alkaline comet assays up to 6 h after UV radiation treatments. Graphs show mean ± SD of three independent experiments. Two-way ANOVA: (*) 0.01 ≤ p < 0.05, (**) 0.001 ≤ p < 0.01, (***) 0.0001 ≤ p < 0.001, and (****) p < 0.0001.




The CPD Levels in HeLa Cells Are Consistently Elevated Under RhoA LoF

To investigate if RhoA activity modifies the endogenous capacity of repairing UV-induced lesions on DNA, Host-Cell Reactivation (HCR) assays were performed using a firefly luciferase gene reporter (Figure 4A). For this assay, UV-treated luciferase plasmids were transfected into HeLa cells and in RhoA-N19 clone. The bioluminescence detected by the reactivation of luciferase expression was directly correlated to the cells ability to repair UV-promoted lesions on exogenous DNA through endogenous enzymatic machinery. The RhoA-N19 subline presented a markedly reduced capacity to repair exogenous UV-damaged DNA compared to control cells, independently on the UV-light wavelength and, therefore, indistinctly of the lesion types (direct from UVC, or more indirect and oxidative from UVA/UVB) (Figure 4A). Additionally, immunoassays for the direct quantification of Cyclobutane Pyrimidine Dimers (CPDs), a specific and highly toxic DNA lesion promoted by all three UV-radiation wavelengths, were performed to investigate the effects of RhoA LoF in the repair of these sites (Figure 4 and Supplementary Figure 4). Slot-blot assays were performed using a specific antibody that detects CPDs in genomic DNA samples extracted from cells after UV exposition. The CPD levels peaked 0.5 h after UVC exposure in parental HeLa cells, which was able to almost completely repair them up to 24 h, while Rho inhibition by C3 toxin (Figure 4B and Supplementary Figure 4A) or the RhoA knockdown (Figure 4D and Supplementary Figure 4B) strongly sensitized the cells by increasing the CPD lesions and delaying their repair 48 h after the treatment. RhoB knockdown did not affect the efficacy or the speed of CPD repair, as well as the scramble siRNA, very likely because this Rho isoform is not so necessary for a NER-dependent repair of these lesions. The rate of CPD lesions repair was also correlated to the absolute value of the slope curve through linear regression transformations. Rho inhibition by C3 toxin decreases the CPD repair rate compared to HeLa cells (Figure 4C and Supplementary Table 2). Similarly, RhoA knockdown also strongly decreased the CPD repair rate (Figure 4E and Supplementary Table 2). Compatible results were observed for the RhoA-N19 subline submitted to UVA, UVB, or UVC radiation, that is, the CPD levels were kept high even at 48 h after stress, more or less correspondingly to the UV radiation potency (Figure 4F).
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FIGURE 4. The repair of either exogenous or endogenous cyclobutane pyrimidine dimer (CPD) lesions is impaired in HeLa cells under RhoA LoF. (A) HeLa and RhoA-N19 cells were transiently transfected with exogenous plasmidial DNA previously irradiated with increasing doses of UVA, UVB, and UVC. The repair of UV-induced lesions was monitored by host cell reactivation (HCR) assay and RhoA-N19 subline presented the lowest repair. HeLa cells submitted to C3 toxin inhibition (B), the RhoA/RhoB knockdown (D) or even overexpressing the RhoA-N19 mutant (F) were UV-irradiated and analyzed as to the levels of CPDs in the genomic DNA at different times after the damage by using the anti-CDP immuno-based techniques (slot-blot or immunofluorescence assays). Different RhoA LoF strategies led to similarly high and persistent levels of CPD even 48 h after UV-stress. Linear regression graphs showing the slope and R2 from slot-blot of cells submitted to C3 toxin inhibition (C) and RhoA/RhoB knockdown (E) demonstrate a proportionally decrease in the speed of CPD repair by the RhoA LoF. Graphs show mean ± SD of three independent experiments. Two-way ANOVA: (*) 0.01 ≤ p < 0.05, (**) 0.001 ≤ p < 0.01, (***) 0.0001 ≤ p < 0.001, and (****) p < 0.0001.




The Phosphorylation of Classical DDR Proteins Is Affected by RhoA LoF

To investigate whether RhoA LoF only affects a specific repair pathway (NER) or a more general pathway triggered for sensing general DNA damage (DNA damage response pathway, DDR), we performed immunoblottings to check the phosphorylation status of proteins involved in DDR (Figure 5). The kinetics of the histone variant H2AX-Ser139 phosphorylation, commonly assumed as a DNA strand breaks sensor, started 15 min delayed in parental HeLa cells and peaked 6 h after UVC. Under RhoA LoF a strong signal of H2AX phosphorylation was only observed 6 h after UVC treatment. UVC radiation promoted Chk1-Ser345 phosphorylation in HeLa cells starting 15 min and reaching a plateau up to 6 h after irradiation. RhoA LoF, either by the C3 toxin treatment or the Rho-N19 mutant cells, showed similar Chk1 phosphorylation kinetics, but strikingly attenuated after the treatment (Figure 5). Interestingly, the high and growing levels of p53-Ser15 phosphorylation in the control HeLa cells in response to UVC-induced DNA damage were progressively attenuated by both forms of RhoA LoF (Figure 5).
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FIGURE 5. Inhibition of RhoA activity affects DDR signaling through the phosphorylation of sensor proteins after UVC radiation. The expression levels and phosphorylation kinetics for the proteins pH2AX-Ser139 (γH2AX), pChk1-Ser345 and pp53-Ser15 in RhoA proficient (parental HeLa) and deficient (HeLa RhoA-N19 mutant and HeLa + C3 toxin) cells after irradiation with 6 J/m2 UVC were assessed by immunoblotting. The blots quantification is numerically shown under each band. The shown blots are representative of three independent experiments.




Survival and Proliferation of NER- and TLS-Deficient Cells Are Still Affected by Rho LoF

The effects of RhoA LoF in both DDR and repair of different UV-promoted lesions suggest possible implications of RhoA in the regulation of NER pathway. Therefore, skin-derived cells from Xeroderma Pigmentosum patients were used to investigate the interplay between RhoA and NER proteins. Two different NER-deficient cell lines (named XPA and XPC, which lack the XPA and the XPC proteins, respectively) and one DNA translesion synthesis (TLS)-deficient cell line, also known as XP variant or XPV (due to the deficiency of the Polη gene) were compared to a normal lung fibroblast cells (MRC5, used as control because its proficiency in NER and TLS pathways). All cells were submitted to RhoA LoF by using the C3 toxin (Supplementary Figure 5) and subsequently to UV treatments. UVA, UVB, and UVC radiation decreased clonogenic survival of NER-proficient cell lines MRC5 and XPV, with only a discrete additive effect in the absence of RhoA activity (treated with C3 toxin) (Figure 6A). However, all three UV-radiation wavelengths drastically decreased survival of the NER-deficient cells in 2D colony formation assays. RhoA inhibition enhanced XPA and XPC proteins-deficiency leading to a more drastic cell survival rates (Figure 6A). As proof-of-concept, these experiments were repeated through 3D colony formation assays in soft-agar matrix (a structured matrix mimicking in vivo tissue microenvironments) and showed that UV-radiation further compromised survival when combined with RhoA LoF, again with marked increase in XPA and XPC-deficient cells, but less evident in MRC5 and XPV cells (Figure 6B). The anti-survival association between NER and RhoA deficiency were corroborated by cell proliferation curves of NER- and TLS-deficient cells in response to UV-radiation (Figure 6C). It was observed that either UVC radiation or RhoA inhibition isolated treatments decreased proliferation of all cells, but the combined treatments led to a potentialized anti-proliferative effect, again clearly more evident in NER-deficient cells (Figure 6C).
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FIGURE 6. RhoA LoF strongly decreased survival and proliferation of NER- deficient cells compared to TLS-deficient and fibroblast cells in response to UV-radiation. Mid- and long-term proliferation assays for MRC5 fibroblasts, NER-deficient cells (XPA and XPC) and TLS-deficient cells (XPV) previously treated with C3 toxin and subsequently exposed to UV-radiation measured by 2D clonogenic assay (A), 3D soft-agar colony formation assay (B) and cell growth curves (C). Graphs represent mean ± SD from three independent experiments. Two-way ANOVA: (*) 0.01 ≤ p < 0.05, (**) 0.001 ≤ p < 0.01, and (****) p < 0.0001.




Rho LoF Sensitizes Even More XP Cells to UV-Radiation by Pushing DNA Damage to High Levels and Also Exacerbating DDR Pathway Responses

Since RhoA activity is necessary for cell proliferation and survival after the deleterious effects of UV-radiation, especially for those with serious DNA repair defects, we moved to investigate these cells ability to repair UV-induced DNA lesions specifically through the NER pathway by performing alkaline comet and immuno-slot-blot assays in different time-points after UV exposure (Figure 7). All four cell lines displayed a maximum of DNA strand breaks 30 min after UV exposure, but NER-deficient cells expectedly showed to be more sensitive to DNA breaks accumulation. MRC5 fibroblasts and XPV-deficient cells present an OTM index close to 5 whereas XPA and XPC cells the OTM is close to 10. Besides that, while MRC5 fibroblasts and TLS-deficient cells display reduced DNA strand breaks already by 3 h after UV and an almost complete repair at the 6 h time-point, the NER-deficient cells only show signs of decrease in DNA breaks 6 h after UV (Figure 7A). The speed of strand breaks repair, also analyzed by the linear regression transformations, shows that C3 toxin significantly decrease the slope, and consequently, the repair rate in all four cell lines (Supplementary Table 3). Therefore, the inhibition of Rho had two distinct effects in these cells: in MRC5 fibroblasts (and less in XPV-deficient cells), Rho LoF increased the amount of DNA breaks and delayed the repair similarly to what was observed for HeLa cells (Figure 3); in NER-deficient and Rho-proficient cells, Rho LoF did not increase the levels of DNA breaks (previously with high damage), but significantly delayed the repair as observed by the greater amount of DNA breaks 6 h after UVC (OTM ∼ 50% higher).
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FIGURE 7. UV-radiation elevates the levels of DNA strand breaks and CPD lesions in NER- and TLS-deficient cells, effects that are worsened by the Rho LoF. (A) Alkaline comet assays showed the DNA fragmentation (measured by OTM parameter) in MRC5 fibroblasts, NER- and TLS-deficient cells submitted to UVC radiation is increase by previous RhoA inhibition with C3 toxin. (B) The levels of cyclobutane pyrimidine dimer (CPDs) lesions in the genomic DNA of NER- and TLS-deficient cells exposed to UVC is persistently high under previous RhoA LoF until 48 h after irradiation, as measured through immuno slot-blot assays (Supplementary Figure 6). (C) Linear regression transformations of graphs displayed in (B) show a decrease in the speed of CPD repair in both MRC5 and XPV cells. Graphs represent mean ± SD from six independent experiments. Two-way ANOVA: (*) 0.01 ≤ p < 0.05, (**) 0.001 ≤ p < 0.01, and (****) p < 0.0001.


Focusing on NER-dependent repair of specific DNA damage promoted by UV, slot-blots for CPD detection showed high levels of this lesion right following UVC exposure (0 h) in all cells. Therefore, CPD lesions were almost completely repaired in MRC5 fibroblasts and XPV-deficient cells 48 h after UV-stress (Figure 7B and Supplementary Figure 6). The RhoA LoF by C3 toxin was able to accurately impair the CPDs repair along all time-points of kinetics, in both MRC5 fibroblasts and XPV-deficient cells. In NER-deficient cells, which are known to be unable to repair CPD damage, the levels of CPDs did not change throughout the entire experiment. Linear regression transformations also showed a decrease in CPD repair rate in MRC5 and XPV-deficient cells (Figure 7C), similarly to HeLa cells (Supplementary Table 2), but not in NER-deficient cells and especially for the XPA line (Supplementary Table 4). More interestingly, the RhoA LoF by C3 toxin per se increased the levels of CPD in all cells immediately after UVC-radiation, but especially and unexpectedly mostly in XPA, XPC and HeLa cells (Supplementary Figure 7). These data show that RhoA inhibition hypersensitizes cells to UV radiation, compromises the NER pathway functions and maintains high the CPD levels, further corroborating the lack of XPA or XPC proteins.

Next, we verified the DDR signaling in response to UV radiation in NER- and TLS-deficient cells under RhoA LoF (Figure 8), since this would directly impact in the NER functioning. MRC5 normal fibroblasts did not show H2AX phosphorylation after UVC radiation. On the other hand, RhoA LoF promoted two peaks of H2AX-Ser129 phosphorylation, the first in 15 min and the other 6 h after UVC. Low phosphorylation of Chk1-Ser345 was detected in these cells in response to UVC, even with C3 toxin treatment, but with a delayed profile that persisted up to 6 h after treatment. The p53-Ser15 phosphorylation was slightly increased in MRC5 cells under RhoA LoF compared to normal RhoA activity, with a very similar profile observed for pChk1 (Figure 8A). NER-deficient cells showed comparable profiles of DDR proteins phosphorylation (Figures 8B,C). H2AX phosphorylation was triggered only 6 h after UVC radiation in both XPA and XPC cells. C3-driven RhoA LoF promoted an exacerbated H2AX phosphorylation, even in the control condition, which persisted up to 6 h for both cells (especially XPA compared to XPC). Phosphorylation of Chk1 in response to UVC irradiation was only detected in these two cells previously submitted to C3 toxin treatment and started late at approximately 1 h after the irradiation. The p53 phosphorylation profile was found practically the opposite in the NER-deficient cells: it was higher under RhoA LoF in XPA cells (with an attenuated profile under RhoA presence) and lower in XPC cells C3-treated (with an exacerbated profile under RhoA presence, but in a similar kinetics). TLS-deficient cells presented a similar behavior to MRC5 fibroblasts (Figure 8D). XPV cells only showed H2AX phosphorylation after UVC radiation when previously submitted to C3 toxin and reached a maximum in the late time-points. Phosphorylation of Chk1 was increased 30 min after UVC in control cells, persisting until 6 h after stress, while under RhoA LoF it was anticipated in the 15 min time-point after UVC, which only persisted until 3 h. Phosphorylation of p53 very similarly followed the kinetics of pChk1, in presence and absence of RhoA LoF, thus starting 15 min after UVC irradiation and with different duration, being this p53 phosphorylation ended earlier in XPV cells under Rho LoF (3 h after UVC).
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FIGURE 8. RhoA LoF differentially affects the phosphorylation of H2AX, Chk1, and p53 throughout the DDR signaling in NER- and TLS-deficient cells after UV-radiation stress. Immunoblottings showing the levels of expression and phosphorylation kinetics for Chk1, H2AX, and p53 in MRC5 (A), XPA-deficient (B), XPC-deficient (C), and XPV-deficient (D) cells up to 6 h after the irradiation with 6 J/m2 UVC, without or with previous RhoA inhibition by C3 toxin. The blots quantification is numerically shown under each band. Blots are representative of three independent experiments.




DISCUSSION

In this work we identify Rho GTPases as unknown and underestimated regulators of NER pathway. We bring to attention that RhoA, RhoB and RhoC (RhoA/B/C) loss of function (LoF) impairs the survival and proliferation of HeLa cells after UV-stress very likely because of an inefficient ability to specifically repair direct and indirect UV-promoted DNA damage. We also demonstrated RhoA LoF affects the DDR signaling in a NER-dependent manner. Our data show that Rho LoF strongly sensitized HeLa cells to UV-radiation decreasing survival proportionally to the higher efficiency of Rho inhibition. For example, C3 toxin, that inhibits RhoA, RhoB and RhoC, displayed a more drastic impairment of survival than RhoA/B knockdown or RhoA-N19 overexpressing cells (Figure 1). Despite the high homology among them, the three Rho GTPases present distinct biological roles and share some similar functions in the regulation of actin cytoskeleton, besides to interact with some of the same effectors, but with different affinities (Wheeler and Ridley, 2004). Our findings show the LoF for all Rho was adverse to cell survival, indicating a mechanism that likely occurs through a common pathway regulated by the three Rho isoforms. Despite the different wavelengths (UVA, UVB, and UVC) UV-light decreased cell survival and proliferation of HeLa cells with a higher effect when combined with Rho LoF, however, these deleterious effects were proportional to higher radiation energy (Figure 1). UV-radiation generates distinct DNA lesions according to wavelengths, being UVA the most responsible for bases oxidation and single strand breaks (minor generation of CDP lesions), while UVB and UVC are the main cause of photoproducts formation (and less oxidative lesions by UVB) (Schuch et al., 2017). Due to ROS formation, UVA present the highest mutational capacity, but these mutations preferentially occur in non-transcribed strands, so these lesions can be tolerated by cells, with a lower effect in the survival. DNA photoproducts (mainly CPDs) were reported to be the major pre-mutagenic and genotoxic lesions, leading to higher mutagenic behaviors, cell cycle arrest and cell death (Rünger and Kappes, 2008; Schuch and Menck, 2010; Schuch et al., 2017; Mullenders, 2018). Therefore, the effects on survival observed here for the most energetic UV-light probably occurs due to the higher formation of these photoproducts.

Survival and proliferation data were corroborated by the cell cycle arrest in G1/S (with a small arrest in G1-phase only under UVB and UVC treatments) observed with RhoA LoF and subsequent UV exposure (Figure 2A). RhoA LoF also increased cell death after UV-stress through senescence and apoptosis mechanisms; senescent cells were more observed under UVB/UVC exposure, while apoptotic cells were found in all UV-light wavelengths. Necrosis was identified in higher levels especially under UVB and UVC stress (Figures 2B,C), but not autophagic death (Supplementary Figure 3) was detected. UV-radiation can induce G1/S arrest and apoptosis, as well senescence, by the modulation of p21Waf1/Cip1, p16 and p53 proteins, by driving cells to loss of replicative potential, increased SA-βGal activity and overexpression of senescence-associated genes (Chen et al., 2015; Toutfaire et al., 2017). RhoA pathway was also related to cell cycle progression and cell death: its inactivation regulates G1-arrest by increasing the cell cycle inhibitors p21Waf1/Cip1 and p27Kip1, whereas its activation by GAPs downregulation (ArhGAP11A and RacGAP1) leads to p27Kip1 and p21Waf1/Cip1-dependent cell cycle arrest, reduced phospho-Rb levels and increased senescence (Zhang et al., 2009; Haga and Ridley, 2016; Lawson et al., 2016). Other connections between genotoxic stress and Rho pathway on the regulation of cell cycle and death mechanisms have been demonstrated. For example, DNA damage was shown to induce actin reorganization influencing cell cycle arrest and subsequent apoptosis, and disruption of actin filaments (by Rho or actin inhibitors) also increases p21Waf1/Cip1 protein stability (Chang et al., 2015). RhoA activation, in response to DNA damage, leads to stress fiber formation and enhanced cell survival through p38 MAPK activation (Guerra et al., 2008). Thus, our data associated with previous ones from literature suggest that RhoA LoF synergizes the UV-promoted cell cycle malfunction, very likely through p21Waf1/Cip1-induced mechanisms of senescence and apoptosis.

RhoA/B/C have also been increasingly related to DNA repair mechanisms, since they were: (i) found activated in response to ionizing radiation (Dubash et al., 2011), (ii) transcriptionally induced by the formation of DSBs to affect Chk2 and H2AX phosphorylation status (Mamouni et al., 2014), and (iii) found activated in response to oxidative lesions such as 8-oxoG and its subsequent repair (Luo et al., 2014; Seifermann and Epe, 2017). Here we showed that Rho LoF strongly impaired the repair of UV-damaged DNA, especially the repair of CPDs and strand breaks. The latter occur due to either direct UV effects (minority) or indirect damage promoted secondarily through drastic distortions on DNA-helix and/or impaired DNA replication/transcription caused by CPDs, 6-4-PPs and oxidative lesions (Mullenders, 2018). From the comet assays we showed that Rho LoF per se is enough to impair the fragmented DNA repair, which can be additionally influenced by the different inhibition methods and/or UV wavelengths (Figure 3). Similar responses were observed for the repair of specific UV-induced lesions. For example, the host cell reactivation assays showed that RhoA LoF impacts on the endogenous capacity of repairing UV-specific lesions generated in an exogenous DNA plasmid (Figure 4A), and also significantly reduced the repair of CPD lesions, which persisted days after the stress (Figures 4B–F). Interestingly, the isoforms RhoA and RhoB play different roles on the DNA repair and also according to the different UV wavelengths: RhoA seems to be more necessary for the repair of UVC-induced DNA breaks and CPDs, while RhoB is apparently more relevant for the repair of UVB-induced DNA breaks, not significantly affecting the repair of CPDs. UVB and UVC promote very similar effects on DNA, however, due to its shorter wavelength, UVC is more absorbed by the DNA and generates higher levels of CPD at low doses, consequently causing more DNA breaks (Foresti and Avallone, 2008). Some important correlations between Rho GTPases and DNA strand breaks repair have emerged in the last few years and possibly can help us to explain these results. For example, the expression and activity of RhoB, but not RhoA, was rapidly induced in response to CPT-induced DSBs, while its knockdown impairs the repair of these lesions in mouse embryonic fibroblasts (Mamouni et al., 2014). By contrast, RhoA has also been linked to DNA repair machinery once its higher activity is directly correlated to higher DNA repair capacity of the cells (Sahai et al., 2001; Luo et al., 2014).

Rho LoF seems to increase the sensitivity of HeLa cells to UV-radiation due to increasing levels of DNA damage (strand breaks and CPD lesions) (Figures 3, 4) caused by the deregulation of F-actin dynamics. Perturbations of these filaments, spread all over the cell, can in fact overexpose intracellular components allowing these biomolecules to absorb more radiation and, consequently, to present higher basal damage. Is known for several years that Cytochalasin B, a drug that prevents the actin polymerization, increases radiosensitivity to ionizing radiation in a ECM-dependent manner (Stevenson and Lange, 1997). Disruption of the actin network also impairs the transport of actin-dependent proteins and organelles, affecting the transport of proteins/complexes involved in DNA damage response and repair, as well as those involved in chromatin remodeling. It was demonstrated recently that actin dynamics is crucial to RPA recruitment to DSB sites after Doxorubicin treatments (Pfitzer et al., 2019). Additionally, the overexpression of Cofilin-1, a downstream component of RhoA pathway, impairs both actin polymerization and DSB repair leading to increased radiosensitivity (Chang et al., 2015). Nuclear F-actin and myosin (as in stress fibers) were identified to participate of the heterochromatin remodeling in response to DSBs, regulating the repair of these lesions through the HR pathway (Caridi et al., 2018). Although without evidences of molecular mechanisms, both RhoA and RhoB seem to be necessary for the repair of general UV-induced damage, each isoform contributing distinctly to specific DNA lesions; RhoA being possibly more involved in NER pathway and RhoB more relevant for pathways of strand breaks repair. Furthermore, the participation of one or the other Rho GTPase may also be attributed to any of its specific effectors, which contribution to genomic stability mechanisms is still totally unknown.

Other results reinforced the correlation between typical Rho GTPases and NER pathway overall contributing to the maintenance of genomic stability. For example, is the confirmation that Rho LoF impairs the DDR signaling in HeLa cells by decreasing phosphorylation levels of H2AX-S139, Chk1-S345, and p53-S15 after UV-exposure (Figure 5). It was previously reported that Rac1 inhibition reduces H2AX, Chk1, and p53 phosphorylation levels in a ATM/ATR-dependent pathway following ionizing radiation and Doxorubicin treatments (Fritz and Henninger, 2015), similarly to what we observed here in UV-treated HeLa cells under different Rho LoF conditions, which also suggests RhoA as a regulator of DNA repair in HeLa cells by modulating DDR mechanisms (Figure 5). Our results indicate that the RhoA LoF is possibly promoting two mechanisms: (i) facilitating and increasing UV-induced DNA breaks, and (ii) preventing an adequate signaling of damage recognition and, consequently, the correct activation of repair machineries. If these assumptions are correct, cells under RhoA LoF carry DNA strand breaks but the DDR pathway cannot be properly activated to signal these damage installation.

Nevertheless, there are no molecular mechanisms correlating Rho and NER pathway and, despite DDR pathway seems to be a potential mediator between them, we attempted to indirectly explore some mechanisms or molecular targets. NER dysfunction causes a syndrome called Xeroderma Pigmentosum, where the lack of any one of the eight NER and TLS genes (XPA-XPG and XPV) compromises DNA damage repair and tolerance at different stages, leading to a higher sensitivity to UV-light and increased susceptibility to skin cancer (Oh et al., 2011). Our results showed that Rho LoF enhances UV-induced stress in XPA- and XPC-deficient cells, differently from XPV-deficient and normal MRC5 fibroblasts, and drastically reduce their cell survival and proliferation (Figure 6). Interestingly, XPA protein presents a distinct cell cycle-dependent localization, being retained at the cytosol in G1-phase, while it is mostly nuclear in G2-phase, independently of UV-damage. Under UV-stress, this protein translocates to the nucleus in S-phase through a ATR and p53 dependent mechanism, which is facilitated by importin-α4 in a process dependent on a unknown GTPase (Li et al., 2013; Musich et al., 2017). In other report, TGFβ leads to cell cycle arrest and inhibits proliferation through RhoA/ROCK pathway and induces nuclear localization of ERCC1/XPA and ERCC1/XPF complex (Bhowmick et al., 2003; Zheng et al., 2019). XPA roles in cell cycle progression were observed by the downregulation of the XPA-binding protein 2 (XAB2) affecting the transcription of mitotic related genes, including the centrosome-associated gene E (CENP-E) (Hou et al., 2016). On the other hand, Rho pathway is related to centrosome organization through the effector mDia2 by maintaining the correct levels of CENP-A at the centrosomes (Liu and Mao, 2017), therefore highlighting a potential correlation between Rho pathway and XPA protein, even independently of NER pathway, thus contributing for the understanding of cellular responses reported here. Indeed, Rho LoF is still able to increase sensitivity of NER-deficient cells to UV radiation effects by elevating the levels of DNA fragmentation and accumulation of CPD lesions (Figures 6,7 and Supplementary Figures 6, 7). However, the incapacity of XP-deficient cells to repair CPD lesions and recover the basal levels remains unaffected by the RhoA LoF (Figure 7), therefore sustaining the hypothesis of this work that RhoA GTPase mediates NER pathway function.

Intriguingly the DDR signaling presented a distinct regulation between NER-deficient cells, TLS-deficient cells, and normal MRC5 fibroblasts, all differing from of what we observed in HeLa cells (Figure 8 vs. Figure 5). XPA- and XPC-deficient cells exhibited a quite delayed γH2AX phosphorylation in response to UV-light, while Rho LoF strongly increases this signal. MRC5 and TLS-deficient cells do not show any significant phosphorylation of H2AX after UV-exposure, which was only raised by RhoA LoF. Phosphorylation of Chk1-S354 after UV exposure was also only detected in NER-deficient cells under RhoA LoF, with a slight increase in fibroblast and XPV-deficient cells. The p53-S15 phosphorylation proved to be opposite between NER-deficient cells under RhoA LoF: it was much higher in XPA cells than in XPC cells, whereas it was also higher in XPV compared to MRC5 cells. Interestingly this very unusual phospho-p53 regulation proved to be a sensitive, complex and non-understood mechanism between the Rho-DDR-NER pathways. And, as discussed before, Rho GTPases implications in DDR regulation would certainly affect regulation of NER proteins and NER complexes assembly. Another good example of this complexity is that XPC deficiency upon Cisplatin treatments was shown to reduce BRCA1 levels leading to a persistent activation of ATM-Chk1/Chk2 and prolonged G2/M arrest, being the elevated γH2AX levels an indicative of higher number of non-repaired DSBs (Wang et al., 2019). ATR and ATM activation and accumulation under UVR-induced damage depends on DDB2, XPC and XPA proteins, suggesting that the assembly of an active NER complex is essential for ATR and ATM recruitment (Ray et al., 2016). These two proteins have also specific roles in cell protection and repair/tolerance of ROS-induced DNA damage. NER-deficient cells were hypersensitive to photoactivated methylene blue and also presented more γH2AX-stained nuclei and G2/M arrest (Maria Berra et al., 2013). Inhibition of RhoA/ROCK pathway increase intracellular ROS levels in melanoma cells through Rac1 activation, and also increase pATM, p-p53 and γH2AX levels without other external genotoxic stress source. The RhoA/ROCK inhibition also triggers the transcription of p53-activated genes involved in ROS metabolism and DNA response (Herraiz et al., 2016), that could explain the higher activation of γH2AX even without UV-exposure in NER-deficient cells under Rho LoF (that increase intracellular ROS levels). In sum, our findings here bring to the light a new and surprising interplay between Rho GTPases, DDR and NER pathways, helping to elucidate a more robust mechanism of genomic stability and launching new strategies to target these signaling pathways in translational medicine.
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Accurate DNA replication is essential for maintaining genome stability. However, this stability becomes vulnerable when replication fork progression is stalled or slowed – a condition known as replication stress. Prolonged fork stalling can cause DNA damage, leading to genome instabilities. Thus, cells have developed several pathways and a complex set of proteins to overcome the challenge at stalled replication forks. Oligonucleotide/oligosaccharide binding (OB)-fold containing proteins are a group of proteins that play a crucial role in fork protection and fork restart. These proteins bind to single-stranded DNA with high affinity and prevent premature annealing and unwanted nuclease digestion. Among these OB-fold containing proteins, the best studied in eukaryotic cells are replication protein A (RPA) and breast cancer susceptibility protein 2 (BRCA2). Recently, another RPA-like protein complex CTC1-STN1-TEN1 (CST) complex has been found to counter replication perturbation. In this review, we discuss the latest findings on how these OB-fold containing proteins (RPA, BRCA2, CST) cooperate to safeguard DNA replication and maintain genome stability.
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INTRODUCTION

Faithful and accurate duplication of DNA is important for passing genetic material to the subsequent generation. This process is coordinated by a group of events and proteins in the nucleus to safeguard cellular DNA synthesis. Replication stress (RS) is broadly defined as the slowing or stalling of replication fork progression and/or DNA synthesis (Zeman and Cimprich, 2014). RS can be caused by either intrinsic sources arising from cellular metabolism processes or extrinsic sources from environmental exposure. RS threatens genome stability and gives rise to cancer and other pathological diseases (Zeman and Cimprich, 2014).

To prevent genome instability caused by RS, cells activate the ataxia telangiectasia and Rad3-related (ATR)-mediated DNA damage response pathway to sense stalled replication and arrest the cell cycle to rescue replication. ATR is a serine/threonine protein kinase that belongs the phosphatidylinositol 3 (PI3) kinase family. It is activated by replication protein A (RPA) binding to ssDNA formed at stalled forks. Upon activation, ATR phosphorylates a series of downstream effectors including checkpoint kinase 1 (CHK1), and triggers a cascade of signals to promote cell cycle arrest and resolve RS through multiple pathways including fork remodeling, dormant origin firing, template switching and replication repriming (Zou et al., 2006; Zeman and Cimprich, 2014; Blackford and Jackson, 2017; Bhat and Cortez, 2018).

Upon fork stalling, DNA polymerases slow down while helicases continue unwinding DNA. This results in the formation of excessive ssDNA that is unstable and can be easily attacked by endonucleases (Zeman and Cimprich, 2014; Kitao et al., 2018). To avoid damages to the genome, these ssDNA stretches are safeguarded by highly dynamic ssDNA binding proteins. Among them, a group of these proteins contain Oligonucleotide/oligosaccharide binding (OB)-fold domains. These OB-fold ssDNA-binding proteins play three main critical roles: preventing ssDNA from re-annealing, protecting ssDNA from degradation, and providing signals for subsequent cellular pathways to decide which repair pathways should be activated, all of which are critical to the re-initiation of DNA synthesis and preserving genome integrity (Bochkareva et al., 2002; Haring et al., 2008; Chastain et al., 2016; Belanger et al., 2018; Ibler et al., 2019).

The OB-fold family has been well characterized since four proteins that bind either oligonucleotides or oligosaccharides were discovered in 1993 (Murzin, 1993). To date, 1552 proteins containing OB-fold structural domains have been deposited in the Protein Data Bank (updated by April 30th, 2020). Characterization of the first OB structure shows that the OB-fold is formed by at least five β-strands arranged in an anti-parallel manner, shaping into a β-barrel that is captured by an α-helix capping (Murzin, 1993; Figure 1B). Since then, it has been discovered that the OB-fold structure is highly dynamic (Arcus, 2002; Bochkarev and Bochkareva, 2004). Loops linking β-strands can adopt different conformations to open or close the β-barrel (Bycroft et al., 1997). Additionally, the α-helix capping of the barrel can change to an extended loop or a three-bundle helix (Arcus, 2002; Bochkareva et al., 2002). Although it is notorious for the lack of primary sequence conservation, the OB-fold motif supports a similar dynamic binding surface for protein-protein interaction and protein-ssDNA binding (Figure 1B). The dynamic properties of the OB-fold structure allow OB-fold containing proteins to participate in multiple cellular pathways including genome maintenance as mentioned above. Understanding the structures of OB-fold proteins and their functions in RS response may provide a therapeutic approach for cancer and other human diseases caused by defective RS response.
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FIGURE 1. Domain structures of RPA, BRCA2, CST. (A) Domain structures of RPA, BRCA2, and CST. OB: OB-fold domain; WH: winged helix domain; NTD: N-terminal domain; BRC repeats: BRCA2 exon 11 encodes eight conserved motifs; NES: nuclear export signal domain; NLS: nuclear localization signals; TR2: the single RAD51-binding domain; wHTH: winged helix-turn-helix domain; Black arrows show the intermolecular interactions between subunits. (B) Similarity of OB-fold structures in RPA, BRCA2 and CST. OB folds are β barrels formed by five antiparallel β-sheets. β-strands are colored in yellow, α-helices are colored in red and loops are colored in green. Structures are derived from Protein Data Bank with structure codes 1L1O (RPA), 1IYJ (BRCA2), and 5W2L (CTC1).


In this review, we summarize and discuss the latest findings on structural properties and functions of three important OB-fold proteins/protein complexes – the well characterized RPA proteins (comprising of RPA70, RPA32, RPA14) and breast cancer susceptibility protein 2 (BRCA2), as well as the new member CST – in countering RS and protecting genome stability. RPA participates in RS response via its binding to ssDNA (Wold, 1997; Zou et al., 2006; Glanzer et al., 2014; Belanger et al., 2018). Structure of the OB-A domain of RPA70 was solved early and has been used for characterizing other OB-fold proteins (Bochkarev et al., 1997), including BRCA2 and CST that have been implicated in RS response (Yang et al., 2002; Bochkarev and Bochkareva, 2004; Sun et al., 2009; Wang and Chai, 2018; Lyu et al., 2019b). Through binding to ssDNA and their protein binding partners at stalled forks via OB-fold domains, these proteins influence the remodeling of stalled forks, modulate the activities of other important proteins at forks, and/or act as signal responders to fork stalling. Lastly, we will discuss their implications in cancer therapeutics.



RPA

RPA is an essential regulator in the DNA replication process. Its binding to ssDNA not only protects ssDNA from nucleolytic degradation but also forms a platform facilitating the recruitment of many binding partners for diverse functions. Here, we discuss the latest findings on the dynamic binding of RPA to ssDNA and its binding partners in RS response.


RPA Protein Structure and Its DNA Binding Properties

The canonical RPA complex is a heterotrimer complex containing three subunits: RPA70, RPA32, and RPA14 with molecular mass of 70, 32, and 14 kDa, respectively. RPA70 contains four different OB-fold domains OB-A, OB-B, OB-C, and OB-F (Figure 1A). RPA32 is composed of one OB-fold domain OB-D at its N-terminus and a winged helix (WH) domain at the C-terminus (Figure 1A). The smallest subunit RPA14 contains one OB-fold domain, OB-E (Figure 1A). The three RPA subunits form a trimerization core structure through the interactions between OB-C/OB-D/OB-E domains (Bochkareva et al., 2002; Cai et al., 2007; Deng et al., 2007). The high binding affinity of RPA to ssDNA is mostly mediated by four OB-fold domains OB-A, OB-B, OB-C, and OB-D in RPA70 and RPA32, while OB-F and WH domains are responsible for interacting with its protein binding partners (Kim et al., 1994; Bochkareva et al., 2002; Fanning et al., 2006; Jiang et al., 2006). In addition, the OB-fold domains are connected by mobile loops that make RPA a flexible complex, permitting its six OB-fold domains to adopt multiple conformations (Yates et al., 2018).

Recently, a study using the single-molecular Forster Resonance Energy Transfer (FRET) technique reveals that RPA-DNA binding is highly dynamic and involves at least three distinct binding modes (Wang Q. M. et al., 2019). The three modes are designated as 10, 20, and 30 nt binding modes that help to explain the dynamic binding of RPA to ssDNA that is dependent on RPA concentration and ssDNA length (Wang Q. M. et al., 2019). These findings are consistent with previous studies (Fanning et al., 2006; Chen and Wold, 2014; Bhattacharjee et al., 2017; Pokhrel et al., 2019) and suggest that RPA is capable of adjusting its binding modes within a broad range of concentrations. The dynamic binding of RPA allows it to adopt different conformations on ssDNA or rapidly diffuse along ssDNA to destabilize secondary structures that can cause RS. In addition, RPA-ssDNA binding provides the nucleation sites for RPA displacement by other proteins in homologous recombination (HR). However, exactly how such dynamic binding to ssDNA affects RPA’s biological functions remains to be elucidated.

With a flexible structure and versatile DNA binding modes, RPA actively helps channel different ssDNA intermediates into separate pathways in the cell, including RS response and DSB repair. These multiple binding mechanisms, including ssDNA and its co-factor interactions, provide distinctive functionalities to ensure that appropriate activities are promptly deployed to overcome DNA damage and replication challenges (Table 1; Wyka et al., 2003; Zou et al., 2006; Chen and Wold, 2014; Glanzer et al., 2014; Pokhrel et al., 2019).


TABLE 1. The binding partners of OB-fold proteins (RPA, BRCA2, and CST) and their roles in DNA replication process.
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RPA-ssDNA Complex as the Signal Responder to Stalled Replication

This RPA-ssDNA binding is known as the first signal to activate the ATR-signaling pathway during cellular response to RS. At stalled forks or resected double strand breaks (DSBs), RPA-coated ssDNA acts as a key recruitment/activation platform to recruit the ATR-ATRIP (ATR-interacting protein) kinase complex (Zou and Elledge, 2003; Chen and Wold, 2014; Blackford and Jackson, 2017; Figure 2A). Subsequently, the kinase activity of ATR-ATRIP is stimulated by DNA topoisomerase 2-binding protein 1 (TOPBP1) through direct interacting and loading of the 9-1-1 (RAD9-RAD1-HUS1) complex (Kumagai et al., 2006; Mordes et al., 2008; Figure 2A). Activated ATR-ATRIP phosphorylates and induces transcription of numerous downstream targets including tumor suppressor p53 and CHK1, which facilitates cell cycle arrest to stabilize stalled forks, repair DNA damage, restart replication or activate the apoptotic pathway (Smith-Roe et al., 2013; Blackford and Jackson, 2017; Figure 2A).
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FIGURE 2. Roles of RPA in RS responses. (A) RPA is a signal responder of RS in ATR signaling. During RS response, the RPA-coated ssDNA acts as a key recruitment/activation platform for recruiting ATR-ATRIP to the stalled fork. The kinase activity of ATR-ATRIP is stimulated by TOPBP1:9-1-1 or ETAA1. Activated ATR-ATRIP phosphorylates and activates CHK1, which induces cell cycle arrest to allow DNA repair, fork stabilization or replication start. (B) RPA is a sensor for resolving R-loops. RPA may sense the increase of R-loops as an RS signal and promotes RNaseH1 resolving R-loops by recognizing ssDNA within R-loop. (C) RPA can unfold the G4 structures. RPA interacts with HERC2 and promotes BLM/WRN helicase to unwind or suppress G4 formation.


While the mechanism of ATR:ATRIP-TOPBP1:9-1-1-CHK1 axis has long been well described, new findings have identified a TOPBP1-independent activator of the ATR-ATRIP complex in human cells. Ewing’s tumor-associated antigen 1 (ETAA1) promotes ATR kinase activity via binding to RPA (Bass et al., 2016; Haahr et al., 2016; Lee et al., 2016). It is recruited to stalled forks via two RPA-binding domains and participates in RS response independently from the TOPBP1:9-1-1 complex (Haahr et al., 2016; Lee et al., 2016). Additionally, Lyu et al. (2019a) have shown that binding of ETAA1 to RPA-coated ssDNA directly stimulates its ability to activate ATR-ATRIP, suggesting that RPA-coated ssDNA serves as a direct stimulator in the ETAA1-mediated activation of ATR-ATRIP (Lyu et al., 2019a; Figure 2A). Interestingly, the ATR activation motif in ETAA1 shares similarity to that in TOPBP1, suggesting that TOPBP1 and ETAA1 likely activate ATR using parallel mechanisms (Thada and Cortez, 2019). Together, these findings highlight that RPA-coated ssDNA acts as a critical sensor of RS and actively participates in recruiting different proteins in the ATR signaling pathway.



RPA in Sensing and Resolving R-loop and G-quadruplex (G4)

R-loop has emerged as a major source of genomic instability. It is a transcription intermediate containing RNA:DNA hybrid resulting from RNA transcript displacing ssDNA. During the S phase, the collision between replication forks and transcription machinery may increase R-loop formation (Gan et al., 2011). Recently, a study shows that RPA is involved in suppressing R-loop formation by directly stimulating the activity of RNaseH1 on R-loops in a concentration-dependent manner (Nguyen et al., 2017). In addition, RPA co-localizes with RNaseH1 at R-loop foci, and this colocalization is required for suppressing R-loop-associated DNA damage (Nguyen et al., 2017). It has been proposed that RPA may sense the increase of R-loops as an RS signal and promotes RNaseH1 resolving R-loops in front of replication forks by recognizing ssDNA within the R-loop structure (Nguyen et al., 2017; Parajuli et al., 2017; Figure 2B). Thus, in addition to sensing ssDNA, RPA is also a sensor of R-loops and a regulator of RNaseH1, extending the versatile role of RPA in suppressing genomic instability.

RPA has also been reported to be able to unfold G4 structures - a stable four-stranded DNA secondary structure formed by the guanine-rich DNA sequences via Hoogsteen base pair bonding. RPA binds and unfolds G4s under physiologically relevant conditions in vitro (Salas et al., 2006; Qureshi et al., 2012; Ray et al., 2013). It unwinds G4 from 5′ to 3′, and this unwinding is independent of the number of G4 units (Safa et al., 2016; Lancrey et al., 2018). Interestingly, Wu et al., recently showed that HERC2, a HECT E3 ligase, facilitates BLM (Bloom syndrome helicase) and WRN (Werner syndrome helicase) interaction with RPA and plays a critical function in suppressing G4 formation (Wu et al., 2018; Figure 2C). In addition, binding of RPA to WRN promotes a superhelicase activity of WRN (Lee et al., 2018). Together, these studies suggest an important role of RPA and its interacting partners in resolving G4s in the genome. More investigation is needed to fully understand the binding of RPA to G4s and its binding partners, as well as whether these interactions could navigate G4 unfolding.



RPA-ssDNA in Promoting DSB Repair Through HR

Another well-described function of RPA is promoting DSB repair during HR. When a replication fork encounters a DNA lesion, DSBs may be generated. Such replication fork-associated DSBs can be repaired by HR. During the early stage of HR, DSB ends are processed by MRN [meiotic recombination 11 (MRE11), RAD50, and NBS1], which produces a 3′ ssDNA. This ssDNA is quickly bound by RPA through the interaction between RPA and MRE11. In order for this interaction to occur, RPA32 phosphorylation, which prevents interaction between RPA and MRN, is removed, thus allowing the OB-F domain of RPA70 to bind to an acidic α-helix peptide in MRE11 (Oakley et al., 2009). RPA loading onto the 3′ ssDNA prevents secondary structure formation and protects ssDNA from degradation.

RPA binding at the resected end serves as an important intermediate for the DNA recombinase RAD51 to form the nucleoprotein filament (Deng et al., 2014; Ruff et al., 2016), which stimulates the HR process with the assistance from other pro-recombinogenic mediators such as RAD52 and BRCA2 (Seong et al., 2009; Daley et al., 2013). Before RAD51 can replace RPA, SENP6, a SUMO-specific protease, is separated from RPA70 after DNA damage, allowing for RPA70 sumoylation. RPA70 is then modified by small ubiquitin-like modifier (SUMO) 2/3, and this modification also promotes RAD51 recruitment to the DNA damage foci during HR (Dou et al., 2010).

The single molecule imaging technology has revealed that human RAD52 binds very tightly to RPA-coated ssDNA (Ma et al., 2017). This binding is restricted by RAD51. When RAD51 is dissociated from the ssDNA, additional RAD52 can bind to the RPA-ssDNA complex (Ma et al., 2017). These results suggest a new insight into the behavior and dynamics of ssDNA-RPA/RAD52/RAD51 interaction. However, the biological relevance of these RPA-RAD52 clusters remains to be determined.



RPA in Replication Fork Remodeling/Reversal

When replication forks encounter DNA lesions, fork remodeling/reversal is a key protective mechanism that allows forks to reverse their course without chromosomal breakage (Neelsen and Lopes, 2015). The current model of stalled forks suggests that there are at least two steps involved. First there is a fork reversal, which is the remodeling of forks into a four-way junction, and then protection of the nascent strand through a tightly controlled resection that allows for fork restart (Berti and Vindigni, 2016). The proteins involved in fork reversal include RAD51 (Zellweger et al., 2015; Kolinjivadi et al., 2017; Mijic et al., 2017) and ATPase-dependent DNA translocases of the SWI2/SNF2 family of chromatin remodelers such as SMARCAL1 (Yusufzai and Kadonaga, 2008; Betous et al., 2012, 2013; Ciccia et al., 2012), ZRANB3 (Yusufzai and Kadonaga, 2010; Ciccia et al., 2012; Yuan et al., 2012), HLTF (Blastyak et al., 2010; Kile et al., 2015), and RAD54 (Bugreev et al., 2011). SMARCAL-1 (SWI/SNF-related, matrix-associated, actin-dependent regulator of chromatin, subfamily A-like 1) is a fork-remodeling enzyme. Its fork remodeling activity is controlled by RPA (Bhat et al., 2015). RPA binds to ssDNA at the fork junction, creating an optimal DNA-protein substrate for SMARCAL1 and directing fork regression (Bhat et al., 2015; Figure 3). Interestingly, while RPA binding to ssDNA formed at the leading strand stimulates SMARCAL1-mediated fork remodeling activity, RPA binding at the lagging strand inhibits SMARCAL1 activity (Bhat et al., 2015). The underlying mechanism for such discrepancy is unclear, and whether RPA influences the activities of other fork remodelers remain to be investigated.
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FIGURE 3. Roles of RPA and BRCA2 in fork reversal and fork protection. RS leads to fork slowing and fork reversal by SNF2 family chromatin remodelers SMARCAL1, ZRANB3, and HLTF. HLTF polyubiquitinates PCNA and thus leads to the recruitment of ZRANB3. SMARCAL1 directly interacts with RPA on the leading strand, and RPA controls the fork remodeling activity of SMACARL1. After fork reversal and RPA phosphorylation, PALB2 binds to RPA and recruits BRCA2. BRCA2 recruits RAD51 with assistance of PLK1 and mediates replacement of RPA with RAD51, leading to fork protection from nucleases such as MRE11, EXO1, CTIP, and DNA2. The fork can then be reprimed or restarted. When undergoing sustained RS, stalled forks may collapse, leading to DSBs that can be subsequently repaired by HR.




RPA in Regulating Activities of Other Polymerases/Helicases in Response to RS

RPA can interact with polymerases and helicases and regulates the activities of these enzymes. PrimPol (DNA-directed primase/polymerase protein) is a translesion synthesis polymerase containing both the primase and the polymerase activities. When replication is stalled by DNA lesion, PrimPol can be recruited to the stalled site and initiate DNA replication past the site of the lesion. Cells depleted of PrimPol display an increase of spontaneous DNA damage and are defective in restarting stalled replication forks (Wan et al., 2013). Thus, it is believed to be an important player in bypassing DNA lesions and restarting stalled replication (Im et al., 2013). The recruitment of PrimPol to stalled forks seems to be via its direct interaction with the OB-C domain of RPA (Wan et al., 2013). The RPA/PrimPol interaction also allows repriming at the exposed ssDNA regions formed in the leading strand upon replisome stalling (Martinez-Jimenez et al., 2017). In addition, biochemical analysis has revealed that RPA stimulates the primase activity of PrimPol (Guilliam et al., 2017; Martinez-Jimenez et al., 2017).

Human DNA helicase B, known as HDHB, is another protein which interacts with RPA and is recruited to chromatin under RS-induced conditions (Guler et al., 2012). The RPA70/HDHB interaction promotes HDHB recruitment to chromatin following fork stalling induced by UV irradiation, camptothecin, or HU (Guler et al., 2012). RPA also modulates the activity of other two important DNA helicases, WRN and BLM. It has been shown that WRN can unwind DNA duplexes up to 850 nt in the presence of RPA, whereas WRN alone (without RPA) poorly processes DNA (Brosh et al., 1999). Qin et al. has identified that while high concentration of BLM can unwind dsDNA from a nick unidirectionally in the absence of RPA, the presence of RPA permits BLM’s unwinding in two opposite directions from a nick (Qin et al., 2020). These results suggest that RPA coating of the newly generated ssDNA can enhance helicase activities. RPA may also prevent ssDNA from annealing back to itself or forming secondary structures that may give rise to RS. The precise interplay between DNA helicases and RPA remains to be elucidated.



BRCA2


BRCA2 Protein Structure and Domains

BRCA2 is a tumor suppressor that plays a major role in DNA repair pathways and has been found recently in the protection of replication forks. It was discovered from breast cancer genome linkage studies in 1994 (Wooster et al., 1994), and it is well established that detrimental BRCA2 mutations are a major risk factor for breast and ovarian cancers (Antoniou et al., 2003). The human BRCA2 gene is located on chromosome 13q12.3 and contains 27 exons that translate into a protein of 3418 amino acids in length with molecular weight of approximately 390 kDa. A number of structural elements in BRCA2 have been identified, including eight BRC repeats which bind to monomeric RAD51 (Bork et al., 1996; Bignell et al., 1997; Wong et al., 1997), one helix-turn-helix (HTH) motif and three OB folds that together comprise a ssDNA-binding domain (Yang et al., 2002), and the C-terminal TR2 domain which stabilizes RAD51 nucleofilaments (Esashi et al., 2007; Figure 1A). Due to its large size, the structure of full-length BRCA2 structure was not available until 2014. Transmission electron microscopy analysis shows that BRCA2 exists as a homodimer (Shahid et al., 2014). BRCA2 predominantly resides in the nucleus with two nuclear localization signals flanking the TR2 domain (Yano et al., 2000) and one masked nuclear export signal in between the HTH motif and OB folds (Jeyasekharan et al., 2013; Figure 1A). BRCA2 acts as a platform to form multimeric structures–it not only directly binds to RAD51 but also to Partners with Localizer of BRCA2 (PALB2/FANCN) (Sy et al., 2009; Zhang et al., 2009) and Fanconi Anemia (FA) Complementation Group D2 (FANCD2) (Hussain et al., 2004). The role of BRCA1, PALB2, and BRCA2 as a complex in HR-mediated DSB repair has been well documented and are not be covered in this review. Instead, we focus on recent findings on the function of BRCA2 in replication fork processing.



BRCA2-Mediated Recruitment of RAD51 to Stalled Forks

When replication fork is stalled, ssDNA generated at stalled forks is bound by RPA which is then replaced by RAD51. Phosphorylated RPA promotes binding to PALB2 to the stalled forks (Murphy et al., 2014). PALB2, which has been shown to colocalize with BRCA2 after RS in HeLa cells (Buisson et al., 2014), interacts with N-terminal domain of BRCA2, bringing BRCA2 to stalled forks (Hartford et al., 2016; Figure 3). Then BRCA2 recruits RAD51 to stalled forks by directly interacting with polo-like kinase 1 (PLK1) through its N-terminal CDK2-phosphorylated site (T77) and the polo box domain of PLK1 (Yata et al., 2014). Moreover, BRCA2-mediated RAD51 recruitment is assisted by FANCD2 and biorientation of chromosomes in cell division 1 like (BOD1L) (Hussain et al., 2004; Schlacher et al., 2012; Higgs et al., 2015; Table 1).

Recent studies show that the PDS5-wings apart-like protein homolog (WAPL) complex, a cohesin-associated factor that releases cohesin from chromosomes, is also involved in replication fork progression (Carvajal-Maldonado et al., 2019; Morales et al., 2020). Cohesin binds to chromatin in a multi-subunit complex that mediates cohesion between sister chromatids, but its role in replication and transcription remains unclear. PDS5 depletion leads to fork stalling in the absence of genotoxic stress and prevents the recruitment of WRN helicase-interacting protein 1 (WRNIP1), RAD51, and BRCA2 (Morales et al., 2020). The iPOND analysis has revealed that PDS5 is loaded onto replication forks regardless of BRCA2 presence (Carvajal-Maldonado et al., 2019). These results suggest that PDS5-WAPL complex is involved in the very early events of replication fork stalling.



The Role of BRCA2 in Fork Protection

As mentioned above, fork remodeling/reversal is a key protective mechanism to stabilize stalled forks. However, reversed forks are prone to nucleolytic degradation by multiple nucleases including MRE11, EXO1 (exonuclease 1), CTIP (C-terminal binding protein interacting protein), and DNA2. Obviously, fork protection (FP) mechanisms are needed to antagonize nuclease degradation of reversed forks in order to preserve fork stability.

MRE11 is recruited to forks by many proteins, including mixed-lineage leukemia proteins 3 and 4 (MLL3/4), pax transactivation domain-interacting protein (PTIP), and chromodomain helicase DNA-binding protein 4 (CHD4) (Ray Chaudhuri et al., 2016), poly (ADP-ribose) polymerase 1 (PARP1) (Ding et al., 2016), RAD52 (Mijic et al., 2017), and sterile alpha motif domain and histidine-aspartic domain-containing protein 1 (SAMHD1) (Coquel et al., 2018). There are many studies indicating that BRCA2 is a key player in protecting forks from MRE11 degradation. After inducing RS by HU treatment in BRCA2-deficient cells, Y-shaped DNA intermediates as observed on two-dimensional gel electrophoresis disappear quickly, indicating uncontrolled degradation (Lomonosov et al., 2003). Examination of FP through DNA fiber assays (Schlacher et al., 2011; Ying et al., 2012) and electron microscopy analysis (Lemacon et al., 2017; Mijic et al., 2017) in BRCA2-depleted cells have shown that BRCA2 can protect nascent strand DNA from the degradative effect of MRE11 (Figure 3). Such protection appears to rely on cyclin-dependent kinase phosphorylation of BRCA2 at the serine 3291 position. BRCA2 S3291A mutant abrogates RAD51 from binding to the C-terminal TR2 domain of BRCA2 and thus prevents RAD51 nucleofilament formation (Esashi et al., 2005; Davies and Pellegrini, 2007). Interestingly, this mutant still has HR activity but abolishes FP (Schlacher et al., 2011; Feng and Jasin, 2017). Furthermore, expression of a BRC4 peptide, a BRC repeat from BRCA2 that disrupts RAD51 nucleofilaments, also promotes nascent strand degradation (Schlacher et al., 2011). BRCA2 does not need to interact with DNA in order to provide FP, suggesting that the crucial FP ability of BRCA2 is to recruit and stabilize RAD51 nucleofilament at stalled forks (Schlacher et al., 2011).

Besides MRE11, EXO1, and CTIP also degrade nascent strand and their depletion restores FP in BRCA1/2-deficient cells (Lemacon et al., 2017). In BRCA2-deficient cells, the role of DNA replication helicase/nuclease 2 (DNA2) is somewhat controversial since one group utilizing a small-molecule DNA2 inhibitor, C5, showed similar levels of rescue from strand degradation as with MRE11 inhibitor, mirin (Schlacher et al., 2011), while DNA2 depletion with siRNA did not provide FP (Lemacon et al., 2017). However, cells that are deficient in BOD1L (Higgs et al., 2015), RecQ1 helicase (Thangavel et al., 2015), or Abraxas brother 1 (ABRO1) (Xu et al., 2017) suffer from hyper-resection due to DNA2. U2OS cells under prolonged RS with HU treatment also have stalled forks that are degraded by DNA2 but not MRE11, EXO1, or CTIP (Thangavel et al., 2015). In addition, DNA2 and Werner syndrome ATP-dependent helicase (WRN) are involved in resection of ssDNA not protected by RAD51 (Wang et al., 2015), and both are implicated in replication fork restart (Thangavel et al., 2015).

MUS81 and SLX4 are endonucleases that are better known for resolving Holliday junctions during FA repair (Fekairi et al., 2009; Svendsen et al., 2009). However, MUS81 and SLX4 have also been shown to play a role at stalled replication forks (Hanada et al., 2007; Franchitto et al., 2008; Pepe and West, 2014; Lemacon et al., 2017; Porebski et al., 2019), and MUS81 promotes replication restart. In BRCA2-deficient cells, loss of MUS81 leads to increased levels of partially resected reversed forks with ssDNA tail and fewer DSBs (Lemacon et al., 2017). Conversely, MRE11 inhibition or EXO1 knockdown decreased both nascent strand degradation and formation of DSBs. These results suggest that MRE11 or EXO1 resection at reverse fork generates ssDNA substrate for MUS81 to cleave and then promotes fork restart at least in BRCA2-deficient cells (Lai et al., 2017; Lemacon et al., 2017). MUS81 is recruited to the chromatin during BRCA2 deficiency but not by loss of BRCA1 and is mediated by enhancer of zeste homolog 2 (EZH2), a histone-lysine-N-methyl transferase, through its methylation of histone H3 at lysine 27 at stalled forks (Rondinelli et al., 2017). On the other hand, SLX1-SLX4 endonucleolytic activity as well as DNA2 at stalled forks is inhibited by WRNIP1, and thus the FP provided by WRNIP1 is mechanistically distinct from BRCA2 (Porebski et al., 2019). Taken together, different subsets of nucleases are involved in nascent strand degradation at stalled replication forks, and different FP proteins are utilized to prevent these nucleases from working in an unregulated manner.



CST


Structure and Properties

The CST complex is a heterotrimeric protein composed of conserved telomere maintenance 1 (CTC1), suppressor of Cdc13 homolog (STN1), and TEN1 (Telomere Length Regulation Protein TEN1 Homolog). It is evolutionarily conserved from budding yeast (Saccharomyces cerevisiae) to human. In budding yeast it is known as Cdc13-Stn1-Ten1 complex, however fission yeast lacks the CTC1/Cdc13 homolog, but contains Stn1 and Ten1 (Martin et al., 2007). Recent cryo-EM structure of human CST reveals that it is capable of forming a decameric supercomplex when bound to telomeric ssDNA (Lim et al., 2020). CTC1 is the largest subunit with a molecular weight of 134 kDa, and it possesses seven OB-fold domains (Lim et al., 2020). STN1 is 44 kDa and TEN1 is 13.8 kDa with one OB-fold each (Figure 1A; Rice and Skordalakes, 2016). The CST complex is thought to resemble the RPA complex, in that STN1-TEN1 and RPA32-RPA14 share structural similarity and also have comparable domain organizations (Sun et al., 2009). The only difference is the presence of two winged-helix-turn-helix (wHTH) domains in STN1 but only one WH domain in RPA32 (Gelinas et al., 2009; Figure 1A). While RPA binds to ssDNA in a sequence independent manner, CST has a preference for G-rich sequences when substrates are short (Hom and Wuttke, 2017), but such preference decreases with the increase in length of the nucleotide (Miyake et al., 2009). The OB-fold of STN1 seems to play an important role in its preference for G-rich sequence, because mutation in the OB-fold of STN1 leads to decrease in binding to short G-rich sequences (Bhattacharjee et al., 2016; Hom and Wuttke, 2017). CST also binds to ss-dsDNA junctions in a sequence independent manner and needs shorter nucleotides for binding (Bhattacharjee et al., 2017). Although TEN1 is not required for DNA binding, it stabilizes the interaction of CTC1-STN1 (Feng et al., 2018). In addition, CST melts G4 structure and prevents its formation, thus facilitating replication of telomeric DNA and other G-rich regions (Bhattacharjee et al., 2017; Zhang et al., 2019). The OB folds of CST also play an important role in protein-protein interactions (Ganduri and Lue, 2017; Shastrula et al., 2018). Budding yeast Cdc13 consists of four OB-folds which function in ssDNA binding, Cdc13 homo-dimerization, protein-protein interaction, and DNA polymerase α-primase binding (Hughes et al., 2000; Sun et al., 2011; Lewis et al., 2014).

Unlike RPA and BRCA2, CST is a relatively new member in genome maintenance. Knockdown of CTC1 or STN1 elevates the level of multi-telomeric signals and telomere instabilities (Surovtseva et al., 2009; Dai et al., 2010) and increases the formation of anaphase bridges, micronuclei, chromosome breakage, and chromosome pulverization (Stewart et al., 2012; Chastain et al., 2016; Lyu et al., 2019b). Disease-causing CTC1 mutations induce spontaneous chromosome instabilities that are further increased by RS (Wang and Chai, 2018). In budding yeast, Cdc13 deficiency also leads to genome stability in the form of unstable chromosomes (Langston et al., 2020). Recent studies have shown that CST plays a multifaceted role in genome maintenance. Here, we review the well-studied role of CST in telomere maintenance, followed by describing its functions in genome stability maintenance at non-telomeric regions.



Role of CST in Telomere Maintenance

In budding yeasts, CST binds to the single-stranded region at telomeres, plays an essential role in telomere protection, and also functions in telomere replication by recruiting telomerase. The telomere elongation and protection function of yeast CST is tightly regulated by phosphorylation events which occur in a cell cycle-dependent manner. The telomere protection function of Cdc13 occurs through its interaction with Stn1 and Ten1, forming a stable CST complex, which is mediated by Cdk1-dependent phosphorylation of Stn1 and SUMOylation of Cdc13 (Hang et al., 2011; Liu et al., 2014). For telomere elongation, Cdc13 is recruited to the 3′ telomeric end which is mediated by its interaction with an accessory subunit of the yeast telomerase complex Est1 through its recruitment domain. This interaction is favored by both the increased abundance of the two proteins and also phosphorylation of Cdc13 by Cdk1, Mec1 and Tel1 which occurs in the late S phase to G2 phase of the cell cycle (Evans and Lundblad, 1999; Tseng et al., 2006; Li et al., 2009; Wu and Zakian, 2011). During G2/M phase the interaction is disrupted by other dephosphorylation and phosphorylation of Cdc13 by phosphatase 2A (PP2A) subunit Pph22 and the yeast Aurora kinase homolog Ipl1, respectively (Shen et al., 2014).

In humans, the main telomere maintenance complex is Shelterin (a six subunit complex consisting of TRF1, TRF2, TIN2, RAP1, POT1, TPP1) which binds to both the double-stranded and single-stranded telomeric region (Giraud-Panis et al., 2010; Price et al., 2010; Gu et al., 2012; Rice and Skordalakes, 2016). While human CST complex does not function in telomere capping, it is important for the synthesis of the lagging strand telomeres and also mediates C-strand fill-in through its interaction with TPP1-POT1 and with the help of DNA polymerase α-primase (POLα) (Huang et al., 2012; Lue et al., 2014; Feng et al., 2018; Table 1 and Figure 4A), thus helping in the formation of t-loop. In fact, CTC1 and STN1 was initially identified as POLα accessory factor (AAF) AAF132 and AAF44, respectively, as they stimulate the primase and DNA synthesis activities of POLα (Goulian and Heard, 1990; Casteel et al., 2009). Interaction of STN1 with the POLA2 subunit of POLα is important for such stimulation (Ganduri and Lue, 2017). Depletion of CTC1 or STN1 results in lengthened G-overhangs as the C-strand fill-in becomes defective (Surovtseva et al., 2009; Dai et al., 2010; Huang et al., 2012). TEN1 is also essential for C-strand synthesis and TEN1–/– cells exhibit progressive telomere shortening (Huang et al., 2012; Kasbek et al., 2013; Feng et al., 2018).
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FIGURE 4. Roles of CST in genome maintenance. (A) CST at telomeres. In human cells, CST complex interacts with the TPP1-POT1 subunit of shelterin and promotes efficient replication of telomeres. It also stimulates the C-strand fill-in activity of DNA polymerase α-primase (POLα). (B) At elongating replication forks, CST may resolve or prevent the formation of G4s that hinder DNA replication. (C) During stalled forks, CST protects the reversed fork against MRE11 degradation by directly blocking MRE11 access to reversed forks and also facilitating the recruitment of RAD51 to forks. (D) During DSB repair, the Shieldin complex (SHLD1-SHLD2-SHLD3-REV7) localizes to DSB sites in a 53BP1- and RIF1-dependent manner. It has been hypothesized that CST may recruit POLα to DSB ends to fill in resected DSB ends.


In addition to C-strand fill-in, CST facilitates telomeric DNA replication. STN1 depletion reduces the rate of replication of the telomeric duplex region (Stewart et al., 2012). It has been shown that CST promotes efficient restart of stalled replication at telomeres by helping RAD51 load onto telomeres (Chastain et al., 2016). CST also helps in restricting of telomerase activity through primer sequestration and physical interaction with POT1–TPP1, which is the telomerase processivity factor (Chen et al., 2012). Both CTC1 and STN1 are required whereas TEN1 is dispensable for this activity (Feng et al., 2018).



Functions of CST in Protecting Global Genome Stability Under RS

Only ∼20% of STN1 foci localize at telomeres (Miyake et al., 2009), and CTC1 and STN1 were originally identified as a POLα stimulatory factor (Goulian and Heard, 1990; Casteel et al., 2009). These early observations provide the initial evidence that CST possesses functions outside telomeres in particular in global DNA replication progression (Derboven et al., 2014; Wang Y. et al., 2019). CST is capable of preventing the accumulation of G4 structures during unperturbed DNA replication (Bhattacharjee et al., 2017; Figure 4B), and STN1 depletion increases G4 formation and slows bulk genomic DNA replication (Zhang et al., 2019). Recently, CST’s role in active replication is reported to be in regulating origin licensing through its interaction with the MCM complex and disrupting the binding of CDT1 to MCM (Table 1). CST also enhances replisome assembly by promoting AND-1/POLα chromatin association (Wang Y. et al., 2019; Table 1).

Several lines of evidence demonstrate that CST plays a prominent role at stalled replication forks. First, CST over-expression increases replication recovery from HU- and aphidicolin-induced fork stalling (Wang et al., 2014). Second, CST is needed in stoichiometric amounts to facilitate re-initiation of DNA replication at repaired forks and/or dormant origins. CST increases the firing of late or dormant origins following release from HU treatment (Wang et al., 2014). Third, we have shown that CST is important for maintaining the stability of GC-rich repetitive sequences genome-wide under HU induced RS. STN1 is enriched at GC-rich repetitive sequences after HU treatment. Fluorescence in situ hybridization (FISH) analysis reveals that these STN1-binding sites are prone to breakage and cause chromosome fragmentation in STN1 deficient cells (Chastain et al., 2016). HU or APH treatment induces CST interaction with RAD51 in an ATR-dependent manner (Chastain et al., 2016; Table 1). Suppression of each CST subunit impairs HU-induced RAD51 foci formation as well as RAD51 binding to GC-rich repetitive sites, suggesting that CST may facilitate the recruitment of RAD51 to stalled sites after HU-induced RS (Chastain et al., 2016; Figure 4C). CST is also recently shown to be localized at stalled replication fork and stabilize the fork by blocking MRE11-mediated nascent strand degradation (Lyu et al., 2019b; Figure 4C). These findings provide a mechanistic link between CST and other key players in fork stabilization and fork restart, at least at G-rich sequences. Since the stable G4 structure poses a special challenge to replication machinery, it will be interesting to determine how CST regulates RAD51 activity at G4-forming stalled sites, including whether it promotes RAD51 filament formation or strand invasion activity at these sites.

Recently, the role of CST in DSB repair via canonical non-homologous end joining is reported, where CST interacts with the Shieldin complex (SHLD1-SHLD2-SHLD3-REV7) and counteracts DSB end resection in a 53BP1–RIF1–Shieldin dependent manner in BRCA1 mutated cells (Barazas et al., 2018; Dev et al., 2018; Mirman et al., 2018; Table 1). It has been proposed that CST may recruit POLα to DSB ends to fill in resected DSB ends (Mirman et al., 2018)–an intriguing hypothesis that remains to be tested (Figure 4D). Nonetheless, while the role of CST in telomere maintenance itself is important for the genome stability, the emerging non-telomeric functions of CST enhance its importance in maintaining global genome stability.



CST and Disease

Two important diseases associated with mutations in CST are Coats plus syndrome (CP) and dyskeratosis congenita (DC). Coat plus is an autosomal recessive disorder where patients show intrauterine growth retardation, intracranial calcifications, retinopathy, and gastrointestinal bleeding (Anderson et al., 2012; Simon et al., 2016). DC is another rare genetic disorder characterized by lacy reticular pigmentation of the upper chest and/or neck, oral leukoplakia, and bone marrow failure (Nelson and Bertuch, 2012). Characterization of pathogenic CTC1 and STN1 mutations shows diverse molecular defects affecting the telomeric and as well as non-telomeric function of CST. This includes inability to form the CST complex, accumulation of internal single-stranded gaps of telomeric DNA, defect in interaction with POLα, telomere DNA replication defects, deficiency in interaction with RAD51, increase in spontaneous γ H2AX staining, chromosome breakage and fragmentation causing global genome instability (Dai et al., 2010; Chen et al., 2013; Gu and Chang, 2013; Wang and Chai, 2018). Further investigation will be helpful to dissect the roles of various molecular features of CST in disease pathogenesis.



RELATIONSHIP BETWEEN CST, RPA, AND BRCA2

As described above, CST shares structural similarities with RPA and was initially thought to be a telomeric alternative of RPA for protecting the integrity of special telomeric sequence and structure. The discovery of its non-telomeric function in global RS response has prompted great interests in understanding the spatial and temporal relationships between RPA and CST during RS response. RPA is abundant and binds to ssDNA with high affinity. In contrast, CST is difficult to detect in cells. The low abundance of CST may partially explain why iPOND has not been successful in detecting CST at stalled forks. Using the SIRF (in situ protein interactions at nascent and stalled replication forks) assay, we are able to detect CST at stalled forks (Lyu et al., 2019b), thus providing direct evidence that CST also localizes at stalled forks. Many questions remain to be answered in order to fully understand the genome maintenance mechanisms in response to fork stalling. Do RPA and CST bind to the same ssDNA formed at stalled forks or do they localize at different stalled sites? Do they compete for binding to ssDNA? Does CST binding to DNA also play a role in ATR signaling like RPA? Does CST interact with a set of proteins distinct from RPA-interacting proteins and modulate the activities of these proteins?

Likewise, BRCA2 and CST share a few striking functional similarities. Both proteins interact with RAD51, promote the recruitment of RAD51 to stalled forks, and protect reversed forks from unscheduled MRE11 degradation of nascent strand DNA. It will be important to know whether BRCA2 and CST protect fork stability in the same pathway or in parallel pathways. If they are in parallel pathways, do they protect forks stalled at different regions in the genome? While it is tempting to speculate that CST may be a RAD51 mediator by displacing RPA from ssDNA in a manner similar to BRCA2-DSS1, it has been reported that the DNA-binding ability of BRCA2 is dispensable for FP (Schlacher et al., 2011) while CST binding to DNA is required for FP (Lyu et al., 2019b), suggesting that there may be a fundamental difference underlying FP mechanisms by BRCA2 and CST. In addition, CST differs from BRCA2 in that it mediates POLα fill-in synthesis at telomere ends (Dai et al., 2010; Huang et al., 2012), and it has been proposed that CST/POLα-dependent fill-in synthesis may counteract end resection at DSB ends (Mirman et al., 2018). It remains to be determined whether such fill-in synthesis plays a significant role in countering nucleolytic degradation of nascent strand DNA at reversed forks. Understanding the relationship and interplay between RPA, BRCA2, and CST will provide novel insights into the genome protection mechanism.



NOVEL CANCER DIAGNOSTIC AND THERAPEUTIC APPROACHES

The intrinsic level of RS in cancer cells is notably elevated compared to normal cells as a result of rapid proliferation, aberrant origin firing due to oncogene expression, loss of cell cycle checkpoint activation, and/or deficiency in repairing DNA damage. Such elevated RS level can be exploited in cancer therapy through further increase of RS, which then produces high levels of genome instability that lead to cancer cell death. Many traditional chemotherapeutic drugs such as alkylating agents (including cyclophosphamide, melphalan, temozolomide, etc.) and platinum-containing agents (including carboplatin, cisplatin, and oxaliplatin) produce DNA damage and severely perturb DNA replication. Their therapeutic effects can be attributed in part to their abilities to induce high levels of RS (Dobbelstein and Sorensen, 2015). In particular, tumors that are deficient in repairing DNA damage caused by RS are particularly vulnerable to these drugs. Given the important roles of OB-fold proteins such as RPA, BRCA2, and CST in RS pathways, targeting these proteins and their interacting partners may be a promising novel therapeutic approach in combination with traditional therapies.

RPA is the first responder in the ATR pathway, thus blocking the function of RPA is believed to be a promising strategy for cancer treatment. Downregulation of RPA14 has been shown to inhibit human gastric adenocarcinoma growth in a xenograft model (Dai et al., 2017). While there has been no FDA-approved anticancer drugs that target RPA, a recent high throughput screening of 2,000 small molecules has identified 9 potential candidates for inhibition of RPA binding activity after two rounds of screening (Andrews and Turchi, 2004). One of them has shown in vivo efficacy in models of epithelial ovarian cancer (EOC) and non-small cell lung cancer (NSCLC) (Mishra et al., 2015). The same group has also developed a series of novel compound analogs with low micromolar RPA inhibitory activity, increased solubility, and easier cellular uptake (Gavande et al., 2020). However, RPA binding to ssDNA is a crucial initiator of both HR-mediated repair and resolution of RS, and directly affecting its function could promote genomic instability. Since RPA has many binding partners (Table 1), targeting its binding partners may offer better therapeutic strategies to circumvent this hurdle.

BRCA2 along with BRCA1 are well-known tumor suppressors and thus typically deleted or functionally deficient in tumors. PARP1 inhibitors (PARPi) have been developed against BRCA1/2-deficient tumors and are quite effective. With deficient HR-mediated DSB repair due to the missing BRCA1/2, PARP inhibition increases single-strand breaks and traps PARP on DNA, leading to blocked replication and eventually apoptosis (Lord and Ashworth, 2017). Unfortunately, tumors have acquired resistance to PARPi partially due to the restoration of HR (Lord and Ashworth, 2017) and/or rescue of replication fork stability (Chaudhuri et al., 2016; Michl et al., 2016). In this regard, targeting of POLθ, which is involved in microhomology-mediated end joining (Mateos-Gomez et al., 2015), RAD52, which becomes an important HR factor in these cells (Feng et al., 2011; Lok et al., 2013), and FANCD2, that is overexpressed to overcome RS (Michl et al., 2016), are all viable strategies for treating PARPi-resistant BRCA1/2-deficient tumors. In addition, inhibition of nucleases in fork degradation such as MUS81 and SLX4 also promotes apoptosis in BRCA2-deficient tumors (Minocherhomji et al., 2015; Lai et al., 2017) and may enhance patient survivability.

The emerging role of CST in maintaining genome stability suggests that CST could be a good therapeutic target. STN1 suppression has been shown to enhance the cytotoxic effect of several chemotherapeutic agents (Lee et al., 2016). Loss of SHLD1/SHLD2 which interacts with CST and counteracts DSB end resection is shown to confer hypersensitivity to the DNA-crosslinking agent cisplatin (Dev et al., 2018). In a human melanoma cell model, downregulation of CTC1 enhances the radiosensitivity by inducing DNA damage and promoting telomere shortening, thus making it an attractive target for the treatment of human melanoma (Luo et al., 2014). CST also plays a role in telomere maintenance in ALT cells (Huang et al., 2017), therefore suppressing CST may be a potential therapeutic approach for inhibiting the growth of ALT-positive cancer cells. Despite its important function in telomere maintenance and non-telomeric function in genome stability, no chemotherapeutics drugs have been developed to target the CST complex yet. This may be in part due to the difficulty in solving the structure of CTC1, although STN1-TEN1 structure was solved several years ago (Bryan et al., 2013). The recent availability of the cryo-EM structure of the whole CST complex is expected to facilitate this process (Lim et al., 2020).



CONCLUSION

OB-fold proteins, covered above, are some of the major players in maintaining genome stability. While significant progress has been made, especially with RPA and BRCA2, others such as CST require more in-depth studies to understand not only their functions but also interactions with other protein complexes and broader cellular physiological interplay between mitosis, replication, repair, apoptosis, and their regulations in both normal tissues and tumors. This need for better understanding especially in the context of current combinatorial cancer therapy is highlighted by the fact that BRCA2-deficient tumors under dual PARP inhibition and MUS81 depletion have improved viability compared to either alone (Rondinelli et al., 2017). Future studies that enhance our understanding of interaction between these proteins will produce novel therapeutic modalities in combination with current agents for the treatment of cancers.
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ATR Kinase Is a Crucial Player Mediating the DNA Damage Response in Trypanosoma brucei
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DNA double-strand breaks (DSBs) are among the most deleterious lesions that threaten genome integrity. To address DSBs, eukaryotic cells of model organisms have evolved a complex network of cellular pathways that are able to detect DNA damage, activate a checkpoint response to delay cell cycle progression, recruit the proper repair machinery, and resume the cell cycle once the DNA damage is repaired. Cell cycle checkpoints are primarily regulated by the apical kinases ATR and ATM, which are conserved throughout the eukaryotic kingdom. Trypanosoma brucei is a divergent pathogenic protozoan parasite that causes human African trypanosomiasis (HAT), a neglected disease that can be fatal when left untreated. The proper signaling and accuracy of DNA repair is fundamental to T. brucei not only to ensure parasite survival after genotoxic stress but also because DSBs are involved in the process of generating antigenic variations used by this parasite to evade the host immune system. DSBs trigger a strong DNA damage response and efficient repair process in T. brucei, but it is unclear how these processes are coordinated. Here, by knocking down ATR in T. brucei using two different approaches (conditional RNAi and an ATR inhibitor), we show that ATR is required to mediate intra-S and partial G1/S checkpoint responses. ATR is also involved in replication fork stalling, is critical for H2A histone phosphorylation in a small group of cells and is necessary for the recruitment and upregulation of the HR-mediated DNA repair protein RAD51 after ionizing radiation (IR) induces DSBs. In summary, this work shows that apical ATR kinase plays a central role in signal transduction and is critical for orchestrating the DNA damage response in T. brucei.

Keywords: ATR, DNA damage response, checkpoint, γH2A, RAD51, Trypanosoma brucei, DNA damage response, DNA double-strand breaks


INTRODUCTION

DNA double-strand breaks (DSBs) are among the most toxic forms of DNA damage that threaten genomic integrity. It can be induced via the effect of cellular metabolites or by DNA-damaging agents (e.g., ionizing radiation) (van Gent et al., 2001). When DSBs are not properly repaired, chromosomal rearrangements, deletions and even cell death can be the result (Khanna and Jackson, 2001; Jackson and Bartek, 2009). To maintain genomic integrity, the eukaryotic cells of model organisms have a complex evolutionarily conserved network of cellular pathways known as the DNA damage response (DDR) that orchestrates the detection and repair of a wide range of DNA damage (Zhou and Elledge, 2000; Harper and Elledge, 2007; Jackson and Bartek, 2009). DDR usually involves the specific recognition of DNA damage, followed by signal transduction and activation of effector molecules. Additionally, the DDR activates a checkpoint response that culminates in cell cycle arrest or a delay cell cycle progression, providing enough time for DNA repair before the cell enters the next cell cycle phase (Zhou and Elledge, 2000; Harper and Elledge, 2007). Once DNA damage is repaired, the cell cycle is resumed.

In model organisms, DDR is mainly controlled by ataxia telangiectasia mutated (ATM) and ataxia telangiectasia and Rad3-related (ATR), two members of the phosphoinositide 3-kinase (PI3K)-related kinase (PIKK) protein kinase family (Lempiainen and Halazonetis, 2009; Lovejoy and Cortez, 2009), which act together to orchestrate DNA repair and maintain genome integrity. In response to DNA damage, these kinases are recruited and rapidly activated by specific cofactors (Zhou and Elledge, 2000), phosphorylating multiple substrates (Matsuoka et al., 2007). ATM is primarily activated by DSBs and is considered a master regulator of cellular responses to DSBs (Shiloh and Ziv, 2013). Although ATR is frequently associated with the replication stress response (Cimprich and Cortez, 2008), this kinase is involved in a wide range of DNA lesions that expose tracks of single-stranded DNA (ssDNA), including DSBs (Adams et al., 2006; Cuadrado et al., 2006; Jazayeri et al., 2006). ATR is recruited to tracts of ssDNA coated with the ssDNA binding protein complex, replication protein A (RPA) through its partner ATR-interacting protein (ATRIP) (Zou and Elledge, 2013). For its optimal activation, ATR requires the presence of ssDNA–double-stranded DNA (dsDNA) junctions and activator proteins such as topoisomerase-binding protein-1 (TOPBP1). The checkpoint clamp complex RAD9–RAD1–HUS1 (9-1-1) recognize ssDNA–dsDNA junctions and facilitate the recruitment of TOPBP1 through interaction that involve its binding to the C-terminal of the RAD9 subunit (Delacroix et al., 2007). Once TOPBP1 binds to damage site, it activates ATR in an ATRIP-dependent manner (Mordes et al., 2008). On the other hand, recent studies using Xenopus egg extracts have demonstrated that single strand break (SSB) end resection mediated by apurinic/apyrimidinic (AP) endonucleases such as APE2, can trigger ATR pathway following oxidative stress (Willis et al., 2013). The APE2-mediated SSB end resection generates ssDNA that stimulate the recruitment of ATR, ATRIP, TopBP1 and 9-1-1 complex onto damage site and activate ATR (Lin et al., 2018).

In contrast to ATM, ATR is essential in unperturbed proliferating cells (Brown and Baltimore, 2000; de Klein et al., 2000) and, together with its major downstream effector checkpoint kinase 1 (CHK1), can prevent excessive origin firing during the S phase (Marheineke and Hyrien, 2004; Katsuno et al., 2009; Saldivar et al., 2017). Furthermore, under replication stress, ATR and CHK1 are involved in the global suppression of origin firing, stabilization, repair, and reinitiation of the replication fork (Saldivar et al., 2017). Both ATR and ATM are involved in the regulation of cell cycle checkpoints typically active in the G1/S, intra-S, and G2/M phases. However, the activation of the intra-S phase and G2/M checkpoints are primarily related to ATR function, whereas the induction of the G1 cell cycle checkpoint is generally a function of the ATM kinase (Abraham, 2001).

DSBs generated in the G1 phase are repaired by non-homologous end-joining (NHEJ), and DSBs generated in the S and G2 phases are mainly repaired by homologous recombination (HR)-mediated repair mechanisms (Shrivastav et al., 2008). HR-mediated repair is initially promoted by ATM through the regulation of DNA-end resection (You et al., 2009; Bolderson et al., 2010), a process that generates tracts of the ssDNA required for homology searching and strand invasion mediated by RAD51 (Kowalczykowski, 2015). In response to DSBs, ATM is recruited to chromatin and activated by MRE11-RAD50-NBS1/XRS2 (MRN/X is MRN in humans and MRX in yeast), a complex that acts as a sensor of DSBs and is also critical for DNA-end resection initiation in conjunction with CtIP (Paull and Lee, 2005). Once recruited to the break site and activated, ATM phosphorylates S139 in the C-terminus of the histone variant H2AX (Rogakou et al., 1998) (referred to as γH2AX), forming the basis of a chromatin-based signaling cascade (Scully and Xie, 2013), which allows the recruitment of several DDR components (Celeste et al., 2002). In addition to H2AX, ATM also phosphorylates other substrates and stimulates DNA-end resection and HR (You et al., 2009; Bolderson et al., 2010). However, despite its role in promoting HR, ATM is not essential for HR-mediated repair, and this mechanism can occur in the absence of ATM (Rass et al., 2013).

In contrast to ATM, ATR seems to control the later steps of HR, and its inhibition or loss impairs the ability of cells to utilize HR (Kim et al., 2018). In this context, ATR can be activated by ssDNA intermediates formed by DBS processing, and while DNA end resection induces its activation, this same process also diminishes the capacity of dsDNA to activate ATM, switching from an ATM-activating mode to an ATR-activating mode during HR-mediated repair (Cuadrado et al., 2006; Shiotani and Zou, 2009). Additionally, ATR-CHK1 signaling enhances the capacity of cells to use HR-mediated repair by ensuring the proper level of expression of key factors in the HR machinery (Kim et al., 2018). ATR can also promote the recruitment of key HR factors required for strand invasion, such as PALB2 and BRCA2 (Buisson et al., 2017), and the stabilization of BRCA1 at DNA lesions via its interaction with TOPBP1, promoting DNA resection (Liu et al., 2017). All these findings indicate that ATR plays key roles in the regulation of HR-mediated repair.

The DSB response pathways are well characterized in model eukaryotes, while the understanding and characterization of these mechanisms in trypanosomatids are still in progress. Trypanosoma brucei is a eukaryotic protozoan parasite that causes human African trypanosomiasis (HAT), also known as sleeping sickness, which is fatal without therapy (Aksoy et al., 2017). In recent years, our knowledge of how T. brucei addresses DSBs has improved due to a better understanding of the antigenic variation induced by variant surface glycoprotein (VSG) switching, an efficient mechanism stimulated by DSBs that allows this parasite to evade the host immune system (Horn, 2014; da Silva M.S. et al., 2018). In this parasite, DSBs trigger a DNA damage response (Glover et al., 2008; Glover and Horn, 2009; Marin et al., 2018), which is repaired mainly by HR and microhomology-mediated end-joining (MMEJ) (Glover et al., 2008). NHEJ-mediated repair appears to be absent or has mechanistically diverged (Burton et al., 2007). Additionally, many of the main eukaryotic proteins involved in HR, such as H2A (Glover and Horn, 2012), MRE11 (Tan et al., 2002), RPA (Pavani et al., 2016; Marin et al., 2018; Glover et al., 2019), RAD51 (McCulloch and Barry, 1999), and BRCA2 (Hartley and McCulloch, 2008), have been identified in trypanosomatids, showing DDR responses similar to those of other eukaryotes.

Although many studies have explored DNA breaks in a VSG-switching context, little is known about the role of T. brucei ATR kinase in DSBs in general. Preliminary studies based on inducible RNAi knockdown of a T. brucei ATR kinase homolog showed that ATR loss leads to the impaired proliferation of the bloodstream form (BSF), cell cycle alteration and sensitization to genotoxic agents (Parsons et al., 2005; Jones et al., 2014; Black et al., 2020). Additionally, it has also been demonstrated that ATR can modulate antigenic variations through DNA damage signaling (Black et al., 2020). However, many proteins involved in ATR activation or downstream targets remain to be identified (Genois et al., 2014); for example ATRIP, an important ATR cofactor, Chk1 and Cdc25 family phosphatases involved in activation of ATR-mediated DNA damage checkpoint (Mailand et al., 2000; Sorensen et al., 2003). On the other hand, some homologs have been identified but have not been validated thus far, such as TopBP1, an important activator of ATR (Genois et al., 2014).

Here, using a tetracycline-controlled inducible RNAi expression system for ATR silencing and the ATR inhibitor VE-821 for knocking down ATR activity, we investigated the role of T. brucei ATR kinase in the DNA damage response to ionizing radiation-induced DSBs. Our findings indicate that ATR exhibits essential functions in controlling several processes within the DNA damage response in procyclic cells. T. brucei ATR is necessary for the proper progression through the cell cycle under unperturbed cell conditions, is required for mediating intra-S checkpoint activation and seems to contribute partially to G1/S checkpoint activation in response to IR-induced DSBs. We also found that ATR is involved in replication fork stalling in response to damage caused by IR. ATR also contributes to H2A histone phosphorylation (γH2A) and shows crucial functions in the recruitment and upregulation of RAD51 recombinase after IR irradiation. In summary, T. brucei ATR acts as an apical kinase critical for signal transduction and coordinates the DNA damage response to IR-induced DSBs.



RESULTS


IdU and CldU Dual-Labeling Pulses Facilitate the Monitoring of Cell Progression Through the S Phase

To monitor cell progression through the S phase, we used an IdU and CldU dual-labeling strategy previously described and used in human cell lines (Seiler et al., 2007). Here, the thymidine analogs IdU and CIdU were sequentially incorporated into DNA in asynchronous cells according to the protocol shown in Figure 1A. Briefly, cells in the exponential growth stage were pulse-labeled with 5-Iodo-2′-deoxyuridine (ldU) for 30 min (1st pulse), washed, released in fresh medium and collected hourly for 5 h. Thirty minutes before each timepoint measurement (except point 0), the cells were pulse-labeled with 5-chloro-2′-deoxyuridine (CldU) for an additional 30 min (2nd pulse), fixed and examined by fluorescence microscopy using specific antibodies: anti-IdU (red) and anti-CldU (green) (Figure 1B and Supplementary Figures S1A,B). The cell collection time, hourly for 5 h, was established to analyze the activation and deactivation of the checkpoints during this period based on the time that T. brucei PCFs need to repair the DNA damage generated by a specific dose (50 Gy) of IR irradiation (Marin et al., 2018), a challenge condition that was included in subsequent experiments. Using this strategy, the first IdU pulse labeling allowed us to selectively identify cells in S phase at the beginning of the assay (red cells) (Figure 1B). The second CldU pulse labeling was used for three purposes: (i) to identify cells that were replicating in the first pulse and were still replicating (yellow cells, merged red and green fluorescence, classified as intra-S cells), (ii) to identify cells that were not replicating during the first pulse but entered the S phase at the established timepoints during the second pulse (labeled in green), and (iii) to identify cells that were in the S phase during the first pulse but exited the S phase during the second pulse (red). Figure 1C summarizes the patterns of thymidine analog incorporation.
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FIGURE 1. Detection of cell progression through the S phase using codetection of the incorporation of two thymidine analogs. (A) Scheme shows the experimental strategy for the detection of T. brucei PCFs that progress through the S phase by codetecting thymidine analog incorporation. Parasites were pulsed with IdU (red) for 30 min, washed and collected each hour for 5 h. Thirty minutes before each timepoint, the cells were pulse-labeled with CldU for 30 min. (B) Codetection of thymidine analogs in the WT cells. The incorporated analogs were immunodetected with specific antibodies and appeared red (IdU), green (CldU) or yellow (merged IdU and CldU). (C) Box relates the patterns of thymidine analog incorporation detected with cell progression through the S phase. (D) Graph shows the percentage of parasites with incorporated IdU, CldU or both at different time intervals. The data represent the average of three independent experiments, each consisting of n = 300, and the error bars represent the standard deviations.


Incorporation analysis of thymidine analogs in the procyclic form (PCF) of wild-type (WT) T. brucei showed that after the first pulse, ∼26% of the cells had incorporated IdU as expected (Figure 1D, 0 h; red bar). One hour after the IdU pulse, ∼25% of the cells were synthesizing DNA, as demonstrated by the CldU incorporation in the cells that had previously incorporated the first analog (Figure 1D, 1 h; yellow bar). This percentage of intra-S phase cells gradually decreased over time from ∼18 to 11% from 2 to 3 h. From 4 and 5 h after IdU pulse, we continued detecting a small percentage of IdU-positive cells (<5%) incorporating CldU (Figure 1D, 4 and 5 h; yellow bars). The lower detection of IdU-positive cells at 3–5 h post-irradiation could be because part of the cells (those that incorporated less IdU because they were at the end of S phase) have undergone cell division (da Silva et al., 2017) and for this reason these could escape detection. Additionally, we also detected ∼10% of new cells entering the S phase starting 2 h after the first pulse (Figure 1D, 2 h; green bar), which gradually increased to ∼25% at 5 h (Figure 1D). Thus, we concluded that a dual-pulse labeling strategy with sequentially pulsed thymidine analogs, first with IdU and then with CldU at different time intervals, is a viable approach that can be used to monitor cell progression through the S phase.



ATR Is Necessary for Proper Progression Through the S Phase

To examine the role of ATR in the control of cell progression through the S phase under normal culture conditions, we used T. brucei in PCF with a tetracycline-controlled inducible RNAi expression system for ATR silencing. First, we compared the cell proliferation rate of this cell line before and after 48 h of RNAi induction with the cell proliferation of the WT strain. We found that, even without RNAi induction, the population engineered for ATR silencing (the ATR RNAi population) showed a cell density that was slightly reduced compared with that of the WT strain (Figure 2A). On the other hand, RNAi induction did not lead to detectable changes in cell density compared to that shown by non-induced cells. However, reduced mRNA levels for ATR were detected 24 h after RNAi induction (Figure 2B). Next, we investigated whether ATR loss leads to perturbation of cell progression through the S phase. For this experiment, we pulsed the ATR RNAi population with IdU and CldU dual-labeling as described in Figure 2C. In the non-induced ATR RNAi population, the kinetics of the thymidine analog incorporation were similar to those of the WT population (Figures 1D, 2D), with cells actively replicating 1 h after the first pulse and the replication rate decreasing over time with new cells entering the S phase 2 h postexposure to IdU. No more than 10% of the cells were out of the S phase, a percentage that decreased over time (Figure 2D). After RNAi induction for ATR silencing, the kinetics of thymidine analog incorporation were comparable to those of the non-induced cells; however, the percentage of the cells progressing through the S phase (intra-S cells) was significantly higher compared to the percentage of the uninduced ATR RNAi population at all the times evaluated (1 h, 23.0% ± 1.5 vs. 29.0% ± 1.5, P ≤ 0.01; 2 h, 19 ± 0.6 vs. 29.0 ± 0.6, P ≤ 0.0001; 3 h, 16.0 ± 1.0 vs. 24.0 ± 1.0, P ≤ 0.001; 4 h, 13.0 ± 1.0 vs. 20.0 ± 1.0, P ≤ 0.001; and 5 h, 10.0 ± 1.0 vs. 19.0 ± 1.0, P ≤ 0.001) (Figures 2D,E). Thus, these results suggest that ATR is active and necessary for proper progression of unperturbed cells through the S phase.
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FIGURE 2. Role of ATR kinase in unperturbed cell progression through the S phase. (A) Curve plots show the viability of T. brucei PCFs before and after RNAi induction for ATR silencing with tetracycline (Tet). The data represent the averages of three independent experiments, and error bars the standard deviations. (B) RT-PCR analysis for the relative quantification of ATR transcripts after gene silencing by RNAi induction with tetracycline. (C) Scheme shows the experimental strategy used for the detection of parasites that progress through the S phase by detecting the thymidine analogs incorporated in non-induced and induced cells for 48 h for ATR silencing. (D,E) Bar plots representing the percentage of cells in each group that progressed through the S phase in the non-induced or induced population for 48 h for ATR silencing. Bar plot graphs show the average of three independent experiments, each consisting of n = 300. The means of the percentage of intra-S cells in the induced and non-induced populations after ATR silencing were compared, and significant differences were determined by t-test. Significance values are shown as ****P ≤ 0.0001, ***P ≤ 0.001, **P ≤ 0.01.




ATR Contributes to the Maintenance of Intra-S Checkpoint Activation in Response to IR-Induced DSBs

Previously, we demonstrated that the treatment of the PCF of T. brucei with IR generates both DNA DSBs and a strong response to DNA damage (Marin et al., 2018). To analyze the checkpoint activation through the S phase in response to IR-induced DSBs and the effect on cell progression through this phase, we irradiated T. brucei in PCF with 50 Gy of IR and analyzed thymidine analog incorporation. For this experiment, WT cells were initially pulsed with IdU followed by irradiation with 50 Gy of IR. Then, the cells were collected at different time intervals without receiving a CldU pulse for 30 min before each measurement time, as described in Figure 3A (left) and then, anti-IdU and anti-CldU antibodies were used for immunodetection (Supplementary Figure S2A). The analysis of thymidine analog incorporation revealed that ∼27% of the cells were in S phase before irradiation, as indicated by the detection of incorporated IdU (Figure 3A, right). For the first 2 h after IR treatment, we detected only IdU-positive cells, and their percentage was similar to that of the non-irradiated population pulsed only with IdU, indicating that the cells that were in S phase at the time of the first IdU pulse had stopped replicating, probably due to the activation of an intra-S checkpoint in response to the damage caused by IR (Figure 3A, 1–2 h, right). From 3 to 5 h after irradiation, the percentage of IdU-labeled cells decreased slowly, while the cells that incorporated the two analogs were initially detected, demonstrating that the cells retained in S phase after irradiation had restored DNA synthesis and were transitioning through the S phase (Figure 3A, right). Additionally, new cells entering the S phase were detected only 4 h after irradiation, as determined by CldU incorporation, suggesting that in addition to intra-S checkpoint activation, another checkpoint between the G1/S transition was activated in response to IR damage (Figure 3A, right). Thus, these findings demonstrate that IR-induced DSBs stimulate strong intra-S and G1/S transition checkpoint activation in T. brucei cells.
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FIGURE 3. Functions of ATR in cell progression through the S phase. (A–C) Experimental strategy used (left) and the quantification (right) of the parasites that progress through the S phase in the WT, ATR-silenced and ATR-inhibited populations after IR irradiation. Bar plots show the percentage of parasites in each group (cells leaving, entering or in the intra-S phase) and kinetics of thymidine analog incorporation over time for each population after IR irradiation. (A) WT population was exposed to IdU for 30 min and then irradiated with 50 Gy of IR. Then, the cells were collected at the indicated times and pulsed with CIdU for 30 min before each measurement time. (B) Cells engineered to silence ATR (ATR RNAi) were induced 48 h before being exposed to IdU for 30 min. Then, the cells were pulsed with CIdU as in (A). (C) WT population was pulsed with IdU as in (A). Then, the cells were irradiated and cultured in the presence of the ATR inhibitor VE-821 and collected at predetermined times after CIdU pulse as in (A). The data represent the average of three independent experiments, each consisting of n = 300, and the error bars represent the standard deviations.


Considering that ATR is involved in intra-S checkpoint control in model eukaryotes (Cimprich and Cortez, 2008; Saldivar et al., 2017), we wondered whether the ATR kinase of T. brucei would also have a conserved role in checkpoint activation control through the S phase in response to IR-induced DSBs. To assess this possibility, we induced ATR silencing in engineered T. brucei in the PCF that carried the tetracycline-controlled inducible RNAi expression system and subjected these cells to dual labeling with thymidine analogs by irradiating the cells after the first IdU pulse, as shown in Figure 3B (left), and then used immunodetection for the analysis (Supplementary Figure S2B). Before irradiation, the percentage of cells in this population in the S phase was similar to that detected in the non-irradiated WT population after subjection to only the IdU pulse (Figure 3B, right 0 h and Figure 1D, 0 h). However, in contrast to the irradiated WT population, in which the cells detected in S phase had stopped replicating within the first 2 h after IR and resumed replication only after 3 h (Figure 3A, right 1–5 h), the cells of the ATR RNAi population in S phase continued to replicate DNA actively during the first 2 h after irradiation, as demonstrated by the percentage of dual-labeled cells, which decreased after 3 h, showing S phase progression kinetics similar to those of the non-irradiated dual-pulsed WT cells (Figure 3B, right and Figure 1D). Additionally, this result was accompanied by a percentage of cells not in S phase that was similar to that of the non-irradiated WT cells at the times evaluated (Figure 3B, right and Figure 1D), indicating that ATR was necessary for the activation of the intra-S checkpoint. On the other hand, new cells entering the S phase were detected 1 h earlier than in the irradiated WT population (the values in Figure 3B, right vs. the values in Figure 3A, right, 3 h vs. 4 h), indicating that ATR can partially contribute to checkpoint activation during the G1/S transition.

On the other hand, taking advantage of the availability of the ATR inhibitor VE-821, which has previously been shown to inhibit the activity of this kinase selectively in trypanosomatids (da Silva R.B. et al., 2018), we treated WT cells with this inhibitor to compare the progression profile through the S phase with that found for the ATR-silenced population after irradiation. Before analyzing cell progression through the S phase, we subjected the WT parasites to different concentrations of VE-821 (1–50 μM) to identify the most suitable sublethal concentration that can inhibit cell growth over time without leading cells to death. The concentration that best matched our requirements was 5 μM (Supplementary Figure S3). For a cell progression analysis through the S phase, the parasites were exposed to the first pulse with IdU for 30 min. Then, the parasites were cultured in the presence of VE-821 and irradiated with 50 Gy of IR. Next, the cells were pulsed with CldU and collected at the times established, summarized in the protocol of presented in Figure 3C (left). Finally, the cells were visualized by immunofluorescence microscopy (Supplementary Figure S2C). The analysis of thymidine analogs incorporation indicated that the ATR-inhibited cell population showed kinetic cell progression through the S phase, similar to that of the ATR-silenced cells, in response to IR-induced DSBs (Figure 3C, right and Figure 3B, right). Additionally, we wondered whether ATM kinase of T. brucei would have any role on the DSB-induced intra-S and G1/S checkpoint response given its critical role as a master regulator of the cellular response to DSBs in higher eukaryotes (Shiloh and Ziv, 2013). For this purpose, we inhibited ATM kinase with the specific inhibitor KU55933. First, we evaluated the T. brucei cell growth in the presence of different concentrations of KU55933 (1–50 μM) and identify 20 μM of KU55933 as the most suitable sublethal concentration of ATM inhibitor (Supplementary Figure S4A). Then, the parasites were IdU pulsed for 30 min, washed, and cultured in the presence of the ATM inhibitor at the time of IR with 50 Gy. After that, the parasites were CIdU pulsed for 30 min before each measurement time and collected at the indicated times as summarized in Supplementary Figure S4B. Finally, the thymidine analogs incorporation was visualized by immunofluorescence microscopy (Supplementary Figure S4C). As observed in ATR-inhibited cell population, the cells treated with ATM inhibitor followed by IR did not arrest cell progression and, on the contrary, continued actively replicating through S phase (Supplementary Figure S4D). This finding suggests that, in addition to ATR, ATM also has a critical role in the activation of intra-S checkpoint followed by IR-induced damage as expected. Moreover, different to what was observed in WT and ATR-inhibited cell population, we detected an earlier entry of cells into S phase after IR (1 h vs. 3 or 4 h respectively), indicating that ATM could have a more critical function in G1/S checkpoint control compared to ATR.



Silencing ATR or Loss of Its Activity Impairs Cell Cycle Progression

To investigate whether the loss of ATR can influence cell cycle progression under unperturbed conditions and after IR irradiation, we measured N/K patterns. This approach enables the determination of the percentage of cells in the G1/early-S phase, late-S/G2 phase, mitosis and atypical cell forms, as previously reported (Marin et al., 2018) and summarized in Figure 4A. The analysis of N/K patterns showed that in the non-irradiated WT population, ∼70% of the cells were in G1/early S, ∼15% of the cells were in late S/G2, ∼12% of the cells were undergoing mitosis, and < 2% of the cells were in other or atypical forms (Figure 4B, NT). Then, we analyzed these same N/K patterns in the ATR-silenced population and found that the percentage of cells in the G1/early-S phase was significantly lower (Figure 4B; WT, NT: 70.5% ± 1.80 vs. Figure 4C; ATR RNAi NT: 58.9% ± 2.0, P ≤ 0.001), while the percentage of atypical forms increased significantly compared to the WT population (Figure 4B; WT, NT: 1.8% ± 2.2 vs. Figure 4C; ATR RNAi, NT, 12.4% ± 3.0, P ≤ 0.01). On the other hand, the percentage of cells in mitosis was not significantly different with respect to the percentage of the cells in the WT population. Additionally, we also analyzed these cell cycle patterns in the population treated with VE-821; in this population, we also observed a decrease in the percentage of cells in the G1/early-S phase compared to the WT population, but this difference was not significant. In contrast to the ATR-silenced population, an increase in the percentage of cells in the late-S/G2 phase was found (Figure 4B; WT, 15.0% ± 1.7 vs. Figure 4D; ATRi, NT, 22.1% ± 3.0) and a significant decrease in the percentage of cells in mitosis compared to the WT population (Figure 4B; WT, 12.0% ± 1.6 vs. Figure 4D; ATRi, 5.1% ± 2.2). Together, these results suggest that ATR is necessary for proper progression through the cell cycle under normal culture conditions.
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FIGURE 4. ATR loss or inhibition impairs cell cycle progression. (A) Representative nucleus (N) and kinetoplast (K) patterns after DAPI staining. (B–D) Measurement of N/K patterns in DAPI-stained parasites in WT, ATR-silenced and ATR-inhibited populations, respectively, before and after IR irradiation. The data represent the average of three independent experiments, each consisting of cells (n = 300). Error bars represent the standard deviations. Significant differences were determined by one-way ANOVA and Dunnett’s test for multiple comparisons (see text).


After the parasites were irradiated, we observed an accumulation of cells in G1/early S and a decrease of cells in mitosis in the WT population, reaching percentages of 86% and < 2%, respectively, at 5 h (Figure 4B), suggesting the activation of the G1/S transition checkpoint after irradiation, as previously observed and shown in Figure 3B. In the irradiated population with ATR silencing, we also observed a leaky accumulation of cells in G1/early-S phases during the 5 h postirradiation (Figure 4C). However, this was difference was statistically low compared to the percentage of cells of the WT population in G1/early S at all points evaluated (Figures 4B,C). Additionally, the percentage of cells in mitosis did not decrease as in the case of the WT population and was statistically higher 4 and 5 h after irradiation (4 h, WT: 9.5% ± 0.46 vs. ATR RNAi: 3.3% ± 1.5; 5 h, WT: 9.6% ± 0.5 vs. ATR RNAi: 1.8% ± 2.2, P ≤ 0.001) (Figures 4B,C). In cells treated with ATR inhibitor, these alterations in the cell cycle after irradiation were less noticeable (Figure 4D). However, as with ATR silenced cells, the accumulation in G1/early-S cells 4 and 5 h after irradiation was statistically low compared to that of the WT cells (4 h; WT: 84.01% ± 1.20 vs. ATR RNAi: 77.60% ± 1.00, 5 h; WT: 86% ± 0.57 vs. ATR RNAi: 78.00% ± 2.00, P ≤ 0.01) (Figures 4B,D). These results support the hypothesis that ATR may have a function in G1/S checkpoint control, as previously suggested.



ATR Kinase Is Necessary for Stalling and Stabilizing the Replication Fork After DNA Damage Caused by IR

In model eukaryotes, many proteins, including components of the replication machinery, are phosphorylated in an ATR-dependent manner in response to IR irradiation (Matsuoka et al., 2007). To investigate whether ATR has a role in replication fork elongation, we performed a DNA combing assay in WT and ATR-RNAi cells. Briefly, progressing replication forks were sequentially labeled with two consecutive asymmetrical pulses of thymidine analogs: the first IdU pulse of 7 min was followed by a second CldU pulse of 21 min in non-irradiated cells or at established times after irradiation with 50 Gy of IR (Figure 5A). Then, the tracks of each of these analogs were immunostained with anti-IdU (red) and anti-CldU (green) antibodies and microscopically visualized (Supplementary Figure S5). In this strategy, we omitted the washing step after the IdU pulse. Thus, after IdU incorporation in the first pulse (red track), CldU incorporation (2nd pulse) occurs simultaneously with the IdU remaining to generate yellow tracts. In this way, ongoing replication forks are visualized as red tracts followed by yellow tracts. On the other hand, we also evaluated the recovery of the stalled replication fork progression after IR treatment. In this case, the cells were washed and cultured in fresh medium after the second CIdU pulse as described above. On the other hand, we also evaluated the recovery of the stalled replication fork progression after IR treatment. In this case, the cells were washed and cultured in fresh medium after the second CIdU pulse as described above. Then, a third pulse of 21 min CldU was added 2 or 6 h after irradiation. Different from the first two-pulse strategy, where the cells are not washed between the first and second pulses, which generates yellow tracks, the third pulse generates green tracks (Figure 5A). From these length tracks, we calculate the DNA fork elongation factor (DFEF), which is the ratio between the length of CldU incorporated after the 2nd pulse (yellow track) or 3rd pulse (green track) and the length of IdU incorporated after the 1st pulse (red track); in a replication fork with regular elongation speed, it is expected to be approximately 3 (21/7).
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FIGURE 5. ATR is necessary for replication fork stalling after IR irradiation. (A) Scheme shows the DNA combing assay performed with non-irradiated and IR-irradiated WT or ATR RNAi populations. Progressing replication forks were sequentially labeled with asymmetrical pulses of IdU (7 min) and CldU (21 min) in non-irradiated cells or cells pulsed with CldU (21 min) followed by IR irradiation at the preset time intervals. Then, the DNA fork elongation factor (DFEF) was estimated as the ratio between the length of CldU incorporated (yellow track) and the length of IdU incorporated (red track). (B) Dot plots representing DFEF calculated for the non-irradiated WT cells and at different time intervals after IR irradiation in single-stranded DNA. The data represent a total of 20 tracks for each case analyzed. (C) Representative images of the tracks immunodetected in WT cells 6 h after irradiation showing stalled DNA fork recovery. (D) Dot plots representing the calculated DFEF for the WT and ATR RNAi cells before and after IR irradiation. Significant differences are shown as ****P ≤ 0.0001, as determined by Kruskal-Wallis and Dunn’s test for multiple comparisons; n.s., not significant.


The DNA-combing analysis showed that in non-irradiated WT cells, the median DFEF obtained was ∼3.027 (interquartile range; IQR of 2.69–3.64), as expected (Figure 5B). In contrast, in irradiated WT cells, we observed a significant decrease in DFEF compared to that in non-irradiated WT cells during the first 2 h (Figure 5B). At 0 and 2 h after irradiation, the median DFEF obtained was 0.8 (IQR of 0.7–1.0 and 0.7–0.9 at 0 and 2 h, respectively), suggesting that the replication fork had stopped during this time. We also investigated whether DNA synthesis was resumed 6 h after irradiation since we had previously observed that repair of IR-induced DSBs in T. brucei took ∼6 h (Marin et al., 2018). After this time, DNA synthesis was resumed, showing a median DFEF of 2.78 (IQR: 1.89–3.86), similar to the value found in the non-irradiated WT cells (Figure 5B, 6 h vs. NT). We also observed that DNA synthesis resumption was accompanied by replication events such as unidirectional recovery or new origin firing during the second pulse, which were later detected as green tracks only (Figure 5C).

Next, we investigated the role of ATR in stalling and stabilizing the replication fork before and after DNA damage. For this experiment, ATR-RNAi cells were subjected to a DNA combing assay before and after IR. Before irradiation, the median DFEF obtained was 7.02 (IQR 4.2–14.3) (Figure 5D). After IR irradiation, the median DFEF was 3.7 (IQR: 2.4–7.4), which was similar to the DFEF detected in the non-irradiated WT cells (median: 4.4, IQR 3.8–5.7) (Figure 5D), indicating that the replication fork continued to elongate even in the presence of DNA damage with rate similar to that of the non-irradiated WT cells. Together, these results suggest that ATR is necessary for stalling and stabilizing the replication fork after DNA damage generated by IR irradiation.



ATR Phosphorylates H2A in a Reduced Percentage of Cells and Is Required for the Relocation and Upregulation of RAD51 Following IR-Induced Damage

Since we observed that ATR is important for proper cell cycle progression of cells under normal culture conditions and for the activation of cell cycle checkpoints in response to IR-induced DSBs, we analyzed whether ATR has a role in the phosphorylation of histone H2A, a DNA damage marker in trypanosomatids, after IR irradiation. In response to DNA damage, histone H2A is phosphorylated on Thr 130, giving rise to γH2A (Glover and Horn, 2012). In unperturbed cells, γH2A is typically detected in a small percentage of cells (∼10%) appearing as discrete nuclear foci (Glover and Horn, 2012). Following exposure to DNA damaging agents, both the percentage of cells and the signal intensity of γH2A can be substantially increased (Glover and Horn, 2012). For example, after methyl methanesulfonate (MMS) treatment, multiple foci were detected (∼50% of cells), and after phleomycin treatment or IR irradiation, γH2A was detected in a dispersed pattern throughout the nucleus in almost all cells (Glover and Horn, 2012; Marin et al., 2018). These differences in detection profiles are clearly related to the type and extent of damage caused by these agents.

To investigate whether ATR has a role in the phosphorylation of histone H2A after IR irradiation, we immunodetected γH2A using anti-γH2A antiserum (Figure 6A) and quantified both the percentage of the cells with foci and the percentage of cells with a dispersed staining pattern of γH2A before and after IR irradiation in the WT and ATR silenced or ATR-inhibited cells (Figures 6B,C). Consistent with previous studies, in the unperturbed WT population, ∼10% of the cells carried at least one focus of γH2A, and in < 3% of cells, γH2A was detected as a dispersed staining pattern throughout the nucleus (Figures 6B,C, NT), which may be associated with spontaneous DNA breaks. In the induced or ATR-inhibited population, the percentages of γH2A were similar to those in the WT cells (Figures 6B,C, NT). On the other hand, for 2 h after irradiation, we observed a remarkable increase in the percentage of cells with a dispersed staining pattern, up to ∼90% of the cells, and detection of γH2A foci, in < 1% of the cells, in a WT population (Figures 6B,C, 2 h), which may be explained by generalized DSBs generated by IR irradiation (Marin et al., 2018). From 3 to 5 h postirradiation, the percentage of cells with γH2A dispersed in the nucleus began to decrease, while cells with foci began to increase, both reaching values of ∼20% (Figures 6B,C, 3–5 h), suggesting that the DNA signaling response began to cease, possibly as a result of DNA damage repair, as previously reported (Marin et al., 2018). Similar to WT, both populations (ATRi-induced and ATR-inhibited cells) showed an increased percentage of cells with a dispersed staining pattern of γH2A, reaching maximum values of ∼80% at 2 h and decreasing until reaching ∼ 50% at 4–5 h (Figure 6C, 2 h). However, these percentages were significantly lower compared with the WT population during the first 4 h, and they were higher 5 h after irradiation. Additionally, in these two populations, γH2A was detected in foci in ∼10% of cells even during the first 2 h after irradiation (Figure 6B, 1–2 h). These results indicate that in response to IR-induced DSBs, H2A histone phosphorylation is primarily ATR-independent. However, ATR contributes to the phosphorylation of a small but significant percentage of cells. On the other hand, the constant immunodetection of γH2A up to 5 h compared with that found in the WT population may be explained by the persistent damage as a result of the absence of ATR, which may be required at later stages for efficient DNA repair.
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FIGURE 6. ATR is important for optimizing DNA damage signaling and shows crucial functions in the relocation and upregulation of factors needed for the repair of IR-induced DSBs. (A) IFI assay using antisera specific for γH2A and Rad51 proteins involved in DNA damage signaling and repair in WT cells or cells with ATR silenced or ATR inhibited before and after IR irradiation. In each case, the percentage of cells with protein assembly in foci (yellow arrowheads) and the percentage of cells with dispersed staining patterns (red arrowheads) were quantified. Bar plots show the percentage γH2A (B,C) and RAD51 (D,E) detected before and after irradiation in WT cells and cells with ATR silenced or inhibited. The data represent the averages of three independent experiments, each consisting of n = 150, with error bars representing the standard deviations. Significant differences are shown as ****P ≤ 0.0001, ***P ≤ 0.001, **P ≤ 0.01, and *P ≤ 0.05, as determined by one-way ANOVA and Dunnett’s test for multiple comparisons. (F) Western blot analysis of RAD51 protein levels in the WT and ATR RNAi cells.


We also determined the γH2A level in WT and ATR inhibited cells after IR irradiation using Western blot analysis. Consistent with immunodetection analysis, the WT population showed an increase of ∼2.3-fold change at first 2 h and ∼2.0-fold change from 3 to 5 h in γH2A level in response to IR irradiation compared to non-irradiated cells, while that ATR inhibited cells showed reduction of ∼30% at fist 2 h and ∼44% from 3 to 5 h (∼1.5 and 1.2-fold change, respectively) in γH2A level compared to irradiated WT population (Supplementary Figures S6A,B,D). Additionally, we determine the γH2A level in ATM inhibited cells after IR irradiation. Similar to ATR inhibited cells, the levels of γH2A in ATM inhibited cells detected were reduced (Supplementary Figures S6C,D). However, different to ATR inhibition, γH2A level in ATM inhibited cells was drastically reduced showing reduction values of ∼81 and 89% at 2 h and from 3 to 5 h, respectively (0.4 and 0.2-fold change related to non-irradiated cells) compared with those in WT population (Supplementary Figures S6A,C,D). These findings indicated that, in response to IR-induced DSBs, the H2A is primarily phosphorylated by ATM kinase. Next, we examined the location of RAD51 recombinase (a key factor involved in late stages of HR-mediated repair) using anti-RAD51 antiserum in an immunofluorescence assay of the three populations: WT, ATR-silenced and ATR inhibited cells (Figure 6A). Similar to γH2A, the RAD51 protein can be detected in formed foci or in a dispersed pattern throughout the nucleus, depending on DNA damage intensity (Hartley and McCulloch, 2008; Marin et al., 2018). Immunofluorescence analysis using anti-RAD51 serum showed that, in the three non-irradiated populations (WT, ATR-silenced and ATR-inhibited cells), at least one RAD51 focus was found in ∼20% of the cells, and a dispersed staining pattern of RAD51 was found in ∼3% of the cells (Figures 6D,E). After IR irradiation and during the first 5 h, we detected a lower percentage of cells with RAD51 foci (<10%), which was accompanied by an increase in the percentage of cells with a dispersed staining pattern of RAD51 in the WT population (Figures 6D,E). Thus, 1 h after irradiation, ∼16% of the cells had a dispersed staining pattern of RAD51; at 2–3 h, the percentage of cells with this pattern increased, reaching values of ∼95%, and at 5 h, the percentage of cells with this pattern decreased by 52% (Figure 6E). In contrast to WT cells, the increase in the detection of RAD51 in the ATR- silenced or ATR-inhibited population after irradiation was dependent on the number of cells with foci and not on the number of cells with a dispersed staining pattern for this protein (Figures 6D,E). Thus, we observed an increase in the percentage of cells with RAD51 foci by as much as ∼30% at 1 h, detected maximum values of ∼60% at 3 h and finally observed a decrease to ∼29% at 5 h (Figure 6F). Thus, these results indicate that ATR is required for the proper recruitment of RAD51 to break sites.

It was recently reported that ATR plays a critical role in maintaining protein levels that are essential for HR-mediated repair (Kim et al., 2018). Considering this finding, we asked whether ATR might also be involved in modulating RAD51 expression levels in response to damage caused by IR. To answer this question, we performed a Western blot analysis and compared RAD51 expression levels in the ATR-silenced population with those in the WT population after IR irradiation. Consistent with the patterns observed in the immunodetection assay, we found an increase in RAD51 expression levels in response to irradiation during the first 4 h in the WT population (Figure 6F, top). However, in the ATR-silenced population, we did not observe any increase in the expression levels of RAD51 in response to DNA damage at the same evaluation times (Figure 6F, bottom). Together, these results suggest that ATR is important not only for the relocation but also for the upregulation of the RAD51 protein in response to IR-induced DSBs.



DISCUSSION

We investigated the role of T. brucei ATR in response to IR-induced DSBs and showed that this kinase plays essential functions in the control of several processes of DDR together with cell cycle coordination by checkpoint activation. ATR is required for proper cell cycle progression and is involved in intra-S checkpoint activation with some contribution in G1/S checkpoint modulation in response to IR-induced DSBs. Moreover, we found that, after irradiation, ATR is required for stalling the replication fork, is involved in the regulation of DNA damage through H2A histone phosphorylation (γH2A) and is necessary for the recruitment and expression upregulation of critical factors for HR, such as RAD51. Together, these results suggest that procyclic T. brucei ATR acts as an apical kinase to coordinate the DNA damage response to IR-induced DSBs.

By employing a dual-pulse sequential labeling strategy with two thymidine analogs to monitor cell progression through the S phase (Figures 1A–D), we found that ATR is necessary for proper progression through the S phase under normal culture conditions. This finding was demonstrated by the increase in the percentage of intra-S cells in the ATR-silenced population subjected to dual labeling with thymidine analogs (Figures 2D,E). This finding suggests that T. brucei ATR may have critical functions similar to those described in other organisms, where this kinase is activated in S phase, presumably to repair damaged replication forks, regulate replication origin firing and avoid premature entry into mitosis (Cimprich and Cortez, 2008). On the other hand, our results also indicate that intra-S checkpoint activation in response to IR-induced DSBs is mainly controlled by ATR. We also observed that IR irradiation of T. brucei WT cells triggered a strong intra-S checkpoint, as determined by the dual labeling strategy with IdU and CldU (Figure 3A). Additionally, cells accumulated in G1 after IR irradiation during the evaluated time (Figure 4B), similar to the findings reported for Leishmania major, but differently from those reported for Trypanosoma cruzi, where cells accumulated predominantly in the G2/M phase after IR irradiation (Garcia et al., 2016). However, under conditions of ATR silencing or inhibition, the cells that were in S phase during IR irradiation continued to progress through S phase, similar to the WT non-IR-irradiated cells, suggesting that intra-S checkpoint activation is mainly mediated by ATR (Figures 3B,C). In model eukaryotes, ATR plays an important role not only in controlling the intra-S-phase checkpoint during normal S-phase progression but also in responding to DNA damage mainly induced by replication stress (Cimprich and Cortez, 2008; Saldivar et al., 2017). However, in cells with IR-induced DSBs, the intra-S checkpoint is primarily controlled by ATM since this kinase is quickly recruited to and activated at break sites (Paull and Lee, 2005; Shiloh and Ziv, 2013), in contrast to ATR, which is indirectly activated by ssDNAs generated from DSB resection, a process promoted by ATM (Adams et al., 2006; Cuadrado et al., 2006; Jazayeri et al., 2006). Our results showed that T. brucei ATR seems to play a more prominent role in the activation of the intra-S checkpoint followed by IR irradiation since we observed a complete abrogation of this checkpoint in ATR-silenced and ATR-inhibited cells under the evaluated conditions. How T. brucei ATR modulates intra-S checkpoint activation, however, is a question that requires further study. In addition to intra-S checkpoint control, we observed that T. brucei ATR can partially modulate G1/S checkpoint activation after IR irradiation. This was indicated by the early detection of new cells entering the S phase after IR from the ATR-silenced population subjected to a dual-labeling pulse (Figure 3B). In model eukaryotes, it is widely accepted that G1/S checkpoint activation is mainly controlled by ATM, whereas the activation of the intra-S phase and G2/M checkpoints are regarded as ATR functions. This supposition is corroborated by the fact that the DSBs in G1 are not resected to generate significant amounts of RPA-ssDNA to activate ATR (Jazayeri et al., 2006). However, recent studies in human cells have shown that ATR can be activated in the G1 phase in response to IR irradiation, indicating that its activation does not require extensive DNA end resection as previously suggested (Gamper et al., 2013). This new evidence is consistent with our findings, which support a possible role for T. brucei ATR in G1/S checkpoint control. An important question arises from this scenario: Why does a microorganism that apparently lacks a canonical NHEJ repair pathway maintain a G1 checkpoint? One possibility is that the DSBs generated in G1 may be repaired in this phase. Considering that HR and MMEJ are the two predominant DSB repair mechanisms in T. brucei and that HR is restricted to the S and G2 phases, the DSBs in G1 could be repaired by MMEJ, since this mechanism is also active in G1, as reported in human cells (Xiong et al., 2015). However, additional studies will be necessary to determine the repair mechanism used in this phase of the cell cycle in T. brucei.

We also found that the procyclic T. brucei ATR kinase is required for stalling the replication fork after DNA damage caused by IR. In non-irradiated WT and ATR-silenced T. brucei cells, the replication fork elongation process was similar, with greater variation in the ATR-silenced population than in the WT population (Figure 5D). However, we observed that, after IR irradiation, the ongoing replication forks stalled in T. brucei WT cells, while in the ATR-silenced population, the replication forks continued to elongate at rates similar to those of the non-irradiated WT cells (Figure 5D), indicating that ATR plays an important role in the modulation of fork speed in response to DNA damage induced by IR. In agreement with our results, it has been demonstrated in humans that ATR can control replication fork stability through several processes. For example, ATR can regulate fork reversal via the phosphorylation of SWI/SNF-related matrix-associated actin-dependent regulator of chromatin subfamily A-like protein 1 (SMARCAL1) (Couch et al., 2013), prevent RPA exhaustion through suppression of late-origin firing (Toledo et al., 2013), and regulate dNTP availability (Buisson et al., 2015). However, despite the evidence, the molecular mechanisms by which ATR regulates the stability of the replicating fork remain to be determined. Additionally, most previous studies were performed under replication stress conditions, in which ATR is quickly activated by RPA-ssDNA. Thus, little is known about the role of ATR in replication fork stability in the context of IR-induced DSBs; according to the available information, ATR activation likely occurs after ATM activation (Adams et al., 2006; Cuadrado et al., 2006; Jazayeri et al., 2006), resulting in a particularly complex scenario. On the other hand, the treatment of cells with irradiation led to recovery of fragile and breakable DNA fibers mainly in ATR-RNAi cells, so we could only analyze a limited number of molecules. Finally, further investigations will be required to mechanistically determine how T. brucei ATR controls replication fork stalling in response to IR-induced damage.

Our data indicated that, although histone H2A is not primarily phosphorylated by ATR in response to IR-induced DSB, ATR contributes to H2A phosphorylation in a small but significant percentage of cells. In model eukaryotes, H2AX is a critical player in the DDR, and once phosphorylated, it creates a zone around a DSB site, facilitating the recruitment of proteins that participate in signaling, DNA repair and cell cycle checkpoint activation (Celeste et al., 2002). In T. brucei, the equivalent of γH2AX is phosphorylated histone H2A at Thr130, which forms γH2A (Glover and Horn, 2012). In our results we observed that, in response to IR-induced DNA damage, procyclic T. brucei WT cells triggered robust phosphorylation of histone H2A (Figures 6B,C). In contrast, the cells with silenced or inhibited ATR showed a γH2A dispersed staining pattern during the first 2 h which subsequently decreased from 3 to 5 h (Figures 6B,C) and moderated reduction of γH2A protein level (Supplementary Figures S6B,D). On the other hand, the ATM inhibition show led to a drastic reduction of γH2A protein level after irradiation (Supplementary Figures S6C,D). This indicates that ATR is not critical for IR-induced γH2A formation, but it has a complementary role in IR-dependent H2A phosphorylation. In human cells, H2AX is mainly phosphorylated by ATM after low doses, while at higher doses of IR irradiation, other kinases, such as ATR or DNA-dependent protein kinase (DNA-PK) (latter is also stimulated by DSBs and involved in NHEJ-mediated repair), can contribute to H2AX phosphorylation (Burma et al., 2001; Stiff et al., 2004). These observations may be related to the specific functions of each kinase. Thus, ATM is quickly activated in response to DSBs, showing a predominant role in the initial steps of signaling and repair, while ATR activation, in this context, is delayed, with a major role in later steps of DNA repair. Considering that an ATM homolog has been previously identified in T. brucei (Genois et al., 2014), and it differs from DNA-PK kinase, which seems to be absent or divergent in this microorganism, the possible candidate for IR-dependent H2A phosphorylation in absence of ATR inhibition could be ATM kinase. However, this hypothesis needs to be validated. On the other hand, the higher levels of γH2A detected at 5 h in the population with silenced or inhibited for ATR compared to those of with WT population (Figure 6C) can be attributed to the unrepaired DNA damage that persisted as a result of the absence of a related ATR function. This reasoning is supported by two facts observed in other organisms: first, the clearance of γH2AX at DSB sites is generally related to the completion of DNA repair at these break sites (Bouquet et al., 2006), and second, there is evidence showing that ATR knockdown inhibits the clearance of γH2AX foci, while its overexpression leads to rapid attenuation of increased γH2AX foci, in relation to control cells, after IR exposure (Kim et al., 2011). In agreement with these pieces of evidence, our results suggest that procyclic T. brucei ATR may have a more important role in the later stages than in the initial stages of IR-induced damage signaling, while other kinases related to ATR may be critical for this function.

Our results also show that ATR participates in direct or indirect recruitment and is required for the upregulation of the RAD51 expression levels following IR irradiation. In a previous report, we showed that IR-induced DSBs can activate an efficient DNA damage response (DDR), recruiting key factors for HR-mediated repair at the late S/G2 phases in the insect stage of T. brucei (Marin et al., 2018). In agreement with this study, we observed that 2 h after IR irradiation, RAD51 quickly relocated to break sites, as demonstrated by the dispersed staining pattern of RAD51 throughout the nucleus in most cells (90%) in the WT population (Figure 6E). Within 3-5 h post irradiation, the dispersed staining pattern was slowly lost after being detected in 52% of the cells, indicating an ongoing DSB repair process (Figure 6E). In contrast, in the ATR-silenced and ATR-inhibited population, we observed an increase in the percentage of cells with foci (∼60% at 3 h and decreasing until ∼29% at 5 h), but we did not observe an increase in the percentage of cells with a RAD51 dispersed staining pattern as in the case of the WT population after IR irradiation (Figures 6D,E). In addition to the impaired recruitment of RAD51, these cells did not show an upregulation of RAD51 expression in response to irradiation, as observed in the WT population (Figure 6F). These results indicate that ATR is required for the proper recruitment and upregulation of RAD51 expression levels after DNA damage caused by IR. The formation of the RAD51 dispersed staining pattern might be associated with the amount of DNA damage, which is preceded by an increase in the number of RAD51 foci in response to this damage. Thus, in exacerbated DNA damage, RAD51 foci may no longer be viewed as separate units, and instead, the RAD51 recruited at multiple DNA damage sites may be detected as a dispersed staining pattern. In line with this supposition, a possible explanation for the increase in the percentage of cells with foci in the ATR-silenced population is that the formation of these foci may be related to residual ATR activity since the silencing of this kinase in cells with an inducible RNAi system did not reach 100% in 48 h. A similar explanation may apply to ATR-inhibited cells since we have no verifiable means to assess the activity of inhibitors, such as CHK1 phosphorylation. If this supposition accurately depicts the situation, residual ATR activity may be promoting the limited recruitment of RAD51 to sites of damage; therefore, it is possible to observe the formation of some cells with foci. As the optimal response to damage requires RAD51 upregulation and ATR-silenced ATR-inhibited cells cannot induce its upregulation, the absence of RAD51 upregulation can be the cause of the absence of the RAD51 dispersed pattern observed in the WT population. In agreement with our findings, there is a growing number of studies showing that ATR is involved in the regulation of essential factors for HR-mediated repair. It has been frequently observed that IR-irradiated human cells previously treated with ATR inhibitors show a remarkable reduction in RAD51 foci formation (Buisson et al., 2017). Additionally, it was demonstrated that ATR enhances the BRCA1-PALB2 interaction through the phosphorylation of PALB2 at S59 after IR irradiation, a critical step that promotes RAD51 filament formation (Buisson et al., 2017). More recently, it was demonstrated that ATR-CHK1 signaling is required for ensuring the proper expression of key components of the HR machinery, such as RAD51, which directly affects the ability of cells to undergo HR-mediated repair (Kim et al., 2018). Consistent with these studies, our preliminary results show that T. brucei ATR is also a key factor in recruiting and regulating essential proteins for HR-mediated repair. We do not know whether RAD51 is recruited directly or indirectly by ATR in T. brucei. Similarly, we do not know whether T. brucei ATR regulates the abundance of factors through transcription, as reported in human cells. Another possibility that may explain the alteration of the appropriate recruitment and abundance of recombination factors is that checkpoint inactivation does not ensure sufficient time to recruit the factors required for DNA damage repair, since the function of the checkpoint is to arrest the cell cycle until the damage is repaired.

In summary, our findings suggest that ATR has an important role in regulating the DDR of IR-induced DSBs in the PCF of T. brucei to guarantee their survival through controlled and efficient DNA repair. Additionally, the understanding of how the parasite addresses DNA damage may be helpful for the development of potential therapies focused on parasite-specific genomic and molecular processes for the treatment of HAT.



MATERIALS AND METHODS


Cell Culture, Transgenics, and Ionizing Radiation (IR) Treatment

Procyclic forms (PCFs) of Trypanosoma brucei (Lister strain 427) were cultured at 28°C in SDM79 medium supplemented with 10% (v/v) fetal bovine serum. To analyze strains with ATR inhibited by RNAi, we used pQ117-PCF cells. pQ117-PCF cells were engineered procyclic forms of strain 29.13 showing resistance to G418, hygromycin, and phleomycin and expressing a tetracycline regulatable RNA interreference (RNAi) construct targeting the ATR gene. Briefly, to generate these cells, a 425 bp fragment of the Tb927.11.14680 gene (nt 4,242–4,666) was selected using RNAit software (Redmond et al., 2003) and amplified by PCR with primers containing designed BstXI sites (forward: 5′-ATACCAATGTGATGGCGCTCCCTTAAGTGCAAAAG-3′; and reverse: 5′-ATACCATAGAGTTGGCGAATTCCCTCCAA TGAAGA-3′), as previously described (Inoue et al., 2005). Ligation of the fragment into a BstXI-digested pQuadra3 vector (Inoue et al., 2005) generated the pQ117 vector, which contains inverted 425 bp repeats of the gene separated by spacer regions. NotI-digested pQ117 was used to transfect PCF cells from strain 29.13 and were selected based on their resistance to phleomycin, as previously described (Inoue et al., 2005). The pQ117-PCF cells carry the pQ117 vector integrated into the silent rDNA spacer for tetracycline-inducible RNA interference (RNAi); this vector confers resistance to phleomycin. In vector nomenclature, “117” refers to the gene Tb927.11.14680 (annotated as phosphatidylinositol 3-related kinases, a putative ATR). These cells were named T. brucei 477 PCFs during the engineering process. In general, during IR treatment, exponentially growing parasites (∼3–10 × 106 cells/mL) from each of strain were subjected to 50 Gy from a Gamma Cell 220 cobalt 60 irradiator unit with a rate dose of 913 Gy/h.



Kinase Inhibitors and Cell Viability Assay

Exponentially growing parasites were subjected to different concentrations of ATR kinase inhibitor (VE-821, from Sigma Aldrich) or ATM kinase inhibitor (KU55933, from Sigma Aldrich) to determine the optimal concentration of each kinase inhibitor, as indicated by its failure to impair long-term cell viability, by dose-response curves. The cell density after kinase inhibitor exposure was determined daily for 5 days in a Z Series Coulter Counter set for 5–15 μM (counting parameters). Complete culture medium and the kinase inhibitor were refreshed every 2 days, and the parasites were maintained at 28°C.



Dual-Pulse Sequential Labeling of DNA With Two Thymidine Analogs, IdU and CldU

Exponentially growing T. brucei strain 427 PCF (WT) or T. brucei strain 477 PCF, which was tetracycline induced for 48 h (ATR-RNAi), were incubated in the presence of IdU (100 μM) for 30 min. At the end of the IdU pulse, the WT parasites were submitted to different conditions: non-treated (control), 50 Gy of IR (IR-irradiated), VE-821 (5 μM) + 50 Gy or KU55933 (20 μM) + 50 Gy, while the ATR-RNAi strain was untreated (ATR-RNAi non-irradiated) or subjected to ATR-RNAi + 50 Gy of IR (ATR-RNAi IR-irradiated). Afterward treatment, each culture was centrifuged at 1,700 g for 5 min to remove the thymidine analogs, the parasites were resuspended in complete culture medium and the kinase inhibitor was added as previously described. To evaluate the G1/S transition or intra-S progression, samples were collected hourly for 5 h, and a second thymidine analog pulse (using 100 μM CldU) was carried out 30 min before collection. Then, the collected parasites were washed twice with 1x PBS, fixed for 15 min with 300 μL of 4% paraformaldehyde, and washed again with 1x PBS. Next, the parasites were scattered onto poly-L-lysine-coated slides, permeabilized with 0.2% Triton X-100 (diluted in 1x PBS) for 15 min and washed twice with 1x PBS. Then, the parasites were treated with HCl 2.5 M for 20 min at room temperature, neutralized with 0.2 M borate buffer for 10 min and washed twice with 1x PBS. Then, the parasites were incubated in blocking solution (0.1% Triton X-100, 1% BSA in 1x PBS) for 20 min at room temperature and then incubated for 1 h with the specific anti-IdU antibody [Anti-BrdU (mouse), ref: 347580, Becton Dickinson] diluted 1: 300 in blocking solution. After two washes using 1x PBS + 0.05% Tween 20, the parasites were incubated for more 1 h with specific anti-CldU antibody [Anti-BrdU (rat) ref: OBT0030-BU1/75, ACCU-SPECS] diluted 1:300 in blocking solution. After two washes with 1x PBS + 0.05% Tween 20, the parasites were blocked with 50% FBS (diluted in 1x PBS) for 30 min and incubated with secondary antibodies: Alexa Fluor 568-conjugated anti-mouse and Alexa Fluor 488-conjugated anti-rat antibodies, each diluted 1:500 in blocking solution for 1 h. Finally, the parasites attached to the slides were washed twice and sealed using VECTASHIELD® antifade mounting medium containing DAPI. The images were acquired using an Olympus Bx51 fluorescence microscope (100x oil objective) attached to an EXFO Xcite series 120Q lamp and a digital Olympus XM10 camera controlled by Olympus Cell F software. Image capture conditions were set using unlabeled cells as references.



DNA Combing Assay

Exponentially growing parasites of both strains [the T. brucei 427 PCF strain (W.T.) or T. brucei pQ117-PCF strain (tetracycline induced) for 48 h (ATR-RNAi)] were incubated in the presence of IdU (100 μM) for 7 min. Immediately after the parasites were irradiated with 50 Gy, a second thymidine analog pulse (100 μM CldU) was performed for 21 min, without washing the cells between the two pulses. To evaluate the recovery of the stalled replication fork progression after IR treatment, the parasites were centrifuged at 1,700 g for 5 min, washed with 1x PBS and resuspended in complete culture medium. In this case, a third pulse was performed using 100 μM CldU for 21 min 2 or 6 h after IR-irradiation. Then, the parasites were washed twice with 1x PBS + 10 mM glucose and resuspended in 100 μL of 1% low-melting agarose diluted in 1x LB buffer (0.1 M EDTA at pH 8.0, 10 mM Tris-HCl, and 20 mM NaCl). After solidification, the plugs were placed in 300 μL of lysis buffer (0.5 M EDTA at pH 8.0, 1% N-lauroylsarcosine sodium salt, and 100 μg/mL proteinase-K) at 50°C for 24 h. The next day, the plugs were resuspended in fresh lysis buffer for another 24 h. On the third day, the plugs were rinsed with 0.5 M EDTA, pH 8.0, to remove excess lysis buffer. Then, the plugs were washed with T10E1 solution (10 mM Tris-HCl and 1 mM EDTA, pH 8.0) hourly for 3 h. For the last wash, the plugs were maintained in a T10E1 solution overnight at 4°C protected from light. The next day, the plugs were incubated in 1 mL of 0.5 M MES buffer, pH 5.5, at 68°C for 20 min and then at 42°C for 10 min. Next, 2 μL of β-agarose enzyme (EO0461, Thermo Scientific) was added for each plug, and the tubes were maintained overnight at 42°C. The next day, 1 mL of MES buffer, pH 5.5, was added to the reservoirs of a FiberComb machine (Genomic Vision). The digested plugs were carefully tipped into the reservoirs to be stretched onto a coverslip. Then, the coverslips containing stretched DNA were incubated at 65°C for 4 h protected from light. After fixation, the DNA was denatured using a solution of 0.5 M NaOH and 1 M NaCl for 8 min at room temperature and neutralized by washing (twice) with 1x PBS for 3 min each. Next, the DNA on the coverslips was dehydrated using different concentrations of ethanol: 70, 90, and 100% for 3 min/each treatment. The coverslips were air-dried and then blocked with a solution containing 1x PBS, 1% BSA, and 0.1% Triton X-100 at 37°C for 30 min. After blocking, the coverslips were incubated with 20 μL of a solution containing 4 μL of primary antibodies: 3 μL anti-IdU antibody (Anti-BrdU ref: 347580, Becton Dickinson) and 1 μL of anti-CldU (Anti-BrdU ref: OBT0030 -BU1/75, ACCU-SPECS) in 3% BSA diluted in 1x PBS at 37°C for 1 h. After washing (1x PBS + 0.05% Tween 20), the coverslips containing the DNA were incubated in 20 μL of a solution containing the secondary antibodies: 2 μL of Alexa Fluor 568-conjugated anti-mouse and 2 μL of Alexa Fluor 488-conjugated anti-rat diluted in 3% BSA in 1x PBS, at 37°C, for 45 min. After washing, the coverslips were incubated in 20 μL of an antibody solution containing 1 μL of primary anti-single-strand DNA antibody (MAB3868, Millipore Corp.) diluted in 3% BSA in 1x PBS at 37°C for 1 h. After washing, the coverslips were incubated with 20 μL of a solution containing 3 μL of Alexa Fluor 350-conjugated anti-mouse secondary antibody diluted in 3% BSA in 1x PBS at 37°C for 45 min. After washing, the coverslips were sealed onto slides with 5 μL of Prolong® Gold antifade mounting reagent. The slides were then analyzed using an Olympus BX51 fluorescence microscope with an Olympus XM10 digital camera controlled by Olympus Cell F software.



Immunofluorescence Assay (IFA)

Parasite samples under the different analysis conditions were harvested by centrifugation at 1,700 g for 5 min and washed twice with 1x PBS. Then, the parasites were fixed for 15 min using 4% paraformaldehyde with gentle agitation. Next, the parasites were washed, homogenized in 1x PBS, and allowed to adhere onto Teflon-coated slides (Tekdon) for 15 min. Then, the parasites were washed three times (2 min each time) with blocking solution (1x PBS + 3% BSA), permeabilized for 10 min with 0.1% Triton X-100 diluted in 1x PBS and washed three more times. Then, the parasites were incubated at room temperature for 2 h with different antisera according to the analysis: anti-γH2A (Glover and Horn, 2012) or anti-RAD51 (Proudfoot and McCulloch, 2005) antibody (both kindly provided by Dr. Richard McCulloch, University of Glasgow). All antisera used were diluted to 1:1,000 in 1% BSA in 1x PBS. Next, the parasites were washed three times and incubated with blocking solution for 20 min. Then, the parasites were incubated for 1 h with Alexa Fluor 488-conjugated anti-rabbit secondary antibody (Thermo Scientific) diluted at 1:500 in 1x PBS with 1% BSA. After washing, the slides were sealed using 2 μL VECTASHIELD® antifade mounting medium containing DAPI per well. The images were acquired using an Olympus Bx51 fluorescence microscope (100x oil objective) attached to an EXFO Xcite series 120Q lamp and a digital Olympus XM10 camera controlled by Olympus Cell F software. Image capture conditions were set using unlabeled cells as references.



Western Blotting

Parasite samples under different analysis conditions were harvested by centrifugation at 1,700 g for 5 min and washed twice in 1x PBS. Samples were then prepared for total protein extraction in 2x reducing sample buffer containing 1 M Tris-HCl, pH 7.0; 20% SDS; 5% glycerol; 0.1% bromophenol blue; and 5% β-mercaptoethanol. The samples were then boiled for five min at 95°C, separated by SDS-PAGE (30 μL of protein sample per lane) and transferred electrophoretically to nitrocellulose membranes (GE Life Science). After blocking overnight with 1x Tris-buffered saline (1x TBS) containing 5% non-fat dry milk, the membranes were washed with 1x TBS with 0.05% Tween 20 five times for five min each time. After washing, the membranes were cropped and incubated at room temperature under gentle agitation for 4 h with the respective antiserum solution in 1x TBS with 3% non-fat dried milk containing anti-Rad51 (Proudfoot and McCulloch, 2005) diluted 1:500, anti-γH2A antibody (Glover and Horn, 2012) diluted 1:5,000 or anti-GAPDH antibody diluted 1:5,000 used as a loading control (kindly provided by the Laboratory of Biochemistry of Tryps, LaBTryps). After washing, the blots were incubated with horseradish peroxidase (HRP)-conjugated secondary antibody diluted 1:3,000 for 1 h at room temperature. Following additional washes, antibody binding was detected with an Immobilon Western Chemiluminescent HRP substrate (Millipore). Digital images of the membranes were acquired using a UVITEC chemiluminescence and fluorescence imaging system (UVITEC Cambridge).



Total RNA Extraction

T. brucei 477 PCFs were maintained in complete SDM79 culture medium containing 2.5 μg/mL phleomycin, 15 μg/mL G418, and 25 μg/mL hygromycin B at 28°C. For total RNA quantification, the parasites were treated with tetracycline 1 μg/mL for 48 h. Approximately 5 × 107 parasites were harvested at 12, 24, and 48 h after centrifugation at 1,700 g for 5 min. Then, the pellets were homogenized in 750 μL of TRIzol by gentle pipetting. Then, 200 μL of chloroform was added, and the samples were homogenized by inversion and incubated at room temperature. To allow the separation of the phases, the samples were centrifuged at 12,000 g for 15 min at 4°C. The aqueous phase was placed in a new tube, and 500 μL of 100% isopropanol was added for homogenization by gentle inversion for 10 min. To obtain total RNA, the pellets were washed with fresh 75% ethanol in 0.1% DEPC water and centrifuged at 7,500 g for 5 min at 4°C and air-dried for 15 min. The pellets were resuspended in 20 μL of DEPC water and incubated in a heat block at 55°C for 10 min. Total RNA samples were quantified using a NanoDrop 2000C and finally stored at −70°C for RT-qPCR quantification.



Real-Time RT-qPCR

The oligonucleotides qPCR117-F (5′-TGATGGTATTCTGT GCCGTT-3′) and qPCR117-R (5′-CTGCCCAGTGAATCTGCT TA-3′) were used to verify the knockdown of the Tb927.11.14680 gene (phosphatidylinositol 3-related kinases, the putative ATR). The primers were diluted at 100 μM in sterile water and stored at −20°C. The SuperScriptTM III kit was used for cDNA synthesis. In brief, 14 μL of a solution containing 4 μg of RNA, 1 μL of oligo dT and 1 μL of dNTP mix (10 mM) was incubated at 65°C for 5 min. Then, 4 μL of 5x First Strand buffer, 1 μL of DTT (0.1 M) and 1 μL of reverse transcriptase to a final volume of 20 μL was used for cDNA synthesis. Tubes were incubated at 50°C for 1 h, and inactivation was performed at 70°C for 15 min. For RT-qPCR, a solution containing 2.5 μL of qPCR117-F 2.4 μM) and qPCR117-R (2.4 μM) oligonucleotides, 10 μL PowerUpTM SYBR® Green Master Mix and 5 μL of cDNA (8 ng/μL) was used. Quantification was performed in the StepOnePlus thermocycler real-time PCR system according to the following program. Step 1: (1x) at 95°C for 10 min; step 2: (40x) at 95°C/15 s + 60°C/1 min; melting curve: (1x) at 95°C/15 s + 60°C/1 min + 95°C/15 s. the Data were exported from the apparatus, and the threshold cycle (CT) was obtained with the LinRegPCR computer program. The relative quantification of the ATR gene was performed using the Schmittgen method with the equation 2–ΔΔCt.



Statistical Analysis

All graphic representations were generated and statistical analyses were performed based on a minimum of three independent experiments with GraphPad Prism software (version 8.0). The tests used and significant differences are shown in the corresponding figure legends.
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DNA transcription and replication are two essential physiological processes that can turn into a threat for genome integrity when they compete for the same DNA substrate. During transcription, the nascent RNA strongly binds the template DNA strand, leading to the formation of a peculiar RNA–DNA hybrid structure that displaces the non-template single-stranded DNA. This three-stranded nucleic acid transition is called R-loop. Although a programed formation of R-loops plays important physiological functions, these structures can turn into sources of DNA damage and genome instability when their homeostasis is altered. Indeed, both R-loop level and distribution in the genome are tightly controlled, and the list of factors involved in these regulatory mechanisms is continuously growing. Over the last years, our knowledge of R-loop homeostasis regulation (formation, stabilization, and resolution) has definitely increased. However, how R-loops affect genome stability and how the cellular response to their unscheduled formation is orchestrated are still not fully understood. In this review, we will report and discuss recent findings about these questions and we will focus on the role of ATM- and Rad3-related (ATR) and Ataxia–telangiectasia-mutated (ATM) kinases in the activation of an R-loop-dependent DNA damage response.
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INTRODUCTION

Genome integrity is constantly challenged by exogenous and endogenous events, the latter including essential cellular processes like DNA replication and transcription. As both DNA replication and transcription machineries might need to access the same DNA substrate during S phase, defects in their spatial and temporal coordination can lead to genome instability and ultimately contribute to the development of different diseases, including cancer.

During the last 20 years, several studies have pointed out that transcription plays both physiological and pathological roles not only through the production of mature RNA molecules but also through the generation of stable RNA–DNA hybrid intermediates. The term RNA–DNA hybrid refers to the base pairing of a single-stranded RNA molecule with a single DNA strand. Interestingly, this pairing is more stable than a DNA–DNA double strand (Roberts and Crothers, 1992; Sugimoto et al., 1995).

When formation of an RNA–DNA hybrid results in the displacement of the second DNA strand in the double helix, a three-stranded structure, called R-loop, is formed. While short RNA–DNA hybrids form transiently in each transcription bubble and during lagging-strand DNA synthesis, R-loops form in cis behind elongating RNA polymerases and their length spans from 0.1 to 2 kb (Ginno et al., 2012; Sanz et al., 2016; Malig et al., 2020). Importantly, some recent findings show that R-loops do not form in trans (Gómez-Gonzàlez and Aguilera, 2020).

R-loops are abundant; in fact, 5% of the human genome (and 8% of yeast genome) is occupied by these structures (Sanz et al., 2016; Wahba et al., 2016). Indeed, from yeasts to humans, R-loops generally accumulate at highly transcribed regions (e.g., rRNA and tRNA) and in specific genomic regions containing repetitive sequences (e.g., ribosomal DNA, centromeres, and telomeres). Furthermore, R-loops form at highly transcribed GC-rich sequences, and they have been associated with CpG island promoters as well as with terminator regions in mammals, where they contribute to regulate gene expression (Ginno et al., 2012, 2013; Sanz et al., 2016; Promonet et al., 2020). Even though R-loop formation is favored by an increasing GC-content of the template DNA strand (Ginno et al., 2012, 2013), this process is also influenced by both chromatin organization (García-Pichardo et al., 2017; Salas-Armenteros et al., 2017; Feldman and Peterson, 2019) and topology (Stolz et al., 2019). In particular, some findings suggest that DNA negative supercoiling is a key determinant for R-loop formation through DNA unwinding. Indeed, from bacteria to humans, the lack of DNA topoisomerase I (TOP1), which leads to increased DNA negative supercoiling, promotes R-loop accumulation (Massé and Drolet, 1999; Tuduri et al., 2009; El Hage et al., 2010; Manzo et al., 2018).

A programed formation of R-loops contributes to important cellular processes including transcription initiation and termination, mitochondrial DNA replication, immunoglobulin class switching, and epigenetic modifications. As several recent reviews describe the physiological roles of R-loops (García-Muse and Aguilera, 2019; Crossley et al., 2019; Brambati et al., 2020; Niehrs and Luke, 2020), we will not further review them.

R-loop levels and/or location are tightly regulated by different evolutionarily conserved pathways: (i) RNA processing factors involved in splicing, elongation, nuclear export, and degradation (Huertas and Aguilera, 2003; Li and Manley, 2005; Domínguez-Sánchez et al., 2011; Gómez-González et al., 2011); (ii) topoisomerases that relax DNA topology during transcription (Tuduri et al., 2009; El Hage et al., 2010); and (iii) chromatin remodelers that reduce RNA polymerase pausing (e.g., FACT complex) (Herrera-Moyano et al., 2014). In addition, RNase H enzymes (RNase H1 and H2 in eukaryotes) specifically degrade the RNA moiety of a RNA–DNA hybrid (Cerritelli and Crouch, 2009), and several factors that show RNA–DNA unwinding activities, like Sen1/SENATAXIN, Sgs1/BLM, Mph1/FANCM, and WRN, contribute to R-loop resolution genome-wide from yeasts to humans (Mischo et al., 2011; Skourti-Stathaki et al., 2011; Chang et al., 2017; García-Muse and Aguilera, 2019; Marabitti et al., 2019). Furthermore, defects in the homologous recombination proteins BRCA1 and BRCA2 (Bhatia et al., 2014, 2017; Hatchi et al., 2015), in the nucleotide excision repair (NER) proteins XPG and XPF (Sollier et al., 2014) and in the Fanconi anemia (FA) pathway (García-Rubio et al., 2015; Schwab et al., 2015; Bhatia et al., 2017), lead to R-loop accumulation, thus indicating that several DNA repair pathways contribute to R-loop regulation.

Besides their important physiological roles, R-loops are clearly emerging as potent sources of genome instability. Indeed, their altered homeostasis has been documented in several diseases, including neurological disorders and cancer (reviewed in Crossley et al., 2019; García-Muse and Aguilera, 2019; Brambati et al., 2020).

How can R-loops become detrimental for genome stability and contribute to the development of different pathologies? It is likely that harmful R-loops arise when their physiological turnover is impaired and/or when they abnormally form in particular genomic regions. As DNA transcription and replication share a common template, R-loops clearly represent an obstacle to DNA replication. Indeed, transcription–replication conflicts (TRCs) are considered to be the main source of R-loop-induced DNA damage and genome instability (Huertas and Aguilera, 2003; Prado and Aguilera, 2005; Gan et al., 2011; Helmrich et al., 2011). Moreover, R-loops have been shown to compromise genome stability by interfering with both transcription (Bonnet et al., 2017; Lang et al., 2017) and DNA damage repair processes (Ohle et al., 2016; Cohen et al., 2018; D’Alessandro et al., 2018; Lu et al., 2018).

In this review, we will focus on how R-loops threaten genome stability as well as on the interconnections between their regulatory mechanisms and the cellular response to either replication stress or DNA double-strand breaks (DSBs) formation. Moreover, we will report and discuss recent findings about the role of ATM- and Rad3-related (ATR) and Ataxia–telangiectasia-mutated (ATM) checkpoint kinases in protecting the genome by sensing aberrant R-loop formation.



THE CELLULAR RESPONSE TO DNA PERTURBATIONS

Generation of DNA lesions and the presence of DNA replication stress both trigger the activation of sophisticated surveillance mechanisms, collectively called “DNA damage response” (DDR), which are essential to maintain genome stability and to inhibit pathological processes. Key players of the checkpoint responses are phosphatidylinositol 3-kinase-related protein kinases, including mammalian ATM (Ataxia–telangiectasia-mutated) and ATR (ATM- and Rad3-related), whose Saccharomyces cerevisiae orthologs are Tel1 and Mec1, respectively (reviewed in Blackford and Jackson, 2017).

Both ATM/Tel1 and ATR/Mec1 are activated by DNA damage, but their specificities are distinct. In fact, ATM/Tel1 is mainly activated by DSBs, whereas ATR/Mec1 responds to a broad spectrum of DNA perturbations that induce the generation of single-stranded DNA (ssDNA), including replication stress. Once activated, these kinases spread the signal to the downstream effector kinases CHK2 and CHK1 in mammals and Rad53 and Chk1 in S. cerevisiae. The main outcome of the DDR is the temporal coordination between DNA repair/replication resumption and cell cycle progression and, eventually, the induction of a permanent cell cycle arrest or of a programed cell death if the damage cannot be repaired.


Replication Stress

Replication stress is a potent source of genome instability and a hallmark of cancer cells. Indeed, genome integrity is particularly at risk during S phase, especially when obstacles in the DNA template are present. For example, DNA secondary structures, DNA lesions, chromatin-bound protein complexes, and, interestingly, highly expressed genes are all causes of replication fork stalling (Zeman and Cimprich, 2014).

Replication stress triggers activation of a signaling cascade, known as the S-phase checkpoint. Stalled replication forks are characterized by stretches of ssDNA, which arise from the uncoupling of replicative polymerases and helicases and/or from nucleolytic processing of DNA. The ssDNA is bound with high affinity by the replication protein A (RPA) complex, which serves as a platform for the recruitment of numerous sensor proteins, including the heterotrimeric ring-shaped 9-1-1 complex (RAD9-RAD1-HUS1 in humans and Ddc1-Rad17-Mec3 in S. cerevisiae), which is loaded at the junctions between ssDNA and dsDNA by the RFC (replication factor C)-like clamp loader (RAD17-RFC2-5 in humans and Rad24-Rfc2-5 in S. cerevisiae) (Zou and Elledge, 2003; Flynn and Zou, 2011; Blackford and Jackson, 2017).

These events result in a full activation of ATR/Mec1, which spreads the checkpoint signal to CHK1 and CHK2/Rad53 kinases, thus leading to cell cycle arrest, stabilization of stalled replication forks, and inhibition of late origin firing. In doing so, the S-phase checkpoint promotes replication fork repair/restart and the completion of DNA replication from an adjacent origin (Segurado and Tercero, 2009; Flynn and Zou, 2011).



DNA Double-Strand Breaks

One of the most cytotoxic forms of DNA damage is represented by the DSB. In fact, its defective repair can lead to a loss of genetic information and to chromosome rearrangements, which in turn can contribute to the pathogenesis of several human diseases, including cancer and neurodegenerative syndromes (Liu et al., 2012; O’Driscoll, 2012).

The repair of a DSB relies on either homology-dependent or homology-independent mechanisms. Homologous recombination (HR) is an error-free mechanism that requires a homologous template, usually a sister chromatid, to allow accurate repair of the DSB during the S and G2 phases of the cell cycle. Non-homologous end joining (NHEJ) is an error-prone mechanism that is active throughout the cell cycle and relies on the re-ligation of the two broken ends. While NHEJ requires no or limited processing of DNA ends, HR requires formation of 3’-ended single-stranded overhangs, through a process called DSB resection (Bonetti et al., 2018).

The highly conserved MRN/MRX complex (MRE11-RAD50-NBS1 in mammals and Mre11-Rad50-Xrs2 in S. cerevisiae) is rapidly recruited at DSBs, where it regulates DDR activation and promotes DSB repair. Furthermore, MRN/MRX is implicated in the recruitment and activation of the protein kinase ATM/Tel1 (Gobbini et al., 2016). Once activated by the presence of DSBs, ATM plays an intracellular signaling role, regulating cell cycle checkpoint activation and transcription and translation processes and modulating the local chromatin environment around DSBs to facilitate DSB signaling and repair (Blackford and Jackson, 2017; Bonetti et al., 2018; Casari et al., 2019).



R-LOOPS AS SOURCES OF GENOME INSTABILITY

R-loop homeostasis is the result of a balance between their formation and removal throughout the genome. It is still unclear what exactly distinguishes a physiological from a pathological R-loop. Nonetheless, when their homeostasis is altered, at least in certain genomic regions (Costantino and Koshland, 2018), R-loops can turn into sources of DNA damage and genome instability by different ways, as described below and illustrated in Figure 1.
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FIGURE 1. R-loop as a source of genome instability. Unscheduled R-loop formation can lead to genome instability in different ways. (A) Exposed ssDNA can be cleaved by different endonucleases leading to DNA breaks and/or mutagenic events (indicated by a yellow star); ssDNA can also adopt harmful secondary structures, including G-quadruplexes and hairpins. (B) R-loop accumulation, a stalled RNA polymerase in front of the transcription machinery, and/or R-loop-driven chromatin condensation (depicted as zig zag lines) can cause transcription block/slow down. (C) R-loop itself, a stalled RNA polymerase, chromatin condensation, and/or topological constrains can cause replication stress (see Figure 2 for more details). (D) R-loop might lead to DSB formation. Current models suggest that both replication forks collapse upon TRCs and R-loop processing by nucleases might lead to DSB formation (see Figure 3 for more details).



R-Loop-Associated ssDNA

R-loop formation leads to the exposure of a ssDNA stretch on the non-template strand. Generally, ssDNA is vulnerable and it can turn into a source of both DNA mutagenesis and DNA breaks (Figure 1). For example, ssDNA in the R-loop can be targeted by DNA deaminases (e.g., AID in mammals) that convert cytidine to uracil. This event can lead to the formation of a DNA nick in case uracil is processed by the base excision repair machinery (BER). Furthermore, this DNA nick can be turned into a DNA DSB by the mismatch repair proteins, and this process is known to occur, for example, during immunoglobulin class switch recombination (CSR) (Muramatsu et al., 2000; Yu et al., 2003; Gómez-González and Aguilera, 2007). Moreover, R-loop-associated ssDNA can be cleaved by multiple endonucleases, including XPG, XPF, and FEN1, thus causing either DNA single-strand breaks (SSBs) or a DSB (Cristini et al., 2019; Marabitti et al., 2019; Figure 1). Lastly, ssDNA can adopt secondary structures, including G-quadruplexes and hairpins, that not only are prone to breakage but also represent obstacles to DNA replication (Freudenreich, 2018; Hegazy et al., 2020).

Importantly, it is still unclear how the R-loop-associated ssDNA is arranged in vivo. A study by Nguyen et al. (2017) suggests that it is coated by the RPA complex, which in turn acts as an R-loop sensor and promotes RNase H1 enzyme recruitment. The presence of RPA-coated ssDNA has been shown to trigger a specific R-loop-dependent ATR activation at centromeres during mitosis to promote faithful chromosome segregation (Kabeche et al., 2018). However, this ATR activation is non-canonical, because it occurs independently of DNA damage and replication stress, and there is no evidence for the recruitment of canonical ATR activators (e.g., the 9-1-1 complex).



R-Loops as Sources of Transcription Stress

R-loops are well known for their physiological role as transcriptional regulators. Indeed, they are found at both promoters and terminators of several genes (Ginno et al., 2012; Chen et al., 2017; Hamperl et al., 2017; Promonet et al., 2020), where they regulate transcription initiation and ensure proper transcription termination, respectively. However, R-loops have also been shown to interfere with transcription (Bonnet et al., 2017; Lang et al., 2017), especially when their turnover is impaired.

Transcription stress arises when the RNA polymerase machinery either pauses, stalls, or backtracks due to obstacles or lesions in the DNA template. Interestingly, R-loops represent an obstacle to the transcription process too when their homeostasis is altered. However, it is still not clear whether transcription stress could be ascribed to the R-loop itself, to a stalled RNA polymerase, and/or to some chromatin modifications that are triggered by the R-loop (Figure 1).

DNA lesions can lead to transcription stress and activate a DNA damage response mainly involving the transcription-coupled nucleotide excision repair (TC-NER) pathway and in particular XPG and XPF nucleases (Gregersen and Svejstrup, 2018). However, it is still unknown whether an R-loop at stalled transcription sites could be resolved as a DNA lesion. Interestingly, a XPG- and/or XPF-dependent R-loop processing has been observed both in non-replicating and replicating cells, and this event has been associated with DSB formation and genome instability (Sollier et al., 2014; Cristini et al., 2019; Marabitti et al., 2019).

Finally, transcription stalling causes RNA polymerase backtracking, which in turn might be particularly dangerous, especially when a replication fork is approaching in the same direction as transcription. In fact, co-directional collisions between a replication fork and a backtracked RNA polymerase have been shown to cause chromosomal DSB formation (Dutta et al., 2011).



R-Loops as Sources of Replication Stress

The transcription and replication machineries need to access the same template during S phase. Thus, they might collide in certain situations and/or at specific genomic regions. Notably, highly expressed human genes usually contain active replication origins in their promoter regions (Petryk et al., 2016; Chen et al., 2019), and long human genes require more than one cell cycle to be fully transcribed (Helmrich et al., 2011). Therefore, transcription–replication collisions during S phase are unavoidable (Figure 1). In addition, pausing, stalling, and backtracking of transcribing RNA polymerases further increase the chance of TRC and replication fork stalling (Hamperl and Cimprich, 2016). Stalled replication forks are particularly harmful because they are fragile structures that can either be processed by DNA nucleases or eventually collapse, thus resulting in chromosomal breakages and rearrangements (Zeman and Cimprich, 2014; Pasero and Vindigni, 2017). Importantly, TRCs are considered the main sources of R-loop-induced replication stress and DNA damage (Huertas and Aguilera, 2003; Prado and Aguilera, 2005; Gan et al., 2011; Helmrich et al., 2011; García-Muse and Aguilera, 2016).

Although we do not know exactly the frequency at which TRCs occur in normal cells, they likely become a problem in cells with an altered R-loop homeostasis. In fact, the lack of factors that regulate R-loop formation (e.g., RNase H enzymes and Sen1/SETX helicase) leads to replication stress and genome instability (Huertas and Aguilera, 2003; Gan et al., 2011; Aguilera and García-Muse, 2012; Costantino and Koshland, 2015, 2018). Interestingly, ectopic expression of RNase H enzymes relieves replication stress in cells accumulating R-loops, thus indicating that they physically interfere with the progression of replication forks (García-Muse and Aguilera, 2016; Kotsantis et al., 2016).

However, determining the exact cause of replication fork stalling is not straightforward. In fact, not only an R-loop per se but also a stalled RNA polymerase machinery may impede DNA replication and lead to further R-loop accumulation (García-Muse and Aguilera, 2016). Moreover, R-loops have been shown to trigger chromatin modifications, mainly including chromatin condensation (Castellano-Pozo et al., 2013; Al-Hadid and Yang, 2016; García-Pichardo et al., 2017; Figure 2), and this event seems to be a key requisite for compromising genome stability (García-Pichardo et al., 2017).
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FIGURE 2. R-loop and replication stress. (A) Unscheduled R-loop formation causes replication fork arrest/slow down. This event has been ascribed to R-loop itself, a stalled transcription machinery, and/or R-loop-driven chromatin modifications, in particular its condensation. Some findings indicate that only head-on collisions are harmful for genome stability (see text for more details). (B) R-loop accumulation might also arise as a consequence of head-on TRCs. Head-on encounters can cause transcription arrest and R-loop accumulation. Head-on encounters can generate strong DNA positive supercoiling between the two approaching machineries and negative supercoiling behind them. Since negative supercoiling is known to promote R-loop formation/stabilization, this event might lead to their accumulation following head-on TRCs.


TRCs occur in two different modes: (i) when the replication and transcription machineries move in the same direction, it is defined as “co-directional collision” and (ii) when the two machineries move in opposite direction, it is defined as “head-on collision” (Figure 2). Although both types of TRCs can interfere with replication fork progression and stability, mainly head-on collisions have been shown to threaten genome stability (Prado and Aguilera, 2005; García-Muse and Aguilera, 2016; Hamperl et al., 2017; Promonet et al., 2020). Nonetheless, what exactly happens when DNA replication and transcription machineries collide in either orientation and how R-loops affect these events is not fully understood.

In addition, several findings suggest that R-loop levels are affected by TRC orientation. In particular, head-on collisions correlate with an increase of R-loop levels, while co-directional collisions do not (Hamperl et al., 2017; Lang et al., 2017; Figure 2). However, whether an R-loop represents the cause or the consequence of a head-on collision is still unclear. Studies in yeast suggest that an R-loop also forms in the context of co-directional collisions and it actually becomes a source of genome instability if stabilized (García-Rubio et al., 2018). Thus, R-loops seem to form independently of replication direction and, probably, they are not a consequence of TRCs. However, for still unclear reasons, they do not cause genome instability upon co-directional collisions.

It is likely that head-on moving machineries are more prone to collide, while co-directional collisions would occur only if the two machineries move at different speed. As the speed of replication and transcription machineries is comparable in eukaryotes, co-directional collisions are believed to be less frequent and to be promoted by additional events such as RNA polymerase stalling and/or backtracking. Moreover, it has been suggested that the replication machinery itself might resolve co-directionally formed R-loops during S phase through replicative helicases and/or replisome-associated factors (e.g., WRN, PIF1, and SETX) (Hamperl and Cimprich, 2016; Chang and Stirling, 2017).

By contrast, a head-on collision may lead to R-loop accumulation because the transcription process is blocked and the newly synthesized RNA cannot be released (Figure 2). Another model suggests that chromatin topology generated upon head-on TRCs might promote R-loop accumulation (Brambati et al., 2018; Chedin and Benham, 2020). Indeed, both transcription and replication machineries are known to accumulate DNA positive supercoiling in front of them, which might be exacerbated when the two machineries come in close proximity by opposite directions. The formation of DNA positive supercoils is known to generate an equal amount of negative supercoils in the opposite direction (Chedin and Benham, 2020), which are known to promote R-loop formation (Tuduri et al., 2009; El Hage et al., 2010; Figure 2).

In conclusion, R-loops clearly represent obstacles that can stall both transcription and replication processes, thus increasing the frequency and/or the negative effects of both co-directional and head-on collisions between the two machineries. Several lines of evidence indicate that, from bacteria to humans, genomes are organized to mainly have co-directionally moving transcription and replication machineries (Petryk et al., 2016; Merrikh, 2017; Chen et al., 2019; Promonet et al., 2020), thus suggesting that this general bias could help minimizing head-on collisions, R-loop accumulation, and genome instability.



R-Loops and DNA DSBs


R-Loops as Sources of DSBs

In replicating cells, R-loops are well known to impede the progression of replication forks (Gan et al., 2011). When stalled replication forks either are not stabilized or persist for extended periods of time, they might collapse, thus preventing replication restart and eventually leading to DSB formation (reviewed in Zeman and Cimprich, 2014). Moreover, in human cells, an altered R-loop homeostasis has been shown to cause DSB formation through the TC-NER pathway (Sollier et al., 2014; Figure 3). Importantly, recent findings support the idea that R-loops might promote DSB formation both by replication-dependent and -independent processes (Tresini et al., 2015, 2016; Cristini et al., 2019; Marabitti et al., 2019; Promonet et al., 2020). For example, in cells lacking the DNA topoisomerase 1 (TOP1), DSB frequency is increased at transcription termination sites (TTS) of highly expressed genes in an R-loop-dependent manner (Promonet et al., 2020). Interestingly, the same study shows that, at TTS, replication and transcription occur in opposite directions, thus suggesting that head-on collisions are the cause of DSB formation.
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FIGURE 3. R-loop-dependent DSB formation and ATM/Tel1 activation. Unproper R-loop accumulation leads to both a DSB-dependent (A) and -independent (B) ATM activation. (A) Current models suggest that R-loop may lead to DSB formation either upon TRCs (in particular head-on collisions) and subsequent replication fork collapse or through R-loop cleavage by nucleases belonging to the TC-NER pathway (XPG and XPF in mammals). The latter event leads to SSB or ssDNA gap formation. However, whether the replication of this damaged template is required to convert it into a DSB is still unclear. (B) A DSB-independent ATM activation has been observed upon R-loop accumulation following transcription machinery stalling (e.g., by a DNA lesion) and spliceosome mobilization. The latter event is believed to promote R-loop formation/stabilization.


On the other hand, Cristini et al. (2019) have pointed out an R-loop-dependent, but replication-independent, process of DSB formation in non-replicating cells. As TOP1 is essential to relax supercoiled DNA during both transcription and replication, cells are constantly challenged by TOP1 cleavage complexes (TOP1cc) acting on DNA, which can eventually lead to transcription stalling and R-loop accumulation. Furthermore, removal of TOP1cc by the TDP1 excision pathway can generate a SSB. In the case that a second SSB is generated on the ssDNA of the R-loop structure (e.g., by XPG and XPF nucleases), a DSB is formed.



R-Loops and DSB Repair

Recent studies in yeast and mammals have implicated transcription and RNA–DNA hybrid formation in DSB signaling and repair. Different research groups have shown that pre-existing transcripts and, interestingly, de novo-synthesized non-coding RNAs promote both the efficient signaling and repair of the DSB (Francia et al., 2012, 2016). Moreover, a transient formation of RNA–DNA hybrids at DSB sites seems to be a key step in DSB repair (Ohle et al., 2016; D’Alessandro et al., 2018). Thus, DSB repair is another important process through which R-loops/RNA–DNA hybrids can impact on genome stability.

One important class of RNA molecules involved in DSB response are DNA-damage response RNAs (DDRNAs), which show the same sequence as damaged DNA and are generated after processing by the RNA interference machinery factors DICER and DROSHA. It has been shown that DDRNAs are required for a full activation of the DDR response (Francia et al., 2012; d’Adda di Fagagna, 2014). Moreover, similar very short ncRNA species, named diRNAs, contribute to DSB repair by HR (d’Adda di Fagagna, 2014; Gao et al., 2014). While DDRNAs map very close to DNA ends (Francia et al., 2012), diRNAs are generated starting from a few hundred nucleotides away from the DSB end (Wei et al., 2012). Thus, sequence-specific RNAs may act as guides for the localization and/or activation of several factors, including DDR and DNA repair proteins.

In addition, findings in Schizosaccharomyces pombe and mammalian cells (Ohle et al., 2016; D’Alessandro et al., 2018; Cohen et al., 2018; Lu et al., 2018) indicate that RNA–DNA hybrids are formed at DSBs and that they play an important role in promoting DSB repair by HR. Indeed, these RNA–DNA hybrids contribute to the recruitment of the HR proteins BRCA1, BRCA2, and RAD51. Despite this positive role in promoting accurate DNA repair, persistence of these RNA–DNA hybrids seems to exert negative effects by interfering with proper loading of HR factors, like RPA (Ohle et al., 2016) and RAD51 (Cohen et al., 2018). Interestingly, BRCA2 directly interacts with RNase H2, mediates its localization to the DSB in the S/G2 cell-cycle phase, and controls RNA–DNA hybrid resolution (D’Alessandro et al., 2018). Moreover, in both yeasts and humans, senataxin/SEN1 is recruited to DSBs, where it regulates the repair process (Cohen et al., 2018; Rawal et al., 2020). Thus, formation of RNA–DNA hybrids at DSBs is tightly controlled and has to be a transient event.



THE CELLULAR RESPONSE TO ALTERED R-LOOP HOMEOSTASIS


R-Loop-Dependent ATM/Tel1 Activation

ATM/Tel1 is one of the apical kinases orchestrating the DDR at DSBs. Therefore, it is not surprising that several lines of evidence indicate R-loop-dependent ATM activation mechanisms. However, several questions are still open: (i) is ATM activated by an R-loop-induced DSB or by other signals? (ii) Is DNA replication required to activate ATM? (iii) How can transcription and R-loops be both a cause and a consequence of DSB formation?

The first evidence of an R-loop-dependent ATM activation comes from a study showing that co-directional TRCs specifically activate ATM, while head-on TRCs specifically activate ATR (Hamperl et al., 2017). However, the nature of this bias is still unknown. A possible explanation could be that, as previously mentioned, chromosomal DSBs arise as a consequence of co-directional conflicts occurring upon collisions with a backtracked or stalled transcription machinery (Dutta et al., 2011). Nonetheless, whether head-on collisions might lead to ATM activation is still unclear.

Interestingly, an R-loop-dependent ATM activation was observed in replicating cells lacking the WRN helicase, and this event is crucial to limit genome instability (Marabitti et al., 2019). Importantly, ATM activation is triggered by R-loop accumulation and it requires R-loop processing by the TC-NER pathway, i.e., the XPG nuclease (Figure 3). In fact, the effects caused by ATM deficiency can be rescued both by reducing R-loop levels and by depleting XPG nuclease.

By contrast, a study from Tresini et al. (2015) shows that ATM can be activated independently of DNA replication and DSB formation. In fact, ATM activation occurs in non-replicating cells. Moreover, it occurs when specific transcription-blocking DNA lesions lead to spliceosome mobilization, followed by R-loop accumulation/persistence (Tresini et al., 2015). Active ATM promotes further spliceosome displacement and the activation of the DDR response (Figure 3), which also influences gene expression and alternative splicing genome-wide. The same authors also show that ATM activation is DSB-independent and it occurs in a non-canonical manner, without the need of the MRN complex (Tresini et al., 2016).

As previously mentioned, a study from Cristini et al. (2019) demonstrates an R-loop-dependent but replication-independent DSB formation mechanism in non-replicating cells. However, whether these DSBs activate ATM has not been reported.

In conclusion, it is not clear how exactly R-loops activate the ATM kinase. Intriguingly, TRCs and DSBs are not sources of ATM activation in all reported studies. It is important to mention that, although ATM is primarily activated by a DSB, the specific signals that activate this kinase are still not fully understood. For example, ATM activation upon oxidative stress does not depend on either DSBs or the MRN complex (Guo et al., 2010). It is tempting to speculate that, in both replicating and non-replicating cells, R-loop persistence, either because of transcription stalling or defects in factors involved in their regulation (e.g., WRN), might lead to DSB formation through an R-loop processing by nucleases rather than upon replication forks collapse. By contrast, R-loop cleavage and replication fork collapse might lead to ATM activation through two distinct mechanisms (Figure 3).

It is worth mentioning a recent study showing that lack of ATM/Tel1 only causes a slight increase in R-loop levels genome-wide, compared to the lack of ATR (Barroso et al., 2019). Moreover, the lack of ATM causes neither significant defects in DNA replication progression nor an increase in R-loop-dependent DSB formation. However, DSBs accumulate genome-wide in cells lacking ATM. Barroso and colleagues suggest that the mild accumulation of R-loops in cells lacking ATM might be a consequence of unrepaired DSBs rather than the source of DSBs. Thus, whether ATM might promote R-loop resolution is still unclear. The same study also shows that ATM depletion leads to chromatin condensation, i.e., histone H3-S10 phosphorylation and, to a less extent, H3-K9 methylation. Interestingly, H3-S10 phosphorylation was previously shown to be strongly associated with R-loop-driven genome instability (García-Pichardo et al., 2017), thus making the uncovering of the links between ATM, R-loops, and chromatin state intriguing.



R-Loop-Dependent ATR/Mec1 Activation

The interconnections between ATR/Mec1 and transcription have been suggested by different studies. In yeast, Mec1 and the chromatin remodeling complex INO80 were shown to inhibit transcription proximal to early firing origins in the presence of replication stress, thus limiting TRCs (Poli et al., 2016). Moreover, Mec1/ATR was shown to promote the release of actively transcribed genes from nuclear envelope, thus releasing topological constrains and protecting fork stability (Bermejo et al., 2011). Interestingly, the ATR pathway is involved in maintaining the stability of common fragile sites (CFS), which are specific genomic regions that are difficult to replicate and prone to breakage upon replication stress (Casper et al., 2002; Barlow et al., 2013). Since some CFSs correspond to long or highly transcribed genes that tend to accumulate R-loops (Helmrich et al., 2011; Groh et al., 2014), these data suggest a possible role for ATR in both sensing and regulating R-loops, at least in certain genomic regions including CFS.

ATR/Mec1 activation is observed upon replication stress. As R-loops represent obstacles to replication, ATR/Mec1 activation might be triggered by R-loop-driven stalled replication forks (Figure 4). Indeed, in both yeast and humans, an ATR/Mec1 response has been detected during S phase in cells harboring high R-loop levels (Gómez-González et al., 2009; Matos et al., 2020). Moreover, ATR was shown to be activated specifically in the presence of head-on TRCs (Hamperl et al., 2017). Interestingly, when cells are depleted of either ATR, CHK1, or components of the 9-1-1 complex, R-loops accumulate and replication slows down genome-wide. These observations confirm that R-loops are sources of replication stress and that the ATR pathway is required to suppress their accumulation (Barroso et al., 2019).


[image: image]

FIGURE 4. R-loop-dependent ATR/Mec1 activation. TRCs caused by unscheduled R-loop formation trigger ATR and activation of the S-phase checkpoint. The current model suggests that head-on collisions trigger ATR and DDR activation, which in turn promote fork protection and restart. It is still unclear whether co-directional collisions might activate ATR. The exact mechanism of R-loop resolution is still unclear as well. Different factors (e.g., helicases) might be actively recruited to a stalled fork other than being associated with an incoming (co-directional) fork.


How might ATR promote genome stability in the presence of R-loop-associated replication stress? First, it might trigger the recruitment of specific R-loop resolving factors to a stalled replication fork (Figure 4). For example, the DDX19 nucleopore-associated RNA helicase has been shown to reduce R-loops and to relieve TRCs by an ATR-dependent mechanism (Hodroj et al., 2017). Moreover, SETX recruitment to sites of RNA–DNA hybrid-associated replication stress requires the DDR response, even though the ATM and DNA-PK kinases are also important (Yüce and West, 2013). Recent findings by Matos et al. (2020) confirm that an altered R-loop homeostasis activates the ATR-CHK1 pathway in a replication-dependent manner. In contrast to ATR activation by the replication inhibitor hydroxyurea (HU), R-loop-induced ATR activation requires the MUS81 endonuclease. Once activated, ATR protects the genome against R-loop-associated DNA damage through several mechanisms: (i) it reduces TRC frequency by still unknown mechanisms, (ii) it promotes replication fork recovery, and (iii) it enforces a G2/M checkpoint arrest. In addition, ATR prevents the excessive cleavage of reversed replication forks by MUS81, thus revealing an ATR-mediated feedback loop that fine-tunes MUS81 activity at R-loop-impeded replication forks (Matos et al., 2020).

It is known that, when a replication fork becomes dysfunctional, the completion of DNA replication could be ensured by a converging functional fork or, alternatively, by a fork restart that requires the homologous recombination pathway (Zeman and Cimprich, 2014; Pasero and Vindigni, 2017). Interestingly, recent data show that MUS81 and homologous recombination promote replication completion in response to replication stress by providing fork protection until a functional fork comes, rather than promoting the restart of DNA synthesis from the stalled fork itself (Pardo et al., 2020). Thus, ATR and MUS81 might be involved in this mechanism in response to R-loop-mediated replication stress.

It has been shown that ATR activation occurs in the presence of head-on TRCs (Hamperl et al., 2017; Promonet et al., 2020). Since it has been suggested that co-directional TRCs lead to R-loop removal, it is tempting to speculate that an incoming co-directional replication fork might help to resolve the stress, i.e., the R-loop, and to complete replication at head-on collision sites that are stabilized by ATR/Mec1 (Figure 4).



R-LOOP AND DISEASES

R-loops are clearly emerging to have a central role in cell biology, not only for their physiological roles but also for their pathological implications. Several studies point out that R-loops generate genome instability by affecting different cellular processes, such as DNA transcription, replication, and repair. Moreover, an altered R-loop homeostasis has been documented in several diseases, including neurological disorders and cancer (reviewed in Crossley et al., 2019; García-Muse and Aguilera, 2019; Brambati et al., 2020). It is not surprising then that the list of factors associated with human diseases and involved in R-loop regulation is continuously growing.

Just to mention some of them, BRCA1 and BRCA2 proteins, which are associated with breast and ovarian cancer development, have a role in R-loop regulation at promoters and terminators of transcribed genes and at DSBs (Bhatia et al., 2014; Hatchi et al., 2015; D’Alessandro et al., 2018; Shivji et al., 2018). Interestingly, mutations in BRCA1 cause R-loop accumulation at specific genes and an altered transcription rate, and these events seem to be directly implicated in tumorigenesis (Zhang et al., 2017; Chiang et al., 2019). In BRCA2-deficient cells, RNase H1 overexpression reduces formaldehyde-induced replication fork stalling as well as structural chromosomal aberrations formed under these conditions, thus suggesting that R-loops contribute, at least partially, to the pathogenic effects of BRCA2 inactivation (Tan et al., 2017).

Another example of the interconnections between R-loops and cancer is related to the AID-mediated mutagenesis during immunoglobulin class switching. In fact, this process has been implicated in chromosomal translocations between the Ig loci and other active genes, leading to oncogenic gene expression (Robbiani and Nussenzweig, 2013). Interestingly, R-loops have also been mapped at common translocation partners of Ig genes, in particular the oncogene c-MYC (Yang et al., 2014).

The R-loop resolving SETX helicase is associated with neurological disorders like AOA2 (ataxia with oculomotor apraxia type 2) and ALS4 (amyotrophic lateral sclerosis 4). AOA2 is associated with loss-of-function mutations in the SETX gene (Moreira et al., 2004), and cells from AOA2 patients or depleted for SETX show R-loop accumulation, altered gene expression, and increased DNA damage and cell death (Suraweera et al., 2007, 2009; Becherel et al., 2015). On the other hand, studies performed with cells from patients suffering ALS4 identified missense mutations in SETX gene (Chen et al., 2004). These mutations are gain-of-function mutations and correlates with decreased R-loop levels and altered chromatin methylation over more than 1,000 genes, which in turn likely leads to a change in their expression (Grunseich et al., 2018). It is worth pointing out that the SETX helicase is also recruited by BRCA1 to limit R-loops and DNA damage at gene terminators (Hatchi et al., 2015), thus indicating interconnections between these pathways.

Finally, mutations inactivating the RNase H2 enzyme are associated with the rare Aicardi-Goutières inflammatory syndrome (AGS) and with systemic lupus erythematosus (Crow et al., 2006; Gunther et al., 2015), both disorders being characterized by an abnormal innate immune response. Interestingly, AGS fibroblasts display pronounced RNA–DNA hybrid accumulation and global loss of DNA methylation genome-wide (Lim et al., 2015). However, despite of the progress in the field, the exact contribution of an altered R-loop homeostasis to the development of several diseases is unfortunately still unclear.



DISCUSSION

In the last years, our knowledge about R-loops and about the outcomes of their altered homeostasis on genome stability has grown exponentially. Important progresses have been made in the identification of proteins regulating R-loop formation, stabilization, and resolution and new players are continuously identified. However, several critical questions remain to be addressed. For example, one important gap to be filled in concerns R-loop sensing. In particular, it is important to better understand how the cellular response to unscheduled/aberrant R-loops is orchestrated and which pathways are activated in order to protect genome stability. Moreover, more insights are necessary into the molecular mechanisms triggering R-loop-mediated genome instability and into the interconnections between R-loops, TRCs (both head-on and co-directional), and replication stress. In particular, since some findings suggest that R-loops generate genome instability independently of DNA replication, this aspect may be connected to neurological disorders, as these pathologies affect non-dividing neuronal cells.

Another important aim is to untangle the controversial roles of R-loops in DNA DSB formation and repair. In fact, conflicting results have been obtained regarding formation and function of RNA–DNA hybrid intermediates at DSBs. In particular, there is still an ongoing debate on whether the pre-existing transcriptional state of a damaged locus could be a key determinant of R-loop formation and which RNA species actually form a hybrid with DNA. i) Is R-loop formation a feature of all DSBs or only of those occurring in actively transcribed loci? ii) Which is the source of RNAs: pre-existing transcription, de novo transcription, or both? iii) Are R-loops promoting or inhibiting DNA repair? This scenario is further complicated by the evidence that pre-existing transcription (and likely R-loop formation) is inhibited by the DDR when a DSB occurs in actively transcribed regions in mammals (Shanbhag et al., 2010; Harding et al., 2015). These data appear to be in contrast with a co-existing de novo transcription at the DSB and this paradox needs to be clarified. Interestingly, Bader and Bushell (2020) propose that pre-existing transcription at DSBs is shut down and R-loops are removed if present, but pre-existing RNA species, rather than de novo ones, are important for the formation of new RNA–DNA hybrids in close proximity of the break. Thus, the molecular mechanisms of R-loop regulation at DSBs are extremely complex, and we have so far managed to discover only the tip of the iceberg.

Finally, another important and only partially answered question concerns how exactly an R-loop becomes unscheduled, aberrant, or pathological? To address this question, it will be fundamental to determine the location, the frequency, and the half-life of R-loops genome-wide and to compare different conditions and cell types in a quantitative way. Very recently, important improvements have been made in techniques for R-loop detection. For example, “footprinting” methods represent powerful tools to determine the exact position and length of R-loops in the genome (Malig et al., 2020). In addition, techniques determining R-loop frequencies and their half-lives have been definitely improved (Crossley et al., 2020; Malig et al., 2020). Importantly, significative upgrades have also been made in allowing precise quantitative comparisons of R-loop levels genome-wide under different conditions, especially in pathological vs. healthy conditions (Crossley et al., 2020). Altogether, these methods will help us to determine the pathogenic landscape of R-loops.
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The dual-specificity phosphatase 3 (DUSP3), an atypical protein tyrosine phosphatase (PTP), regulates cell cycle checkpoints and DNA repair pathways under conditions of genotoxic stress. DUSP3 interacts with the nucleophosmin protein (NPM) in the cell nucleus after UV-radiation, implying a potential role for this interaction in mechanisms of genomic stability. Here, we show a high-affinity binding between DUSP3-NPM and NPM tyrosine phosphorylation after UV stress, which is increased in DUSP3 knockdown cells. Specific antibodies designed to the four phosphorylated NPM’s tyrosines revealed that DUSP3 dephosphorylates Y29, Y67, and Y271 after UV-radiation. DUSP3 knockdown causes early nucleolus exit of NPM and ARF proteins allowing them to disrupt the HDM2-p53 interaction in the nucleoplasm after UV-stress. The anticipated p53 release from proteasome degradation increased p53-Ser15 phosphorylation, prolonged p53 half-life, and enhanced p53 transcriptional activity. The regular dephosphorylation of NPM’s tyrosines by DUSP3 balances the p53 functioning and favors the repair of UV-promoted DNA lesions needed for the maintenance of genomic stability.
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INTRODUCTION

Nucleophosmin (NPM) is a major RNA-associated nucleolar phosphoprotein that contains a central long sequence rich in acidic amino acids with high affinity for silver ions (Schmidt-Zachmann et al., 1987; Schmidt-Zachmann and Franke, 1988). It is encoded by the NPM gene in a 296-aa long protein exhibiting structurally well-defined C-terminal and N-terminal ends, the latter containing the foremost domains responsible for the pentameric homo-oligomer structure (Hyung et al., 2007; Grummitt et al., 2008). NPM is associated with mRNA processing, ribosomal biogenesis, cell proliferation, and duplication of centrosomes, mainly in tumor cells (Grisendi et al., 2006). NPM phosphorylation at Thr199 plays a crucial role in the RNF8-dependent DNA repair after double breakage of the DNA strands induced by ionizing radiation (Koike et al., 2010). It was demonstrated that NPM is related to DNA repair by base excision repair (BER), by controlling levels, regulating activity, and modulating the nucleolar location of many enzymes of this pathway (Poletto et al., 2014; Vascotto et al., 2014). In addition, its overexpression in fibroblasts causes greater resistance to ultraviolet radiation, proposing that this protein is associated with the specific repair of DNA damage caused by this radiation through the nucleotide excision repair (NER) pathway (Wu, 2002). It has been shown that nucleolar NPM levels set a threshold for p53 phosphorylation in response to ultraviolet radiation, due to a possible competition between these two proteins for ATR phosphorylation (Maiguel et al., 2004) and for binding and inhibition of the MDM2 protein, a specific ubiquitin ligase that constantly mediates the degradation of p53 during cell stress (Oren, 1999). After DNA damage caused by ultraviolet or gamma radiation, NPM can also binds to chromatin and regulates the expression of p53, showing its other face and participation in the DNA repair pathway (Lee S. Y. et al., 2005). Thus, NPM seems to be a promising target in cell sensitization for chemo or radiotherapies (Sekhar et al., 2014), especially because it impacts on the functional regulation of the axis formed by p53, HDM2, and ARF protein (Kurki et al., 2004a,b; Luchinat et al., 2018).

An aspect of NPM physiology in most tumor cells that remains mostly unexplored is its posttranslational regulation, since its function, localization, and mobility within cells are highly regulated by phosphorylation events. In silico prediction and biochemical in vitro studies have shown that NPM protein structure comprises unexplored phosphosites that could potentially regulate its functions, particularly on phosphotyrosine residues (Ramos-Echazábal et al., 2012). NPM physically interacts and colocalizes with the DUSP3 protein in cells preferentially under conditions of genomic instability (Panico and Forti, 2013). DUSP3 or VHR (vaccinia virus H1-related phosphatase) is a dual-specificity phosphatase (DSP or DUSP) belonging to the class I PTP that dephosphorylates Tyr and Thr residues, and was the first DUSP identified in mammals (Ishibashi et al., 1992). It is widely expressed and active in cells from several tissues, where it is preferentially found in the nucleus. Differently from other DUSPs, this enzyme expression is not regulated in response to extracellular stimuli that activate the mitogen-activated protein kinases (MAPK) (Kondoh and Nishida, 2007). DUSP3 can dephosphorylate ERK1/2 (Alonso et al., 2001), STAT5 (Hoyt et al., 2007), ERBB2 (Wang et al., 2011), FAK (Chen et al., 2017), STAT3 (Kim et al., 2020), and possibly other substrates. By acting upon these substrates, DUSP3 was demonstrated to mediate or regulate many cellular processes, such as cell cycle arrest and senescence, apoptosis, cell adhesion, migration, and metastasis (Russo et al., 2018).

By contrast to protein serine/threonine phosphatases (PSPs), which have been explored since a decade before, PTPs are increasingly emerging as important regulators of genomic stability, and in particular the DUSP3, which is a versatile enzyme with potentialities as a therapeutic target due to its protein partners identified in conditions of genotoxic stress (Forti, 2015; Monteiro et al., 2019). In addition to that, the loss of DUSP3 was shown to negatively interfere with the functioning of the DDR, HR, NHEJ, and NER pathways (Torres et al., 2017; Russo et al., 2020), although by molecular mechanisms are not yet understood. Therefore, here we focused on the molecular mechanisms used by DUSP3-NPM interaction to affect the abovementioned cellular responses and found out that DUSP3 dephosphorylates three tyrosine residues (Y29, Y67, and Y271) of NPM. These dephosphorylations affect the homo-oligomerization equilibrium of NPM, its nucleolus-nucleoplasm translocation rate, as well as the subnuclear (re)localization of ARF and HDM2, which collectively culminate in increased stability, phosphorylation, and transcriptional activity of the p53 protein under conditions of genotoxic stress.



MATERIALS AND METHODS


Cell Culture and Treatments

MRC-5V1 (MRC-5) and XP12RO (XPA) cell lines (Huschtscha and Holliday, 1983; Satokata et al., 1992) were cultured in Dulbecco’s modified Eagle’s medium (DMEM) containing 10% FBS, penicillin (100 U/ml) and streptomycin (100 g/ml) (Life Technologies) under incubation at 37°C and 5% CO2. DUSP3 knockdown cells (named as shDUSP3) and the negative control cells containing a scramble sequence with no homology to existing mRNA (non-silencing, named as NS) were maintained in culture medium containing 0.75 μg/ml puromycin as described (Russo et al., 2020). For the UV treatments, cells were transferred to PBS to undergo irradiation using a lamp with wavelength corresponding to UVC radiation (260 nm): doses of 6, 18, or 28 J/m2 were used for different experiments. A VLX-3W dosimeter (Vilber Lourmat, Eberhardzell, Baden-Württemberg, Germany) was used to calibrate the UV lamp. Gamma ionizing radiation (IR) treatment (15 Gy) was carried out in a Cobalt-60 irradiator model Gamacell 220, located at the Institute of Energy and Nuclear Research (IPEN). For the cycloheximide (CHX) treatments, a 100-ng/ml stock solution in DMSO was diluted in DMEM and added to the cells at 37°C until the desired collection time for cell lyses.



Phospho-Y-NPM Antibody Production

Phospho-Y-decapeptides were designed for each of the four tyrosines of NPM (Y17, Y29, Y67, and Y271) and evaluated according to their immunogenicity and hydrophobicity using the Epitome tool1. The phospho-Y-decapeptides were purchased from Chinese Peptide Company (China) and synthesized according to the following peptide sequences: p-NPM(Y17): SPLRPQN-pY-L; p-NPM(Y29): ADKD-pY-HFKVD; p-NPM(Y67): AMN-pY-EGSPIK; p-NPM(Y271): EAKFIN-pY-VKN. Polyclonal antibodies against each phospho-Y-decapeptide of NPM were purchased from the start-up Celula B (Federal University of Rio Grande do Sul, Porto Alegre-RS, Brazil). Rabbits were individually immunized with each phospho-Y-decapeptide to provide the antiserum-containing antibodies, which were then purified by immunoaffinity chromatography (IAC) and submitted to Elisa assays for titration. All four anti phospho-Y-NPM antibodies were individually tested according to their specificity through immunoprecipitation, immunoblotting, and immunofluorescence assays using the total NPM antibody as control. The ideal conditions for these assays were extensively tested and used as described below.



Plasmids and Recombinant Protein Purification

Plasmids used in the SPR assays were pGEX-4T2 cloned with DUSP3 cDNA (WT or the C124S mutant) (Torres et al., 2017), NPM full length (donated by Prof. Mitsuru Okuwaki, University of Tsukuba, Tsukuba-Ibaraki, Japan), ERK1 (donated by Prof. Rony Seger, The Weizmann Institute of Science, Israel), and pET21a(+) cloned with cDNA of truncated N-terminal of NPM9–122 (donated by Se Won Suh, Addgene plasmid #23142). For dual-luciferase reporter assays, we used pGL3-p53RE (donated by Prof. Tomas Mustelin, Sanford Burnham Prebys Institute, La Jolla-CA, United States) and pRL-SV40 vectors (donated by Prof. Carlos F. M. Menck, Institute of Biomedical Sciences—University of São Paulo, São Paulo-SP, Brazil). Recombinant proteins were expressed in BL-21 (DE3) bacteria induced by 1 mmol/L IPTG for 3 h. DUSP3 (WT, C124S), and NPM full length proteins GST-tagged were purified by affinity chromatography in Glutathione-Sepharose 4B resin (GE Healthcare), and NPM9–122 6x-His-tagged was purified on His-TrapTM (Sigma-Aldrich, St. Louis-MO, United States), following the manufacturer protocol. The GST-tag was specifically removed by thrombin enzyme (Sigma-Aldrich, St. Louis-MO, United States) cleavage for 18 h at 18°C and purified by molecular weight exclusion filters (Millipore).



Surface Plasmon Resonance (SPR)

The SPR technique was used to measure physical–chemical parameters and to analyze in real time the bimolecular interactions between DUSP3-WT or DUSP3-C124S mutant (DUSP3 phosphatase dead mutation in which the catalytic cysteine 124 was substituted by a serine) and ERK1, NPM full length or NPM9–122. In addition, we analyzed the interaction between DUSP3-WT and the four different phospho-Y-decapeptides of NPM. The experiments were carried on the Biacore T100 equipment (GE Healthcare) at Cepid-CeTICS of Instituto Butantan, São Paulo-SP, Brazil. The immobilization of DUSP3-WT or DUSP3-C124S was performed in CM5 sensorchip (GE Healthcare) following manufacturer specifications. A total of 200 RU (Resonance Units) or 3,000 RU of DUSP3 was immobilized for the protein or peptide interaction assays, respectively. To verify the physical–chemistry parameters of interaction between DUSP3 (WT or C124S) and ERK1, NPM full length or NPM9–122 proteins (analytes), we performed kinetic assays at 25°C with a 12.5- to 1,000-nM variation for each analyte. The interaction phase occurred for 120 s in a constant flow (10 μl/min) in HBS-EP buffer, whereas the dissociation of proteins occurred for 300 s. The sensorchip surface was regenerated after each run with 1 M glycine pH 2.0 for 60 s (10 μl/min), followed by a 30-s stabilization period in HBS-EP buffer. The peptides were tested between 5 and 40 μM, diluted in HBS-N buffer. Individual runs were performed at 25°C for 120 s, followed by the dissociation for 300 s (10 μl/min). Regeneration step was achieved with 1 M glycine pH 2.0 for 75 s (10 μl/min), followed by a second regeneration of HBS-N buffer (60 s, 15 μl/min) and stabilization of 30 s. For each protein or peptide, three independent experiments were carried in individual sensorchips, and the concentrations were injected randomly. The data are displayed in the format of sensorgrams and tables, in RU, after subtracting the values obtained from the immobilized cell from the respective white cells. The Biacore software analyzes the association rate constant (ka) and the dissociation rate constant (kd) to provide the affinity of bimolecular interaction, also chemically known as equilibrium dissociation constant (KD). The affinity constant is assumed as KD = ka/kd, expressed as molar units (M). The mass transfer tests, essential for the determination of accurate dissociation constant values, were performed for all proteins and peptides analyzed (see Supplementary Figures 1A,2B). For this, independent runs were performed by fixing a protein or peptide concentration and varying the analyte flow between 5, 15, or 75 μl/min in the association phase.



Immunoblottings and Immunoprecipitations

Cells were lysed with RIPA buffer (50 mmol/L Tris–HCl, pH 7.2, 1% Triton X-100, 0.5% sodium deoxycholate, 0.1% SDS, 500 mmol/L NaCl, 10 mmol/L MgCl2, 1 mM Na3VO4, 1 mM NaF, 2 μg/mL leupeptin, pepstatin, aprotinin, and 1 mmol/L PMSF) (Sigma-Aldrich, St. Louis-MO, United States), and 50 μg of total protein was mixed with Laemmli sample buffer. SDS–PAGE was performed at 11% SDS–PAGE, and proteins were transferred to a nitrocellulose membrane (Merck-Millipore, Billerica, MA, United States). The membrane blocking was in 5% non-fat dry milk in TTBS buffer [25 mM Tris–HCl, pH 7.4, and 125 mM NaCl (TBS) containing 0.1% Tween 20] for 1 h at RT. Specific antibodies against different proteins were diluted in TTBS and incubated for 18 h at 4°C: DUSP3 (1:1,000, BD Biosciences), NPM (1:1,000, Sigma-Aldrich, St. Louis-MO, United States), p53 (1:1,000, Santa Cruz, Santa Cruz-CA, United States), p-p53 (1:1,000, Cell Signalling), Actin (1:1,000, Santa Cruz, Santa Cruz-CA, United States), and HDM2 (1:1,000, Santa Cruz, Santa Cruz-CA, United States). For the antibodies for each one, the phospho-Tyr of NPM was used in blocking solution (1:200) by incubating the membranes for 18 h at 4°C. Membranes were incubated with the appropriate fluorescent secondary antibodies IR Dye 680CW or 800CW (1:15,000, LICOR, Bad Homburg, Germany), the bands were visualized in the Odyssey Infrared Imaging System (LICOR, Bad Homburg, Germany), and then analyzed/quantified using Image Studio software (LICOR, Bad Homburg, Germany). For the immunoprecipitations, the total cell lysate (250 μg) was incubated with anti-NPM antibody (2.5 μg) overnight at 4°C under horizontal rotation in RIPA buffer containing only protease inhibitors. The complex was incubated with 10 μl of Protein A/G PLUS Agarose (Santa Cruz, Santa Cruz-CA, United States) for 1 h at 4°C under horizontal rotation. The supernatant was removed, and the resin was gently washed four times with 200 μl of RIPA buffer plus protease inhibitors. After elution of the resin and denaturation in sample buffer, the proteins were separated on a 12% SDS–PAGE. Immunoblottings were performed as described, first incubating with anti-phospho-Tyr antibody (1:2,000, Sigma-Aldrich, St. Louis-MO, United States) and developed with IR Dye 680CW, and then incubated with anti-NPM (1:1,000, Sigma-Aldrich, St. Louis-MO, United States) and developed with IR Dye 800CW.



In vitro Dephosphorylation Assays

Total lysate (100 μg) of MRC-5 shDUSP3 cells was obtained 3 h after UVC exposure as described before for immunoblotting and immunoprecipitation assays. Purified recombinant DUSP3-WT (4 μg) protein was produced and then incubated with cell lysate, in the presence or absence of 1 mM pan-inhibitor of PTPs, Na3VO4, and allowed to react at 37°C during 30 min or 1 h under gentle rotation. Each dephosphorylation reaction performed in triplicates was individually submitted to 12% SDS–PAGE followed by immunoblottings using individual antibodies against the specific phosphorylated residues (Y29, Y67, and Y271) and compared with the expression of total NPM and Actin present in the lysates.



Immunofluorescence and Confocal Microscopy Assays

The cells were submitted or not to 18 J/m2UVC radiation, and after 0, 30 min, 3 h, 6 h and 24 h, fixed (4% paraformaldehyde and 2% sucrose), permeabilized (0.5% Triton X-100, 6.84% sucrose, 3 mM MgCl2 in PBS for 5 min on ice) and blocked (3% BSA and 10% SFB in PBS for 30 min at RT), with two washes in PBS. The primary antibodies p-Y-NPM, NPM, p-p53, p53, ARF, HDM2, and NAT10 (Supplementary Table 3) were incubated in a humid chamber for 3 h at RT (except for ARF and HDM2, incubated overnight at 4°C). After washings with PBS, the respective secondary antibodies (Supplementary Table 3) were incubated for 1 h in a humid chamber at RT. Finally, the coverslips were mounted on glass slides containing VectaShield® (Vector Laboratories). Samples were observed in a 63 × oil objective at LSM 510 (Zeiss) confocal microscope at the Analytic Central Facility (IQ-USP, São Paulo-SP, Brazil) and at LSM 780 (Zeiss) confocal microscope at INFAR (UNIFESP, São Paulo-SP, Brazil). All the visualization and acquisition analyses were performed with the Zen Blue or Black Lite software (Zeiss). The quantification of NPM and ARF proteins were made using the ImageJ software according to its tutorial. Briefly, each cell nucleus was manually contoured (according to the DAPI staining), and the total fluorescence of NPM staining present in the nucleus was quantified and assumed as 100%. All nucleoli were also individually contoured according to the NPM labeling (using anti-NPM antibody) on each of them and quantified by using the Image J. The fluorescence intensity of each subcellular compartment was used by the software to calculate the percentage of NPM present in nucleoli and/or nucleoplasm. The percentage of HDM2 present in the nucleoli was evaluated through colocalization with NAT10, a specific nucleolar protein used as marker that does not translocate out of the nucleolus after DNA damage (Zhang et al., 2015).



Global RNA Transcription Rate by Ethynyl Uridine (EU) Assay

Nascent RNA staining was performed using the Click-iTTM RNA Alexa FluorTM 488 Imaging Kit (Life Technologies), following the manufacturer’s protocol. Briefly, cells growing on round glass coverslips at 70% to 80% confluence were incubated with DMEM containing 2 mM 5-ethinyl-uridine (EU) (Invitrogen) at 37°C for 1 h. The cells were washed twice with PBS containing 2 mM EU and irradiated with UVC (6 J/m2 and 28 J/m2) or not (control group). Then, the cells were left to recover for 15 min with DMEM containing 2 mM EU. Coverslips were removed from the medium and fixed with a solution of 3% paraformaldehyde and 2% sucrose in PBS for 10 min at RT. After that, cells were washed twice with PBS (2 min at RT) and fixed again with methanol at −20°C for 20 min. After two more washes with PBS (5 min at RT), following the steps that were done according to the protocol Click-iT® RNA Imaging Kit, coverslips were set up with Vectashield® mounting medium supplemented with DAPI (VectorLabs). Images were captured in a Leica DMi8 fluorescence microscope, at 40 × magnification. For each condition performed in triplicates, the global RNA transcription was evaluated as a total fluorescence intensity of 100 individual nuclei measured by the ImageJ Software. The nucleoli were assumed as the area containing the higher fluorescence intensity that represents the hot spots of high RNA transcription rate.



p53 Transcriptional Activity by Dual-Luciferase Reporter Assay

The two cell lines were seeded in white 96-well plate (1.5 × 104 cells for MRC-5 or 3.5 × 104 cells for XPA) in triplicate for each condition. One day after plating, a total of 105 ng plasmid DNA [100 ng pGL3-p53RE (p53 responsive element, or RE) containing the Firefly luciferase reporter, and 5 ng of pShuttle, containing the Renilla luciferase reporter] (Yu et al., 2007) were transfected using the transfection agent Lipofectamine 3000 (Life Technologies) according to the manufacturer protocol. After 24 h of transfection, cells were then irradiated (18 J/m2 UVC) and maintained in culture for a further 18 h when the Dual-Glo kit Luciferase Assay System (Promega) was used to measure the activity of the reporter genes. The reporter gene luciferase expression/activity was read using the luminometer Glomax-Multi Detection System (Promega). The data were then processed, where the Firefly luciferase signal was normalized for the Renilla luciferase signal, and this ratio was assumed as the percentage of levels of p53 transcriptional activity.



Semi-Native Gel Electrophoresis

Semi-native gel electrophoresis was adapted from previously described for verification of NPM oligomerization (Hamilton et al., 2014). Cells were exposed to UV radiation (or not, control non-irradiated) and after 3 h were washed thrice with cold PBS and lysed on ice for 10 min in cold lysis buffer (50 mM Tris pH 8.0, 150 mM NaCl, 1% Triton X100, 1 mM EDTA, 1 mM EGTA, 50 mM NaF, 1 mM Na3V04, 10 mM sodium β-glycerophosphate, 5 mM sodium pyrophosphate, proteases, and phosphatases inhibitors used as described). The lysates were rotated for 25 min at 4°C and centrifuged (21,000 × g, 15 min, 4°C). Quantification was done immediately, and 400 μg of a total protein was diluted in a sample buffer (62.5 mM Tris–HCl, 10% glycerol, 0.01% bromophenol blue) without boiling. Samples were loaded onto 10% Bis-Tris medium gel (1/3 Bis-Tris 1 M, acrylamide to 10% for resolving and 5% for stacking gel, plus APS and Temed). Gels were run (250 mM MOPS, 250 mM Tris, 5 mM EDTA, 0.5% SDS) at a constant voltage (50 V) at 4°C overnight and transferred to a nitrocellulose membrane and incubated as previously detailed for immunoblottings.



Statistical Analysis

Graphs and statistical analyses were done in GraphPad Prism 8. All results are usually expressed as arithmetic average ± standard deviation (SD). Statistical comparisons between all groups were performed using ANOVA followed by a Tukey test with multiple comparisons. Values of p < 0.0001 (****), p < 0.001 (∗∗∗), p < 0.01 (∗∗) or p < 0.05 (∗) indicate statistical significance.



RESULTS

Dual-specificity phosphatase 3 was shown to have great influence on DNA repair capacity of cells exposed to genotoxic stress by UV (NER pathway) or IR (HR and NHEJ) (Torres et al., 2017; Russo et al., 2020). In these conditions DUSP3 physically interacts and colocalizes with nuclear proteins involved with DNA repair mechanisms, such as NPM (Panico and Forti, 2013). Therefore, this study aimed to show how DUSP3 interacts with and dephosphorylates NPM impacting on the p53 functions that include DNA repair, cell cycle, survival, and genomic stability in general.

We started calculating the dissociation equilibrium constant (KD) between DUSP3 and NPM in vitro through the SPR technique: DUSP3-WT presented about 17 times higher affinity to full-length NPM than the truncated NPM9–122 (N-terminal domain) and 10 times higher affinity than its classical substrate ERK1, indicating that the entire tertiary and possibly the quaternary structures of NPM are necessary for the specificity and strength of this interaction. When we used the catalytically inactive DUSP3-C124S mutant, the KD values for the DUSP3-NPM interaction were still higher for full-length NPM than for the NPM9–122 (Figure 1A, Supplementary Figure 1A, and Supplementary Table 1). The calculated KD values for the DUSP3-NPM interaction in vitro are comparable and even higher than other bimolecular interactions from literature through SPR (Supplementary Table 2). When NPM expression was evaluated in MRC-5 (NER-proficient) and XPA (NER-deficient) cell lines, silenced for DUSP3 (using shDUSP3 that reduces DUSP3 in ∼95%) or not (using no silencing shRNA, NS) (Russo et al., 2020), with or without UV exposure, no differences were observed (Figure 1B). Confocal microscopy analyses showed that NPM and DUSP3 strongly colocalize within the cell nuclei before or after UV exposure. This colocalization was observed when NPM is inside the nucleolus before UV stress, or even when it completely translocated to nucleoplasm hours later (Figure 1C and Supplementary Figure 1B). Assays where NPM was immunoprecipitated with anti-NPM antibody and subsequently immunoblotted with specific anti-phospho-Tyr antibody showed a slight increase in tyrosine phosphorylation of NPM after UV exposure, which was still augmented under DUSP3 knockdown (Figure 1D). However, these experiments are not sufficiently accurate to determine which NPM tyrosine residue is specifically targeted by DUSP3 dephosphorylation, and other strategies were further employed.


[image: image]

FIGURE 1. Dual specificity phosphatase 3 (DUSP3) binds with high affinity to nucleophosmin (NPM) in vitro and affects its nuclear localization and tyrosine phosphorylation. (A) The bimolecular interaction of purified recombinant proteins was performed by Surface Plasmon Resonance (SPR) and the obtained KD# is shown in the graph. DUSP3 interacts with higher affinity to NPM full length compared to truncated NPM9–122, while ERK1 was used as classic control of DUSP3 substrate. (B) MRC-5 and XPA cell lines exposed to UVC radiation show NPM expression was not affected at all indicated times, regardless of the DUSP3 presence. (C) DUSP3 colocalizes with NPM before and after exposure to 18 J/m2 UVC. This colocalization occurs even after nucleoplasmic translocation of the NPM (complete kinetics is shown in Supplementary Figure 1). There is no signal of DUSP3 staining in the shDUSP3 cells by immunofluorescence. Representative images are only qualitative and white scale bars are 5 μM length at 63 × magnification. (D) Immunoprecipitation assays using NPM antibody and immunoblotted with anti phospho-Tyr antibody show an increase in the levels of phospho-Tyr-NPM in both MRC-5 and XPA shDUSP3 cells 1 h after UVC exposure. Immunoblottings are representative of experiments performed in triplicates, and the quantification is shown below each band as average ± standard deviation. # Note KD = ka/kd (M), where KD = equilibrium dissociation constant, ka = association rate constant, and kd = dissociation rate constant.


Although not fully crystallized and understood, the NPM protein can homo-oligomerize in pentameric structures where we highlighted (in red) the four tyrosine residues along its sequence to indicate its potentialities as DUSP3 targets (Figure 2A). The four NPM tyrosines positioned as residues 17, 29, 67, and 271 are highly conserved along evolution (Figure 2B), from humans to Xenopus, which indicate their putative and still uncovered biochemical functions for the NPM protein. In this sense, we designed and synthesized four phospho-Y-decapeptides encompassing each one of the NPM tyrosines (in dark blue) (Figure 2A). Although Y17 is located within a β-sheet near the N-terminal, all four tyrosines are susceptible for binding and/or dephosphorylation by DUSP3, especially in the NPM monomers since this small phosphatase (only 21 kDa) harbors a very shallow active site. Each individual phospho-Y-decapeptide presented high binding affinity for DUSP3-WT in SPR experiments (Supplementary Figures 2A,B), and despite their lower KDs compared with the full-length NPM (Supplementary Table 1), these values indicate strong physical interaction and specificity to DUSP3, as can be seen for other classic peptide–protein bimolecular interactions (Supplementary Table 2). Next, the phospho-Y-decapeptides were used as epitopes to inoculate rabbits and to obtain four different polyclonal antibodies that specifically recognize each phosphorylated tyrosine on NPM structure (Supplementary Figure 2C). MRC-5 and XPA cell lines were exposed to UVC radiation and lysated 30 min and 3 h after for immunoblotting the phosphorylation profile of NPM tyrosine. Both cells presented detectable levels of p-NPM(Y17), p-NPM(Y29), p-NPM(Y67), and p-NPM(Y271) even at basal conditions (Figure 2C). However, after UV exposure, a systematic increase in the phosphorylation of Y29, Y67, and Y271 residues was observed and particularly augmented in shDUSP3 cells (Figure 2C). Similar results were also obtained for both cells exposed to 15 Gy of gamma radiation (Supplementary Figure 2D), suggesting that DUSP3 dephosphorylates these three tyrosines of NPM after other types of genotoxic stress. As a proof-of-concept, in vitro dephosphorylation experiments were performed in total lysates obtained from MRC-5 shDUSP3 cells collected 3 h after UV exposure, when NPM is maximally phosphorylated at Y29, Y67, and Y271. The addition of exogenous recombinant DUSP3-WT for 30 min and 1 h promoted dephosphorylation of Y29, Y67, and Y271 residues of NPM, whereas these reactions are reversed in the presence of Na3VO4 treatment, a potent pan inhibitor of PTPs (Figure 2D).
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FIGURE 2. Conserved tyrosine residues of NPM are dephosphorylated by DUSP3. (A) The complete amino acid sequence of NPM protein shows the four tyrosine residues (in red: Y17, Y29, Y67, and Y271) inserted in decapeptide sequences (in blue) within the primary structure of NPM. The four tyrosine are localized in two regions of the primary and secondary structures of NPM (in green: one at very end N-terminal and the other at very end C-terminal), interspaced by a structurally unknown region (in gray), which have been crystallized and better studied. The four Tyr-containing decapeptide sequences were used as template to synthesize four decaphosphopeptides phosphorylated on each specific Tyr residue, which were used to immunization of rabbits and generation of phospho-specific antibodies. The oligomeric NPM structure (pentameric) proposed from functional studies (in metallic green; PDB 5EHD) was used as model to highlight the spatial position of the four tyrosines on NPM 3D structure (in green; PDB, 5EHD, and 2VXD). (B) Interspecies multiple alignment of the regions containing the four NPM tyrosines show these residues conservation throughout evolution. (C) Cellular lysates from MRC-5 and XPA cell lines (NS or shDUSP3) exposed to 18 J/m2 UVC radiation were immunoblotted using the antibodies against the four phospho-tyrosine residues of NPM. DUSP3 knockdown increased the phosphorylation of the 29, 67, and 271 tyrosines. (D) The in vitro dephosphorylation assays confirmed that DUSP3 can specifically dephosphorylate three tyrosine residues (29, 67, and 271), since their phosphorylation levels are decreased by the addition of exogenous DUSP3 to the lysates but are restored in the presence of Na3VO4. The immunoblotting images are representative of three independent experiments and the quantification is shown around the bands as mean (red) ± standard deviation (black).


Once NPM translocates from the nucleolus to the nucleoplasm after DNA damage (Box et al., 2016) and that treatment with UV radiation and DUSP3 knockdown increase the levels of phospho-tyrosines (Figure 2C), we next investigated whether NPM translocation is influenced by its tyrosine phosphorylation (Figures 3A–D and Supplementary Figure 3). Confocal microscopy analyses showed that nucleolar NPM remains phosphorylated specially in p-NPM(Y29), p-NPM(Y67), and p-NPM(Y271) in basal conditions and during its translocation to nucleoplasm, which occurs after cell irradiation with UV (Figure 3B–D and Supplementary Figure 3B–D). The quantification of NPM translocation in cells expressing or not DUSP3 was measured in at least 100 individual nuclei for each condition, and it was expressed as the percentage of NPM present in the nucleolus related to the entire nucleus. The results showed an early translocation of NPM in 3 h caused by the DUSP3 knockout: in both shDUSP3 cell lines, NPM started translocating right after the UV treatment (0 min after UV) and is widely spread all over the nucleoplasm 3 h after (Figure 3E), while in NS cells, the nucleoplasmic NPM was detected only 6 h after UV radiation (Figures 1C, 3A–E, 4A, 5A). Concomitantly with NPM translocation, another observed and quantified phenotype was the greater number of nucleoli (Figure 3F) and the nuclear area (Figure 3G) of MRC-5 cells under DUSP3 knockdown compared with NS or even XPA cells. To corroborate these findings, measurements of global RNA transcription by 5-ethynyl uridine (EU) revealed that MRC-5 shDUSP3 cells have greater ribosomal RNA staining in the nucleolus compared with NS cells. That means DUSP3 knockdown increased the global RNA transcription rate, which dropped after UV treatment (Figure 3H and Supplementary Figure 4A). Moreover, the EU method showed an elevated number of nucleoli (Supplementary Figure 4C) and the nuclear area (Supplementary Figure 4B) in MRC-5 shDUSP3 cells. To possibly intersect these results of changes in nuclear morphology and transcription rate with those of NPM phosphorylation and translocation, we looked for differences in monomer and oligomeric NPM levels in both cells, with and without UV stress, through semi-native gradient gels (Figure 3I). Higher levels of NPM monomers were measured in MRC-5 shDUSP3 cells compared with those in NS cells, especially 3 h after UV exposure. These results suggest that tyrosine phosphorylation of NPM impacts on the equilibrium of monomers ↔ oligomers displacing it for the disassembly of pentameric structures and favoring the translocation of NPM monomers out of the nucleolus after stress (Figure 3I).
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FIGURE 3. The NPM translocation and oligomerization, the global RNA transcription, and the nuclear and nucleolar morphology are all affected by DUSP3 knockdown. (A–D) To verify the location of Tyr-phosphorylated NPM after 18 J/m2 UVC exposure, confocal microscopy was performed in MRC5 and XPA cell lines (NS or shDUSP3) and compared with the staining of total NPM. The phosphorylation of Y29, Y67, and Y271 residues of NPM is observed in the nucleolus at basal conditions colocalizing with total NPM and remain phosphorylated after its translocation to the nucleoplasm (the complete kinetics is in the Supplementary Figure 3). In shDUSP3 cells p- Y29-, p- Y67-, and p-Y271-NPM reached the nucleoplasm 3 h after UVC, while in non-silencing (NS) cells they remain in nucleolus. Representative images are only qualitative and white scale bars are 5 μM length at 63 × magnification. (E) The NPM translocation was measured by ImageJ software as percentage of NPM present in nucleolus of at least 100 individual nuclei. shDUSP3 cells show an early nucleolus-nucleoplasm translocation of NPM. The same collected confocal images were used to count the number of nucleoli per nucleus (F) and the nuclear area (G). In MRC-5 cells, the DUSP3 knockdown implied in greater number of nucleoli and larger nuclei compared to XPA cells. (H) General assay for RNA transcription using ethynyl uridine (EU) shows that MRC-5 shDUSP3 cells present greater transcriptional activity, size, and number of nucleoli per nucleus (Supplementary Figure 4). (I) Immunoblotting for NPM performed in gradient semi-native gels of total lysates from MRC-5 and XPA cells submitted or not to UV radiation. Representative blottings from three independent assays show greater levels of monomeric NPM under DUSP3 knockdown and after UVC exposure. Note: “–” indicates DUSP3 knockdown (shDUSP3 cells) and “+” indicates DUSP3 presence (NS cells). Anova: ****: p < 0.0001.
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FIGURE 4. DUSP3 knockdown increases p53(Ser15) phosphorylation and p53 activity. MRC-5 and XPA cells were exposure to UVC radiation (18 J/m2) and submitted to confocal microscopy as indicated. (A) The p53 phosphorylation on Ser15 (p-p53) accompanies the nucleolus-nucleoplasm translocation of NPM: it peaks at 3 h after UVC exposure in shDUSP3 and it occurs at 6 h in NS cells. (B) The spatiotemporal colocalization of ARF and p-p53 occurs the same way as NPM and is also earlier in DUSP3 silenced cells. (C) Immunofluorescence images show p-p53 levels in DUSP3 knockdown cells before exposure to UV and peaking 3 h after stress, but only 6 h after in NS cells (complete kinetics are shown in Supplementary Figure 6). Representative images are only qualitative and white scale bars are 5 μM length at 63 × magnification. (D) The levels of p53(Ser15) phosphorylated are elevated in both DUSP3 knockdown cells compared to NS cells from 0 to 24 h after UV radiation. (E) The differences in p53(Ser15) phosphorylation caused by DUSP3 silencing were quantified and plotted from three independent experiments. (F) Firefly Luciferase gene reporter with a promoter containing p53 responsive element was transfected in cells and used to measure transcriptional activity of p53. Both MRC5 and XPA shDUSP3 cells exhibit greater p53 activity compared to NS cells, which is still higher in XPA cells. After exposure to UV radiation, p53 activity is increased in the control group and much more evidenced in DUSP3 silenced cells.
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FIGURE 5. DUSP3 silencing relocates ARF and HDM2 in the nucleus and enhances p53 stability. MRC-5 and XPA cells were exposure to 18 J/m2UVC radiation and confocal microscopy was performed as indicated. (A) NPM colocalizes with HDM2 earlier (0 to 3 h) in shDUSP3 cells compared to NS (only in 6 h) after UV exposure. (B) Likewise, ARF colocalizes strongly with HDM2 as early as 3 h after exposure to UV in both DUSP3 silenced cells, while this colocalization is seen only in 6 h in NS cells. (C) The reduction of p53-HDM2 colocalization in the nucleoplasm is observed earlier in the shDUSP3 cells compared with NS controls. Representative images are only qualitative and white scale bars are 5 μM length at 63 × magnification. (D) Percentage of ARF protein present in nucleolus of at least 100 nuclei per condition measured using ImageJ and showing that ARF translocated earlier from nucleolus-to-nucleoplasm in DUSP3 knockdown cells. (E) The presence of HDM2 in nucleoli was measured by its colocalization with NAT10, a specific constitutive nucleolar marker, and it was expressed as percentage of nucleoli containing HDM2. Both MRC-5 and XPA shDUSP3 cells show high presence of HDM2 at nucleolus regardless UV radiation stress. Besides that, HDM2 is more retained in the nucleoli of XPA cells in basal conditions. (F) p53, NPM, and HDM2 proteins stability was verified in non-stressed MRC-5 cells by CHX treatments and followed by immunoblotting assays. Bands were quantified assuming the control condition (C = without CHX) of each cell line as 100% and normalized accordingly by the Actin loading control. An apparent increase in p53 protein stability is observed in MRC-5 shDUSP3 cells compared to NS cells. Blots are representative of three independent experiments. Anova: ***p < 0.001; ****p < 0.0001.


It is known that NPM interacts with ARF in the nucleolus, and after DNA damage, both can translocate to the nucleoplasm and to cause disruption of p53-HDM2 interaction (Kurki et al., 2004b), which allow p53 stabilization and activation by, for example, phosphorylation in Ser15 (Loughery et al., 2014). For this purpose, confocal microscopy was performed to verify spatiotemporal colocalization between these proteins (Figure 4 and Supplementary Figure 5). The results demonstrated that NPM colocalizes with p-p53 as early as 3 h after UV exposure in both MRC-5 and XPA shDUSP3 cells, but only at 6 h in NS cells (Figure 4A and Supplementary Figure 5A). Similarly, and at the same time-points, ARF also colocalized earlier with p-p53 at the nucleoplasm in both DUSP3 knockdown cells, while the nucleus of all cells resembles at 6 h after UV radiation (Figure 4B and Supplementary Figure 5B). Confocal assays also demonstrated high levels of p53 (Ser15) phosphorylation in basal conditions (not irradiated) of both shDUSP3 cells compared with those in NS cells, which still increase after UV exposure and especially under DUSP3 knockdown. However, both NS and shDUSP3 cells present comparable levels of total p53 at nucleoplasm regardless UV radiation (Figure 4C and Supplementary Figure 5C), although XPA cells are known to express higher levels of p53 (Carvalho et al., 2008). These immunocytochemistry results were quantitatively confirmed by immunoblotting assays (Figures 4D,E) that showed higher levels of p-p53 in shDUSP3 cells before and principally after UV treatments. To test whether the increase in p53(Ser15) phosphorylation reflects in high transcriptional activity, a Firefly Luciferase reporter gene, controlled by a responsive element (RE) bound and activated by p53, was transfected into these cell lines. Corroborating the previous data, the basal activity of p53 was approximately twofold in XPA cell lines compared with that in MRC-5, and in both cell lines under DUSP3 knockdown, the p53 activity almost doubled (in MRC-5) or triplicated (in XPA) compared with that in NS cells. In addition, as already expected for DNA damaging that promotes p53(Ser15) phosphorylation, after UV radiation, the levels of active p53 were elevated and even higher in DUSP3-silenced cells (Figure 5F).

For a better understanding, the molecule regions involved in the interactions between NPM, ARF, MDM2, and p53 were schematically presented and highlighted among many other major domains (Supplementary Figure 6). According to that, extensive series of confocal microscopy were performed to evaluate NPM and ARF colocalization with HDM2 in the nucleoplasm of MRC-5 and XPA cells (Figure 5A and Supplementary Figures 5B,7A,B, respectively). The results of nucleoplasmic colocalization of HDM2-NPM were in good agreement with previous results of NPM translocation (Figures 3A–E, 4A, 5A, and Supplementary Figure 7A). The nucleolus–nucleoplasm translocation of ARF occurs as early as 3 h after UV radiation in both MRC-5 and XPA shDUSP3 cells, although only 6 h later in NS cells (Figures 4B, 5B and Supplementary Figure 7B). In addition, the stronger colocalization between ARF-HDM2 can also be observed 3 h after UV radiation in MRC-5 and XPA shDUSP3 cells, whereas after 6 h, all cells behave the same (Figure 5B and Supplementary Figure 7B). The advanced nucleoplasmic translocation of NPM and ARF anticipated the diminution of colocalization between p53-HDM2 in MRC-5 and XPA shDUSP3 cells even before UV treatment, while it remained intense until almost 6 h after UV in NS cells (Figure 5C and Supplementary Figure 7C). ARF translocation was quantified by estimating the percentage of protein present in the nucleolus versus nucleoplasm, and just like for NPM, there was a 3-h lag in the ARF translocation in NS cells compared with that in shDUSP3 cells (Figure 5D). Another interesting observation from confocal analyses was an unexpected presence of HDM2 in the nucleoli of cells (Figures 5A–C and Supplementary Figures 7A–C). Therefore, by using the NAT10 protein, a constitutive nucleolar marker (Zhang et al., 2015), we quantified the levels of HDM2 in the nucleoli of both cells with and without DUSP3 knockdown, before or after UV radiation (Figure 5E). In NS cells, the nucleolar level of HDM2 was only increased 3 h after UV treatment, meaning that under DUSP3 presence, HDM2 is more nucleoplasmic than nucleolar. However, in the absence of DUSP3 for both cells, HDM2 presented a preferential nucleolar retention, apparently independent on the UV stress. These results also coincided with the reduced colocalization between HDM2-p53 in the nucleoplasm of shDUSP3 cells (Figure 5C). In the same sense, we seek to investigate the stability of p53, NPM, and HDM2 proteins under the presence of cycloheximide (CHX). The most important result was an increase in p53 stability up to 8 h after CHX treatment in DUSP knockdown cells, while in NS cells, the p53 degradation occurred in less than 2 h. There were only slight differences in the NPM and HDM2 stability between shDUSP3 and NS cells, and although NPM appeared as a very stable protein, HDM2 presented a remarkably high turnover, as expected (Figure 5F).



DISCUSSION

The loss of DUSP3 negatively impacts on genomic stability mechanisms through the modulation of DNA repair pathways such as DDR, HR, NHEJ, and more recently, NER (Forti, 2015; Torres et al., 2017; Russo et al., 2020). DUSP3 also affects the expression of certain cyclins, CDKs, and p21Cip1 proteins to regulate cell cycle and proliferation of cells exposed to UV radiation (Russo et al., 2020). However, none of the classic DUSP3 substrates (Alonso et al., 2001; Hoyt et al., 2007; Wang et al., 2011; Chen et al., 2017) could explain these new biological functions, especially considering that uncommon interactors are indirectly involved with different chromatin functions, including remodeling, replication, and repair (Panico and Forti, 2013). Among these protein partners, NPM was the focus of this work since, besides its large involvement in DNA repair pathways and under different stimuli, the post-translational regulation of NPM remains unexplored under the prism of genomic stability. Despite being considered a phosphoprotein with phosphorylations on threonine 199, 234, and 237 that allow functions in centriole duplication (Chan and Lim, 2015), and in the expression of DNA repair genes (Koike et al., 2010; Kyheröinen and Vartiainen, 2019; López et al., 2020), the identification of tyrosine phosphorylation on NPM and its biochemical functions have not yet been explored.

Nucleophosmin continuously shuttles between nucleolus, nucleus, and also cytoplasm (Borer et al., 1989) to regulate ribosome biogenesis, mRNA processing, centrosome duplication, and genome stability through chromatin remodeling and DNA repair (Box et al., 2016). NPM is a very stable protein in many cellular contexts and can have increased expression in cells exposed to UV (Wu and Yung, 2002), or decreased in immune cells under DUSP3 knockdown when NPM is more degraded due to high levels of STAT5(Y694) phosphorylation (Ren et al., 2016). The interaction between DUSP3-NPM was already demonstrated in cells exposed to genotoxic stress (Panico and Forti, 2013), and here we show in vitro that DUSP3 has very high binding affinity to NPM, even stronger than the DUSP3-ERK1 interaction, a classic substrate of this phosphatase in in vitro and in vivo studies (Alonso et al., 2001). NPM has four tyrosine residues (17, 29, 67, and 271), all presenting high probability of phosphorylation according to different bioinformatics prediction tools and to proteomic and phosphoproteomic databases (Supplementary Figure 8). These NPM tyrosines are in regions previously characterized by X-ray crystallography2 and are conserved among many species (Mitrea et al., 2014). According to these findings, we demonstrated that NPM is tyrosine-phosphorylated especially in cellular conditions of genotoxic stress. Considering its shallow catalytic site, strong colocalization with, and high affinity for, NPM, we demonstrated that DUSP3 is a phosphatase candidate to dephosphorylate NPM tyrosines. This is the case of those sterically available residues, particularly the last three ones (29, 67, and 271) located in more exposed sites without the hindrances imposed by the oligomeric structure. Therefore, we hypothesized NPM as the missing link between DUSP3 and DNA repair pathways, and hence, we investigated how its tyrosine phosphorylation would impact on cellular responses after DNA damage.

It is known that NPM translocates from the nucleoli to the nucleoplasm normally starting not less than 3 h after UV radiation (Kurki et al., 2004b), in a process that may be dependent on the proteasome activity (Moore et al., 2013). Our results in both DUSP3-proficient cells MRC-5 and XPA agree with that. However, we found that under DUSP3 knockdown, NPM starts translocating earlier, right after the UV irradiation (radiation exposure followed by immediate cell collection = time 0 min = 0’) and accumulates in the nucleoplasm even before 3 h after UV stress. ARF presents the same translocation kinetics as NPM in shDUSP3 cells, since the interaction between ARF and NPM is disrupted after DNA damage and triggers their individual translocation out of nucleoli (Lee C. et al., 2005; Moore et al., 2013), whereas this interaction is required for nucleolar localization of ARF (Lee et al., 2017). The absence of DUSP3 causes massive and premature NPM translocation to the nucleoplasm here suggested to be caused by the increased phosphorylation of tyrosines 29, 67, and 271 (that remains phosphorylated after NPM translocation), which indirectly may be favoring a similar ARF translocation. The latter happens because the C-terminal region of ARF, which corresponds to its predicted nucleolar localization signal, interacts with the N-terminal domain of NPM (residues 16–123) (Luchinat et al., 2018) that encompasses two of these tyrosines (Y29 and Y67). NPM and ARF proteins can bind to HDM2 and p53 in the nucleoplasm (Kurki et al., 2004a,b; Lee C. et al., 2005), whereas phospho-tyrosine-NPM might present a different affinity for interacting with HDM2 at the nucleoplasm or even at the nucleolus under DUSP3 absence. The nucleoplasmic interaction ARF-HDM2 unleashes the nucleolar localization signal present in the C-terminal of HDM2 facilitating its sequestration to the nucleolus, therefore contributing to prevent or mitigate the p53 ubiquitination (Lohrum et al., 2000). The C-terminal half of NPM is important for its interaction with both HDM2 and p53, and also for nucleolar localization (Lambert and Buckle, 2006; Grummitt et al., 2008; Luchinat et al., 2018) since it contains the nucleolar localization signals assigned by the W288 and W290 residues (Falini et al., 2006). Accordingly, the Y271 of NPM is hypothetically another important site undergoing phosphorylation/dephosphorylation cycle that influences the nucleolus–nucleoplasm shuttling of NPM.

The greater p53(S15) phosphorylation in DUSP3 knockdown cells, even without stress, is possibly facilitated by an earlier translocation or sequestration/recruitment of HDM2 toward the nucleoli. After UV exposure and especially under DUSP3 absence, the levels of p53(Ser15) phosphorylation peak hours in advance coincidently with the early NPM and ARF translocation to the nucleoplasm. The phosphorylation of p53(S15) is particularly known to block the E3 ubiquitin–ligase activity of HDM2 (Dai and Gu, 2010), a positive feedback mechanism that releases HDM2 in the nucleoplasm and allows its binding to NPM and ARF, thus making possible its rapid nucleolar localization. NPM translocation is a process dependent on changes in its quaternary structure: whenever in the nucleolus, NPM is found assembled into two pentameric structures connected head-to-head (Lys80 of NPM makes a direct hydrogen bond to Asp55 of the opposing subunit) (Hyung et al., 2007). The homo-oligomeric NPM plays its main roles at nucleolus functioning as a histone H1 chaperone to promote chromatin remodeling by compaction and by diminishing global RNA transcription (Lindström, 2011; Elsässer and D’Arcy, 2012). On the other hand, the increase in NPM translocation out of nucleolus is associated with its availability in monomers (Kim et al., 2015), which is also associated with increased levels of p53 phosphorylation and induction of apoptosis (Holoubek et al., 2018). It was demonstrated that phosphorylation of threonines at the N-terminal of NPM favors the equilibrium toward NPM monomeric forms, but this effect can be reversed when NPM interacts with different partners in the nucleoli (Mitrea et al., 2014). All these molecular mechanisms are somehow recapitulated by the results raised in this work for both cell lines under DUSP3 knockdown. For example, our results suggest that under DUSP3 absence, the Y29 and Y67 residues present in the N-terminal region of NPM remain phosphorylated and, therefore, can also displace the equilibrium toward monomeric NPM to facilitate the NPM–ARF interaction and/or their subsequent nucleoplasmic translocation. Another interesting outcome is once XPA naturally have greater levels of p53 than the MRC-5 cells, HDM2 protein is already found in the nucleolus at basal conditions, which is further increased by UV stress and exceptionally elevated under DUSP3 silencing. These results can be associated with the increased levels of p21Cip1, G1/G2 arrest, and cell death (apoptosis and senescence) in NER-proficient or NER-deficient cells submitted to DUSP3 knockdown, as we recently demonstrated (Torres et al., 2017; Russo et al., 2020). These cellular phenotypes, marked by a reduced cell cycling, proliferation, and survival, may also be caused by the increased p53 stability and phosphorylation at Ser15 due to NPM phosphorylation in the Y29, Y67, and Y271 residues. Other studies also reported that negative regulation of NPM functions causes ARF translocation to the nucleoplasm and upregulation of p21Cip1 expression through the p53 stabilization and inhibition of cell proliferation (Wang et al., 2016). Finally, the DUSP3 knockdown increases transcriptional activity of p53 and the overall transcription rate of RNA, which correlate with the largest size and number of nucleoli, as well as the biggest cell nucleus size. Altogether, these results support the hypothesis that tyrosine phosphorylation of NPM impinges its chaperone activity upon histone H1, relaxing the chromatin to favor nucleolar rRNA transcription and global transcription (Murano et al., 2008; Gadad et al., 2011).

Nucleophosmin is also necessary for p53 tetramerization and stabilization since its tetramer structure is essential for its site-specific DNA binding, specific protein–protein interactions (PPI), and post-translational modifications (PTM) (Kamada et al., 2016). In this sense, the DUSP3 knockdown might enhance the p53 tetramer formation by increasing its half-live through allowing an advanced NPM interaction with p53-HDM2, what will culminate in its greater activity, and considering that phospho-tyrosine NPM translocates earlier and faster from nucleolus, we can speculate that this nucleoplasmic NPM is promptly redirected to functions other than ribosome biogenesis, such as transcription regulation of DNA repair genes by acting in histone H1 folding and chromatin remodeling (Lindström, 2011; Box et al., 2016). In this sense, knocking down DUSP3 in cells promotes a markedly worsening of DNA damage response and repair after UV or ionizing radiation exposure, as our group has demonstrated (Torres et al., 2017; Russo et al., 2020).

In conclusion, this work hypothesizes that in normal cellular backgrounds, DUSP3 is constantly interacting and dephosphorylating NPM on its Y29, Y67, and Y271 residues culminating in controlled levels of p53 to drive cell cycle checkpoints, DNA repair, and cell death. In the absence of DUSP3, phospho-tyrosine NPM is preferably found as monomers that translocate early out of the nucleolus together with ARF proteins. Once at the nucleoplasm, these proteins compete to binding HDM2 or p53, reduce the HDM2-p53 interaction, and mitigate p53 degradation. This allows p53 phosphorylation at the Ser15, increasing its half-life and transcriptional activity upon p53 responsive elements (Figure 6). To corroborate these molecular mechanisms, we found other proteins up- or downregulated by DUSP3 [(Russo et al., 2020; Pereira et al., 2021); Luna ACL & Forti FL, unpublished results] that are encoded by p53-regulated genes (Fischer, 2017) that might explain the anti-proliferative phenotype of DUSP3 knockdown cells. Thus, the DUSP3-NPM-p53 signaling axis brings new insights for knowledge about the p53 pathway regulation, which remains of great interest in cancer therapeutics. Novel mechanisms by which the nucleolus controls cellular stress responses are under intense scrutiny, as recently published in the NPM deacetylation regulating p53 stability under UV-induced DNA damage (Ianni et al., 2021). This is another piece of the intriguing puzzle under the NPM-p53-HDM2 axis, as well as this manuscript; however, since DUSP3 seems to be the “eraser” of the NPM phospho-tyrosines, which “writer” kinase is responsible for their phosphorylation is an issue that needs further investigation.


[image: image]

FIGURE 6. Schematic model on the contribution of DUSP3-NPM axis to p53 actions in the maintenance of genomic stability. Under conditions of cellular homeostasis, the NPM present in the nucleoli is constantly interacting with and being dephosphorylated by DUSP3 on residues Y29, Y67, and Y271. In the absence of DUSP3, these three residues remain phosphorylated and favor the dissociation equilibrium of NPM homo-oligomerization and/or its association with ARF, therefore promoting an early nucleoplasmic translocation of monomeric NPM and ARF. Once in the nucleoplasm, these two proteins can induce the dissociation of the HDM2-p53 interaction through the individual binding to one or the other protein. This mitigates the process of p53 degradation (via proteasome), increasing its half-life and, therefore, allowing its phosphorylation in Ser15 (through kinases of the PIKK family) that subsequently increase its transcriptional activity. Therefore, as previously reported in a DUSP3 deficiency scenario, the greater p53 activation modulates the downstream pathway to regulate cellular responses to genotoxic stress, causing cell cycle arrest associated with the absence or insufficient DNA repair, followed by senescence and reduced cell proliferation/survival (Torres et al., 2017; Monteiro et al., 2019; Russo et al., 2020).
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Telomeres, repetitive sequences located at the ends of most eukaryotic chromosomes, provide a mechanism to replenish terminal sequences lost during DNA replication, limit nucleolytic resection, and protect chromosome ends from engaging in double-strand break (DSB) repair. The ribonucleoprotein telomerase contains an RNA subunit that serves as the template for the synthesis of telomeric DNA. While telomere elongation is typically primed by a 3′ overhang at existing chromosome ends, telomerase can act upon internal non-telomeric sequences. Such de novo telomere addition can be programmed (for example, during chromosome fragmentation in ciliated protozoa) or can occur spontaneously in response to a chromosome break. Telomerase action at a DSB can interfere with conservative mechanisms of DNA repair and results in loss of distal sequences but may prevent additional nucleolytic resection and/or chromosome rearrangement through formation of a functional telomere (termed “chromosome healing”). Here, we review studies of spontaneous and induced DSBs in the yeast Saccharomyces cerevisiae that shed light on mechanisms that negatively regulate de novo telomere addition, in particular how the cell prevents telomerase action at DSBs while facilitating elongation of critically short telomeres. Much of our understanding comes from the use of perfect artificial telomeric tracts to “seed” de novo telomere addition. However, endogenous sequences that are enriched in thymine and guanine nucleotides on one strand (TG-rich) but do not perfectly match the telomere consensus sequence can also stimulate unusually high frequencies of telomere formation following a DSB. These observations suggest that some internal sites may fully or partially escape mechanisms that normally negatively regulate de novo telomere addition.
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INTRODUCTION

Most linear eukaryotic chromosomes terminate in protein-bound repetitive sequences termed telomeres. Telomere sequences are highly repetitive and contain a thymine and guanine-rich (TG-rich)-rich 3′ terminating strand that extends beyond the 5′ strand to create a single-stranded (ss) overhang. Telomeres protect chromosome ends from nucleolytic resection (thereby preventing checkpoint activation) and provide a mechanism to counteract progressive loss of terminal sequences during DNA replication [reviewed in Osterhage and Friedman (2009) and Wellinger and Zakian (2012)]. Telomere maintenance is achieved by the enzyme telomerase, a reverse transcriptase that utilizes its RNA subunit as a template for telomere synthesis (Greider and Blackburn, 1987). Following extension of the 3′ overhang by telomerase, the complementary C-rich strand is generated by the lagging strand polymerase machinery (Wellinger and Zakian, 2012; Churikov et al., 2013).

In the budding yeast Saccharomyces cerevisiae, extension by telomerase, C-strand fill-in, and telomere protection are coordinated by the CST (Cdc13-Stn1-Ten1) complex (Churikov et al., 2013). Cdc13 binds ss telomeric repeats and interacts with the Est1 subunit of telomerase to initiate telomere extension (Pennock et al., 2001). Stn1 and Ten1 coordinate C-strand fill-in and end protection (Pennock et al., 2001; Xu et al., 2009; Ge et al., 2020). CST functions are highly coordinated in the cell cycle, and Stn1 competes with Est1 for association with Cdc13 at telomeres to prevent overextension of the 3′ end and promote 5′ C-strand fill-in (Gopalakrishnan et al., 2017). The “capping” function of the CST complex prevents excessive nucleolytic resection and the activation of DSB repair pathways at telomeres (Garvik et al., 1995). Recent evidence shows that unregulated resection ensues when telomeres undergo replication in the absence of Cdc13 function (Langston et al., 2020).

While it is important to prevent the DNA repair machinery from processing telomeres, it is equally important for cells to prevent telomerase from acting at a DSB—such events interfere with normal repair and result in loss of distal sequences. This process is termed chromosome healing (since the new telomere prevents additional nucleolytic resection), chromosome/telomere capture, or de novo telomere addition (dnTA). DnTA can be developmentally regulated. For example, ciliated protozoa undergo programmed mass genome fragmentation during macronuclear development where each newly formed linear fragment acquires de novo telomeres (Jahn and Klobutcher, 2002). In other cases, dnTA is pathogenic. In humans, multiple diseases, such as Phelan/McDermid syndrome (Bonaglia et al., 2011) and α-thalassemia (Wilkie et al., 1990), are attributed to terminal deletions via dnTA. Much of our knowledge on mechanisms that regulate dnTA at chromosome breaks comes from studies in budding yeast. Here, we review mechanisms in yeast that limit dnTA at DSBs and discuss the nature of chromosome sites with an unusual propensity to undergo telomere healing.



STRATEGIES TO STUDY DE NOVO TELOMERE ADDITION IN YEAST

Two strategies are commonly used to study dnTA in yeast. In the first, cells are selected for loss of two distal, counter-selectable markers. Rare gross chromosomal rearrangement (GCR) events are recovered and analyzed to determine where the chromosome break resolved (Schmidt et al., 2006). Importantly, the location of the initiating break may not be coincident with the site of repair since resection can occur prior to resolution of the break. The broken chromosome may be stabilized by dnTA, a large internal deletion, or through translocation. GCR assays have been instrumental in the identification and characterization of cis- and trans-acting factors that promote genome stability (Chen and Kolodner, 1999; Myung et al., 2001).

The second strategy to study dnTA involves generation of an induced DSB, most predominantly using the homothallic switching (HO) endonuclease (Sugawara and Haber, 2012). Strains in which the gene encoding the HO endonuclease is controlled by an inducible promoter allow regulated generation of a DSB at any chromosome location engineered to contain the cleavage site (Nickoloff et al., 1986). When the HO site is placed distal to the last essential gene in a haploid strain, cells survive continuous expression of the nuclease by incurring a localized mutation at the HO site or by losing the chromosome terminus through translocation or dnTA (Kramer and Haber, 1993). HO cleavage adjacent to an artificial telomere “seed” sequence (typically 80 bp or longer) has been successfully and extensively exploited to study telomere elongation and capping (Diede and Gottschling, 1999; Negrini et al., 2007). Because telomeric tracts of that length are not present in the yeast genome outside of sub-telomeric regions, we concentrate here on experiments in which exogenous seed sequences are either lacking or short enough to mimic endogenous sites.

The HO cleavage system has an advantage over the GCR assay because the site of the initiating break is known. Even in the absence of a seed sequence, dnTA events can occur at the HO site, but they are also observed many kilobases internal, implying that telomerase can act after extensive 5′ end resection (Kramer and Haber, 1993; Mangahas et al., 2001; Obodo et al., 2016). Such events require removal of the overhanging strand, since telomerase must access a 3′ terminus for nucleotide addition (Kramer and Haber, 1993). Indeed, the 3′ overhang is quite stable since single-strand annealing occurs with high efficiency between one sequence immediately adjacent to the cleavage site and a homologous sequence up to 25 kb away (Vaze et al., 2002). The DSB-proximal sequence must persist in the 3′ overhang for many hours before the more distal sequence becomes ss (resection proceeds ∼4 kb per hour) (Fishman-Lobell et al., 1992). Whether loss of the overhang is stochastic or requires a specific endonuclease (perhaps associated with telomerase) is unknown. Regardless, this step must be considered in models of dnTA (Figure 1A).
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FIGURE 1. Models of telomerase regulation at a resecting break in the presence and absence of telomere-like sequences. (A) Regulation of telomerase at endogenous hotspots of de novo telomere addition [Sites of Repair-associated Telomere Addition (SiRTAs)]. Following induction of a double-strand break (DSB), the MRX complex (Mre11–Xrs2–Rad50) along with Sae2 initiates 5’ end resection. Multiple nucleases act at DSBs, but extensive resection requires the exonuclease Exo1 and helicase Sgs1 (Gravel et al., 2008; Mimitou and Symington, 2008; Zhu et al., 2008). The resulting generation of single-stranded DNA (ssDNA) triggers a checkpoint kinase cascade and cell cycle arrest (Villa et al., 2016). Following resection through the TG-rich sequences, Cdc13 binds to a “Core” sequence and recruits telomerase through interactions with Est1. Cdc13, in complex with Stn1 and Ten1 [likely as a hexamer (Ge et al., 2020)], also binds to a proximal “Stim” sequence to prevent further 5′ resection. The limited generation of ssDNA inhibits Pif1 loading and removal of telomerase (see text). While both the Stim and Core sequences are necessary to stimulate de novo telomere addition, it is unclear whether Cdc13 complexes bound to each are functionally distinct (as depicted here). Telomerase must access a 3′ terminus, which is generated through an unknown mechanism to prime telomere synthesis (depicted by a red *). Following de novo telomere addition by telomerase, the CST complex recruits the lagging strand machinery for C-strand fill-in (see text). If the site of telomere addition is oriented correctly relative to the centromere, the resulting product is a stable truncated chromosome. (B) Regulation of telomerase at sequences lacking extensive TG-rich sequences. In the absence of DSB repair, 5’ resection proceeds unimpeded. Phosphorylation of Cdc13 at serine 306 by Mec1 inhibits Cdc13 accumulation at TG1–3 sequences less than 11 bases (Zhang and Durocher, 2010). Pph3 phosphatase (in a manner requiring the activator Rrd1) counteracts Cdc13 phosphorylation (Zhang and Durocher, 2010), but Pif1 binds and inhibits telomerase action to strongly repress de novo telomere addition (Schulz and Zakian, 1994; Boulé et al., 2005; Li et al., 2014).




REGULATION OF DE NOVO TELOMERE ADDITION

Given the potential for telomerase to compete with the DNA repair machinery at DSBs, it is not surprising that multiple mechanisms inhibit dnTA. These mechanisms fall into two classes: (1) mechanisms that spatially or temporally separate telomerase from DSBs and (2) mechanisms that alter the action of telomerase at a DSB. Examples of the first class include observations that telomerase is sequestered in the nucleolus in response to DSBs (Ouenzar et al., 2017) and that nuclear retention of Cdc13 requires association with DNA (most predominantly at telomeres), a property that may limit the concentration of free Cdc13 (Mersaoui et al., 2018). Here, we concentrate on the second class of mechanisms whereby telomerase action at a DSB is distinguished from its action at a telomere. In response to DNA damage, at least two proteins (Cdc13 and Pif1) are phosphorylated to reduce the probability of dnTA (Makovets and Blackburn, 2009; Zhang and Durocher, 2010). These mechanisms are additive, with both contributing to the extremely low rate of dnTA at most sequences (Zhang and Durocher, 2010).


Mec1-Mediated Phosphorylation of Cdc13

Mec1, the yeast ortholog of the ATM and Rad3-related (ATR) kinase, directly phosphorylates Cdc13 at serine 306, thereby preventing the accumulation of Cdc13 at DSBs (Zhang and Durocher, 2010). Mec1 action is opposed by the Pph3 phosphatase in a manner requiring the activator Rrd1 (Figure 1B). Remarkably, deletion of RRD1 eliminates dnTA at TG tracts of fewer than 11 bp, consistent with a requirement for Cdc13 association at such sequences. While Mec1-dependent phosphorylation of Cdc13 is detected in response to DNA damage, bulk levels of phosphorylated Cdc13 do not increase upon deletion of PPH3 or RRD1, suggesting that dephosphorylation may specifically occur at DSBs. Consistent with this idea, Pph3 accumulates at HO-induced breaks (Zhang and Durocher, 2010).

The loss of dnTA events at sequences with fewer than 11 TG1–3 nucleotides is puzzling because Cdc13 binding requires 11 bases of TG-rich ssDNA. How can phosphorylation of Cdc13 influence its association with a sequence to which it is not predicted to directly bind? One possibility is that Cdc13 associates, albeit with lower affinity, to shorter TG tracts. While several positions of the 11-base Cdc13 binding site are critical (G1, G3, and T4), single mutations are tolerated in the rest of the binding site with minimal consequences for affinity (Eldridge et al., 2006; Lewis et al., 2014). Cdc13 associates with a resecting chromosome break even in regions where “ideal” Cdc13 binding sites are not present (Oza et al., 2009), suggesting that Cdc13 binds with low affinity at multiple sites or that other interactions facilitate association with ssDNA. For example, proteins such as RPA and Rad51 influence the recruitment of Cdc13 with DNA ends and the outcome of DNA repair (Epum et al., 2020).



Pif1 as a Negative Regulator of de novo Telomere Addition

Pif1 is a 5′–3′ helicase with roles in telomere length regulation, Okazaki fragment processing, unwinding of G-quadruplex structures, DNA repair, disassembly of stalled replication complexes, and 5′ end resection (reviewed in Dewar and Lydall, 2012; Chung, 2014; Muellner and Schmidt, 2020). Pif1 also facilitates mitochondrial DNA replication; yeast without Pif1 are respiration incompetent (Foury and Kolodynski, 1983). The pif1-m2 allele, which lacks the nuclear localization sequence, retains mitochondrial function but causes telomere overlengthening of ∼100 bp and increases the association of telomerase with telomeres (Schulz and Zakian, 1994; Boulé et al., 2005). In vitro, Pif1 preferentially unwinds DNA/RNA duplexes (Boulé and Zakian, 2007), suggesting that Pif1 removes telomerase from the telomere. Indeed, yeast telomerase is largely non-processive in vitro and remains bound to the primer following synthesis of a single telomeric repeat, but addition of Pif1 allows further rounds of elongation by facilitating telomerase release (Boulé et al., 2005). In vivo, limiting concentrations of telomerase [fewer than one telomerase complex per telomere (Mozdy and Cech, 2006)] may mean that telomerase released by Pif1 action is unlikely to result in additional telomere elongation. While Pif1 preferentially binds long telomeres in vivo (Phillips et al., 2015), experiments analyzing telomere addition in a single cell cycle are consistent with Pif1 action independent of telomere length, suggesting that enrichment at longer telomeres may reflect roles of Pif1 during replication (Stinus et al., 2018).

Pif1 also inhibits dnTA at DSBs. In strains lacking nuclear Pif1, telomere addition frequencies are elevated in response to spontaneous breaks and after induction of HO cleavage (200- to 1,000-fold, depending on the allele and assay) (Schulz and Zakian, 1994; Myung et al., 2001). Remarkably, roles of Pif1 at endogenous telomeres and in response to DSBs are genetically separable. Pif1 is phosphorylated in a Mec1-Rad53-Dun1-dependent manner following DNA damage, and a variant that cannot be phosphorylated at key residues (Pif1-4A) maintains normal telomere length but cannot repress dnTA despite associating at normal (or increased) levels with DSBs (Makovets and Blackburn, 2009). How phosphorylation alters Pif1 activity is unclear.

Using TG1–3 sequences of varying lengths integrated adjacent to an HO cleavage site, the Durocher lab systematically probed how Pif1 function is influenced by the telomeric character of a DSB (Strecker et al., 2017). With TG1–3 seeds of ≥34 bp, telomere addition to the broken end is observed in bulk culture and nearly 100% of cells survive HO cleavage, even in a strain expressing wild-type Pif1. In contrast, below this threshold, telomere addition is strongly reduced by the presence of Pif1. A phospho-mimetic allele of Pif1 (pif1-4D) does not affect the threshold, suggesting that phosphorylation cannot account for this distinction (Strecker et al., 2017). An exhaustive analysis uncovered Cdc13 as a mediator of differential Pif1 action on TG1–3 tracts of differing lengths. Cdc13 variants predicted to reduce interaction with Est1 or decrease DNA binding increased the threshold of TG1–3 sequence required for resistance to Pif1 negative regulation. These results suggest that the difference between a DSB and a short telomere is dictated by levels of Cdc13 association/function (Strecker et al., 2017). Interestingly, Hiraga and Sugimoto report that a telomeric seed sequence of 22 bp supports robust telomere addition and>90% survival following HO cleavage (Hirano and Sugimoto, 2007). Neither group directly assessed the capacity of Cdc13 to bind the seed sequence in vitro, so the difference in threshold may be explained by differential affinity of Cdc13 for the sequences tested.



ENDOGENOUS SEQUENCES THAT STIMULATE DE NOVO TELOMERE ADDITION

The observations of multiple independent dnTA events at specific genomic sites in Phelan/McDermid syndrome (Bonaglia et al., 2011) and α-thalassemia (Wilkie et al., 1990) suggest that certain sequences are prone to telomere addition. Hotspots of dnTA in yeast were first reported by the Zakian laboratory (Mangahas et al., 2001) as sites of recurrent chromosome truncation following an induced DSB, in one case as far as 50 kb internal to the cleavage site. These events occurred in the absence of RAD52, ruling out acquisition of telomeric repeats through recombinational repair. Both hotspots contained sequence tracts with similarity to the TG1–3 repeats of yeast telomeres, but surprisingly, the new telomeres were added to very short TG sequences located 37–49 bp distal to the longer TG-rich tracts (Mangahas et al., 2001).

TG-rich sequences have been observed to enhance telomerase action at a distance in other contexts. When linear plasmids terminating in repeats of the ciliate telomere sequence (TTGGGG) were transformed into yeast, addition of yeast TG1–3 sequences occurred within bacterial sequences retained as part of the cloning strategy (Murray et al., 1988). Ciliate telomere sequences integrated into the yeast chromosome 1–10 kb proximal to an HO cleavage site stimulated dnTA at TG tracts of 2–13 nucleotides located distal to the ciliate sequences (Kramer and Haber, 1993). Finally, when an 80-bp telomeric “seed” was integrated proximal to an HO site, telomere addition most frequently occurred directly on the TGTT-3′ overhang of the cleavage site, despite being separated from the seed sequence by non-telomeric DNA (Bairley et al., 2011). These results contradict the idea of a telomere-like sequence that acts solely by providing complementarity to the telomerase RNA and suggest that such sequences enhance the probability of telomere addition at nearby sites.

More recently, a total of seven additional hotspots of dnTA have been identified in yeast. Induction of HO cleavage at least 2 kb distal to these sequences results in telomere addition within the hotspot at a frequency ∼200-fold higher than in neighboring sequences, ruling out a model in which telomere addition at the hotspot is a simple consequence of chromosome fragility (Obodo et al., 2016; Ngo et al., 2020). We call such endogenous sequences Sites of Repair-associated Telomere Addition, or SiRTAs. SiRTAs on chromosomes 5 and 9 contain a ∼10–20-bp “Core” sequence that is the direct target of telomere addition and a similarly sized “Stim” sequence (located ∼20–30-bp centromere proximal to the Core) that, while rarely the site of telomere addition, strongly enhances the frequency of dnTA (Obodo et al., 2016). Therefore, as in the other examples outlined above, telomere addition occurs distal to a stimulating sequence.

Several lines of evidence argue that enhancement of dnTA by the Stim requires its ability to recruit Cdc13 to the resecting break. In vitro, Stim sequences from chromosomes 5 and 9 bind Cdc13 (Obodo et al., 2016). Mutations that eliminate Cdc13 binding reduce the frequency of dnTA, while mutations that improve Cdc13 affinity increase telomere addition. Replacement of the Stim sequence with the Gal4 upstream activating sequence reduces dnTA, but SiRTA activity is restored by expression of a fusion between Cdc13 and the Gal4 DNA-binding domain (Obodo et al., 2016; Epum et al., 2020). In contrast, similar artificial recruitment of the double-stranded telomeric DNA-binding protein Rap1 has no effect. These results are consistent with a model in which resection of the 5′ strand allows Cdc13 to bind the Stim sequence (and likely also the Core), thereby facilitating telomerase recruitment (Figure 1A).



DO “HOTSPOTS” OF DE NOVO TELOMERE ADDITION ESCAPE NEGATIVE REGULATION?

What accounts for the high frequency of dnTA at SiRTAs relative to other sequences? One intriguing possibility is that SiRTAs may escape, fully or partially, the negative regulatory pathways described above. To date, two genetic conditions have been identified that distinguish a SiRTA from other sequences. At very short TG tracts (≤4 bp), the Ku80 protein, a component of the Ku heterodimer that binds DSBs and is required for non-homologous end joining, promotes dnTA through interaction with the RNA component of telomerase. In the absence of the Yku80–telomerase RNA interaction, nearly all dnTA events identified by GCR assay are within the chromosome 5 SiRTA described above, highlighting that SiRTAs utilize a pathway independent of this association (Stellwagen et al., 2003). The SiRTA on chromosome 5 is also resistant to Mec1-mediated negative regulation of Cdc13 likely because the Core region contains sufficient imperfect TG1–3 sequences to exceed the 11-bp threshold of this regulation (Zhang and Durocher, 2010). However, resistance to Mec1 negative regulation alone does not explain the requirement for Cdc13 binding at the “Stim” sequence located 30–40 bp upstream of the site at which telomerase ultimately acts.

Insight may come from considering the mechanism(s) through which Pif1 regulates dnTA. Mutations reducing the Cdc13–Est1 interaction increase the TG1–3 threshold required for Pif1 resistance, consistent with a simple competition between Cdc13-mediated recruitment and Pif1-mediated removal of telomerase. The Durocher lab disfavors this model, since artificial recruitment of telomerase (by fusion of Cdc13 to Est1 or Est2) does not render a short (18-bp) TG1–3 tract resistant to Pif1 (Strecker et al., 2017). However, Hirano and Sugimoto (2007) report that fusion of Cdc13 and Est1 allows > 80% survival following DSB induction adjacent to an 11-bp TG1–3 sequence. In the latter experiment, the distal side of the break was capped by 81 bp of TG1–3 sequence, a situation predicted to attenuate the checkpoint response (Hirano and Sugimoto, 2007). Nevertheless, these contradictory results open the possibility that other aspects of Cdc13 function contribute to Pif1 resistance.

Pif1 enhances resection at uncapped telomeres (telomeres lacking Cdc13) in conjunction with Exonuclease 1 (Exo1) (Dewar and Lydall, 2010). Strecker et al. (2017) suggest that Cdc13 association with the TG34 tract (likely in complex with Stn1 and Ten1) is sufficient to block resection, while the TG18 tract is subjected to resection in a manner dependent (perhaps indirectly) on Pif1. Since Cdc13 binding and dnTA increase when resection is inhibited (Chung et al., 2010; Lydeard et al., 2010), disparities in the sensitivity to Pif1-mediated resection might explain the difference between a DSB (TG18) and short telomere (TG34).

We favor an alternative model that also invokes the role of CST in preventing 5′ end resection but posits a canonical role of Pif1 in removing telomerase from the DSB. As a 5′–3′ helicase, Pif1 must bind internal to the chromosome terminus to dissociate telomerase (Boulé and Zakian, 2007). In vitro, Pif1 requires an ss gap of ≥56 bases to dissociate telomerase and longer gaps facilitate more efficient removal (Li et al., 2014). If TG34 binds sufficient Cdc13 to inhibit 5′ end resection (as observed for TG81 repeats), insufficient ssDNA may be generated for Pif1 loading. In contrast, regions with little or no ability to bind Cdc13 would be rapidly resected, facilitating Pif1 association (Figure 1). Indeed, a 22-bp TG1–3 sequence that supports robust telomere addition and cell survival in a PIF1 background substantially reduces 5′ end resection (Hirano and Sugimoto, 2007). Forced recruitment of Stn1 by fusion to Cdc13 is insufficient to promote telomere addition or prevent resection when the TG1–3 seed is only 11 bp (Hirano and Sugimoto, 2007), consistent with a requirement for multiple CST complexes to achieve this effect.

Intriguingly, this latter model could explain the role of the SiRTA Stim. Association of the Stim with Cdc13 may limit continued resection, thereby protecting the double-strand break from Pif1 loading. The location of the proximal enhancing sequence relative to the site of dnTA (≤50 bp) correlates well with the minimal region required for Pif1 loading (Li et al., 2014; Obodo et al., 2016). Furthermore, deletion of sequences between the Stim and Core dramatically increases dnTA (Obodo et al., 2016). Association of Cdc13 with the ssDNA produced during resection may also affect the ability of Pif1 to bind or translocate.



CONCLUDING REMARKS

Much progress has been made in understanding how endogenous TG-rich sequences stimulate de novo telomere addition, but outstanding questions remain. Future studies must address whether the effects of Cdc13 binding on Pif1 function and/or 5′ end resection at sequences immediately adjacent to an HO cleavage site (described above) are similar at SiRTAs, where Cdc13 binding sites are revealed only after significant and ongoing resection. Likewise, while the role of Cdc13 at SiRTAs is well established, how Cdc13 associates with noncanonical sequences during resection and whether such binding is affected by association with binding partners must be addressed. SiRTAs may provide a “back-up” mechanism to facilitate chromosome healing by telomerase when other pathways have failed. Tests of this hypothesis will require genome-wide identification of SiRTAs and analysis of their evolutionary conservation. While the identity of the human ortholog of Cdc13 remains unclear (Ge et al., 2020; Lim et al., 2020), results described here in yeast raise the interesting possibility that recurrent sites of de novo telomere addition observed in some disease states may require the human Ctc1/Stn1/Ten1 complex (Stewart et al., 2018) and/or Pot1 (Smith et al., 2020), a telomeric ss binding protein that, like yeast Cdc13, plays roles in both end protection and telomerase recruitment.
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Eukaryotic genomes are highly complex and divided into linear chromosomes that require end protection from unwarranted fusions, recombination, and degradation in order to maintain genomic stability. This is accomplished through the conserved specialized nucleoprotein structure of telomeres. Due to the repetitive nature of telomeric DNA, and the unusual terminal structure, namely a protruding single stranded 3′ DNA end, completing telomeric DNA replication in a timely and efficient manner is a challenge. For example, the end replication problem causes a progressive shortening of telomeric DNA at each round of DNA replication, thus telomeres eventually lose their protective capacity. This phenomenon is counteracted by the recruitment and the activation at telomeres of the specialized reverse transcriptase telomerase. Despite the importance of telomerase in providing a mechanism for complete replication of telomeric ends, the majority of telomere replication is in fact carried out by the conventional DNA replication machinery. There is significant evidence demonstrating that progression of replication forks is hampered at chromosomal ends due to telomeric sequences prone to form secondary structures, tightly DNA-bound proteins, and the heterochromatic nature of telomeres. The telomeric loop (t-loop) formed by invasion of the 3′-end into telomeric duplex sequences may also impede the passage of replication fork. Replication fork stalling can lead to fork collapse and DNA breaks, a major cause of genomic instability triggered notably by unwanted repair events. Moreover, at chromosomal ends, unreplicated DNA distal to a stalled fork cannot be rescued by a fork coming from the opposite direction. This highlights the importance of the multiple mechanisms involved in overcoming fork progression obstacles at telomeres. Consequently, numerous factors participate in efficient telomeric DNA duplication by preventing replication fork stalling or promoting the restart of a stalled replication fork at telomeres. In this review, we will discuss difficulties associated with the passage of the replication fork through telomeres in both fission and budding yeasts as well as mammals, highlighting conserved mechanisms implicated in maintaining telomere integrity during replication, thus preserving a stable genome.

Keywords: telomeres, telomeric chromatin, DNA replication, genome stability, replication fork stability


INTRODUCTION

Genome stability is maintained by appropriate genome duplication and conservation of chromosomal integrity. In eukaryotes, the ends of linear chromosomes are known as telomeres, and are associated with specific nucleoprotein complexes that are essential in preventing genome instability. Telomere-associated proteins help avoid unwanted events such as chromosomal fusions or chromosomal rearrangements by preventing recognition of telomeres as double-strand breaks (DSBs) [reviewed in (Wellinger and Zakian, 2012; De Lange, 2018)]. With few exceptions, telomeric DNA is comprised of short, repetitive non-coding TG-rich sequences ending in a 3′ G-rich single-stranded overhang. The G-rich nature of the repeats and presence of a 3′-overhang are characteristics of telomeric DNA that are highly evolutionarily conserved in eukaryotes, although there are variations in the repeat sequence and repeat size depending on the organism (Giraud-Panis et al., 2013). Human telomeres are composed of several kilobases (∼5–15) of TTAGGG tandem repeats and 12–400 nucleotides (nt) of 3′ G-rich single-stranded overhang (Makarov et al., 1997; McElligott and Wellinger, 1997; Zhao et al., 2008). Saccharomyces cerevisiae telomeres are comprised of 300 ± 75 bp of double stranded heterogeneous TG1–3/C1–3A repeats with a 8-15 nt overhang (Wellinger and Zakian, 2012; Soudet et al., 2014). Similar to S. cerevisiae in terms of size and heterogeneous nature, Schizosaccharomyces pombe telomeres consist of approximately 300 bp of a degenerate repeat sequence with a common motif of TTACAGG, and a consensus sequence of T1–3ACA0–2C0–1G1–8 (Sugawara, 1988; Liu et al., 2010).

Like the rest of the genome, telomeres must be accurately duplicated during S-phase to ensure proper cell division. DNA replication is initiated at multiple replication origins in a bidirectional way (Prioleau and MacAlpine, 2016). At each replication fork, the replisome ensures unwinding of parental DNA, followed by DNA synthesis of the complementary strand by conventional DNA polymerases (Figure 1A; Guilliam and Yeeles, 2020). Unwinding of telomeric DNA leads to a temporally restricted disruption of the compacted telomeric chromatin formed by telomere-associated proteins (telomeric chromatin described in Figure 1B). Moreover, without compensatory mechanisms, telomeres shorten progressively at each round of DNA replication, a phenomenon called the End Replication Problem (Wellinger, 2014) (explained in more detail in Figure 1C). In most eukaryotes, this problem is solved by 3′ extension of telomeres by a reverse transcriptase called telomerase, and subsequent fill in by conventional DNA replication machinery (Wellinger, 2014).


[image: image]

FIGURE 1. The “Unusual” telomeric chromatin and the “classical” End Replication Problem. (A) Replication origins in subtelomeric areas fire in S-phase (humans) or in late S-phase (yeasts). At each fork, the replisome, a protein complex schematized here in green, allows DNA duplication. At the leading strand, DNA is synthesized by DNA polymerase ε in a continuous fashion, whereas at lagging strand, DNA synthesis by DNA polymerase δ occurs in a discontinuous fashion, i.e., in the form of Okazaki fragments. Subtelomeric chromatin is displayed in gray and the unusual telomeric chromatin is represented in blue. (B) Telomeric chromatin is unusual due to the binding of specific proteins in a sequence specific manner and lack of classical nucleosomes. Whereas telomeric chromatin in S. cerevisiae is devoid of nucleosomes (Wright et al., 1992), histones are present over telomeric repeats in S. pombe and humans in a non-canonical fashion (Greenwood et al., 2018). Rap1 recognizes dsDNA budding yeast telomeric repeats [(TG1-3) n] whereas Cdc13p binds the ssDNA telomeric overhang (Wellinger and Zakian, 2012). Telomere-bound Rap1 recruits several proteins such as the SIR complex (Sir2/Sir3/Sir4), and Rif1/Rif2. Cdc13 recruits Stn1 and Ten1, forming the CST complex. In S. pombe, Taz1 binds as homodimer on duplex telomeric DNA, whereas Pot1 recognizes single strand telomeric DNA. These two telomere-bound proteins recruit several proteins: Rap1, Poz1, Tpz1, and Ccq1 (Shelterin-like complex) (Moser and Nakamura, 2009). Whereas the homolog of Cdc13 has not been identified in this model organism, Stn1, and Ten1 are known to bind to telomeric ssDNA without forming a complex with the other ssDNA-binding protein Pot1 (Martín et al., 2007). Contrary to the heterogeneous telomeric repeats found in S. cerevisiae and S. pombe, TTAGGG repeats are found in most vertebrate species, including humans. The Shelterin complex is associated with human telomeric DNA and is comprised of TRF1 and TRF2 bound as homodimers on duplex DNA, POT1 on ssDNA, and associated proteins: RAP1, TIN2 and TPP1 (De Lange, 2005). (C) The “classical” End Replication Problem leading to progressive telomere shortening is the consequence of the unusual DNA structure of telomeres, i.e., the constitutive 3′ overhang, that has to be reformed after conventional replication, and the unidirectionality of DNA synthesis by conventional replicative DNA polymerase (from 5′ to 3′). Indeed, the G-rich strand (blue line) is used as DNA template by lagging strand machinery (primase-DNA polymerase α, synthesizing a RNA-DNA primer (dotted line) followed by extension by DNA polymerase δ). Removal of the last primer is expected to be sufficient to reform functional telomeres, at least in yeast. The leading strand machinery (DNA polymerase ε) allows complementary synthesis of the C-rich strand leading to a blunt end. 5′ resection followed by C-strand fill in and removal of the last primer allows re-establishment of functional telomeres. It should be noted that resection and C-strand fill in occur at lagging strand ends in humans [mentioned under parentheses in the scheme; (Wu et al., 2012)].


This review compares telomeric replication by conventional replicative machineries in humans and two lower eukaryotic model organisms, budding and fission yeasts. We first focus on difficulties encountered by the replisome in reaching the chromosomal ends, followed by a description of possible outcomes of interrupted “conventional” telomeric replication and the main pathways involved in proper telomere replication completion.



TELOMERIC DNA REPLICATION BY THE CONVENTIONAL REPLICATION MACHINERY


Difficulties Associated With Replication Fork Passage Through Chromatinized Telomeres

Replication stress can be defined by the transient slowing or arrest of replication fork progression (Zeman and Cimprich, 2014). At chromosomal ends, slow replication fork progression or fork pausing has been observed in budding and fission yeasts (Ivessa et al., 2002; Makovets et al., 2004; Miller et al., 2006), as well in higher eukaryotes (Verdun and Karlseder, 2006). Consequently, telomeres are part of the so-called “hard-to-replicate regions” and an endogenous source of replication stress. Many obstacles can slow or arrest replication fork progression including DNA lesions, unusual DNA structures, collisions with transcriptional machinery or RNA-DNA hybrids [Figure 2, top; (Zeman and Cimprich, 2014)]. The impact of telomeric DNA lesions on replication fork progression such as oxidative DNA damage will not be addressed in this review (Barnes et al., 2019). Here, we aim to focus on and describe main sources of replication stress at chromosomal ends imposed specifically by telomeric chromatin (Figure 2).
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FIGURE 2. Initiation and outcomes of Replication Fork Stalling at chromosomal ends. Replication forks could stall just upstream to or on telomeric repeat tracts due to different obstacles. Hampering of replication fork progression may be caused by an incapacity of DNA unwinding by replicative helicases (block 1), a situation expected in the context of topological barriers (gray rectangle on the figure). Tightly bound proteins, compacted telomeric chromatin, and nuclear envelope anchoring are strong topological barriers at chromosomal ends. In humans, the unusual DNA structure of the t-loop could also induce a topological stress in front of the replication fork. At least two other situations could induce replication fork stalling with lesions inhibiting only leading strand synthesis (block 2) or lagging strand synthesis (block 3). Given that G4s could be formed on the G-rich strand (blue line) during lagging strand synthesis, a lagging strand specific defect could be expected with this kind of replication stress. In contrast, t-loops or DNA/RNA hybrids could lead to leading strand synthesis defects. Depending on the kind of replication stress encountered, there are various pathways to deal with the consequences of a stalled replication fork. Replication restart can occur by alleviation of the replication stress and repriming events. Replication fork remodeling with fork reversal could also follow replication fork stalling. In addition, complete collapse of the replication fork could occur, resulting in DSBs or one-sided DSBs that initiate appropriate or inappropriate repair pathways.


The nature of the sequences of the telomeric repeats render them prone to adopt unusual DNA structures. Indeed, telomeres are composed of G-rich repetitive DNA that can form G-quadruplexes (G4s) or other non-B DNA structures in vitro (Tran et al., 2011; Jurikova et al., 2020). G-quadruplexes are formed by stacking of 2 or more G-tetrads (a planar array formed by 4 guanines) (Figure 2, top left panel). Multiple G4-forming sequences have been identified in genomes potentially yielding quadruplex structures with different topologies and stabilities in vitro (Todd et al., 2005; Burge et al., 2006; Capra et al., 2010). Whereas certain indirect evidence tends to confirm a presence of unusual DNA such as G4s in vivo at telomeres [reviewed in Bochman et al. (2012)], direct evidence of their presence (or absence) is technically difficult to obtain. Using in vitro conditions close to physiological states, it has been shown than ssDNA made up of human telomeric repeats (5′-TTAGGG-3′) folds into stable anti-parallel G4s, whereas G4s were unfolded when the complementary strand was present (Kreig et al., 2015). Hence, in terms of thermodynamics, folding of G4s formed by human telomeric repeats is unfavored as compared to dsDNA and favored compared to ssDNA (Lane et al., 2008). Consequently, DNA unwinding of the pre-existing dsDNA in front of the replisome should not be impaired by the presence of G4s. However, telomeric G-rich ssDNA is exposed behind the replisome and is the template for lagging strand replication, in essence providing for a temporal window for possible G4 folding. Those structures then could block DNA synthesis by DNA polymerase δ on the lagging strand (Woodford et al., 1994; Figure 2, replication fork stalling block 3). Additionally, in higher eukaryotes, the terminal telomeric single strand DNA extension invades telomeric duplex DNA forming a particular DNA structure called the t-loop (Griffith et al., 1999; Doksani et al., 2013; Figure 2, top left panel). This structure protects the chromosomal end from being processed as DSB and must be dismantled before the replication fork arrives in order to avoid replication stress. It should be noted that at telomeres from single cell eukaryotes such as S. cerevisiae, it is very unlikely t-loops are present because the single strand extensions observed in this model organism are extremely short (Larrivée et al., 2004; Wellinger and Zakian, 2012; Soudet et al., 2014).

In addition to the specific telomeric DNA structure, transcription from subtelomeric and telomeric areas and the presence of RNA-DNA hybrids could hamper fork progression. Indeed, different species of non-coding RNAs produced from subtelomeric and telomeric areas in yeasts and vertebrates, including humans, have been described (Azzalin et al., 2007; Luke et al., 2008; Schoeftner and Blasco, 2008; Bah et al., 2012; Greenwood and Cooper, 2012). Of the different subtelomeric and telomeric non-coding RNA species identified so far, telomeric repeat-containing RNAs (TERRAs) are arguably the most intensively studied. This is due to their conserved presence in many species and their role in telomere biology [reviewed in (Azzalin and Lingner, 2015)]. Transcribed by RNA polymerase II in a cell-cycle regulated fashion, these heterogenous-sized RNAs contain subtelomeric sequences and telomeric G-rich repeats (Azzalin et al., 2007; Luke et al., 2008; Porro et al., 2010; Graf et al., 2017). TERRA’s association to telomeric chromatin is most likely through formation of telomeric R-loops (Balk et al., 2013; Pfeiffer et al., 2013; Arora et al., 2014; Figure 2, left panel). In budding yeast, the removal of TERRA R-loops is cell-cycle regulated and occurs in late S-phase, coinciding with telomere replication (Graf et al., 2017). Conceptually, this finding is consistent with removal of telomeric R-loops before replication fork arrival, limiting potential replication stress induced by telomeric RNA-DNA hybrids.

The chromatin at chromosomal ends encompasses several particularities such as heterochromatin or a heterochromatin-like organization and binding of shelterin or shelterin-like complexes (Figure 1B). Heterochromatin has initially been described as chromosomal regions staying condensed through the cell cycle. Nowadays, the definition of heterochromatin has become more a question of the presence, or absence, of specific post-translational modifications on histones such as H3K9me3 and chromatin association of HP1 (Nishibuchi and Déjardin, 2017). Whereas telomeres and subtelomeres in humans have been considered to be organized as constitutive heterochromatin, recent data challenge this view as in most human cell lines an enrichment of H3K9me3 at telomeres could not be found (Cubiles et al., 2018; Gauchier et al., 2019). In budding yeast, a few loci, including telomeres, exhibit a heterochromatin-like organization characterized in this model organism by chromatin enriched with the SIR complex (Sir2, Sir3, and Sir4) (Ellahi et al., 2015). However, SIR-bound chromatin at chromosomal ends is limited to telomeric chromatin and subtelomeric repetitive X elements (Ellahi et al., 2015). Moreover, this particular chromatin seems to play little role in replication fork arrest observed upstream of the compacted telomeric chromatin (Makovets et al., 2004). This is consistent with observations that the telomeric chromatin is devoid of nucleosomes and seems compacted even in the absence of SIR proteins (Wright et al., 1992; Pasquier and Wellinger, 2020). Indeed, replication fork arrest at chromosomal ends appears to depend on binding of Rap1, the major telomeric dsDNA binding protein in budding yeast (Makovets et al., 2004). This tightly associating DNA-binding protein consequently could be a source of telomeric replication stress (reviewed in (Dalgaard et al., 2011; Figure 2, top right panel). Binding of Rap1 to DNA relies on a MYB-like domain and impacts the topology of DNA (Müller et al., 1994). Interestingly, TRF1 and TRF2, the DNA-binding proteins of the human shelterin complex, also bind telomeric DNA via a MYB-like domain called the telobox (Chong et al., 1995; Bilaud et al., 1997; Broccoli et al., 1997). In vitro, DNA-bound TRF1 and TRF2 block replication fork progression (Ohki and Ishikawa, 2004) and TRF2 impacts telomeric DNA topology (Amiard et al., 2007; Poulet et al., 2012). Moreover, TRF2 overexpression leads to increased replication fork stalling on telomeric repeats (Nera et al., 2015). Telomeric dsDNA binding protein Taz1 is the functional homolog of the TRF proteins in S. pombe and also bears a C-terminal Myb domain (Cooper et al., 1997; Deng et al., 2015). This suggests that a tight binding of telomeric repeats by particular proteins is evolutionarily conserved. While this arrangement could hamper replication fork progression, there may be benefits to it as well, as deletion of TRF1 in mammals and Taz1 in S. pombe leads to frequent fork stalling (Miller et al., 2006; Sfeir et al., 2009) (see section “Multiple Pathways Helping Replication Fork Passage Through Chromatinized Telomeres” below for further discussion).

Some sources of telomeric replication stress described here involve slowing or arrest of replication fork progression by a topological stress in front of the replication fork (Figure 2, top right panel). Indeed, unwinding parental DNA duplexes by replicative helicases leads to accumulation of positive helical stress in front of a replication fork. If not resolved, these can further inhibit replication fork progression (Schalbetter et al., 2015; Keszthelyi et al., 2016; Shyian et al., 2019; Larcher and Pasero, 2020; Minchell et al., 2020). Unusual DNA structures like the telomeric t-loop in mammals, or the evolutionarily conserved compacted telomeric chromatin are expected to inhibit free DNA rotation and consequently to be a strong topological barrier (Kegel et al., 2011) [(discussed in this review (Giraud-Panis et al., 2013)]. Anchoring of telomeres at the nuclear envelope, a relatively well evolutionarily conserved feature of telomeric chromatin, is another potential source of topological stress at telomeres during replication (Chikashige et al., 2010; Taddei et al., 2010; Burla et al., 2016; Whalen and Freudenreich, 2020). Nonetheless, the cell cycle phase dependent regulation of telomere anchoring to the nuclear envelope disfavors this possibility, notably in human cells (Crabbe et al., 2012). While in budding yeast a delocalization of telomeres from the nuclear periphery appears to correlate with replication timing, direct evidence of telomere anchoring to the nuclear envelope during telomere replication is lacking (Hediger et al., 2002; Ebrahimi and Donaldson, 2008).



Outcomes of Replication Fork Stalling at Chromosomal Ends

Knowing that the inherent characteristics of telomeres in yeasts as well as in vertebrate cells are a source for endogenous replication stress and therefore conserved features, the question arises of whether slowing replication fork progression at chromosomal ends could be somehow beneficial to complete chromosomal replication. It is clear that without appropriate DNA replication restart or fork protection, the outcome of telomeric fork stalling could be detrimental to cell survival and lead to genomic instability. At most genomic locations, fork stalling can be compensated by a convergent replication fork that arrives at the specific locus from the other side. For terminal telomeric repeat DNA, there is no evidence of a convergent replication fork able to rescue stalled forks in yeast model organisms, but there is growing evidence of possible replication origin firing inside mouse and human telomeres (Sfeir et al., 2009; Drosopoulos et al., 2020, 2012). Indeed, origin firing within telomeres, favored by direct interaction of TRF2 with ORC in humans, has been detected in mouse and human cells by a method called single molecule analysis of replicated DNA (SMARD) (Sfeir et al., 2009; Drosopoulos et al., 2020, 2012). While this technique is not applicable to yeast model organisms because of their very short telomeric repeat tracts, functional studies have shown that even if such origins existed, their efficacy is too low to maintain very short artificial chromosomes (Wellinger and Zakian, 1989). Moreover, initiation within telomeres seems to be a very rare event at human chromosomal ends, suggesting that even in human cells, telomeres are mainly replicated by replication forks originating in subtelomeric areas and moving from the centromeres toward telomeres (Drosopoulos et al., 2012). Therefore, restart of DNA replication at telomeres would mainly be dependent on conservation of fork integrity and the ability of the cells to alleviate the replication stress source (Figure 2, bottom panel).

In some instances, fork remodeling is observed under replication stress conditions. Specifically, re-annealing of the parental DNAs and annealing of the nascent strands, thereby forming a four-way junction, may occur. This mechanism is called replication fork reversal and previously was considered a pathological threat potentially leading to genomic instability. However, fork reversal is now thought to be beneficial under some circumstances (Neelsen and Lopes, 2015; Figure 2, bottom panel). Indeed, by promoting the DNA damage tolerance pathway or by limiting fork uncoupling and ssDNA accumulation, replication fork reversal could promote proper DNA replication (Neelsen and Lopes, 2015). However, when fork integrity is not maintained following stalling or when replication stress cannot be alleviated or bypassed, the replication fork would collapse (Figure 2, bottom panel). Replication fork collapse may be defined by the incapacity to resume DNA synthesis at the fork (Zeman and Cimprich, 2014). If such collapses are too frequent and persist into mitosis, the presence of under-replicated DNA regions will lead to formation of anaphase bridges, DSBs and ultimately chromosomal segregation defects, major threats to genomic stability (Bizard and Hickson, 2018; Stroik and Hendrickson, 2020a). Inappropriate repair of the DSBs by NHEJ or Alt-NHEJ pathways leading to sister chromatid fusion or chromosomal end-to-end fusions are possible outcomes, yet again resulting in genome instability (Rai et al., 2010). On the other hand, in telomeric repeats, a one-sided DSB would be generated at sites of stalled replication forks by the action of nucleases. On such a site, extension by telomerase is a way to avoid the catastrophic telomere shortening and possible deleterious outcomes of a telomeric replication fork collapse. In addition, the action of homology-dependent recombination (HDR) repair pathways could also allow recovery of functional telomeres after telomeric fork collapse [see section “Alternative Lengthening of Telomeres”; for review, (Stroik and Hendrickson, 2020b)].

In mammalian cells, several telomere phenotypes have been linked to telomeric replication defects and include telomere loss and sister telomere exchange or telomere fragility. These phenotypes are based on FISH (Fluorescence in situ Hybridization) experiments done on metaphase chromosomes [reviewed in (Cherdyntseva and Gagos, 2020)]. Telomere loss or sister telomere loss refers to absence of telomeres or the repeat array has become too short to be visualized by FISH. As mentioned above, abrupt telomere loss could be a consequence of telomeric fork collapse followed by its nucleolytic cleavage. Telomere fragility is characterized by broken or decondensed telomeres visible as multiple telomeric signals by FISH (Sfeir et al., 2009). Precise molecular mechanisms leading to this latter phenotype still are only partially understood. However, recently it has been shown that DSB formation and the BIR (Break-Induced Replication) repair pathway were involved in formation of fragile telomeres (Yang et al., 2020). Telomeric sister chromatid exchange could be detected by CO-FISH (Chromosome Orientation-FISH), a strand-specific variant of FISH and this phenotype is associated with telomeric replication defects (Cherdyntseva and Gagos, 2020). Finally, detection of Mitotic DNA synthesis (MiDAS) at telomeres in mammalian cells is also thought to be a consequence of telomeric fork progression defects (Özer et al., 2018).



Multiple Pathways Helping Replication Fork Passage Through Chromatinized Telomeres

Many factors that are involved in the completion of telomere replication by conventional machinery have been identified (Higa et al., 2017; Maestroni et al., 2017). These factors aid in “conventional” telomere replication by not only alleviating sources of replication stress, but by allowing fork protection, fork remodeling and fork repair as well. From the various factors involved in this process, we would like to emphasize evolutionarily conserved pathways such as diverse helicases, the Fork Protection Complex (FPC), topoisomerases and proteins involved in HDR.

Multiple helicases are involved in telomeric replication by conventional replication machinery, likely acting to alleviate some sources of replication stress or promoting fork remodeling and repair. In budding yeast, the 5′-3′ DNA helicase Rrm3 helps replication fork progression through non-nucleosomal replication fork barriers, notably at telomeres (Ivessa et al., 2003, 2002). In humans, it has been demonstrated that members of RecQ-like helicases such as BLM and WRN, and RTEL1 from the iron-sulfur–containing DNA helicase family are required for proper telomere replication (Crabbe et al., 2004; Hao et al., 2004; Zimmermann et al., 2014). DNA helicases can be recruited to chromosomal ends by protein-protein interactions with replication fork components [e.g., Rrm3 (Azvolinsky et al., 2006)] or directly with shelterin subunits [e.g., BLM, WRN, and RTEL1 (Opresko et al., 2002; Lillard-Wetherell et al., 2004; Machwe et al., 2004; Zimmermann et al., 2014)]. The interplay between shelterin components TRF1 and TRF2 to recruit DNA helicases appears complex and highly regulated, notably by post-translational modifications [for review, see (Cicconi and Chang, 2020)]. For example, TRF2 recruits the BUB1-BUB3 complex at telomeres in S-phase, leading to phosphorylation of TRF1 (Li et al., 2018). TRF1 phosphorylated by BUB1 allows recruitment of the BLM helicase, favoring complete telomere replication (Li et al., 2018). Moreover, whereas a phospho-switch on TRF2 allows RTEL1 telomere recruitment in S-phase, probably in order to unwind the t-loop, binding of RTEL1 to PCNA is also implicated in “conventional” telomeric replication of the lagging strand (Vannier et al., 2012; Margalef et al., 2018; Sarek et al., 2019, 2016). Recruitment of DNA helicases through direct interaction with TRF1 and TRF2 at least in part explains the known beneficial roles of TRF1 and TRF2 in telomeric replication fork progression in vivo (Sfeir et al., 2009). Interestingly, Taz1, the S. pombe ortholog of TRF1 and TRF2, is also necessary for faithful telomere replication (Miller et al., 2006). Tbf1, the budding yeast ortholog of TRF1/TRF2 bound at subtelomere-telomere junctions, impacts telomere length homeostasis (Berthiau et al., 2006). However, a possible implication of Tbf1 in replication of chromosomal ends has yet to be addressed experimentally.

In addition to helicases helping the replication machinery pass though protein-bound telomeres, topoisomerases play a role in telomere replication. Indeed, TOPOIIα in concert with TRF2 and the nuclease Apollo is involved in proper telomere replication in humans (Ye et al., 2010). TOPOIIα prevents telomere fragility and likely is recruited to telomeres through its interaction with TRF1 (D’Alcontres et al., 2014). Similarly, fission yeast TopoII also appears to be implicated in resolution of telomere replication intermediates (Germe et al., 2009). In addition, it has been proposed that the BLM helicase is associated with telomeres in a cell-cycle regulated manner and recruits TOPOIIIα-RMI1-RMI2 (BTR complex) to allow proper chromosome segregation by limiting anaphase bridge formation (Barefield and Karlseder, 2012). Another complex that appears important for conventional telomere replication from S. pombe to humans is the Fork Protection Complex (FPC, composed of Timeless, Tipin, And1, and Claspin proteins in humans) (Leman et al., 2012; Gadaleta et al., 2016). The FPC coordinates DNA-replication checkpoint activation and cohesin establishment at replication forks [reviewed in (Leman and Noguchi, 2012)]. The Timeless protein associates with the shelterin subunit TRF1 and Timeless-depleted cells show decreased telomere length (Leman et al., 2012). The requirement of the FPC for proper telomeric replication again highlights the occurrence of frequent fork stalling at chromosomal ends. In budding yeast, Tof1, the homolog of human Timeless, also has numerous roles in regulation of replication fork stability as well as in action of topoisomerases ahead of the fork (Schalbetter et al., 2015; Shyian et al., 2019; Larcher and Pasero, 2020; Westhorpe et al., 2020). In addition, Tof1-depleted cells show more heterogeneity in telomere size than WT cells (Grandin and Charbonneau, 2007).

Whereas most helicases mentioned previously have known roles in HDR, numerous other proteins involved in HDR are necessary to complete “conventional” telomere replication. In mammals, the ATM and ATR kinases are recruited to chromosomal ends and are required for proper telomere replication (Verdun and Karlseder, 2006; McNees et al., 2010; Pennarun et al., 2010). ATM and ATR are two major kinases orchestrating DNA Damage Response (DDR) pathways to preserve genome integrity [reviewed in (Maréchal and Zou, 2013)]. The ATM kinase (Tel1 in budding and fission yeasts) is mainly activated by DSBs, whereas the ATR kinase (Mec1 in budding yeast, Rad3 in fission yeast) is mainly activated by RPA-coated single strand DNA [reviewed in (Maréchal and Zou, 2013)]. Interestingly, in budding yeast, despite having all telomerase holoenzyme components, tel1Δ mec1Δ cells behave like telomerase-negative cells, exhibiting telomere shortening and senescence (Ritchie et al., 1999). Moreover, fission yeast devoid of the two major DDR kinases also behave like telomerase-negative cells (Naito et al., 1998; Nakamura et al., 2002). These results demonstrate that activity of DDR kinases is necessary to properly maintain telomeric ends, likely by allowing appropriate processing of telomeres, i.e., post-replicative end processing and telomerase activation and/or recruitment [more details on the link between DDR kinases and appropriate processing of telomeres can be found in these reviews (Doksani and de Lange, 2014; Vasianovich et al., 2019)]. These results suggest also that recognition of telomeres as DNA damage (in a controlled manner) is a prerequisite to genome stability. In this context, replication stress at telomeres could be beneficial by allowing recruitment of major DDR kinases in a narrow temporal window. However, whereas deletion of TEL1 in budding yeast leads to a pronounced short telomere phenotype, bulk telomere length is only slightly affected in mec1Δ sml1Δ cells (Craven et al., 2002). In contrast, in fission yeast, no obvious telomere phenotype is observed in absence of TEL1, but a pronounced short telomere phenotype is observed in the absence of RAD3 (Nakamura et al., 2002). These results suggest that Tel1 is the DDR kinase predominantly recruited and activated at telomeres in budding yeast whereas Rad3 fills this role in fission yeast. Given the differences in recruitment of ATM homologs (Tel1) and ATR homologs (Mec1 in budding yeast, Rad3 in fission yeast), these results suggest that the main telomeric DNA substrates sensed as DNA damage during replication from these model organisms are different. In budding yeast, knowing that telomeric DNA substrates from post-conventional replication resemble a DSB, i.e., blunt ends from leading strand synthesis, Tel1 could be recruited and activated at the leading strand. However, in absence of Tel1, DDR kinase activity by telomeric Mec1 recruitment is sufficient to maintain enough telomerase activity at chromosomal ends to avoid senescence. Mec1 recruitment could be achieved through exposure of RPA-coated single strand non-telomeric DNA following resection (single strand telomeric DNA is very likely coated by Cdc13 in budding yeast, see below). Conversely, given that in fission yeast, lagging strand synthesis is delayed compared to leading strand synthesis at chromosomal ends (Moser and Nakamura, 2009), the resulting ssDNA accumulation could lead to a preferential recruitment of Rad3 for this model organism, contrary to what happens in budding yeast. This model was supported by experiments showing an association of RPA with telomeres that coincides with the arrival of replication fork. Furthermore, a specific RPA mutant leads to issues in telomeric lagging strand replication and/or telomerase extension in fission yeast (Faure et al., 2010; Luciano et al., 2012; Chang et al., 2013; Audry et al., 2015). Whereas RPA association to telomeres during replication also seems to occur in budding yeast, the specific role of RPA in this system is less defined (Luciano et al., 2012; Markiewicz-Potoczny et al., 2018).



Telomere Replication Without Active Telomerase

In budding and fission yeasts, expression of all required telomerase subunits is constitutive. Unlike in these unicellular eukaryotes, telomerase is not active in the majority of human somatic cells after the embryonic stage and these cells have a very limited capacity of lengthening short telomeres (Wright et al., 1996). Without active telomerase, the natural shortening of telomeres that occurs at each replicative division in human somatic cells is an important mechanism for preventing cancerous cell transformation. Indeed, when a certain lower threshold for telomeric repeat length is reached, telomeres become dysfunctional, triggering a terminal cell cycle arrest that leads to replicative senescence. Therefore, normal telomere attrition during DNA replication acts as a barrier to unlimited cell divisions. Abnormalities in telomere replication promote instability with various potential outcomes: programmed senescence, cell death, or even more deleterious genome instability leading to oncogenic transformation.


Telomerase-Negative Yeast Cells

Yeasts are excellent model organisms to study replicative senescence due to the ability to genetically manipulate telomerase expression. Although telomerase is constitutively expressed in budding yeast, it can be inactivated through deletions of the genes coding for critical components of the holoenzyme (Lundblad and Szostak, 1989; Lundblad and Blackburn, 1993). The ensuing absence of telomerase eventually will lead to critically short telomeres, just as in humans. This occurs either by gradual telomere shortening of 3–5 bp per population doubling or sudden major telomeric repeat loss events (Marcand et al., 1999). When this crisis point occurs, cells enter a Mec1-dependent irreversible G2/M arrest (Chen et al., 2001). A very small subset of cells evade this permanent arrest by using recombination-based mechanisms to regenerate telomeres, thus forming “survivors” (Lundblad and Blackburn, 1993). Like in budding yeast, absence of the telomerase protein subunits or the RNA template results in replicative senescence in S. pombe (Nakamura et al., 1998, 1997; Webb and Zakian, 2008). A small number of these cells also form survivors, although unlike budding yeast, the majority of survivors are formed by chromosome circularization and only a small subset by recombination (Nakamura et al., 1998). This difference is most likely related to the lesser number of chromosomes in S. pombe (3) compared to S. cerevisiae (16), as genetically engineered single chromosome budding yeast was able to produce survivors with circularized chromosomes (Wu et al., 2020). Interestingly, in fission yeast a new survivor type termed HAATI-survivors has been described (heterochromatin amplification-mediated and telomerase-independent) (Jain et al., 2010). In these HAATI-survivors, chromosome linearity did not rely on the presence of canonical telomeres, based on telomeric repeat DNA, at chromosomal ends, but instead on the presence of non-telomeric heterochromatin (Jain et al., 2010; Begnis et al., 2018).

Further studies in budding yeast were the first to lead to the discovery of genetic requirements of telomerase-independent mechanisms of telomere maintenance, termed ALT for Alternative Lengthening of Telomeres. Recently, the overall rate of survivor frequency was determined as 2 × 10–5 (Kockler et al., 2021). Conventionally, it was believed that in S. cerevisiae two types of survivors are formed: type I arise through amplification of the subtelomeric Y’ sequences and type II are formed by amplification of the terminal telomeric repeats, with obligate genetic factors varying between the two types (Lundblad and Blackburn, 1993; Le et al., 1999; Teng and Zakian, 1999). Regardless of type, survivor formation is dependent on Rad52 for homologous recombination (HR) and Polδ subunit Pol32 for break-induced-replication (BIR) (Lundblad and Blackburn, 1993; Lydeard et al., 2007). BIR is used to repair one-ended DSBs and arrested replication forks through strand invasion of a DSB into a homologous donor sequence which is used as a template for unidirectional replication [reviewed in (Kramara et al., 2018)]. Due to the terminal position of telomeres, replication-induced telomeric breaks are essentially single-ended DSBs that cannot be rescued by a converging replication fork, thus in the absence of telomerase require BIR for repair (Lydeard et al., 2007). However, recent work using a novel approach of populational and molecular genetics combined with ultra-long sequencing challenges this long-established paradigm of two independent survivor pathways: the RAD51-dependent pathway generating type I survivors, and the RAD59-dependent pathway generating type II survivors (Kockler et al., 2021). Instead, it is proposed that ALT occurs through a unified pathway with two sequential steps, formation of ALT precursors using RAD51-mediated strand invasion followed by their maturation into ALT survivors via a RAD59-dependent pathway. Consistent with this proposal, analyses of ultra-long sequencing of chromosome terminal sequences derived from survivor cells revealed hybrid sequences containing features attributed to both types of survivors (Kockler et al., 2021).



Inactivation of Telomerase in Yeasts Points to Frequent Telomere Replication Stress

Despite the gradual telomere shortening observed in telomerase-negative budding yeast, in such cultures the vast majority of cells most likely arrest due to critically short telomere(s) that arose via a single major loss event of telomeric repeats. It is thought that this event is triggered by stresses encountered during DNA replication and the resulting single critically short telomere is enough to cause growth arrest (Abdallah et al., 2009; Khadaroo et al., 2009; Xu et al., 2013). Consistent with this, telomerase inactivation rapidly exposes problems associated with telomeric replication stress, even before bulk telomere shortening reaches a critical point (Ijpma and Greider, 2003; Khadaroo et al., 2009; Jay et al., 2016; Xu and Teixeira, 2019). Observation of the dynamics of individual telomerase-negative cell lineages very early after inactivation of telomerase has recently been made possible by using a microfluidics device coupled with an inducible telomerase-null mutant. Results from experiments using this system confirm highly heterogenous cell cycle durations (even in cells of the same lineage) and transient cell cycle arrests well before bulk telomere shortening-induced arrest (Xie et al., 2015; Xu et al., 2015).

The relationship between replication stress and telomere recombination in telomerase-negative yeast indicates that telomerase may play an important role in repair of replication stress-induced damage at telomeres. In the absence of telomerase, multiple repair mechanisms involving checkpoint mediators, recombination factors, DNA damage adaptors, and post-replication repair are required for telomere healing [reviewed in (Simon M. N. et al., 2016)]. A variety of factors in these different pathways have been identified as delaying senescence, as upon their removal the onset of senescence is accelerated [reviewed in (Simon M. N. et al., 2016; Xu and Teixeira, 2019)]. Further supporting the idea that replication stress is unmasked in the absence of telomerase, elevation of dNTP pools (facilitating replication) alleviates the early senescence seen in the absence of DNA damage adaptors (Jay et al., 2016). The onset of senescence can also be delayed by short terminal TG1–3 repeats of the G-rich overhang engaging in BIR with interstitial telomeric sequences (ITSs). These sequences are located in the subtelomeric region and can be used in order to repair a broken telomere by non-reciprocal translocation mechanisms (Churikov et al., 2014). How the G-rich ssDNA overhang pairs with dsDNA ITSs is not fully understood, however it is hypothesized that unwinding of DNA during replication of the subtelomeric region may facilitate initiation of recombination (Churikov et al., 2014).



Alternative Lengthening of Telomeres

As previously mentioned, most human somatic cells are telomerase-inactive, thus have no inherent mechanism to maintain telomere length, losing telomeric repeats at each cell division. However, as observed in telomerase-negative yeast cells, certain cells can escape replicative senescence through either the re-expression of the lacking telomerase subunits or homology-directed repair (HDR) mechanisms, thus leading to an unlimited proliferative potential [reviewed in (Shay, 2016)]. Telomerase-independent immortalization through BIR-mediated homology-directed repair (HDR), similar to the Rad52- and Pol32-dependent mechanisms seen in survivor formation in S. cerevisiae, is observed in 10–15% of human cancers, and these are known as ALT cells (Alternative Lengthening of Telomeres) (Bryan et al., 1995, 1997). ALT cells possess several prominent features, notably extrachromosomal telomeric DNA in the form of C-circles and G-circles, increased telomeric-repeat length heterogeneity, increased formation of ALT-associated PML bodies (APBs), telomere dysfunction-induced foci (TIFs), and increased frequency of telomere sister chromatin exchange [reviewed in (Sobinoff and Pickett, 2020)]. Like in yeast, BIR-mediated ALT cell formation also requires DNA polymerase δ subunits (POLD3/4) (Costantino et al., 2014; Dilley et al., 2016; Roumelioti et al., 2016). RAD52 can be implicated, however recent data support a RAD52-independent ALT pathway involved in the formation of C-circles (Min et al., 2017, 2019; Zhang et al., 2019). As thoroughly discussed in recent reviews, both intrinsic and extrinsic DNA replication stress at mammalian telomeres may be important ALT activators, although triggers of this stress remain to be fully elucidated [reviewed in (Domingues-Silva et al., 2019; Sobinoff and Pickett, 2020; Stroik and Hendrickson, 2020b; Zhang and Zou, 2020)]. Thus, proteins involved in the response to and resolution of replication stress are critical in suppressing the formation of ALT cells, and by extension, the potential proliferative potential of a subset of cancer cells. Notably, recent work from multiple labs has highlighted the importance of the Fanconi Anemia (FA) protein FANCM in the suppression of ALT, likely through alleviating telomeric replication stress and damage by regulating BLM helicase activity and preventing telomeric R-loop accumulation (Pan et al., 2017; Lu et al., 2019; Silva et al., 2019), [reviewed in (Domingues-Silva et al., 2019)].

An interesting hypothesis proposes that telomerase efficiently repairs replication stress damage at telomeres either by directly elongating the accidentally broken telomere or by acting on the newly formed end exposed at a regressed replication fork (Noël and Wellinger, 2011; Simon M. N. et al., 2016). Thus, without telomerase, processing of a stalled fork or accidental breakage results in telomeres that are very short and recombinogenic. Consistent with this, telomerase can act as a repair enzyme at broken telomeres in S. pombe by binding to 3′ G-rich ssDNA created by reversed or broken replication forks, thereby recuperating telomere replication and protecting telomeres from inappropriate HDR (Matmati et al., 2020). In the absence of telomerase, fork restart was again dependent on HDR factors such as Rad51 and the MRN complex. On one hand, mammalian cells without telomerase, like yeast, either experience more telomere replication stress or are more sensitive to it, rendering it more readily detectable by experiments. As point in case, in cells that have achieved immortalization through ALT, multiple factors associated with replication stress are constitutively associated with these ALT telomeres (Arora et al., 2014; Pan et al., 2017). Thus, given that replication stress hinders cell cycle progression through activation of DNA damage checkpoints, mechanisms that alleviate ALT-specific Telomere Replication Stress (ATRS) must also be continually active to maintain ALT cell proliferation [reviewed in (Domingues-Silva et al., 2019)]. On the other hand, telomerase itself seems, at least in the context of some telomere replication defects, to become an issue of replication stress. For example, in RTEL1-deficient mouse cells, telomerase prevented replication fork restart by inappropriately binding to and stabilizing reversed forks (Margalef et al., 2018). Currently, there is a dearth of knowledge on replication intermediates and repair mechanisms at collapsed forks during human telomeric replication, thus making it a very interesting avenue of future research.



Re-establishment of Functional Telomeres: Regeneration of the 3′ Overhang and the CST Complex

The process of semi-conservative DNA replication through the bulk of the telomeric tract leads to the DNA-end replication problem, wherein nucleolytic processing of the leading strand in yeast and both strands in mammals is required to regenerate the obligatory 3′ overhang (Soudet et al., 2014; Wu et al., 2012; Figure 1C). At lagging strand telomeres, removal of the last Okazaki fragment is thought to generate the appropriate 3′ ssDNA structure. Conversely, after passage of the replisome, leading strand telomeres are left as blunt ended replication intermediates necessitating 5′-to-3′ resection by nucleases such as Exo1 and Mre11, and subsequent C-strand fill-in for proper 3′ overhang regeneration (Lingner et al., 1995; Larrivée et al., 2004; Casteel et al., 2009; Soudet et al., 2014; Wellinger, 2014; Wu et al., 2012). Thus, the coordinated action of both telomerase and DNA polymerases is needed to fully replicate telomeres.

The heterotrimeric CST complex plays a critical role in forming the appropriate 3′ overhang structure and maintaining telomere homeostasis by facilitating telomere replication. The CST complex is highly conserved and is comprised of Cdc13-Stn1-Ten1 in S. cerevisiae and CTC1-STN1-TEN1 in mammals (Miyake et al., 2009; Price et al., 2010; Lue, 2018). In S. pombe, a Cdc13/CTC1 homolog is lacking (or undiscovered), and the 3′ ssDNA overhang is bound by Pot1 (Baumann and Cech, 2001; Matmati et al., 2018). Nonetheless, like in other eukaryotes, the fission yeast Stn1 and Ten1 genes are critical for telomere function as their deletion results in telomere loss and chromosome circularization (Martín et al., 2007). In both budding yeast and mammals, CST loads on telomeric ssDNA and facilitates RNA priming and DNA synthesis by the DNA Polα-primase complex to fill in the C-strand (Lue et al., 2014; Mirman et al., 2018). However, in S. pombe, recruitment of DNA Polα-primase is facilitated by telomeric dsDNA binding proteins Taz1, Rap1, and Poz1 (Chang et al., 2013). Despite this, recent studies have affirmed the conserved role of fission yeast (C)ST in DNA replication, as it was determined that Stn1 is necessary for replication of subtelomeres and telomeres (Takikawa et al., 2017; Matmati et al., 2018).

Previous research has highlighted the functional and structural similarities between the CST complex and the similarly heterotrimeric replication protein A (RPA) complex (Gao et al., 2007; Gelinas et al., 2009; Sun et al., 2009; Giraud-Panis et al., 2010). However, multiple lines of evidence emphasize key differences between the two. Unlike RPA, CST exhibits preferential binding to telomeric G-strand ssDNA in a length-dependent manner (Chen et al., 2012; Bhattacharjee et al., 2016). There are significant differences in how the subunits of different complex members contribute to DNA binding and thus shape the overall architecture and stoichiometry of the complexes (Fan and Pavletich, 2012; Bhattacharjee et al., 2016). Recently conducted structural analyses have provided a wealth of information on the CST complex in both yeasts and humans. Ge et al. (2020) resolved the crystal structures of the Cdc13-ssDNA, Cdc13-Stn1, and Stn1-Ten1 complexes and built a model of a CST complex with a 2:2:2 stoichiometry. Although several structural features of the subunits are conserved among yeasts, there may still be differences in stoichiometry, as seen in Candida glabrata, which forms 2:4:2 or 2:6:2 complexes (Lue et al., 2013; Ge et al., 2020). Furthermore, cryo-electron microscopy was used to determine that human CST assembles on telomeric ssDNA as a decameric supercomplex (Lim et al., 2020). In addition to resolving the stoichiometry of human CST, this work unexpectedly demonstrated that human CTC1 has a greater structural similarity to RPA than the anticipated similarity to yeast Cdc13. Despite this however, the work further confirmed that overall molecular architectures and stoichiometries of the two complexes differ dramatically.

In S. cerevisiae, the CST complex promotes telomere homeostasis via several mechanisms. As the cell cycle progresses into late S phase and semiconservative DNA replication nears completion, removal of RNA primers at the lagging strand and resection at the leading strand produces 8-15 nt telomeric 3′ G-overhangs (Larrivée et al., 2004; Soudet et al., 2014). These overhangs are bound by Cdc13, which has a high specificity for the terminal telomeric G-strand and can bind the G-rich ssDNA either alone or as part of the CST complex (Grandin et al., 1997, 2001). Cdc13 facilitates recruitment of telomerase to telomeres through a Cdc13-Est1 interaction (Evans and Lundblad, 1999; Gao et al., 2007). This Cdc13-Est1 interaction is mutually exclusive of the Cdc13-(Stn1-Ten1) interaction which provides end protection to the terminal overhang (Nugent et al., 1996; Evans and Lundblad, 1999; Chen et al., 2018). Cdc13, Stn1, and Ten1 are all required for cell viability and telomere length regulation as loss-of-function mutations in each subunit result in the accumulation of excessive telomeric ssDNA and abnormal elongation of telomeres (Garvik et al., 1995; Grandin et al., 1997, 2001). However, Cdc13’s critical function in chromosome stability appears to be most likely in its DNA replication-dependent function and not its post-replication end capping role (Langston et al., 2020). Indeed, a Cdc13 defect disrupts replisome function, allowing 5′-DNA degradation and thus end-gaps on the lagging strand template, facilitating formation of an initial unstable chromosome. Consequently, Cdc13’s role in chromosome stability mostly likely comes from its role in lagging strand synthesis in S phase or in chromosome capping in G2/M as instability events are generated within a single cell cycle. This instability originates at the terminal telomeric repeats as frequencies of instability events remained unchanged when TG repeats were inserted internally (Langston et al., 2020). Interestingly, new data using a genetically engineered single chromosome yeast system further highlights a strong role for end-driven versus internal replication defects (Wu et al., 2020). Experiments performed after insertion of interstitial telomeric sequences (ITSs) into the linear single chromosome yeast suggest that the CST complex does not affect the replication of ITSs, thus underscoring the hypothesis that the function of the CST complex might be limited to the recruitment of Polα for lagging strand synthesis specifically on the terminal telomeric repeats. This idea does not completely exclude the possibility that the CST complex can initiate lagging strand synthesis on G-strands of ITSs. However, given that lagging strand can always be initiated distally from the ITS, the CST-mediated initiation on the ITS simply is not required, whereas it is absolutely required at the ends of the chromosomes. Consistent with these ideas, Cdc13 interacts with the lagging strand machinery during semi-conservative DNA replication (Faure et al., 2010). Indeed, the data show that CST is involved in recruitment of the DNA Pol α–primase complex to telomeric G-overhangs (Grossi et al., 2004). Recent crystal structure modeling data suggests that this is accomplished via the Cdc13OB1–Pol1 and Stn1–Pol12 interactions (Ge et al., 2020). Thus, CST could act as a telomeric specific complex allowing priming and DNA synthesis not only at 3′-termini but also repriming on the lagging strand in context of replication fork stalling at chromosomal ends. This proposed role of CST complex acting as a telomeric repriming complex was also proposed for the mammalian CST complex (Wu et al., 2012; Mirman et al., 2018). However, what happens between the eviction of telomerase and Polα–primase complex recruitment to the G-overhang remains to be elucidated. Ge et al. (2020) speculate on the coordination of these two processes through conformational changes induced by the CST complex, such as a switch from a Cdc13 DNA binding to CST DNA bound, thus further highlighting the necessity of temporal regulation of the extendible and non-extendible states of telomeres (Teixeira et al., 2004).

Human telomeres terminate in a 12–400 nt 3′ G-rich overhang that serves as a substrate for telomere elongation by telomerase (Makarov et al., 1997; McElligott and Wellinger, 1997; Zhao et al., 2008). Resection by ExoI and Apollo nucleases generates the leading end overhang and presence of the lagging end overhang is due to the arrest of the lagging strand synthesis ∼70–100 nt before the actual chromosome end in addition to nuclease-mediated resection (Chow et al., 2012; Wu et al., 2012). CST interaction with the TPP1-POT1 heterodimer regulates localization of the CST complex to telomeres (Wan et al., 2009; Wu et al., 2012). TPP1 stabilizes the telomere-telomerase interaction and the G-strand is elongated by around 60 nt (Sexton et al., 2014; Hockemeyer and Collins, 2015; Schmidt et al., 2016). In late S/G2 phase, the aforementioned CST-orchestrated C-strand fill in by DNA Pol α–primase terminates G-overhang maturation and prevents overextension of the G-strand by telomerase (Chen et al., 2012; Chen and Lingner, 2013). This CST-mediated priming for C-strand fill-in is as important as telomerase-mediated G-strand elongation in maintaining telomere length (Feng et al., 2017). When CTC1 is disrupted, the G-strand 3′ overhang elongates, while the C-strand decreases in length due to a deficiency in fill-in synthesis. Overall, this leads to gradual telomeric shortening similar to telomerase-negative cells (Feng et al., 2017). Moreover, when examining the role of CST in telomere hyper-resection, Mirman et al. (2018) found that the complex limits the formation of ssDNA at dysfunctional telomeres in a 53BP1-, RIF1-, and Shieldin-dependent manner. In addition to its role in generating proper 3′ overhangs, CST-mediated stimulation of the DNA Pol α–primase complex facilitates the fork restart mechanisms needed to compensate for fork stalling that inherently occurs during replication of the repetitive, G-rich telomeric DNA (Gu et al., 2012; Wang et al., 2012). In fact, STN1 or TEN1 depletion slows replication and leads to potential telomere loss and/or fragile telomeres in cells with long telomeres (Huang et al., 2012; Stewart et al., 2012; Kasbek et al., 2013). CTC1 and STN1 mutations have been implicated in the telomere-related Coats Plus syndrome and patients with CTC1 mutations exhibit telomere dysfunction that is consistent with telomeric DNA replication errors (Anderson et al., 2012; Chen et al., 2013; Simon A. J. et al., 2016). Importantly and in contrast to budding yeast, mammalian CST and the ST complex in S. pombe also appear to have extratelomeric functions in DNA replication and fork restart under conditions of replication stress that are outside the scope of this review (Price et al., 2010; Stewart et al., 2012; Wang et al., 2014, 2019; Lyu et al., 2021).



DISCUSSION

Our knowledge on proteins and mechanisms involved in helping the replication fork to reach chromosomal ends has greatly expanded in recent years. Human telomere replication appears to rely on significantly more factors than telomere replication in yeasts (see section “Multiple Pathways Helping Replication Fork Passage Through Chromatinized Telomeres”). The much longer repeat tracts as compared to yeasts could be the reason for an inherently increased potential for replication stress, therefore requiring more means for maintaining fork stability. However, we would like to propose an alternative view. An evolutionary key difference between yeasts and human cells resides in telomerase being constitutively expressed in yeast, whereas it is not expressed in most human cells. Thus, in yeasts, recovery from telomeric replication fork collapse could be achieved by telomerase action, as already observed in fission yeast (Matmati et al., 2020). This efficient means for recovery of replication fork collapse by telomerase may lead to an under-estimation of telomeric replication fork collapse frequency and proteins involved in solving this issue. Indeed, studies on telomerase-negative yeast cells suggest that, as in human somatic cells, efficient progression of replication forks at chromosomal ends relies on numerous additional proteins (see section “Telomere Replication Without Active Telomerase”). Research on telomere replication in telomerase-negative yeast cells therefore would enable greater understanding of fundamental aspects of recovery of replication fork stalling at chromosomal ends in human cells. Importantly, given the absence of active telomerase in these cells and therefore the inability to repair telomeric replication issues by telomerase, the factors/pathways involved in telomere replication by the conventional replication machinery gain crucial importance. Somewhat counterintuitively, recent work suggests that telomerase could in fact bind reversed telomeric replication forks in mouse cells deficient for RTEL1 and in this context induce catastrophic telomeric repeat loss (Margalef et al., 2018). While the absence of active telomerase in human somatic cells is an important mechanism to avoid uncontrolled proliferation, it has also been demonstrated that preventing excessive telomere elongation and regulating telomere length at a certain homeostatic level is important for maintaining the functional state of telomeres [reviewed in (Harrington and Pucci, 2018)]. It is therefore tempting to speculate that in certain multicellular organisms, repair of telomeric replication fork collapse by telomerase indeed has been evolutionarily counter-selected. In other words, many telomerase-independent pathways may have evolved to promote efficient replication fork recovery. This allows avoiding complications due to telomerase-mediated over elongation and at the same time limits the proliferation potential of the cells, curbing any potential runaway cell divisions that could lead to cancer. Further characterization of these mechanisms will help to gain a better understanding of the interplay of processes involved in maintaining genome stability.

Therefore, frequent fork stalling at telomeres in human cells, despite the known risks associated with them, may be somewhat beneficial as they allow local and transient action of major DDR kinases (ATM and ATR) at telomeres, required for post-replicative processing of ends and efficient engagement of repair activities. Hence, a deeper understanding of replication stress in somatic cells versus cancerous cells (telomerase-inactive vs -active) could be important in advancing development of new drugs in cancer biology (see section “Alternative Lengthening of Telomeres”).
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For nearly all eukaryotic cells, stochastic DNA double-strand breaks (DSBs) are one of the most deleterious types of DNA lesions. DSB processing and repair can cause sequence deletions, loss of heterozygosity, and chromosome rearrangements resulting in cell death or carcinogenesis. However, trypanosomatids (single-celled eukaryotes parasites) do not seem to follow this premise strictly. Several studies have shown that trypanosomatids depend on DSBs to perform several events of paramount importance during their life cycle. For Trypanosoma brucei, DSBs formation is associated with host immune evasion via antigenic variation. In Trypanosoma cruzi, DSBs play a crucial role in the genetic exchange, a mechanism that is still little explored but appear to be of fundamental importance for generating variability. In Leishmania spp., DSBs are necessary to generate genomic changes by gene copy number variation (CNVs), events that are essential for these organisms to overcome inhospitable conditions. As DSB repair in trypanosomatids is primarily conducted via homologous recombination (HR), most of the events associated with DSBs are HR-dependent. This review will discuss the latest findings on how trypanosomatids balance the benefits and inexorable challenges caused by DSBs.
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INTRODUCTION

DNA, the storage center of all genetic information of an organism, is continually assaulted by endogenous and exogenous sources of instability, resulting in a variety of possible injuries. Of these lesions, DNA double-strand breaks (DSBs) are the most threatening. If left unrepaired, DSBs drive genomic instability leading to cell death, and if repaired incorrectly, DSBs can drastically alter the genomic structure, for example, generating chromosomal translocations and rearrangements, both of which contribute to tumorigenesis in metazoans (Kaye et al., 2004; Cannan and Pederson, 2016; Zhao et al., 2020).

In general, endogenous DSBs can arise from metabolic reactions or DNA stressors. For instance, endogenous DSBs can arise during the attempted repair of oxidized DNA bases when they occur simultaneously on opposing strands (Yang et al., 2004; Cannan et al., 2014); or during DNA replication when the replication machinery encounters natural impediments that lead to pausing or blocking of the replication fork (Mirkin and Mirkin, 2007; García-Muse and Aguilera, 2016; da Silva et al., 2019); or during the processing of spontaneous single-stranded DNA breaks (SSBs) generated in the S-phase (Vilenchik and Knudson, 2003; Saleh-Gohari et al., 2005; Elango et al., 2017). Exogenous DSBs are generated predominantly by chemical mutagens or ionizing radiation (Cannan and Pederson, 2016; Carofiglio et al., 2018). Chemical mutagens usually include anticancer chemotherapeutic drugs, such as cross-linking agents (e.g., cisplatin), and radiomimetic compounds (e.g., phleomycin) (Chen and Stubbe, 2005; Wyrobek et al., 2005; Jekimovs et al., 2014). Ionizing radiation (IR) is a source of DSBs, but also SSBs following the production of radiolysis radicals that attack the sugar-phosphate backbone (Ward, 1994; Ma et al., 2012). In short, DSBs are often terminal lesions induced by a wide range of genotoxic conditions that, if unresolved, underpin genomic instability in eukaryotic cells.

DNA double-strand breaks have likely exerted pressure throughout eukaryotic evolution, selecting organisms that had developed a network of pathways and factors capable of efficiently dealing with this lesion (Xu and Price, 2011). The diversity of DNA repair pathways that exist and their conservation across the Eukarya domain support this hypothesis. Among conserved DNA repair pathways able to deal with DSBs are homologous recombination (HR), which requires the presence of a DNA template homologous to the damaged region, and the error-prone non-homologous end joining (NHEJ) pathway, which joins the DNA double-stranded ends in the absence of a homologous sequence (Farlow et al., 2011; Zhao et al., 2020).

Trypanosomatids (supergroup Excavata) have most of their DNA repair pathways conserved. However, notable divergencies exist suggesting a parasite-specific repurposing of the DSBs repair machinery (Glover et al., 2013; Ubeda et al., 2014; Alves et al., 2018; Mehnert et al., 2021). While the HR repair pathway is conserved and functional (McCulloch and Barry, 1999; Glover et al., 2008; Hartley and McCulloch, 2008; Genois et al., 2012; Alves et al., 2018; Marin et al., 2018), canonical NHEJ activities appear absent in trypanosomatids (Burton et al., 2007; Nenarokova et al., 2019). Instead, alternative NHEJ (Alt-NHEJ) pathways (e.g., microhomology-mediated end joining – MMEJ) and single-strand annealing (SSA) predominate to repair chromosomal DSBs in some trypanosomatid species (Glover et al., 2008; Peng et al., 2015; Rose et al., 2020). Several species of trypanosomatids are obligate parasites and can cause human diseases of great medical importance, including Trypanosoma brucei (T. brucei), Trypanosoma cruzi (T. cruzi), and Leishmania spp. These pathogens present a dixenous life cycle, i.e., perform stages of their life cycle in invertebrate and vertebrate hosts (Barratt et al., 2017). To survive and replicate inside their hosts, these organisms must overcome several barriers, including host defense mechanisms and unfavorable environmental conditions (Geiger et al., 2016). Intriguingly, some trypanosomatids can bypass these barriers using recombination events (Beverley et al., 1984; Myler et al., 1984b; Downing et al., 2011; Alves et al., 2018), which in many organisms, can be triggered following a DSB and its subsequent repair (Baudat and Nicolas, 1997; Pâques and Haber, 1999; Pfeiffer et al., 2000; Kuzminov, 2011). Trypanosomatids exploit their DSBs repair pathways and use them to their advantage to survive within a host. Thus, a fine-tuned balance must exist in these organisms to both facilitate the action of pathways DSBs-related and prevent repair machinery from being overwhelmed, which would compromise organism fitness.

In this review, I will discuss this paradoxical effect by which DSBs can act as opportunities for fundamental survival and adaptation mechanisms or as sources of genome instability in trypanosomatids.



THE ROLE OF DSBs IN THE EVASION OF T. BRUCEI FROM THE HOST IMMUNE CLEARANCE

Trypanosoma brucei parasites cause debilitating and life-threatening conditions in mammals, including the African trypanosomiasis in humans and nagana in livestock. These infections persist due to the parasite’s ability to undergo antigenic variation. For T. brucei, this involves the stochastic switching of variant surface glycoproteins (VSGs), which hinders recognition and eradication mediated by the host immune system (Barry and McCulloch, 2001; Horn, 2014; Pinger et al., 2017; Ridewood et al., 2017).

Although the precise number of VSG genes that can encode a coat is unknown, around 2500 VSG-encoding genes have been cataloged in the nuclear genomes of T. brucei (Berriman et al., 2005; Cross et al., 2014; Müller et al., 2018). VSGs are located in the subtelomeric regions of the 11 diploid megabase chromosomes and also in the ∼ 100 mini and intermediate chromosomes (Wickstead et al., 2004; Marcello and Barry, 2007). Only one VSG is expressed at one time (i.e., expression is monoallelic) with the active VSG being transcribed from one of ∼15 dedicated telomere-proximal bloodstream expression sites (BESs) distributed among the 11 megabase chromosomes (Hertz-Fowler et al., 2008). Moreover, the activated BES is transcribed exclusively by RNA polymerase I (pol I) from an extranucleolar focus known as Expression Site Body (ESB) (Navarro and Gull, 2001). Recent studies have been demonstrating the strictness of the VSG expression control and how the ESB structure is important for active BES transcription (Kerry et al., 2017; Budzak et al., 2019; Faria et al., 2021).

In general, there are two main mechanisms by which a VSG gene can be switched (Myler et al.,1984a,b). The first one is called transcriptional switching and is characterized by alternating the subtelomeric region containing the ES that is being transcribed (Bernards et al., 1984; Myler et al.,1984a,b). The second involves different types of recombination events to perform VSG gene replacement, i.e., VSG genes can be shuttled from other locations in the chromosomes into an active ES (Myler et al., 1984b; Scholler et al., 1989; McCulloch et al., 1997; Conway et al., 2002; Hall et al., 2013). The VSG switching by recombination events predominates over transcriptional switching because it is possible to have access to the entire VSG repertoire through this mechanism (Robinson et al., 1999; Hovel-Miner et al., 2012). On the other hand, although frequently observed (Bernards et al., 1984; Myler et al., 1984a; Bitter et al., 1998; Rudenko et al., 1998; Barry and McCulloch, 2001), transcriptional switches allow access to only ∼15 VSGs housed in the ES. Recombination is also essential in the segmental gene conversion for generating antigenic diversity, producing a “VSGs mosaic” during chronic infections (Hall et al., 2013; Mugnier et al., 2015).

At least two commonalities between recombination-based VSG switching and DSBs repair by HR strongly support that DSBs are catalysts for switch events (Figure 1A). First, the recombination-based VSG switching can be directly activated by the induction of a DSB in the active BES using the meganuclease I-SceI (Boothroyd et al., 2009; Glover et al., 2013). Second, disruption of the HR pathway through the interruption of some components, such as ATR (Stortz et al., 2017; Black et al., 2020; Marin et al., 2020), Rad51 (McCulloch and Barry, 1999; Proudfoot and McCulloch, 2005), Rad50 (Mehnert et al., 2021), and BRCA2 (Hartley and McCulloch, 2008), impairs the VSG switching by recombination, suggesting that multiple components are shared between these two pathways. In general, these features mirror targeted gene rearrangements in other organisms, such as VAR genes diversity in Plasmodium (Kyes et al., 2007; Claessens et al., 2014), pilin antigenic variation in Neisseria (Cahoon and Seifert, 2011), and V(D)J recombination during the development of B lymphocytes of the vertebrate immune system (Tonegawa, 1983; Brecht et al., 2020).
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FIGURE 1. Examples of putative mechanisms dependent on recombination events and DSBs in trypanosomatids. (A) Antigenic variation by recombination events in T. brucei – DSBs within repeat elements (70 bp repeats) are catalysts for VSGs switching. Of note, DSBs occur naturally in active bloodstream expression sites (BES). (B) Genetic exchange in T. cruzi – Hybrid T. cruzi cells have slightly increased Rad51 expression (Alves et al., 2018), which may contribute to driving homologous recombination (HR) between direct repeated sequences (DRS) during the genetic exchange, resulting in the integration of an exogenous DNA. (C) Gene amplification in Leishmania spp. – DSBs nearby or within DRS may trigger HR and lead to gene copy number variation (gene CNV). In the scheme, the genes B and C were amplified.


Briefly, while DSBs may be potentially lethal according to the number, location, and DNA repair capacity of the cell (Marin et al., 2018), this DNA lesion is also a critical factor in the fundamental immune evasion mechanism carried out by T. brucei.



DSBs ARE REQUIRED DURING GENETIC EXCHANGE PERFORMED BY T. CRUZI

Trypanosoma cruzi is the etiological agent of American trypanosomiasis (also known as Chagas disease), a potentially life-threatening illness afflicting ∼10 million people, predominantly across the Americas (Khare et al., 2016; Browne et al., 2017). Chagas disease encompasses a wide range of clinical manifestations during acute and chronic phases, such as viral−like symptoms (fever, malaise, and lymphadenopathy), arrhythmias, and transient electrocardiogram abnormalities (Morgan et al., 1996; Malik et al., 2015). Most of these symptoms are related to environmental factors and the broad genetic diversity presented by T. cruzi genetic groups (Andrade et al., 2002), of which six discrete typing units (DTUs), TcI to TcVI have been reported (Marcili et al., 2009; Zingales et al., 2012; Brenière et al., 2016).

A pervasive view is that T. cruzi proliferates by binary fission and subsequent clonal expansion (Tibayrenc et al., 1990; Ramírez and Llewellyn, 2014). However, in the last two decades, a growing number of studies support the existence of genetic exchange and possible cryptic sexual cycles among different populations of T. cruzi (Gaunt et al., 2003; Ramírez et al., 2012; Messenger and Miles, 2015; da Silva et al., 2018; Schwabl et al., 2019). For instance, although the evolutive relationships among the different DTUs are largely unclear, at least two DTUs (TcV and TcVI) are hybrids (Machado and Ayala, 2001; Pedroso et al., 2003; Sturm et al., 2003; Lewis et al., 2011; Messenger and Miles, 2015), evidencing that genetic exchange among distinct T. cruzi groups occurs naturally. Intriguingly, naturally occurring hybrid strains of T. cruzi, such as CL Brener (TcVI), show alterations in the expression of core HR factors, displaying high levels of BRCA2 and Rad51 transcripts, indicating that HR repair and DSBs could act as drivers of genetic exchange in these parasites (Alves et al., 2018; Figure 1B).

Unusually, T. cruzi displays remarkable resistance to ionizing radiation (IR), tolerating radiation exposure levels 50–100 times that of mammalian cells (Yonetani et al., 2005; Regis-da-Silva et al., 2006), an effect attributed to Rad51 directed activities acting to resolve IR-induced DSBs (Regis-da-Silva et al., 2006; Silva et al., 2018; Repolês et al., 2020). Indeed, T. cruzi appears to possess an extreme capacity to repair putative DSBs (Regis-da-Silva et al., 2006). Such capabilities could explain, in part, the ability of T. cruzi to produce hybrid strains. Perhaps unsurprisingly, T. cruzi populations overexpressing Rad51 also accumulate a high percentage of fused-cell hybrids (Alves et al., 2018), where Rad51 both acts to limit the formation/stabilization of fused-cell hybrids and drive HR events during the genetic exchange. T. cruzi hybrid strains appear better adapted to deal with DSBs relative to non-hybrid strains (Regis-da-Silva et al., 2006; Garcia et al., 2016; Cerqueira et al., 2017; Resende et al., 2020). This adaptation is probably related to an efficient HR pathway since Rad51 overexpression or ablation causes significant changes in how T. cruzi deals with DSBs (Regis-da-Silva et al., 2006; Silva et al., 2018).

Furthermore, some studies have been evidencing DSBs as a platform to facilitate other fundamental survival mechanisms, such as increased infectivity (Silva et al., 2018; Repolês et al., 2020), chromosome/gene copy number variation (Reis-Cunha et al., 2015), and variability in multigene families (Chiurillo et al., 2016). The latter is worth highlighting for lead to evasion of host immune response, a strategy like those used by T. brucei through antigenic variation (Myler et al., 1984b; Mugnier et al., 2015). Interestingly, the authors used the meganuclease I-SceI to introduce programmed DSBs into a subtelomeric region of T. cruzi CL Brener (TcVI) and observed that the lesions were predominantly repaired by the Rad51-dependent mechanism: HR (Chiurillo et al., 2016). Whether other non-hybrid T. cruzi strains would repair programmed DSBs by HR is an issue that requires further investigation.

In conclusion, although multiple DSBs are harmful (Regis-da-Silva et al., 2006; Silva et al., 2018; Resende et al., 2020), T. cruzi likely utilizes these lesions to enable an increase in its genome diversity, a feature enhanced by Rad51. However, this raises an intriguing question: what did the naturally high levels of Rad51 expression lead to? The high tolerance to DSBs or the genetic exchange producing fused-cell hybrids? Considering that DSBs can trigger HR-dependent events (Pfeiffer et al., 2000; Li, 2015), and HR plays a crucial role in the genetic exchange (Alves et al., 2018), there will probably never be a satisfactory answer to this question.



THE CONTRIBUTION OF DSBs TO GENOMIC CHANGES IN LEISHMANIA SPP.

Leishmania spp. cause a spectrum of debilitating diseases collectively known as leishmaniasis, which have three main forms: visceral leishmaniasis (also known as kala-azar), which is characterized by the enlargement of the spleen and liver, concomitant with anemia and weight loss; cutaneous leishmaniasis, which causes skin lesions leaving serious disability or stigma; and mucocutaneous leishmaniasis, which destroy the mucous membranes of the nose, mouth, and throat (Nazzaro et al., 2014; Burza et al., 2018). To date, only a few human vaccines are in the clinical trial (Moafi et al., 2019), and parasite resistance to front-line drugs has been documented (Croft and Olliaro, 2011; Perez-Franco et al., 2016; Patino et al., 2019), making leishmaniasis a major global health problem.

Leishmania spp. have remarkably plastic genomes, with genomic alterations such as aneuploidy (Mannaert et al., 2012; Lachaud et al., 2014), and CNVs (Rogers et al., 2011; Bussotti et al., 2018), which seems to be widespread phenomena among the species (Rogers et al., 2011; Lachaud et al., 2014; Negreira et al., 2020). Interspersed throughout the genome of Leishmania spp. are repeated DNA sequence elements, which catalyze DNA rearrangements via the formation of circular and linear sequence amplicons (Beverley, 1991; Ubeda et al., 2014). These amplicons arise in several Leishmania spp. under stress conditions or when parasites are challenged with drugs (Beverley et al., 1984; Downing et al., 2011; Laffitte et al., 2014). As HR factors (e.g., Mre11, Rad50, BRCA2, and Rad51 paralogs) facilitate gene rearrangements (Grondin et al., 1993; Navarro et al., 1994; Genois et al., 2012, 2015; Laffitte et al., 2014; Ubeda et al., 2014), DSBs nearby or within repeat elements could act as initiators of amplicon formation (Figure 1C). Nevertheless, no studies have directly correlated DSBs with the emergence of extrachromosomal DNA elements or DNA rearrangement events in this organism to date. Despite this, DSBs are attractive substrates for this type of adaptive genome re-writing for at least three reasons: first, gene CNVs occur through rearrangements of repeated DNA sequences, a process that relies, at least partially, on HR (Grondin et al., 1993); second, increased expression of Rad51 is observed when DSBs are generated (McKean et al., 2001; Genois et al., 2012); and third, Rad51 inactivation prevents the formation of circular extrachromosomal elements even under drug pressure. However, linear amplicons can still form, suggesting that the production of circular extrachromosomal DNA elements is HR-dependent, whereas linear amplicon likely utilizes an alternative pathway (Ubeda et al., 2014; Genois et al., 2015).

Interestingly, more than half of the predicted extrachromosomal DNA elements in Leishmania spp. are present in wild-type populations in the absence of drug pressure indicating the Leishmania genome is, in fact, undergoing continuous rearrangement (Ubeda et al., 2014; Bussotti et al., 2018). Moreover, these stochastic rearrangements may reflect a strategy by which Leishmania can rapidly adapt to a changing environment (Ubeda et al., 2014). However, if DSBs are continually being generated to trigger these rearrangements is a matter of debate that remains open.

Succinctly, although multiple DSBs can be extremely hazardous for Leishmania spp. (Manna et al., 2010; da Silveira et al., 2013), further studies are necessary to finish the puzzle promoted by these lesions and find out when they can be a benefit or a detriment for this parasite.



DISCUSSION

Antigenic variation in T. brucei, genetic exchange in T. cruzi, and genomic alterations in Leishmania are examples of some vital processes triggered by DSBs and evidence how fundamental is this type of DNA damage for these organisms. However, some studies have shown that the response to DSBs can be slightly different in each trypanosomatid. For instance, T. brucei apparently fails to trigger a stringent cell cycle checkpoint in response to DSBs and, due to that, DNA breaks may persist during cell division until a template (e.g., sister chromatid) is available (Glover et al., 2019). This finding suggests that MMEJ does not play a major role in T. brucei. In contrast, DSBs generated by CRISPR/Cas9 without a template do not persist in T. cruzi and are repaired by MMEJ (Peng et al., 2015). Curiously, Leishmania donovani predominantly uses SSA instead of MMEJ to repair DSBs introduced by CRISPR/Cas9 (Zhang et al., 2020). These different behaviors in response to DSBs suggest that the cell cycle plays a fundamental role in the trypanosomatids DNA damage response.

In population terms, the cell cycle phase where DSBs are generated is trivial since the predominant phenotype is evidenced by those trypanosomatids that managed to overcome the DNA damage. However, for a single cell, the cell cycle phase in which DSBs are introduced is essential to decide its fate. For instance, DSBs generated outside the S/G2 phases are unlikely to trigger recombination events, mainly due to the absence of a sister chromatid (homologous sequence). This behavior may explain the different and peculiar responses to the DSBs previously mentioned. In this scenario, single-cell analyses (e.g., single-cell transcriptomics) can be a valuable tool to reveal possible cryptic populations capable of dealing with DSBs differently (Briggs et al., 2021). Profiling gene expression of individual cells with single-cell RNA sequencing may detect rare cell types in heterogeneous populations previously challenged with DSBs source agents, such as IR. This approach may contribute to evidence, even more, how relevant are the roles of DSBs in the life cycle of these peculiar organisms.



CONCLUDING REMARKS

In conclusion, DSB formation poses a conundrum for single-celled organisms like trypanosomatids. On the one hand, DSBs undermine genomic stability compromising parasites fitness and potentially inducing death (Regis-da-Silva et al., 2006; Manna et al., 2010; Marin et al., 2018). On the other, DSBs provide an essential substrate for genome variability and subsequent adaptation to rapidly changing environments, with examples from each parasite harnessing DSBs and its repair to this effect: in T. brucei, DSBs can trigger VSG switching enabling host immune evasion (Boothroyd et al., 2009; Glover et al., 2013); for T. cruzi, DSBs are necessary for HR-dependent events essential for genetic exchange (Gaunt et al., 2003; Alves et al., 2018) and variability in multigene families (Chiurillo et al., 2016); and in the case of Leishmania spp., DSBs can be catalysts for recombination events leading to genomic changes and CNVs, a crucial strategy to overcome hostile environments (Grondin et al., 1993; McKean et al., 2001; Laffitte et al., 2016). Thereby, DSBs represent a “double-edged sword” for trypanosomatids (Figure 2). Now, further studies are required to establish which players (or pathways) wield this heavy blade.


[image: image]

FIGURE 2. Schematic overview of the possible trypanosomatid cell’s fate in response to DNA double-strand breaks (DSBs). In a hypothetical trypanosomatid, several players act in an orchestrated way in response to DSBs. However, according to the number, location, cell cycle phase, and DNA repair capacity of the cell, these lesions can trigger different consequences: advantages (green box), neutrality (gray box), or disadvantages (red box). ATM, ataxia telangiectasia mutated; ATR, ataxia telangiectasia and Rad3-related; MRN, MRE11-RAD50-NBS1 complex; Exo1, Exonuclease 1; RPA, Replication protein A; BRCA1-2, Breast cancer 1–2; Rad51, Recombinase involved in homologous recombination; γH2A, phosphorylated histone H2A.
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miR-376a Provokes Rectum Adenocarcinoma Via CTC1 Depletion-Induced Telomere Dysfunction
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CTC1 is a component of the mammalian CST (CTC1–STN1–TEN1) complex which plays essential roles in resolving replication problems to facilitate telomeric DNA and genomic DNA replication. We previously reported that the depletion of CTC1 leads to stalled replication fork restart defects. Moreover, the mutation in CTC1 caused cancer-prone diseases including Coats plus (CP) or dyskeratosis congenita (DC). To better understand the CTC1 regulatory axis, the microRNAs (miRNAs) targeting to CTC1 were predicted by a bioinformatics tool, and the selected candidates were further confirmed by a dual-luciferase reporter assay. Here, our current results revealed that miR-376a significantly reduced CTC1 expression at the transcription level by recognizing CTC1 3′-UTR. In addition, the overexpression of miR-376a induced telomere replication defection and resulted in direct replicative telomere damage, which could be rescued by adding back CTC1. Telomere shortening was also observed upon miR-376a treatment. Furthermore, for the clinical patient samples, the high expression of miR-376a was associated with the deregulation of CTC1 and a poor outcome for the rectum adenocarcinoma patients. Together, our results uncovered a novel role of miR-376a in stimulating rectum adenocarcinoma progression via CTC1 downregulating induced telomere dysfunction.
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INTRODUCTION

Telomere is a tandemly repeated DNA formed at the end of a chromosome and is thought to play essential roles in genomic stability (Turner et al., 2019). Given the end replication problems, telomeres shorten with cell division, and the cells will go into senescence or apoptosis when their telomere reaches critical lengths that are no longer enough to cap the essential genes on the genome (Zhu et al., 2019). Telomere length could be maintained by the telomerase via adding TTAGGG repeats to the chromosome ends, and the activity of telomerase, which is a ribonucleoprotein reverse transcriptase, could be detected in a variety of cells, such as cancer cells, stem cells, and reproductive cells (Jiang et al., 2018).

Telomere proteins protect chromosome termini to distinguish the natural ends from double-stranded breaks to further inhibit processes such as DNA end-joining, DNA recombination, or DNA repair, which would lead to unstable chromosomes (Yin et al., 2014). Shelterin is the conserved telomere binding complex consisting of six distinct proteins, including TRF1, TRF2, Rap1, TIN2, TPP1, and POT1 (Yin et al., 2014). TRF1 and TRF2 bind to the duplex telomere with high affinity, playing essential roles in telomere replication and protection. POT1 is the single-version component of shelterin that binds to the single-strand telomeric DNA and functions in telomere protection, G-overhang processing, and telomerase activity regulation. Rap1, TIN2, and TPP1 connect and stabilize the above three proteins on telomeres (Yin et al., 2014; Liu et al., 2019).

Telomeres are difficult-to-replicate sites due to their repetitive nature and their propensity to generate DNA secondary structure, such as T-loop and G-quadruplex. Moreover, the heterochromatic states provide an additional barrier to the replication forks (Bettin et al., 2019). Thus, a number of extra protein factors are required to properly replicate the telomeric duplex and to pass through the inherent barrier. These proteins include DNA helicase (BLM, RTEL1, and RecQ4) (Root et al., 2016; Kaiser et al., 2017; Olivier et al., 2018), nuclease (FEN1 and Dna2) (Saharia et al., 2010; Lin et al., 2013), and DNA binding proteins (hSSB) (Gu et al., 2013; Touma et al., 2016). The depletion of these proteins leads to telomere dysfunction, represented by the formation of multi-telomeric signals (MTSs) and telomere dysfunction-induced foci (TIFs). Our previous studies showed that mammalian CST (CTC1–STN1–TEN1) plays essential roles in stalled telomeric replication fork restart and the telomeric C-strand fill-in process (Zhang M. et al., 2019). The depletion of CTC1 caused the appearance of telomere replication deficiency and the accumulation of telomere damage (Feng et al., 2018). Moreover, a naturally occurring mutation of CTC1 was observed in rare genetic telomere biology disorders (TBD) such as Coats plus (CP) or dyskeratosis congenita (DC), of which patients always show shortened telomeres (Gu et al., 2018; Han et al., 2020).

Recently, a variety of studies have indicated that microRNAs (miRNAs) could play essential roles in a diversity of biological processes (Liu and Liu, 2013; Vinchure et al., 2020). To better understand the role of miRNAs in telomere function, further investigation on the regulatory pathway of CTC1 via miRNAs was explored in our present study. Firstly, the miRNAs targeting to CTC1 were screened by using the bioinformatics prediction tool ENCORI. Then, the candidates were identified and confirmed by a dual-luciferase reporter system. Two of the 11 tested miRNAs were found to function in telomere replication and telomere length regulation by downregulating CTC1. Moreover, we also observed that the decrease of CTC1 was consistent with the stimulation of miR-376a in the progression of rectum adenocarcinoma. Together, these findings revealed a novel function of miR-376a and uncovered a universal mechanism of rectum adenocarcinoma generation which relies on telomere length regulation, suggesting a novel potential target for cancer therapy.



RESULTS


Bioinformatics Analysis and Experimental Screening Identifies miRNAs Targeting to CTC1

To investigate and obtain the candidate miRNAs targeting to CTC1, the bioinformatics prediction tool ENCORI (the Encyclopedia of RNA Interactomes) was used for the first round of screening. ENCORI is an open-source platform for studying the miRNA–target interactions from CLIP-seq, degradome-seq, and RNA–RNA interactome data (Yang et al., 2011; Li et al., 2014). One hundred seven miRNAs were identified to interact with CTC1 messenger RNAs (mRNAs), and these candidates were then re-selected by the miRanda program (Betel et al., 2010). Finally, 11 miRNAs with more miRanda sites read numbers were chosen for the following study (Figure 1A). Given that all of these 11 miRNAs were targeted to the CTC1 3′-UTR, the UTR region of CTC1 (NM_025099.6) was cloned into downstream of the Renilla luciferase (RL) reporter and a dual-luciferase reporter assay was performed to investigate the regulation function of the candidate miRNA. The luciferase vector and the miRNAs were co-transfected into human embryonic kidney 293 (HEK293) cells. The RL/firefly luciferase (FL) rate was used to determine the effect for the corresponding miRNA. The results showed that five of the 11 miRNAs decreased the RL/FL rate, suggesting that they may suppress CTC1 expression through interaction with its 3′-UTR regions (Figure 1B). Among these five miRNAs, miR-376a-3p and miR-29a-3p exhibited better repression efficiency. To further confirm their regulation function, the putative interaction sites of each miRNA were predicted. Two 3′-UTR mutations (mCTC1-1 and mCTC1-2), which can disrupt the miRNA–mRNA interaction, were cloned by quick-change PCR (Figure 1C). As we expected, the overexpression of miR-376a-3p or miR-29a-3p in HCT116 cells could decrease Renilla luciferase activity with the CTC1 3′-UTR wild-type vector, but not for the mutant vectors, confirming that both miRNAs target the 3′-UTR regions (Figure 1D).
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FIGURE 1. Several microRNAs (miRNAs) were identified to target CTC1. (A) Dual-luciferase assay report of HEK293T cells that expressed the indicated miRNA targeting the CTC1 3′-UTR. (B) List of candidate miRNAs tested by the luciferase assay and the number of miRanda screening read sites. (C) Predicated binding sites of miR-376a and miR-29a on the CTC1 3′-UTR. Mutant sites in the seed region were labeled in red. (D) Luciferase activity of cells expressing the wild-type CTC1 or mutant CTC1 3′-UTR with the selected miRNAs. P values were determined by Student’s t test. An asterisk was annotated on the panel if the statistical P < 0.05 compared to the control.




miRNAs Induce Telomere Replication Dysfunction by Downregulating Endogenous CTC1 Protein

To investigate whether the expressions of the above miRNAs could inhibit the expression of endogenous CTC1, the level of CTC1 was determined at the mRNA and protein levels upon exogenous miRNA transfection. Our results showed that the mRNA transcription level was reduced by 35.7 and 37.3% with miR-376a-3p and miR-29a-3p treatments, respectively (Figure 2A). Consistently, the CTC1 protein level was decreased by ∼50% by these two miRNAs (Figure 2B), indicating that the expression of the miRNA could downregulate the level of CTC1. Here, the shCTC1 vector was used as a positive control, which showed slightly better inhibition efficiency. Since CTC1 has been reported to play roles in cell growth and cell cycle (Feng et al., 2018), cell proliferation was examined by cell counting. We found that treatment with either of the two miRNAs or by shCTC1 knockdown could finally lead to the repression of cell growth (Figure 2C).
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FIGURE 2. Selected microRNAs (miRNAs) could induce telomere dysfunction via downregulating CTC1 expression. (A) The relative CTC1 messenger RNA (mRNA) transcriptional level was determined by quantitative real-time PCR in the control and the miRNA or short hairpin RNA (shRNA) treatment groups. The expression difference was calculated by one-way ANOVA, with *P < 0.05 and **P < 0.01. (B) The protein level was evaluated by Western blot assay upon miRNA or shRNA treatment. The relative gray value was annotated below each panel. (C) The growth curve upon miRNA or shRNA treatment was determined by cell counting. (D) Representative images of metaphase telomere fluorescence in situ hybridization (FISH) upon different treatments. Multi-telomeric signal (MTS) is indicated by the white arrows. The red florescence exhibits telomere FISH signal while chromosomes were stained with DAPI (blue). (E) The percentage of chromosomes with MTS was calculated upon miRNA or shRNA treatment based on the FISH results as demonstrated in panel (D). Statistical analysis was calculated by one-way ANOVA, with *P < 0.05.


Given the crucial role of CTC1 in telomere replication (Stewart et al., 2012), the level of MTSs (multiple telomere signals) was determined consequently. MTSs have also been called fragile telomeres, which are observed under conditions of replication fork stalling and replication stress, thereby constituting a sign of telomere replication failure (Durkin and Glover, 2007). When we examined the HEK293T stable miRNA expression cell lines, we found that either miR-376a-3p or miR-29a-3p overexpression caused a significant increase in the frequency of MTSs (Figures 2D,E). The acute knockdown of CTC1 led to an increase in chromosomes lacking telomeric fluorescence in situ hybridization (FISH) signals (signal-free ends, SFEs) (Surovtseva et al., 2009). We next examined whether stable miRNA expression causes loss of telomere signal. In contrast to the MTS result, no significant increase of SFEs was observed (Supplementary Figure 1), suggesting that depletion of CTC1 by miRNA promoted telomere replication stress and telomere dysfunction, but not telomere loss.



miR-376a-3p Promotes Replicative Telomere DNA Damage

Impaired telomere replication can cause telomere dysfunction, which eventually induces robust DNA damage response signals at telomeres to form telomere TIFs (Takai et al., 2003; Antushevich et al., 2014). The association of 53BP1 with the telomere signal was examined, and the result showed that the percentage of cells with more than four TIFs was increased by about threefold (from 3.8 to 11.3%) upon miR-376a-3p expression (Figure 3A). Moreover, we observed that the number of dysfunctional telomeres could be rescued by the adding back of exogenous CTC1. Ataxia-telangiectasia-mutated-and-Rad3-related kinase (ATR) signaling appears to be located in stalled replication forks to stop further fork collapse and breakage, which was mainly mediated by single-strand breaks (SSBs) (Ammazzalorso et al., 2010; Lin et al., 2018). To address the question whether the inhibition of ATR could restore the miRNA-induced telomere damage clustering, the level of telomere damage was determined with the ATR inhibitor (ATRi) treatment. To our surprise, ATR inhibition fully recovered the formation of TIFs. Combined with the SFE results, our current data indicated that miR 376a 3p could induce replication stress and SSBs rather than double-strand breaks (Figure 3B).
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FIGURE 3. miR-376a leads to telomere damage, which relies on CTC1 expression and ataxia-telangiectasia-mutated-and-Rad3-related kinase (ATR) signal pathway activation. (A) Representative image showing the telomere dysfunction-induced foci (TIFs) on interphase cells with different treatments. TIFs are labeled with white arrows. Telomere (green), 53BP1 (red), and nuclei were stained with DAPI (blue). (B) The percentage of cells with more than four TIFs was calculated. (C) Graph showing the number of 53BP1 foci under different conditions. P values were determined by one-way ANOVA, with *P < 0.05.


We have previously reported that the CST complex play a dual role in telomere DNA replication and genomic DNA replication. To investigate the effect of miR 376a 3p on general DNA replication, the number of 53BP1 foci was counted after CTC1 depletion, with or without the ATRi. Consistently, the number of 53BP1 foci was increased by sixfold with miR 376a 3p expression. However, unlike TIFs which were almost recovered by adding back CTC1, the formation of 53BP1 foci could only be partially rescued by adding back CTC1, suggesting that miR 376a 3p may also target other factors besides CTC1. Most interestingly, the overall 53BP1 foci induced by miR 376a 3p could be completely eliminated by an ATRi (Figure 3C), indicating that miR 376a 3p might have an extra target which also functions in genomic DNA replication.



miR-376a-3p Induces Telomere Shortening Independent of Telomerase Activity

It has been reported that the depletion of CST leads to telomere signal loss and the deregulation of telomere length (Surovtseva et al., 2009). However, another study described that CST was essential in telomerase recruitment and inhibited telomere elongation (Chen et al., 2012). Given that the regulation of telomere length by the CST complex was not clear, the length of telomeres was examined here in HEK293T cells. To our surprise, the expression of miR 376a 3p led to a dramatic telomere deregulation as well as CTC1 depletion by short hairpin RNA (shRNA). The subsequent rescue experiment proved that the telomere shortening induced by miR 376a 3p could be restored by CTC1 re-expression. Interestingly, unlike the telomere dysfunction-induced foci, we observed that the ATRi treatment had no effect on telomeres in shortening recovery (Figures 4A,B). Since the recovery of telomere elongation was not dependent on the ATR signal pathway, the telomere shortening induced by miRNAs may rely on the telomere replication defects or the downregulation of telomerase. Thus, we suspect that the deregulation of telomere length may be via the inhibition of telomerase activity. To our surprise, there were no significant changes in telomerase activity with miR-367a-3p treatment or CTC1 depletion (Figures 4C,D).


[image: image]

FIGURE 4. miR-376a causes telomere shortening independent of telomerase. (A) Telomere length was determined by TRF Southern blot; the mean telomere length in each treatment group was labeled by the circle in the lane. (B) The telomere length was calculated and graphed based on the image in graph (A). (C) Telomerase activity determined by TRAP assay is demonstrated. (D) The telomerase activity among different treatment groups was calculated and graphed. Statistical analysis was determined by one-way ANOVA, with *P < 0.05.




Genomic DNA Replication and Genome Integrity Are Also Altered by miR-367a-3p-Induced CTC1 Depletion

We have previously reported that CST was necessary for the genome-wide replication restart after fork stalling (Stewart et al., 2012). Thus, the efficiency of stalled replication fork restart was determined after hydroxyurea (HU) treatment. HU is a ribonucleotide reductase inhibitor that stalls DNA polymerization by depleting nucleotide pools (Goldstein and Kastan, 2015). After HU treatment, cells were released into the culture medium with 5-ethynyl-2′-deoxyuridine (EdU) to label the cells resuming replication. miR 376a 3p-induced lack of restarting of the stalled replication forks was verified by the decrease of EdU uptake (Figures 5A,B). As anticipated, the recovery of the fork restart was observed with CTC1 re-expression and upon ATRi treatment. To determine whether the defects in genomic DNA replication led to genome instability, hallmarks such as micronuclei were detected (Figures 5C,D). We observed that the depletion of CTC1 by either miRNA or shRNA caused a significant increase in the frequency of micronuclei formation. And the increase was barely prevented by the expression of CTC1, but largely by the treatment of ATRi (Figures 5C,D). Taken together, our findings suggested that the miR-376a-3p-induced genomic DNA replication deficiency and genome instability were via the depletion of CTC1 and other related factors, which relied on the activation of ATR.
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FIGURE 5. miR-376a induces genomic DNA replication deficiency. (A) Genomic DNA replication efficiency determined by 5-ethynyl-2′-deoxyuridine (EdU) incorporation. Incorporated EdU (green) and nuclei stained with DAPI (blue). (B) The relative EdU incorporation in the different treatment groups was calculated and statistically analyzed. (C) Representative images of normal nuclei and micronuclei. (D) The number of cells with micronuclei in each treatment group was calculated and the statistics of percent of cells with micronuclei was determined by one-way ANOVA. *P < 0.05 and **P < 0.01.




miR-376a-3p Upregulation in Rectum Adenocarcinoma Leads to the Decrease of CTC1and Poor Survival Outcome

To further investigate the clinical significance of miR-376a-3p in cancers, the expression of its target CTC1 in different cancers was examined in The Cancer Genome Atlas (TCGA) data portal. We observed that CTC1 was significantly downregulated in several cancer types, including rectum adenocarcinoma and uterine serous carcinoma (Figure 6A and Supplementary Figure 2). RNA sequencing (RNA-seq) datasets from 410 rectum adenocarcinoma patients from READ were obtained from TCGA. The survival analysis showed that a low CTC1 expression was associated with poor survival outcome (Figure 6B). RNA was extracted from the tumor and adjacent tissues from six patients with rectum adenocarcinoma. The results showed that the transcription of CTC1 was inhibited by the overexpression miR-376a-3p (Figures 6C,D), and their expressions were closely associated (P = 0.02; Figure 6E).
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FIGURE 6. miR-376a expression is correlated with CTC1 deregulation and poor outcomes in rectum adenocarcinoma patients. (A) The CTC1 messenger RNA (mRNA) transcription in rectum adenocarcinoma tumor and normal tissues was analyzed. The mRNA transcriptional data was obtained from the GEPIA2 database, with 92 tumor and 318 normal samples included. (B) The overall survival rates of rectum adenocarcinoma patients with high or low levels of CTC1 were demonstrated based on the 92 tumor patients from the GEPIA2 database. (C,D) The mRNA samples of tumor tissue and adjacent tissues from six rectum adenocarcinoma patients were obtained. The transcriptional levels of CTC1 and miR-376a were determined by quantitative real-time PCR. (E) The inverse relation between CTC1 and miR-376a was also observed based on the transcriptional levels of the 12 samples from the tumor and adjacent tissues of the six rectum adenocarcinoma patients tested in our current study.




DISCUSSION

Here, we employed a bioinformatics screening approach (Supplementary Figure 3) to identify miRNAs that could target the human telomere binding protein CTC1, which is one component of the CST complex. Although 11 miRNAs were predicted by the bioinformatics tool, five of them can significantly decrease the relative luciferase activity. Two miRNAs (miR-367a-3p and miR29a-3p) that showed the best depletion efficiency were chosen for our subsequent study. The expressions of these two miRNAs led to telomere replication defects and increased telomere dysfunction-induced foci in several cell lines, exhibiting a CTC1-dependent model which may rely on the ATR signal pathway. In a further study, we identified that miR-367a-3p expression could deregulate telomere length, which could be rescued by CTC1 re-expression, but not by the ATRi treatment. Moreover, based on the database analysis and the patient study, we observed that miR-376a-3p may play essential roles in promoting rectum adenocarcinoma progression via downregulating CTC1. Taken together, we identified novel miRNAs which could target CTC1 to promote rectum adenocarcinoma, and our current study provided a detailed mechanism by which telomere function is regulated.

Several other miRNAs targeting telomere binding proteins, such as TRF2 and POT1, have been identified in previous studies (Luo et al., 2015; Li et al., 2020). The expressions of these miRNAs demonstrated an induced telomere dysfunction and cellular senescence via downregulating the target protein. The CST complex is structurally similar to replication protein A (RPA), the most abundant single-strand DNA (ssDNA) binding protein that is essential for DNA replication and repair (Niederberger, 2013; Bhattacharjee et al., 2016; Bhat and Cortez, 2018; Pokhrel et al., 2019). The depletion of CST led to telomere replication stress, including increased fragility and gradual telomere shortening (Wang et al., 2012; Zhang M. et al., 2019). Here, the telomere replication deficiency was examined. As anticipated, single-strand telomeric DNA damage induced by miR-376a-3p could be fully repressed by either ATRi treatment or CTC1 re-expression. However, the genomic DNA damage could only be restored by an ATRi, but barely by a CTC1-containing vector, suggesting that miR-376a-3p has additional targets besides its CTC1 function in genomic DNA replication or single-strand DNA damage response. miR-376a has been reported to accumulate in glioma cells and to play an essential role in glioblastoma (GBM) cell invasion and migration. This effect was regulated by its direct targeting to RAP2A and its concomitant inability to target the autocrine motility factor receptor (AMFR) (Choudhury et al., 2012). Moreover, tumor genes including c-Myc, KLF15, and NRP1 were reported to be targeted by miR-376a, which may explain why the re-expression of CTC1 cannot fully rescue the miR-376a overexpression-induced defects (Yang et al., 2017; Wang et al., 2018; Zhang L. et al., 2019). The subsequent EdU incorporation and micronuclei formation study further established that miR-376a-3p has an extra target which is in charge of genomic DNA replication, and it is consistent with the multiple targeting properties of miRNAs. In contrast, the telomere length shortening induced by miR-367a-3p could only be rescued by CTC1 overexpression, but not ATRi treatment. Telomere shortening may be induced by telomere replication defects, direct telomere loss, or downregulation of telomerase activity in cancer cells. Since no significant telomere loss or reduced telomerase activity was observed, we suspected that the shortening may have resulted from the replication dysfunction of the telomere. There is an additional telomere maintenance mechanism, named alternative lengthening of telomeres (ALT), that requires the participation of ATR and its partners (Flynn et al., 2015; Sobinoff and Pickett, 2017). Given that the phenomenon of miRNAs inducing telomere shortening was not a response for the ATRi treatment, we suspected that the observed telomere dysfunction was not due to the inhibition of ALT.

Germline CTC1 mutation has also been observed in DC and acquired bone marrow failure patients (Shen et al., 2019). DC is a rare inherited bone marrow failure disorder caused by aberrant telomere shortening. It has been reviewed that the incidence of cancer in DC patients with abnormal telomere is dramatically high compared to the control group, including head and neck squamous cell carcinoma (HNSCC), skin SCC, anogenital cancer, stomach cancer, esophagus cancer, and lymphomas, as well as acute myeloid leukemia (AML) (Alter et al., 2009). TCGA expression analysis reveals that CTC1 mutation or CTC1 downregulation is highly associated with adrenocortical carcinoma, kidney chromophobe, rectum adenocarcinoma, uterine carcinosarcoma, and some other types of cancer formation. Additionally, miR-376a-3p has been reported to be positively related with colorectal cancer and endometrial cancer progression (Shen et al., 2020; Wang et al., 2020). Here, we observed that CTC1 expression was negatively associated with miR-376a-3p in adrenocortical carcinoma patients and that the overall survival is dramatically decreased with low CTC1 levels, suggesting that miR-376a-3p may stimulate adrenocortical carcinoma by targeting CTC1. Consequently, CTC1 regulation by miR-376a-3p may provide adaptive mechanisms for understanding the tumor progression. Together, our findings underscore the importance of miRNAs in controlling cell senescence or tumor generation via CST-mediated telomere replication. Moreover, the miR-376a in serum may be considered a hallmark of specific types of cancers and may act as a potential target in cancer therapy.



MATERIALS AND METHODS


Gene Expression Analysis in Tumor

Gene expression profiles and the corresponding clinical information were collected from TCGA by applying the “general expression analysis” module of GEPIA2. Total mRNA samples of rectum adenocarcinoma and adjacent tissues were obtained from Telocom Company (Tianjin, China). The relative mRNA expressional levels of CTC1 from six rectum adenocarcinoma and six adjacent tissues were evaluated by quantitative real-time PCR.



Cell Lines and Compounds

The human cervix epithelioid cell line HeLa1.2.11 was obtained from Carolyn Price Lab (Cincinnati, OH, United States) and cultured in RPMI 1640 medium. HEK293T and colon cancer cell line HCT116 cells were purchased from Tianjin Heshui Biological Industries and maintained with Dulbecco’s modified Eagle’s medium (DMEM). All of the cells were grown with 10% fetal bovine serum and 1% penicillin–streptomycin in a humidified incubator at 37°C and 5% CO2. The fresh medium was changed every 2 days. Cells were treated with the ATRi MKU55933 (Selleck Chemical) at a final concentration of 10 μM.



Antibodies

The antibodies used for immunofluorescence were as follows: the 53BP1 rabbit antibody (NB100-304) was purchased from Novus Biologicals and used at a ratio of 1:5,000, while the goat anti-rabbit secondary antibodies with Alexa Fluor 555 were purchased from Invitrogen and used at a dilution of 1:2,000.



Vectors

To express human miRNA, the vectors used in this experiment were constructed according to a method described previously (Gu et al., 2019). Specifically, the human CTC1 3′-UTR was amplified by PCR and, subsequently, the amplified fragments were inserted into the downstream of the Renilla luciferase reporter in the psiCHECK-2 vector (Promega, Madison, WI, United States). Quick-change PCR was conducted to mutate the seed region of miR-367a in the CTC1 3′-UTR. The pLKO.1 construct TRCN0000129086-D7 (5′-GATCAGAAGGTTCACCTCATT) containing shRNA targeting human CTC1 (C17ORF68, NM_025099) was purchased from Open Biosystems.



Dual-Luciferase Assay

To identify the effect of candidate miRNAs targeting CTC1, the dual-luciferase vector and the miRNAs were co-transfected into HEK293T cells by using Lipofectamine 2000. The dual-luciferase reporter assay was performed according to the manufacturer’s instructions (Promega, E1960). Briefly, the HEK293T cells were inoculated into a 24-well plate 24 h prior to the infection. Then, the CTC1 3′-UTR (150 ng) was transfected into the HEK293T cells with the specific individual miRNA expression vector (450 ng) or the negative control vector, respectively. After 48 h, cells were harvested and lysed to detect the firefly and Renilla luciferase activities using the Dual-Luciferase Reporter Assay Kit (Promega). Then, the ratio of Renilla luciferase activity to FL activity was calculated. Finally, luciferase activity was obtained by normalizing the ratio of cells transfected with an individual miRNA expression vector to cells transfected with the miRNA negative control vector.



Immunofluorescence and FISH

Cells were inoculated into chamber slides. After corresponding treatment, they were taken out and fixed at room temperature with 4% paraformaldehyde for 15 min, washed three times with phosphate-buffered saline (PBS) for 5 min each time, and were treated with 0.15% Triton X-100 for 15 min to permeate. After washing with PBS, they were sealed with 10% bovine serum albumin (BSA) at 37°C for 1 h and incubated with primary antibodies at 4°C overnight. The humidified chamber was taken out the next day and washed with PBS three times, then incubated with secondary antibody at room temperature for 1 h. After washing with PBS, they were stained with DAPI (Vector Labs) for visualization. Images were taken under a Nikon ECLIPSE Ti fluorescence microscope with a × 100 objective.

The FISH experiment used in this article was in accordance with a method previously described (Vinchure et al., 2020), to detect the telomeres of metaphase chromosomes in the cells fixed with methanol/acetic acid. The detecting probes were as follows: fluorescein isothiocyanate (FITC) G-strand probe (5′-CCCTAACCCTAACCCTAA, Biosynthesis) or TelG-Cy3PNA C-strand probe (5′-GGGTTAGGGTTAGGGTTA, Biosynthesis). Images were taken at a constant exposure time and quantified by counting the MTSs and SFEs with the eyes.



Quantitative Real-Time PCR

Total RNA from the cell samples was extracted and purified using the RNeasy kit (Qiagen). The efficiency of CTC1 knockdown was detected using the one-step RT-qPCR HotStart-It kit (USB) following the manufacturer’s instructions. The primers used for quantitative real-time PCR (qRT-PCR) were: CTC1F4, 5′-TCTACCCAGAGAGTGCTTCCTGC; CTC1R4, 5′-GGACCTGCACGATGATGGACAC.
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DNA topoisomerases are enzymes that modulate DNA topology. Among them, topoisomerase 3α is engaged in genomic maintenance acting in DNA replication termination, sister chromatid separation, and dissolution of recombination intermediates. To evaluate the role of this enzyme in Trypanosoma cruzi, the etiologic agent of Chagas disease, a topoisomerase 3α knockout parasite (TcTopo3α KO) was generated, and the parasite growth, as well as its response to several DNA damage agents, were evaluated. There was no growth alteration caused by the TcTopo3α knockout in epimastigote forms, but a higher dormancy rate was observed. TcTopo3α KO trypomastigote forms displayed reduced invasion rates in LLC-MK2 cells when compared with the wild-type lineage. Amastigote proliferation was also compromised in the TcTopo3α KO, and a higher number of dormant cells was observed. Additionally, TcTopo3α KO epimastigotes were not able to recover cell growth after gamma radiation exposure, suggesting the involvement of topoisomerase 3α in homologous recombination. These parasites were also sensitive to drugs that generate replication stress, such as cisplatin (Cis), hydroxyurea (HU), and methyl methanesulfonate (MMS). In response to HU and Cis treatments, TcTopo3α KO parasites showed a slower cell growth and was not able to efficiently repair the DNA damage induced by these genotoxic agents. The cell growth phenotype observed after MMS treatment was similar to that observed after gamma radiation, although there were fewer dormant cells after MMS exposure. TcTopo3α KO parasites showed a population with sub-G1 DNA content and strong γH2A signal 48 h after MMS treatment. So, it is possible that DNA-damaged cell proliferation due to the absence of TcTopo3α leads to cell death. Whole genome sequencing of MMS-treated parasites showed a significant reduction in the content of the multigene families DFG-1 and RHS, and also a possible erosion of the sub-telomeric region from chromosome 22, relative to non-treated knockout parasites. Southern blot experiments suggest telomere shortening, which could indicate genomic instability in TcTopo3α KO cells owing to MMS treatment. Thus, topoisomerase 3α is important for homologous recombination repair and replication stress in T. cruzi, even though all the pathways in which this enzyme participates during the replication stress response remains elusive.
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INTRODUCTION

The protozoan Trypanosoma cruzi is the etiological agent of Chagas disease, also known as American trypanosomiasis. This disease, endemic in Latin America, has been spreading to other continents due to migratory flow. Around 8 million people worldwide are infected by this parasite (Echeverria and Morillo, 2019). T. cruzi belongs to the family Trypanosomatidae, which includes the genera Trypanosoma and Leishmania. During its complex life cycle, T. cruzi alternates between an insect vector and a vertebrate host. Epimastigotes and metacyclic trypomastigotes are life forms found in triatomine insects, whereas amastigotes and bloodstream trypomastigotes are present in the mammalian host. Epimastigotes and amastigotes are proliferative forms, while metacyclic and bloodstream trypomastigotes are infective forms. Additionally, these developmental stages also differ in the cell shape, organelle position, and metabolism (Jimenez, 2014).

The DNA damage response (DDR) is a signal transduction pathway responsible for detecting all kinds of DNA damage and replication stress, in which several proteins work in a coordinated way to halt cell cycle progression and activate DNA repair mechanisms (Ciccia and Elledge, 2010). Two pivotal kinases in DDR are ATM (Ataxia Telangiectasia Mutated) and ATR (Ataxia Telangiectasia and Rad3-Related), which are activated by DNA damage and phosphorylate serine and threonine residues in their protein targets. ATM responds to DNA double-strand breaks (DSB) and promotes homologous recombination repair. ATR is activated by the presence of long tracts of single-stranded DNA (ssDNA), functioning as the major kinase in the replication stress response. Even though ATM and ATR have specific functions and substrates, there is an interconnection between their cellular responses (Cimprich and Cortez, 2008).

DNA topoisomerases are conserved enzymes essential to solve topological problems generated during DNA metabolism and gene expression, performing their functions via transesterification reactions (Cuya et al., 2017). The reaction catalyzed by the topoisomerases does not change the DNA sequence and is not dependent on sequence recognition, so these enzymes can act on any region of the DNA with torsional problems (Pommier et al., 2010; Pommier et al., 2016).

DNA topoisomerases are classified as type I and type II. Type I enzymes cleave DNA single strands, while type II topoisomerases form dimers to cleave DNA double strands, in an ATP-dependent manner. Each topoisomerase type can be subdivided into two subfamilies: IA, IB, IIA, and IIB (Wang, 2002). Each subfamily plays specific roles within the cell, allowing precise coordination of the topological state of DNA throughout the cell cycle (Pommier et al., 2016).

The topoisomerases type IA can relax the negative supercoiling that occur during DNA replication elongation and DNA transcription. Furthermore, due to their ability to catalyze single-strand decatenation, they can act at the termination of DNA replication, chromosome segregation, and dissolution of recombination repair intermediates. This indicates the role of these enzymes in maintaining genomic stability (Pommier et al., 2016). Two genes encoding topoisomerases of the subfamily IA were identified in Escherichia coli. Prokaryotic proteins are named topoisomerase 1 and topoisomerase 3. Eukaryotes have only topoisomerase 3, and in the model eukaryotes, there are two isoforms of this enzyme, called topoisomerase 3α and topoisomerase 3β (Capranico et al., 2017).

At the end of the homologous recombination repair, the dissipation of the double Holliday junctions is necessary, which allows the separation between the two chromosomes. In humans, DNA topoisomerase 3α forms a complex with BLM (Bloom syndrome protein), a RecQ DNA helicase, and with RMI1/2 factors, which can dissolute the double Holliday junctions, generating non-crossover products (Yang et al., 2010). It is known that the physical interaction among these proteins is required to promote the dissolution of these structures. The BLM helicase is responsible for the convergent branch migration of the junctions. The catalytic action of the helicase provides a substrate of single-strand DNA, the hemicatenanes, which can be processed by topoisomerase 3α. The RMI1/2 binding modulates the topoisomerase decatenation activity, making the dissolution of the Holliday junctions more efficient (Bizard and Hickson, 2014; Bocquet et al., 2014). In summary, DNA topoisomerase 3α contributes to genomic stability by preventing chromosome rearrangement and allowing the completion of homologous recombination (Capranico et al., 2017).

Genomic analysis in the TriTrypDB has shown that trypanosomatids have a complete set of the various types of DNA topoisomerases in their genome. In these parasites, the enzymes of the subfamily IA are topoisomerase IA, topoisomerase 3α, and topoisomerase 3β. The topoisomerases of this subfamily are phylogenetically well conserved and are compartmentalized in the nucleus and mitochondria of trypanosomatids (Balaña-Fouce et al., 2014). Studies in T. brucei showed that topoisomerase 3α is important for the antigenic variation mediated by homologous recombination (Kim and Cross, 2010). Despite its relevant role in eukaryotic cells, there is no information about topoisomerase 3α in T. cruzi. Here, we analyze the effects of topoisomerase 3α depletion in different life forms of T. cruzi. Our results suggest that this enzyme is necessary to repair DSBs generated after gamma radiation, since knockout parasites were unable to proliferate after irradiation. Furthermore, the topoisomerase 3α absence influenced the fork replication recovery after cisplatin (Cis), hydroxyurea (HU), and methyl methanesulfonate (MMS) treatments. Indeed, knockout parasites showed a significant reduction in the content of the multigene families DFG-1 and RHS (retrotransposon hot spot), and possible telomere shortening after MMS treatment. Together, these results imply that topoisomerase 3α is necessary to maintain genomic stability in T. cruzi.



MATERIALS AND METHODS


Cell Cultures and Growth Conditions

Epimastigote forms of T. cruzi Dm28c strain were cultivated in liver infusion tryptose (LIT) medium pH 7.4 supplemented with 10% inactivated fetal bovine serum (Gibco) and 1% streptomycin/penicillin (Invitrogen), at 28°C. For the culturing of knockout parasites, 300 μg ml–1 of hygromycin B (Invitrogen) and neomycin (G418 sulfate – Gibco) antibiotics were added to the culture medium. Rhesus monkey kidney monolayers cells (LLC-MK2) (Hull et al., 1962) were maintained in 10% Dulbecco’s modified Eagle’s medium (10% DMEM; Sigma Aldrich), containing 10% fetal bovine serum (Gibco), 200 U ml–1 of penicillin, and 200 μg L–1 of streptomycin sulfate. Metacyclic trypomastigotes obtained from axenic cultures of T. cruzi at stationary phase were used to initiate parasite intracellular life cycle in LLC-MK2 cells. Infection was performed in DMEM supplemented with 2% fetal bovine serum (Gibco), 200 U ml–1 penicillin, and 200 μg ml–1 streptomycin sulfate (2% DMEM). LLC-MK2 cultures were washed daily with PBS+/+ buffer (NaCl 0.134 M, KCl 2.7 mM, Na2HPO4 10 mM, KH2PO4 1.8 mM, Ca2+ 0.9 mM, and Mg2+ 0.49 mM) to remove remaining epimastigotes. Released tissue-culture trypomastigotes (TCTs) were purified as described previously (Andrews et al., 1987) and used to maintain parasite intracellular life cycle and to perform all experiments involving these cells.



Construction of Topoisomerase 3α Knockout Parasites

To generate knockout parasites, the regions comprising nucleotides 67 up to 401 (5′CDS3α–334 bp of length) and 2,391 up to 2,747 (3′CDS3α–356 bp of length) of the coding sequence of the TcTopo3α gene (GenBank: AY850132–2,766 bp of length) were amplified from T. cruzi Dm28c genomic DNA by polymerase chain reaction (PCR). The 5′CDS3α and 3′CDS3α were amplified using the primers described in Supplementary Table 1. The 5′CDS3α amplicon was digested with KpnI and SalI restriction enzymes (New England Biolabs), while 3′CDS3α amplicon was digested with BamHI and XbaI restriction enzymes (New England Biolabs). Both digested amplicons were cloned into pTc2KO-neo or pTc2KO-hygro vectors, which carry neomycin or hygromycin B-resistance gene (Pavani et al., 2016). The complete deletion cassettes were denominated as pNEOΔTopo3α and pHYGROΔTopo3α. The pNEOΔTopo3α cassette was amplified by PCR, and it was transfected into wild-type (WT) T. cruzi epimastigotes using a Gene Pulser II electroporation system (Bio-Rad). The selection occurred in LIT medium with 500 μg ml–1 of G418 until the death of the control parasites. To confirm the insertion of the cassette in the correct loci, a PCR reaction with DNA of transfected parasites was performed using a forward primer located inside the neomycin resistance gene and a reverse primer located 434 bp downstream of the TcTopo3α gene (InNeo and DS3α primers sequences, respectively, are shown in Supplementary Table 1). After that, these parasites were transfected with pHYGROΔTopo3α cassette as described above. The selection occurred in LIT medium with 500 μg ml–1 of G418 and hygromycin B until the control parasites’ death. The correct insertion of the cassette was tested in the selected parasites by PCR using the primers InHygro forward located inside the hygromycin B resistance gene and DS3α reverse primer.



Pulsed-Field Gel Electrophoresis and Southern Blot Analysis

To confirm the absence of the topoisomerase 3α gene in the mutant parasites, the chromosomes from WT and TcTopo3α KO cells were separated by PFGE using the LKB Pulsaphor (Pharmacia). Exponential growth parasites were recovered from LIT medium and washed with PBS buffer twice. Then the cells were resuspended in PSG buffer (44 mM NaCl, 57 mM Na2HPO4, 3 mM KH2PO4, 55 mM glucose) and mixed with an equal volume of 1% low-melting point agarose. To prepare these agarose blocks containing intact chromosomes, 2 × 107 parasites for each block were used. The blocks were incubated with a lysis solution (0.5 M EDTA pH 9, 1% sarkosyl and 0.5 mg/ml proteinase K) at 50°C for 50 h and then stored in this same solution at 4°C. Before the electrophoresis, the blocks were incubated three times with 50 mM EDTA pH 8 for 1 h. The blocks were subjected to PFGE on 1.2 % agarose gel in 0.5× TBE buffer (Tris-borate 44.5 mM, boric acid 44.5 mM, 1 mM EDTA) at 10°C. Chromosomes from yeast Hansenula wingei (1.05 to 3.13 Mbp) were used as a molecular weight marker (CHEF DNA Size Markers-Bio-Rad). The PFGE was carried out in a constant voltage of 100 V for 135 h with five phases of pulses (N/S, E/W): 90 s for 30 h, 200 s for 30 h, 350 s for 25 h, 500 s for 25 h, and 800 s for 25 h. Following electrophoresis, the gel was stained with ethidium bromide (0.5 μg ml–1) and photographed with L-Pix photodocumentation system (Loccus Biotecnologia). The Southern blot analysis was performed according to standard protocols (Sambrook and Russell, 2001). To detect specific DNA sequences, DNA bands were transferred to nylon membranes and hybridized with forward and reverse probes for topoisomerase 3α, hygromycin, and neomycin genes. All probes were radioactively labeled with α-[P32]-dCTP using the Nick Translation Labeling Kit (Invitrogen) following the manufacturer’s recommendations (probes sequences are shown in Supplementary Table 1).

In order to assess the role of TcTopo3α gene in genomic stability maintenance, another Southern blot analysis was performed. To that end, genomic DNA (2 μg) from WT and Topo3α KO cells was treated with CviQI, HpaII, AluI, and HhaI restriction endonucleases at 37°C for 24 h. Digestion products were resolved by gel electrophoresis (0.7% agarose; 1X TAE buffer-Tris-Base 0.04 M, EDTA 0.05 M, Acetic acid 5,71% – at 40 V; for 16 h). DNA was transferred to Hybond-N+ membranes (GE Life Sciences) and probed with a 300-bp fragment containing telomeric repeat TTAGGG (Van der Ploeg et al., 1984). Hybridization was carried out at 60°C using AmershamTM AlkPhos Direct Labeling and Detection System with AmershamTM CDP-StarTM Detection Reagent (GE Life Sciences).



Epimastigote Growth Curves

To verify whether topoisomerase 3α gene is important during DSB repair in T. cruzi, the growth profile of WT parasites was compared with TcTopo3α KO parasites after gamma radiation exposure. The parasites were irradiated with a dose of 1,541 Gy h–1 for 19 min and 28 s using a cobalt (60Co) irradiator located at Laboratório de Irradiação Gama (CDTN/CNEN, UFMG). Additionally, parasites were subjected to replication stress in growth curves performed with 100 μM of cisplatin (Cis) in PBS buffer for 1 h at 28°C; 20 mM of hydroxyurea (HU) in LIT medium at 28°C for 24 h, and 1.5 mM of methyl methanesulfonate (MMS) in PBS buffer for 1 h at 28°C. After each treatment, the cells were washed with PBS to remove the drug. Then the parasites were incubated in a fresh LIT medium at 28°C. For ATR inhibition analysis, parasites were kept in LIT medium containing 5 mM caffeine or 10 μM VE-821 (Sigma). All growth curves were initiated at a density of 1 × 107 cells ml–1 with cells in log phase growth. The cells were counted daily until the control cells reached stationary phase. The number of parasites was determined using a cytometry chamber and vital dye erythrosine. For all treatments tested, it was performed at least three independent experiments in triplicate.

All treatments were followed by CellTrace CFSE (Thermo Fisher) labeling as previously described (Resende et al., 2020). Briefly, 2 × 107 epimastigotes ml–1 were incubated for 20 min at 28°C with 10 mM CFSE in PBS buffer, protected from light. The excess of CFSE was quenched with five volumes of LIT medium for 5 min. After that, cells were centrifuged at 3,000 × g for 10 min and resuspended in fresh LIT medium at a concentration of 1 × 107 cells ml–1. Aliquots from CFSE-stained epimastigote cultures were collected until 144 h for all treatments, fixed overnight with 4% paraformaldehyde (PFA) at 4°C and analyzed by flow cytometry to assess fluorescence intensity. FACSCan or FACSCalibur flow cytometers (Benckton-Dickson) were used for data collection, and 10,000 events for each condition were analyzed using the software FlowJo VX.



Mammalian Cell Infection and Immunostaining for Invasion Rates and Amastigote Growth Curves

For cell infection assays, 4 × 104 LLC-MK2 cells were suspended in 10% DMEM and added onto 13-mm round glass coverslips inserted into each well of a 24-well plate. Plated cells were then incubated at 37°C with 5% CO2 for 24 h before infection with purified trypomastigotes from WT and TcTopo3α KO parasites, previously labeled with CellTrace CFSE. For trypomastigote CFSE labeling, parasites were incubated for 20 min at 37°C with 10 mM CFSE in PBS buffer. The excess of CFSE was quenched with 2% DMEM for 5 min. After that, cells were centrifuged at 3,000 × g for 10 min and resuspended with five volumes of 2% DMEM. Infection was performed (protected from light) at a multiplicity of infection (MOI) of 50 for 1 h in 2% DMEM. Afterward, cells were washed five times with PBS+/+ and re-incubated in 2% DMEM for additional 24, 48, 72, and 96 h, until overnight fixation with 4% PFA at 4°C temperature in which samples were stored until processed for immunofluorescence. The coverslips with attached cells were washed three times with PBS+/+, incubated for 20 min with PBS containing 2% BSA (PBS/BSA), and processed for an inside/outside immunofluorescence invasion assay as previously described (Andrews et al., 1987). Briefly, extracellular parasites were immunostained with rabbit anti-T. cruzi polyclonal antibody (Andrade and Andrews, 2004) in a 1:500 dilution in PBS/BSA for 1 h at room temperature, washed and labeled with Alexa Fluor-546 conjugated anti-rabbit IgG antibody (Thermo Fisher Scientific) in a proportion of 1:500 in PBS/BSA for 45 min. After that, DNA from host cells and parasites was stained for 1 min with 0.1 μM DAPI (4′,6-diamidino-2-phenylindole, dihydrochloride – Sigma) in PBS, mounted, and examined on a Zeiss Axio Vert.A1 microscope equipped with an AXIOCAM ICM1 camera controlled by the ZEN Image Software (Zeiss).



Analysis of Cell Cycle Progression by Flow Cytometry

In order to evaluate the cell cycle alterations due to replication stress, WT and TcTopo3α KO parasites were analyzed by flow cytometry after treatment with Cis (100 μM), HU (20 mM), or MMS (1.5 mM). Cells in log phase growth were treated with the drugs, as described above, and samples were collected each 24 h for cell cycle progression assay. Thus, 1 × 107 cells ml–1 were harvested by centrifugation at 2,500 × g for 10 min, washed with PBS buffer, and fixed in EtOH 70% at −20°C for at least 16 h. For DNA staining, the cells were washed and resuspended in PBS buffer containing 10 μg ml–1 RNAse A (Invitrogen) and 10 μg ml–1 propidium iodide (BD Pharmingen) and incubated in the dark at 37°C for 30 min. The data were collected at FACSCan or FACSCalibur flow cytometer (Benckton-Dickson) from 10,000 events and analyzed with the software FlowJo VX.



Preparation of Protein Extracts and Western Blot Analysis

To measure the level of DNA damage in WT and Topo3α KO parasites after treatment with Cis (100 μM), HU (20 mM), or MMS (1.5 mM), a Western blot assay was performed. To prepare the protein extracts, 1 × 108 cells from each culture were harvested by centrifugation at 2,500 × g for 10 min and was washed twice with PBS buffer. The cells were lysed with 50 μl of sample buffer 2× (100 mM Tris-HCl pH 6.8, 4% sodium dodecyl sulfate, 0.2% bromophenol blue, 20% glycerol, 200 mM dithiothreitol). Then the samples were sonicated in the Sonic Dismembrator Model 500 (Fisher Scientific) apparatus at 30% maximum amplitude for five cycles of 20 s, with an interval of 20 s. After that, the samples were boiled for 10 min and stored at −20°C. Protein concentration was determined using the Bradford method. To separate the proteins according to their size, an SDS-PAGE was performed. Both the 5% stacking gel and the 15% separation gel were prepared following standard protocols (Sambrook and Russell, 2001). The protein extracts were thawed and boiled for 5 min. The electrophoresis was carried out at 125 V for 2 h with 15 μg of each protein extract. Then, proteins were electroblotted onto a polyvinylidene difluoride membrane using the Trans-Blot® SD Semi-Dry Transfer Cell (Bio-Rad) for 1 h at 300 mA. The membranes were blocked by incubation in blocking solution, which consists of TBST buffer (150 mM NaCl, 20 mM Tris pH 7.5 and 0.1% Tween 20) with 5% non-fat dry milk for 2 h under agitation. After that, the membranes were washed three times with TBST buffer for 5 min. Then, the membranes were incubated with the primary antibody anti-γH2A (1:3,000) produced in rabbit and kindly provided by Dr. Richard McCulloch’s group. Alternatively, the membranes were incubated with the primary antibody anti-α-tubulin (1:10,000) produced in mouse (Sigma). For both antibodies, the incubation was carried out in blocking solution overnight under agitation. The membranes were washed three times with TBST for 5 min. Then, the membranes were incubated with secondary antibodies (1:5,000) conjugated with peroxidase, anti-rabbit IgG (Sigma Immuno Chemicals), or anti-mouse IgG (Sigma) for 1 h under agitation. The membranes were washed three times with TBST for 5 min and revealed using ImmobilionTM Western Chemiluminescent HRP Substrate (Millipore) system and ImageQuant LAS 500 (GE) apparatus.



5-Bromo-2′-deoxyuridine Native Detection Assay

To verify the involvement of topoisomerase 3α in the replication stress response after HU (20 mM) and MMS (1.5 mM) treatments, a BrdU native detection assay was performed, following the protocol used by Dias and collaborators, with small modifications (Dias et al., 2019). Both treated and control parasites were incubated with 100 μM of 5-bromo-2′-deoxyuridine (BrdU) for 24 h to allow its incorporation into DNA. Then the parasites were harvested by centrifugation at 2,000 × g for 5 min, washed with PBS buffer, and fixed using 4% paraformaldehyde diluted in PBS for 10 min at room temperature. Then parasites were spread out onto slides (previously treated with 0.1% poly-L-lysine), washed with PBS buffer, and permeabilized with 0.2% Triton X-100 for 10 min at room temperature. As a positive control for BrdU incorporation, slides containing samples from WT and Topo3α KO untreated parasites were subjected to DNA denaturation using 2.5 M HCl for 20 min. Then all samples were washed, and accessible BrdU was detected using α-BrdU-rat (Abcam) diluted 1:250 in blocking solution (4% bovine serum albumin in PBS) for 3 h at room temperature, followed by incubation for an additional 3 h with secondary antibody Alexa Fluor 555-conjugated goat anti-rat (Thermo Scientific) diluted 1:1,000 in blocking solution. After that, the slides were washed repeatedly using PBS buffer. VECTASHIELD® Mounting Medium with DAPI (Vector Labs) was used to be the anti-fade mounting solution and to stain DNA content. Images were captured using Olympus BX51 fluorescence microscope coupled with a digital camera (XM10, Olympus) and were analyzed using Olympus-Cell F software. Differences in parasite ssDNA foci were measured using ImageJ software.



Genome Sequencing and Read Mapping

To evaluate the DNA content after MMS treatment a whole genome sequencing (WGS) was performed at Glasgow Polyomics. WT and Topo3α KO cultures containing 1 × 107 cells ml–1 were cultivated in LIT medium supplemented with fetal bovine serum and 1 mM MMS. Every day, for 5 days, cells were centrifuged at 3,000 × g for 5 min at room temperature and resuspended in fresh medium with 0.75 mM MMS. After five generations, cells were counted and washed three times with PBS buffer. DNA extraction was performed using Qiagen Blood and Cell Culture DNA Mini Kit (Cat:13323) following manufacturer protocol for cell culture with an incubation time in proteinase K (kit provided) of 3 h. As control, a non-treated culture was submitted to the same steps of cultivation and DNA extraction, using the same volume of PBS instead of MMS in the medium. The DNA purity and quantity were determined using NanoDropTM 1000 UV–Vis spectrophotometer, and a paired-end library with mean fragment size of 800 bp was constructed using NexteraTM DNA kits (Illumina Inc.). The library was sequenced on Illumina NextSeqTM 500 platform with generation of 75 bp reads.

Reads from each WGS library were quality checked using FastQC1, and high-quality reads were selected using Trimmomatic.v.0.33 (Bolger et al., 2014), with a minimum threshold of phred quality of 30 and a minimum length of 50 nucleotides. High-quality reads were mapped in the 41 chromosomes from T. cruzi CL Brener Non-Esmeraldo-like genome v.46 (Aslett et al., 2009) using BWA-mem (Li and Durbin, 2010). The mapped reads were filtered by mapping quality 30 using SAMtools v1.1 (Li et al., 2009) for the CCNV estimations, and no mapping quality filter was applied to the estimations of the read depth of each multigene family (see the Estimation of Genomic Alterations by Comparative Genomics Approaches section). The absence of a mapping quality filter is important to better estimate read depth in T. cruzi multigene families. To evaluate the deletion of TcTopo3α (TcCLB.508851.170), the read depth of CL Brener Chr18 region that contains this gene was visualized in IGV v2.6.2 (Thorvaldsdóttir et al., 2013). The reads from WGS library were submitted to the NCBI Sequence Read Archive (SRA), accession codes: SRR13754248, SRR13754250, SRR13754249, and SRR13754247 (BioProject: PRJNA702660). A Dm28c non-TcTopo3α-KO WGS read library SRR7592211 was used as a control for TcCLB.508851.170 gene presence in this analysis.



Estimation of Genomic Alterations by Comparative Genomics Approaches

The potential impact of MMS treatment in SNP generation, ploidy, and gene copy number alterations in TcTopo3α KO cells was also assessed in MMS-treated (MM1 and MM2) and untreated (NT1 and NT2) isolates. To estimate alterations in gene and chromosome copies, the read depth of each position in each chromosome was determined with BEDTools genomecov v2.16.2 (Quinlan and Hall, 2010), and the coverage of each gene was obtained using in-house Perl scripts that extract the gene coverages using CDS coordinates in GFF files. Chromosomal copy number variation (CCNV) was evaluated as described by Reis-Cunha and collaborators (Reis-Cunha et al., 2018). Briefly, for each chromosome, genes with outlier coverages were excluded with iterative Grubb’s tests (p < 0.05), and the median RDC on non-outlier genes in each chromosome was normalized by the genome coverage and assumed as the chromosomal somy. Next, to evaluate segmental duplications/deletions, the coverage of each position of each chromosome was normalized by the genome coverage, and MM1 and MM2 coverages were summed and subtracted from the sum of NT1 and NT2. Hence, values above zero correspond to a higher copy number in MMS-treated isolates, and values below zero correspond to higher copy numbers in MMS-untreated isolates. The image representing these segmental duplications was generated in R (2 R development 2020), using the genoPlotR library3. The gene coordinates were obtained from T. cruzi CL Brener Non-Esmeraldo-like GFF v.46 (Aslett et al., 2009). The impact of MMS treatment in the copy number of T. cruzi multigene families DGF-1, MASP, RHS, TcMUC, and trans-sialidase was also evaluated. The read depth of each gene from each family in MMS-treated and untreated parasites was obtained, and the median coverage of their genes was compared using Kruskal–Wallis test, with Dunn’s multiple pairwise comparison in R (dunn.test – library4), with a significance of 0.05. Finally, to evaluate if there was a greater perturbation in DNA content close to replication origins after MMS treatment in TcTopo3α KO isolates, the copy number of DGF-1 genes close to replication origins described by Araujo and collaborators (de Araujo et al., 2020) was compared with the coverage of other DGF-1 genes, using Kruskal–Wallis/Dunn’s tests with a significance of 0.05 in R. The violin plot representing these results was generated in R, using the library GGplot25. Visual representation of the gene-by-gene coverage variation values for all the five multigene families was generated in R, with raw counts or normalized by Z-score, using the Heatmap2 function. SNP and short insertion and deletion calls were performed with FreeBayes.v1.3.1, with ploidy ‘‘2,’’ a minimum of five reads supporting the alternate allele and a minimum mapping quality of 30 in the SNP position. The Venn diagram of the shared SNPs among the isolates was generated with the library ‘‘VennDiagram’’6 in R.




RESULTS


Generation of TcTopo3α Knockout Cells

To investigate TcTopo3α function in T. cruzi, this gene was deleted in epimastigotes by disrupting both alleles with neomycin and hygromycin selectable resistance markers (Supplementary Figure 1A). The first allele was deleted using a pNEOΔTopo3α cassette, which carries neomycin-resistance gene. In order to confirm the insertion of deletion cassette in the correct locus, a PCR with the genomic DNA extracted from G418-resistant parasites and two different primer sets was performed (Supplementary Figure 1B). The PCR analysis showed that one allele of TcTopo3α gene was disrupted in parasites selected by neomycin-resistance gene. The amplification with PS2 confirmed that the full deletion cassette is present in genomic DNA of G418-resistant parasites. As expected, this primer set was also able to amplify the TcTopo3α gene in the intact allele. To delete the second allele, the single-knockout parasites were transfected with the pHYGROΔTopo3α cassette, which carries hygromycin B-resistance gene. To examine whether this cassette was inserted in the correct locus, another PCR using three different primer sets was performed (Supplementary Figure 1C). PCR analysis showed that neomycin and hygromycin resistance genes replaced both alleles of TcTopo3α. PCR assay, using a primer that hybridizes in a region inside the target gene, showed that TcTopo3α gene is only present in WT parasites.

In addition, TcTopo3α gene knockout was confirmed by Southern blot using the radioactive probes that hybridize with neomycin-resistance, hygromycin-resistance, or TcTopo3α genes (Figure 1A). After the separation of chromosomes by PFGE, the TcTopo3α probe recognized two chromosomal bands only in WT parasites confirming that this gene was deleted in the mutant parasites. It has already been reported that there is a variation in size between homologous chromosomes in T. cruzi (Souza et al., 2011). Therefore, it is possible that the two bands observed in WT cells is due to a difference in size between the homologous chromosomes. In agreement, the neomycin probe hybridized with the bigger chromosome, while the hygromycin probe recognized the smaller chromosome in knockout cells. As expected, these probes did not hybridize with WT parasites. The TcTopo3α gene knockout was further confirmed by WGS, as shown by the absence of reads mapping into CL Brener TcCLB.508851.170 gene region (Figure 1B). Taken together, these results suggest that hygromycin B and neomycin resistance genes correctly replaced both TcTopo3α alleles, generating TcTopo3α KO parasites.
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FIGURE 1. Confirmation of topoisomerase 3α gene knockout. (A) Southern blot analysis of WT and Topo3α KO parasites. The chromosomes of WT and knockout epimastigotes were separated by pulsed-field gel electrophoresis (PFGE) (panels on left), transferred to nylon membranes, and hybridized with radioactive probes for TcTopo3α, neomycin, or hygromycin resistance genes (panels on right). Chromosomes from yeast Hansenula wingei (1.05 to 3.13 Mbp) were used as molecular weight marker (Bio-Rad). It shows that TcTopo3α probe recognized bands only in WT parasites while neomycin and hygromycin probes hybridized with bands only in TcTopo3α KO parasites. It indicates that both TcTopo3α alleles were replaced by deletion cassettes in selected parasites. (B) TcTopo3α gene knockout confirmed by whole genome sequencing (WGS). In this integrative genomics viewer (IGV) image, the CL Brener Chr18 region that contains the TcCLB.508851.170 (TcTopo3α gene) is represented. The MM1, MM2, NT1, and NT2 boxes represents the read depth in these isolates, showing the absence of reads in the TcTopo3α gene central region. The Dm28 SRR7592211 box corresponds to the read depth in this isolate (obtained in NCBI), in which the TcTopo3α gene was not deleted. In these four boxes, gray bars correspond to the read depth in positions in which the reads were similar to the CL Brener reference genome, while blue, red, green, and orange bars correspond to a nucleotide change to, respectively, “C,” “T,” “A,” and “G.” The TcCLB.508851.170 gene region is represented by a blue box in the CL BrenerNon-Esmeraldo-like-gff box.




Topoisomerase 3α Is Required for Amastigote Proliferation and Invasion but Does Not Impair Epimastigote Growth

Once in possession of a TcTopo3α KO parasite, the growth rate of its replicative forms, as well as the cellular invasion rate of its mammalian infective form was evaluated and compared with the WT strain. No statistically significant difference was observed in the growth curve when comparing epimastigote forms from knockout and WT strains (Figure 2A). However, when analyzing CFSE intensity upon 144 h of growth, TcTopo3α KO parasites showed a twofold increase in the number of cells presenting the maximum CFSE fluorescence when compared with WT strain (Figure 2B). This could imply an involvement of the TcTopo3α gene in duplication-arresting events in T. cruzi. In fact, when we analyzed CFSE intensity cytometer data measured over time, a widening of the peaks, especially 72 h after treatment, is observed prominently in the mutant cells, suggesting an intensification of asynchronous replication for these parasites (Figure 2C).
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FIGURE 2. Proliferation behavior of TcTopo3α KO T. cruzi epimastigotes and amastigotes, and trypomastigote invasion profile. (A) Epimastigote cellular growth curves from WT and TcTopo3α KO. At 0 h, 1 × 107 cells were treated with CFSE, and samples were counted every 24 h for 144 h. (B) Average of percentage of dormant cells in WT and TcTopo3α KO strains at 144 h was detected in flow cytometry histograms. (C) Flow cytometry histograms of epimastigote cultures from each strain from 24 to 144 h. CFSE intensity was assessed every 24 h until 144 h, and arrested cells were considered as those ones which exhibited similar CFSE intensity at 144 h when compared with the level of half median at 24 h. (D) Invasion rate of WT and TcTopo3α KO strains in LLC-MK2 cells. The graph shows the percentage of infected LLC-MK2 cells in a total of 250 cells that were analyzed (parasites labeled with anti-T. cruzi antibody were disregarded). (E) T. cruzi infection progression. The graph shows the number of intracellular parasites per infected cells. A total of 100 infected LLC-MK2 cells were analyzed at each time point at 96 h post-infection. (F) The graph shows the percentage of intracellular amastigotes in a dormant state 96 h post-infection. A total of 100 LLC-MK2 infected cells were analyzed. (G) Representative images of infected cultures, 96 h post-infection. Representative results of two distinct experiments in three technical triplicates. Asterisks indicate statistically significant differences among groups (p-value < 0.05).


To assess the effect of TcTopo3α in the parasites’ ability to infect cells, the trypomastigote forms of WT and TcTopo3α KO parasites, obtained after three passages in LLC-MK2 cells, were used. Plated cells were infected with an MOI 50 for 1 h and fixed for immunofluorescence labeling. TcTopo3α KO parasites showed both a reduced invasion rate (Figure 2D), as well as a slower amastigote nest formation when compared with WT parasites (Figure 2E). Additionally, in order to follow dormant amastigotes (the ones that stopped duplication, retaining CFSE labeling), the trypomastigote forms were also labeled with CFSE before infection. Similar to that observed in epimastigotes, the rate of CFSE+ parasites was higher for TcTopo3α KO parasites, 2.1% versus less than 0.5% in the WT (Figure 2F). The CFSE+ amastigote forms are illustrated in Figure 2G.



Topoisomerase 3α Is Important to Deal With DNA Double Strand Breaks Caused by Gamma Radiation

To examine whether topoisomerase 3α acts in the homologous recombination in T. cruzi, WT and TcTopo3α KO cells were treated with gamma radiation. After irradiation with 500 Gy, both parasite lineages presented growth arrest for approximately 4 days, compared with parasites that were not exposed to gamma radiation (Figure 3A). After that, WT parasites were able to resume growth, whereas TcTopo3α KO cells did not resume growth during experiment analysis time (336 h). TcTopo3α KO growth arrest after irradiation was confirmed by the maintenance of CFSE labeling intensity over culture time (Figure 3B) as well as by the number of cells with maximum CFSE intensity (Figures 3C,D). While WT parasites showed a progressive reduction in CFSE labeling intensity upon 72 h of irradiation, TcTopo3α KO epimastigotes retained maximum CFSE florescence intensity up to 144 h of culture for almost all cells (Figures 3C,D).


[image: image]

FIGURE 3. Growth curve and dormancy after gamma radiation. (A) Evaluation of the growth profile of WT and TcTopo3α KO T. cruzi epimastigotes parasites after exposure to 500 Gy of gamma radiation. The parasites were cultured in LIT medium at initial concentration of 1 × 107 cells ml– 1 and counted in a cytometry chamber every 24 h. The experiment was performed in triplicate. (B) Flow cytometry histograms of CFSE fluorescence intensity decay over time from epimastigotes exposed to 500 Gy. Cells that have similar CFSE fluorescence intensity compared with the level of half median at time point of 24 h were considered as arrested. (C,D) The graph shows the percentage of WT (C) or TcTopo3α KO (D) arrested parasites determined by flow cytometry showing half of CFSE median intensity observed at 24 h of growth. The percentage of dormant parasites at 144 h – from a culture without exposure to HU (NT 144 h) is shown for the sake of comparison. Representative results of three distinct experiments in three technical triplicates. Asterisks indicate statistically significant differences among groups (p-value < 0.05).




TcTopo3α KO Cells Are More Sensitive to Cisplatin and Hydroxyurea Treatments

Due to the involvement of topoisomerase 3α in the DSB repair in T. cruzi, it was thought that this enzyme could also act during replication stress. To test this hypothesis, WT and TcTopo3α KO parasites were treated with cisplatin (Cis) or hydroxyurea (HU). Cisplatin interacts with N7 in purine residues generating intrastrand and interstrand crosslinks. These adducts cause DNA double helix distortions and block replication (Dasari and Tchounwou, 2014). HU inhibits ribonucleotide reductase reducing the deoxyribonucleotide pool available for DNA synthesis (Singh and Xu, 2016). In 24 h after Cis withdrawal, both WT and TcTopo3α KO parasites ceased growth in comparison with untreated cells (Figure 4A). Twenty-four hours later, WT cells were able to resume normal growth, while TcTopo3α KO cells resumed growth only 48 h later. In agreement with the growth curves, flow cytometry assay, performed 24 h after Cis treatment, showed cells arrested in the G2 phase of the cell cycle, for both parasite strains (Supplementary Figure 2). While WT parasites resumed normal cell cycle progression, a small part of TcTopo3α KO cells showed a sub-G1 DNA content. Additionally, the reduction in CFSE intensity after treatment was distinct in each cell. The peak enlargement observed for TcTopo3α KO cells, mainly after 96 h, reinforces their delayed growth resumption after Cis treatment. Also, these cells showed an intense asynchronous replication profile, since there were parasites with florescence intensity along the whole range analyzed (Figure 4B). After 144 h of Cis treatment, the number of cells unable to replicate since the initial time was higher in TcTopo3α KO cells when compared with their non-treated counterparts, which was not the case for treated and non-treated WT parasites (Figures 4C,D).
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FIGURE 4. The role of topoisomerase 3α in the response to cisplatin treatment. (A) Growth curve after the treatment with 100 μM Cis for 1 h in PBS buffer. After the treatment, the cells were cultivated in fresh medium. The cells were counted every day using a cytometry chamber and vital dye erythrosine. It shows that TcTopo3α KO cells exposed to Cis delayed the resumption of growth in relation to WT cells. (B) Flow cytometry histograms of epimastigote cultures from each strain. CFSE fluorescence intensity was followed every 24 h until 144 h. Cells that exhibited similar CFSE fluorescence intensity at 144 h when compared with the level of half median at 24 h were considered as dormants. (C,D) Average of dormant cells’ percentages in WT (C) and TcTopo3α KO (D) cells at 144 h was detected in flow cytometry histograms. Representative results of three distinct experiments in three technical triplicates. Asterisks indicate statistically significant differences among groups (p-value < 0.05). (E) Western blot to measure the levels on DNA damage after the Cis treatment. The extracts were prepared at the indicated time points and were analyzed by Western blot with anti-γH2A antibody, a DSB marker. The anti-α-tubulin antibody was used as a loading control.


The role of topoisomerase 3α in the DNA damage repair during the replication stress induced by cisplatin was also assessed. In this sense, the level of γH2A, an initial modification during DNA damage response, was measured by Western blot after treatment. Anti-α-tubulin antibody was used as a loading control. For both WT and TcTopo3α KO parasites, the level of H2A phosphorylation increased 24 h after Cis treatment, indicating the presence of cisplatin-induced DNA damage (Figure 4E). The lesions in WT parasites were repaired until 72 h after Cis treatment. However, TcTopo3α KO cells remained with high levels of phosphorylated histone.

Similar to cisplatin, HU treatment halted growth for 24 h for both WT and TcTopo3α KO parasite lineages when compared with their non-treated counterparts (Figure 5A). After HU removal from the culture medium, WT parasites were able to recover growth. In contrast, TcTopo3α KO cells remained stalled for about 2 days before resuming growth. In conformity with the growth curves, flow cytometry analysis showed that 24 h of HU treatment was able of synchronize the parasites in the G1/S phase of the cell cycle (Supplementary Figure 3). Later, WT cells were able to resume normal cell cycle progression, while a slight amount of TcTopo3α KO cells exhibited a sub-G1 DNA content, similar to Cis treatment effect on the replicative progression. The assessment of TcTopo3α KO CFSE florescence intensity labeling after treatment revealed parasites stalled in every generation formed after labeling (Figure 5B). High CFSE-labeled, non-replicating/dormant cell numbers were also higher after 144 h of HU treatment for TcTopo3α KO cells when compared with HU-treated WT parasites (Figures 5C,D).
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FIGURE 5. The role of topoisomerase 3α in the response to hydroxyurea (HU) treatment. (A) Growth curve after the treatment with 20 mM HU. The HU was kept in the LIT medium for 24 h. After that, the cells were washed and cultivated in a fresh medium. The cells were counted every day using a cytometry chamber and vital dye erythrosine. It shows that TcTopo3α KO cells exposed to HU delayed resumption of growth in relation to WT cells. The arrow indicates the time when HU was removed from the medium. (B) Flow cytometry histograms of CFSE fluorescence intensity decay over time from epimastigotes exposed to 20 mM HU. Cells that have similar CFSE fluorescence intensity compared to the level of half median at time point of 24 h were considered as arrested. (C,D) The graph shows the percentage of arrested parasites determined by flow cytometry showing half of CFSE median intensity observed at 24 h of growth. The percentage of dormant parasites at 144 h from a culture without exposure to HU (NT 144 h) is shown for the sake of comparison. Representative results of three distinct experiments in three technical triplicates. Asterisks indicate statistically significant differences among groups (p-value < 0.05). (E) Western blot to measure the levels on DNA damage after the treatment with 20 mM HU. The extracts were prepared at the indicated time points and were analyzed by Western blot with anti-γH2A antibody. The anti-α-tubulin antibody was used as a loading control. Treatment with HU for 24 h increased levels of γH2A in both parasites. The WT cells were able to repair their lesions at the time of 72 h, which did not happen with Topo3α KO parasites. In the absence of HU, only TcTopo3α KO cells exhibited bands for the phosphorylated histone.


The Western blot analysis showed that after treatment with HU for 24 h, both WT and TcTopo3α KO cells had γH2A bands, suggesting HU induced DNA damage. Drug removal from culture medium allowed the WT parasites to repair their lesions until 72 h. The same was not observed for TcTopo3α KO parasites, which could not repair completely their DNA damage up to this time, similar to cisplatin (Figure 5E).



The Absence of Topoisomerase 3α Impairs the Growth Resumption and DNA Repair After Methyl Methanesulfonate Treatment

Wild-type and TcTopo3α KO parasites were also treated with MMS, which methylates single or double-strand DNA. Some alkylated bases are able to stall replicative polymerases (Wyatt and Pittman, 2006). The growth curve showed that both parasite populations presented a growth impairment for 24 h after MMS treatment (Figure 6A). In the following 24 h, WT parasites were able to recover growth unlike mutant parasites. Even after 216 h, TcTopo3α KO cells did not restore growth. Nonetheless, CFSE intensity progressively reduced over time, for both WT and TcTopo3α KO parasites, indicating that cellular division events are occurring despite maintenance of the cell number in culture (Figure 6B). These results strongly suggest the occurrence of cell death in TcTopo3α KO population at a rate comparable to the replication rate. In fact, 144 h after MMS treatment, the number of cells that did not undergo a single division event were only 5% of TcTopo3α KO total parasites, yet the number is higher than in non-treated ones. The same statistical difference was not observed in WT parasites at 144 h of culture (Figures 6C,D).
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FIGURE 6. The role of topoisomerase 3α in the response to methyl methanesulfonate (MMS) treatment. (A) Growth curve after the treatment with 1.5 mM MMS for 1 h in PBS buffer. After the treatment, the cells were cultivated in fresh medium. The cells were counted every day using a cytometry chamber and vital dye erythrosine. It shows that Topo3α KO cells exposed to MMS are not able to resume growth. (B) Flow cytometry histograms of CFSE fluorescence intensity decay over time from epimastigotes exposed to 1.5 mM MMS. Cells that have similar CFSE fluorescence intensity compared with the level of half median at time point of 24 h were considered as arrested. (C,D) The graph shows the percentage of arrested parasites determined by flow cytometry showing half of CFSE median intensity observed at 24 h of growth. The percentage of dormant parasites at 144 h from a culture without exposure to MMS (NT 144 h) is shown for the sake of comparison. Asterisks indicate statistically significant differences among groups (p-value < 0.05). (E) Histogram of cell cycle progression after MMS treatment. The cells were analyzed by flow cytometry after being labeled with propidium iodide. In all the histograms, the blue curves represent the untreated cells, and the red ones refer to the cells exposed to the drug. It shows that, for both parasites tested, MMS promoted accumulation of cells in the S-phase at the time of 24 h. WT parasites were able to resume normal cell cycle progression at later times. However, the same was not observed in Topo3α KO cells, which accumulated in the sub-G1. Representative results of three distinct experiments in three technical triplicates. (F) MMS-induced DNA damage. Both parasites increased the γH2A levels 24 h after MMS treatment. In the time of 48 h, WT cells were able to repair DSBs, while TcTopo3α KO parasites did not. Even without treatment, the absence of topoisomerase 3α increased the γH2A levels. The extracts were prepared at the indicated time points and were analyzed by western blot with anti-γH2A antibody, a DSB marker. The anti-α-tubulin antibody was used as a loading control.


Flow cytometry analysis showed that MMS changed the progression of the T. cruzi cell cycle when compared with untreated cells (Figure 6E). WT and TcTopo3α KO cells accumulated in the S/G2 phase 24 h after MMS treatment. Later, WT parasites resumed normal cell cycle progression. On the other hand, TcTopo3α KO parasites increased the number of cells in the G2 phase at 48 h, which would suggest an ability of these parasites in resuming the cell cycle. However, these cells were not able to resume normal cell cycle progression, accumulating in the sub-G1.

In order to examine the ability of TcTopo3α KO cells to repair MMS-induced DNA damage, a Western blot was performed. At 24 h after the MMS treatment, WT and TcTopo3α KO parasites increased the γH2A levels (Figure 6F). At 48 h, TcTopo3α KO cells had a more intense γH2A band than WT cells, which suggests that the absence of topoisomerase 3α impairs the DNA damage to be fully repaired.

Aiming to better characterize the impact of MMS treatment in TcTopo3α KO lineages, WGS was used to evaluate genomic modifications at chromosomal, segmental, and gene levels. The description of the number of reads, genome coverage, SNPs, indels, and NCBI SRA ID can be seen in the Supplementary Table 2. A total of 680,181 SNP positions were identified when all the samples were compared with the CL Brener reference genome. From those, 462,101 (∼68%) were shared among all isolates (Supplementary Figure 11). There was no significant change in the pattern of chromosomal duplication/deletion among MMS treated (MM1 and MM2) and untreated (NT1 and NT2) isolates. The extra copies of chromosome 19 and 31, and the potential loss of copies from chromosome 28 predate MMS treatment, as they were observed both in treated and non-treated parasites (Supplementary Figure 4).

Segmental duplications/deletions, estimated as the difference in read depth between MMS treated and untreated TcTopo3α KO cells, at each position of the 41 T. cruzi chromosomes was also evaluated. Several potential small-scale segmental insertion/deletions were observed, where the MMS treatment-associated DNA loss appears to be more intense in multigene family’s regions, especially closer to DGF-1, RHS, and Trans-sialidase genes, as seen in Chr1, 12, and 22 (Figures 7A–C and Supplementary Figures 5–7). To further evaluate the MMS impact on multigene families, copy number in TcTopo3α KO cells, the gene-by-gene coverage from each T. cruzi multigene family DGF-1, MASP, RHS, TcMUC, and trans-sialidase was evaluated and compared between treated and non-treated parasites. As seen in the segmental duplication/deletion analysis, there was a statistically significant decrease in the overall coverage of DGF-1 and RHS genes (p < 0.05), an almost significant decrease in trans-sialidase (p∼0.14) (Figures 7D,E) and no statistically significant decrease in MASP and TcMUC, in MMS-treated TcTopo3α KO parasites when compared with MMS-treated WT. This lower copy number in each DGF-1, RHS, and to a lesser extent in trans-sialidase does not appear to be caused by the loss of specific genes. Instead, it appears to be widespread in the majority of the genes from these three families (Supplementary Figure 8). The DNA loss also do not appear to be associated with regions of DNA-replication origins, as no significant difference in coverage of DGF-1 genes that were near or far from replication origins was observed (Supplementary Figure 9).
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FIGURE 7. Impact of MMS treatment in segmental and gene duplication/loss in TcTopo3α KO cells. Segmental duplications in Chromosomes 1 (A), 12 (B), and 22 (C). In this image, the blue line corresponds to the difference between the read depth of NT (1–2) and MM (1–2) across the whole chromosome sequence, where values above and below zero correspond, respectively, to increase copies in MM (1–2) and NT (1–2). Below, protein-coding genes are depicted as rectangles drawn in proportion to their length, and their coding strand is indicated by their position above (top strand) or below (bottom strand) the central line. Colored boxes represent: DGF-1 (blue); GP63 (Pink); MASP (brown); RHS (green); and Trans-sialidase (yellow); hypothetical genes (black); or other genes (gray). Gaps are represented by gene-less regions with no read coverage. (D) Violin plot representing the gene copy number of DGF-1, MASP, RHS, TcMUC, and Trans-Sialidase genes. The Y-axis represents the distribution of gene coverages, in log scale. MM1 (red), MM2 (green), NT1 (blue), and NT2 (purple). (E) Z-statistic and p-values of Dunn’s test between the comparisons of DGF-1, MASP, RHS, TcMUC, and trans-sialidase gene coverages. P-values < 0.05 are highlighted in red, and p-values∼0.05 are highlighted in orange. There was a significant reduction in the DGF-1 and RHS copy numbers in MMS-treated TcTopo3α KO isolates.




Telomeric Content Might Be Affected by Methyl Methanesulfonate Treatment in TcTopo3α Knockout Cells

Once the MMS treatment generated sub-G1 cells (Figure 6E), with less DNA content, we evaluate whether DNA losses at chromosomes telomeric regions occurred. Both TcTopo3α KO and WT parasites were treated with MMS for 72 h with DNA samples extracted every 24 h. The telomere content was analyzed in Southern blot experiments, using the telomeric repeat TTAGGG as probe (Supplementary Figure 10A). The hybridized probe revealed a distinct pattern of telomeric sequence distribution between DNA samples from WT and TcTopo3α KO cells. TcTopo3α KO DNA had higher bands than WT DNA, with higher intensity upon ImageJ analysis (Supplementary Figure 10B). In addition, after 72 h of MMS treatment, TcTopo3α KO DNA exhibited less intense stained DNA by the probe hybridization than WT DNA (Supplementary Figure 10B middle panel). This reduced intensity, incompatible with the DNA load control gel and not observed in WT cells (Supplementary Figure 10B left panel), could suggest a telomere loss after MMS treatment in TcTopo3α KO cells.



Topoisomerase 3α Is Necessary to Solve Hydroxyurea- and Methyl Methanesulfonate-Induced Replication Stress

To further assess the role of topoisomerase 3α in the replication stress response, a BrdU native detection assay was carried out. In this assay, it is possible to measure the levels of ssDNA foci, which is considered a replication stress marker. In normal culture conditions, both WT and TcTopo3α KO parasites naturally showed very low levels of ssDNA foci either in the nucleus (N) or kinetoplast (K) (Figure 8). After HU treatment, the number of ssDNA foci per cell, especially in the nucleus, increased significantly in knockout parasites relative to the WT. However, after MMS treatment, the pattern and the number of ssDNA foci per cell increased in kinetoplast but not in the nucleus, showing a diffuse pattern in some cells and a dotted pattern in others (Figure 8).
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FIGURE 8. 5-bromo-2′-deoxyuridine (BrdU) native detection assay reveals that TcTopo3α KO parasites are more sensitive to genotoxic stress caused by HU or MMS. WT parasites naturally show very low levels of single-stranded DNA (ssDNA) foci either in the nucleus (N) or kinetoplast (k). After HU treatment, the number of ssDNA foci (green) per cell, especially in the nucleus, increases significantly in TcTopo3α KO parasites relative to WT. However, after MMS treatment, the pattern and the number of ssDNA foci per cell increased in kinetoplast but not in the nucleus, showing a diffuse pattern in some cells and a dotted pattern in others. The bar graphs show the measurement of ssDNA foci distribution pattern according to each organelle (N and k) per cell. As a positive control, each lineage was treated with HCl to denature DNA and consequently expose the ssDNA. Black bars = 10 μm. Error bars indicate SD. The differences observed were statistically significant relative to control using the Student’s t-test (*p < 0.05); n = 100 for each condition analyzed.




TcTopo3α Knockout Cells Are Not Sensitive to ATR Signaling

It is known that gamma irradiation and its DBS generation activates ATM kinase signaling, while MMS and its intense alkylation on DNA induce formation of ssDNA and ATR kinase signaling. Both pathways act in stalling replication and cellular cycle. Once we observed the discrepancy in CFSE decay between gamma radiation and MMS treatments, but without altering cellular concentration in culture, we checked the response of the TcTopo3α KO and WT parasites to ATM/ATR kinase signaling. To that end, the parasites were treated with caffeine, an unspecific inhibitor of both ATM and ATR kinases, and VE-821, a specific ATR inhibitor, in normal growth conditions. Interestingly, in the presence of caffeine, both cellular types were affected with impaired growth (Figure 9A). However, only WT cells were affected by the ATR inhibitor, showing reduced growth rate (Figure 9B). These data suggest that TcTopo3α KO parasites are no longer sensitive to ATR kinase signaling.
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FIGURE 9. The effect of ataxia telangiectasia mutated (ATM)/ataxia telangiectasia and Rad3-related (ATR) inhibition in TcTopo3α KO parasites. (A) Growth curve after the treatment with 5 mM caffeine. The caffeine was kept in the LIT medium during all experiment time analysis (144 h). (B) Growth curve after the treatment with 10 μM of ATR inhibitor (VE-821). The ATR inhibitor was kept in the LIT medium during all experiment time analysis (144 h). The cells were counted every day using a cytometry chamber and vital dye erythrosine. Representative results of three distinct experiments are shown.





DISCUSSION

For most Chagasic chronic patients, there are no physical signs or clinical evidence of injury to any organ during their entire lives (Malik et al., 2015). However, about 20 to 30 years after the initial infection, asymptomatic patients may develop organ complications (Pérez-Molina et al., 2015). It is unclear what happens to the parasite during all these years of asymptomatic infection and what factors allow the disease to reactivate. A recent study has shown that after infection, some T. cruzi amastigotes spontaneously become dormant (Sánchez-Valdéz et al., 2018). Such cells are able to resume cell proliferation and reestablish infection, even after treatment with trypanocidal drugs. The mechanisms involved in controlling dormancy are not completely known yet, but it was demonstrated in the involvement of homologous recombination in this process. Partial deletion of the TcRad51 gene caused a reduction in the rate of natural dormancy in the T. cruzi CL Brener strain, and that the rate of TcRad51 transcription between different strains is related to the rate of natural dormancy (Resende et al., 2020). In this work, we showed that the complete deletion of TcTopo3α in T. cruzi Dm28c strain caused a reverse effect to what is observed for TcRad51, with an increase in dormancy in TcTopo3α KO parasites, in both replicative forms (Figure 2). Together, these data not only reinforce the influence of homologous recombination on the dormancy processes in T. cruzi but also suggest that the homologous recombination intermediates, not solved by TcTopo3α, could be acting as a signal for dormancy. Interestingly, these modifications in the dormancy rate in both TcTopo3α and TcRad51 mutants were not enough to change the epimastigote growth in culture (Figure 2A), even though CFSE labeling has shown the asynchronous nature of replication in these parasites (Figure 2B). On the other hand, again as observed for parasites with partial deletion of TcRad51 (Gomes Passos Silva et al., 2018), cell invasion and amastigote multiplication rates were reduced in TcTopo3α KO parasites (Figure 2; Resende et al., 2020). The fact that the depletion of different genes involved in homologous recombination (TcRad51 and TcTopo3α) have a similar effect in reducing invasion and replication in the mammalian host cell, despite their antagonistic effect in dormancy induction, suggests differences in recombination process for each form of T. cruzi life cycle, whether replicative or not (Gomes Passos Silva et al., 2018).

In contrast to WT cells, TcTopo3α KO parasites did not reestablish normal growth rates after exposure to 500 Gy of gamma radiation (Figure 3A), which suggests an involvement of this enzyme in the DSB repair in T. cruzi, as previously reported for other organisms (Bizard and Hickson, 2014). Corroborating this hypothesis, the CFSE labeling intensity of TcTopo3α KO gamma radiated parasites did not decrease, even after 144 h of culture (Figures 3B,D). This suggests that an intense rate of DSB caused in DNA leads to activation of ATM kinase, and consequentially to cell cycle arrest and activation of homologous recombination repair. It is possible that accumulation of unsolved Holliday junctions in TcTopo3α KO parasites induces a generalized state of dormancy, perhaps due to the continuous ATM kinase signaling. Since stalled replication forks can collapse and also generates DSBs, the role of topoisomerase 3α during replication stress in T. cruzi was investigated.

Treatment with 1.5 mM MMS halted WT and TcTopo3α KO parasite growth for 24 h (Figure 6A). Consistent with this growth arrest, there was an increase in the level of H2A phosphorylation in both parasites 24 h after treatment (Figure 6F). To promote lesion repair, the cells arrested the cell cycle in the S/G2 phase (Figure 6E). After 24 h, WT parasites were able to repair the DNA damage caused by MMS and resume cellular growth and cell cycle progression. In contrast, TcTopo3α KO parasites still had considerable levels of γH2A 48 h after MMS treatment (Figure 6F). Curiously, cell duplication analysis via CFSE labeling showed that, different from what was observed for gamma radiation treatment, in which CFSE fluorescence remains maximum in 100% of the cells analyzed until 144 h of culture (Figure 3B), in TcTopo3α KO MMS-treated parasites, only 5% of the cells have shown maximum CFSE intensity 144 h after treatment, strongly suggesting the occurrence of cellular division events (Figure 6B). Nonetheless, the number of parasites remained the same, even after a long period, suggesting that duplication events are balanced by cell death events (Figure 6A). In accordance, these parasites were able to resume cell cycle progression, as there was an increase in the number of cells in the G2 phase 48 h after treatment. However, TcTopo3α KO parasites accumulated in the sub-G1 over time (Figure 6E).

Since these sub-G1 TcTopo3α KO MMS-treated parasites remained alive even with reduced DNA content, we attempted to characterize their genome. A Southern blot carried out with probes for repetitive telomeric regions suggested telomere loss after 72 h in MMS (Supplementary Figure 10). It is well known that Holliday junctions in DNA move in both directions of the DNA strand by Ruv-like enzymes to complete repair of this structure (Shinagawa and Iwasaki, 1996). Therefore, assuming TcTopo3αKO parasites’ inability to resolve Holliday junction structures, it is plausible to assume that once not repaired, Holliday junctions are taken by Ruv to face regions such as telomeric or secondary structures. The latter can lead to DSB in DNA by locking the fork replication in cell mitosis events. Since the mechanisms of response to cell stress are disabled in these parasites, these breaks may be leading to the loss of total DNA in the cells, which would be responsible for the increase in population at sub-G1.

To further characterize the impact of MMS in T. cruzi at the genome-sequence level, WGS reads of MMS-treated (5 days treatment) and untreated (control) TcTopo3α KO parasites were generated. CCNV analysis showed no differential alteration in chromosomal somies between MMS-treated and untreated parasite populations, suggesting that MMS perturbation was unable to cause chromosomal copy instability in T. cruzi. Even tough ploidy variations are widespread among T. cruzi DTUs (Reis-Cunha et al., 2015), the rate and mechanisms enrolled in chromosomal expansion/loss in this parasite are still unknown. However, while chromosomal copy gains (trisomy or tetrasomy) are common in T. cruzi, chromosomal loss (monosomy or chromosomal absence) are rare (Reis-Cunha et al., 2018). As DNA alkylating agents such as MMS usually result in mispairing and replication blocks, it could potentially result in chromosomal copy loss, which could be lethal to the parasite. This could contribute to the population growth arrest observed in MMS-treated TcTopo3α KO parasites.

In contrast to what was seen at the chromosomal level, MMS treatment appears to cause short-scale DNA loss in TcTopo3α KO isolates, especially in multigene family’s clusters enriched in DGF-1, RHS, and to a lesser extent, trans-sialidases (Figure 7). There are two non-excluding possibilities to explain these findings. First, DGF-1 and RHS-rich regions could be directly or indirectly affected by MMS treatment in TcTopo3α KO cells. As MMS modifies guanine to 7-methylguanine (Beranek, 1990; Lundin et al., 2005), and many DGF-1 genes are GC enriched (de Araujo et al., 2020) and have a very GC-biased codon usage (Kawashita et al., 2009), this higher density of guanines could be a hotspot of mutation in the MMS treatment. Since GC-rich regions have a propensity to form strong DNA secondary structures (Zhao et al., 2017; Mao et al., 2018) and, in general, are associated with increased recombination rates (Kiktev et al., 2018), mutations in this region could potentially not be resolved in the absence of TcTopo3α topoisomerase. The absence of a preferential loss of DGF-1 near replication origins (Supplementary Figure 9), and the sub-telomeric localization of some DGF-1 and ∼30% or RHSs (Bernardo et al., 2020) suggests that the DNA loss caused by MMS treatment was not associated with the start of DNA replication. In fact, structural instabilities in the DNA molecule that could not be resolved in the absence of the TcTopo3α could be “pushed” away from the replication origin by the DNA replication fork, until they find a highly structured region, such as DGF-1′s G-quadruplexes. The latter could result in a stalled replication fork and, consequentially, DNA loss. This hypothesis is in accordance with the potential telomere shortening, observed in Southern blot assays (Supplementary Figure 10). The second possibility would be that perturbation and gene loss in DGF-1 and RHS genes could be non-lethal or less detrimental to the parasite than mutations in other genomic regions or multigene families. Hence, what was observed is the “mild” effect of MMS in TcTopo3α KO cultures, while more severe alterations were lethal. Hence, DGF-1 and RHS loss could be a “survivorship bias” in MMS-treated TcTopo3α KO parasites.

Methyl methanesulfonate methylated bases are usually repaired by BER. However, in trypanosomatids, no specific DNA glycosylase capable of removing N-methyl purines has so far been identified (Charret et al., 2012). Recently, it was shown that MMS-induced lesions are repaired by NER and homologous recombination in T. brucei (Vieira-da-Rocha et al., 2018). In T. cruzi, Rad51 single knockout parasites were sensitive to treatment with 1.5 mM MMS. Moreover, this treatment was able to increase γH2A levels in TcRad51+/− parasites, suggesting that TcRad51 is necessary to cope with the replication stress generated by this alkylating agent (Gomes Passos Silva et al., 2018). Therefore, it is possible to suggest that the absence of TcTopo3α impairs the completion of homologous recombination during replication stress caused by MMS. In humans, it was observed that the persistent presence of homologous recombination repair intermediates in the G2 phase increases the signaling of ATR kinase and promotes the activation of cellular senescence via p21 (Feringa et al., 2018). In T. cruzi, however, the duplication was corroborated with the decrease in CFSE labeling intensity after treatment with MMS (Figure 6). In fact, our experiments using both an ATR-specific inhibitor and a non-specific ATM/ATR inhibitor (caffeine) revealed that TcTopo3α KO cells are not sensitive to the ATR signaling (Figure 9). Our hypothesis is that, in order to survive in the absence of TcTopo3α, there is a selective pressure for those parasites not responsive to the ATR kinase signaling, since in this condition ATR could cause cell cycle arrest due to the constant accumulation of ssDNA (Figure 8). Thus, it is possible to speculate that the absence of topoisomerase 3α during this type of replication stress triggers a state of cellular senescence in T. cruzi. Further studies need to be performed to confirm this hypothesis.

Cisplatin treatment also halted WT and TcTopo3α KO growth for 24 h (Figure 4A). In accordance with our growth curve results, evaluation of cell cycle progression showed an accumulation of treated cells in the G2 phase of the cell cycle 24 h after treatment (Supplementary Figure 2), as previously observed for mammalian cells (Sorenson et al., 1990; Wagner and Karnitz, 2009; Lützkendorf et al., 2017). Again, measurement of DNA lesions by Western blot using anti-γH2A antibody confirmed cisplatin-induced DNA damage 24 h after treatment (Figure 4E). WT parasites repaired their lesions during cell cycle arrest, which allowed them to resume cell cycle progression and growth at the later times. On the other hand, 72 h after cisplatin treatment, TcTopo3α KO parasites still had lesions in the DNA. This persistent DNA damage delayed the resumption of growth in these parasites and promoted a small accumulation of these cells in the sub-G1. Since we have previously shown that there is no difference between TcRad51+/− and WT parasite survival 48 h after cisplatin treatment (Gomes Passos Silva et al., 2018), we here suggest that topoisomerase 3α is required to solve the replication stress caused by cisplatin in T. cruzi by a pathway other than homologous recombination.

Hydroxyurea treatment for 24 h was able to synchronize both WT and TcTopo3α KO parasites in the G1/S phase of the cell cycle (Supplementary Figure 3), as standardized for other T. cruzi strains (Galanti et al., 1994), as well as DNA damage (Figure 5E). HU removal from the culture medium allowed the recovery of growth of WT parasites (Figure 5A), as well as the recovery of normal cell cycle progression (Supplementary Figure 3). Also, at 72 h, no bands for γH2A were observed, indicating that all lesions caused by HU were repaired. In the case of TcTopo3α KO cells, they were able to repair part of their lesions, but still had a weak γH2A detection at 72 h of culture (Figure 5E). Upon HU removal, even if the level of γH2A is close to that found in untreated cells, the fact that these parasites were able to continue the progression of the cell cycle, but with a slight accumulation of cells in the sub-G1, and a delayed cell growth recovery, compared with WT, suggests the involvement of this protein in the resolution of lesions caused by HU (Supplementary Figure 3 and Figure 5A). In humans, repair of DSBs generated by prolonged treatment with HU requires the Rad51 protein (Petermann et al., 2010). However, in T. cruzi, there is no difference between TcRad51+/− and WT parasites growth profile after HU treatment. In addition, the level of phosphorylated H2A after treatment with 20 mM HU in these two cells lineages is very similar, suggesting that in T. cruzi, HU-induced lesions are not repaired by homologous recombination (Gomes Passos Silva et al., 2018). Once again, it is possible to suggest that topoisomerase 3α is necessary to deal with HU-induced replication stress, although it seems that homologous recombination is not involved in this process. The replication stress caused by both Cis and HU treatments was enough to intensify asynchronous replication and dormancy (Figures 4, 5), suggesting once more the influence of TcTopo3α unsolved substrates in inducing duplication stalling.

Taken together, the results obtained here indicate that TcTopo3α is required during homologous recombination repair, as previously described for other organisms (Bizard and Hickson, 2020). Moreover, topoisomerase 3α also acts during the replication stress caused by cisplatin, HU, and MMS in T. cruzi. It is possible to note that not all responses to replication stress are dependent on homologous recombination, which may explain the variation in sensitivity of Topo3α KO parasites to the different genotoxic agents tested. Replication stress induced by MMS can be solved via homologous recombination pathway. However, it is possible that topoisomerase 3α also acts in other pathways to allow the recovery of the replication forks after the replication stress caused by HU and cisplatin. The mechanisms recruited after these treatments need to be elucidated. Furthermore, it was also shown that the absence of TcTopo3α and, therefore, the inability to solve the intermediates of the recombination processes, is an important signal for dormancy or asynchronous replication in epimastigote and amastigote forms. Thus, understanding the role of topoisomerase 3α in T. cruzi may contribute to further elucidate the biology of this trypanosomatid and the mechanisms of its successful infection in the vertebrate host.
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Supplementary Figure 1 | Generation of TcTopo3α KO parasites. (A) Schematic representation of the deletion cassettes pNEOΔTopo3α or pHYGROΔTopo3α (top panel), TcTopo3α locus in WT parasites (middle panel) and the locus generated in knockout parasites after transfection (bottom panel). Arrows indicate the primer sets used in the PCR to confirm the correct insertion of deletion cassettes. (B) Ethidium bromide stained gel showing PCR products generated with primer sets PS1 (lane 1) and PS2 (lane 2) using genomic DNA of TcTopo3α KO epimastigotes. It indicates that pNEOΔTopo3α cassette was insert correctly in the TcTopo3α locus of one allele. (C) Ethidium bromide stained gel showing PCR products generated with primer sets PS1 (lane 1), PS3 (lane 2), and PS4 (lanes 3 and 4) using genomic DNA of WT or TcTopo3α KO epimastigotes. It indicates that pNEOΔTopo3α and pHYGROΔTopo3α cassettes were insert correctly in the TcTopo3α locus of both alleles generating knockout parasites.

Supplementary Figure 2 | Cell cycle progression after Cis treatment. Representative histogram and quantification of cell cycle progression analysis after the treatment with or 100 μM Cis. The cells were analyzed by flow cytometry after being labeled with propidium iodide. In all the histograms, the blue curves represent the untreated cells and the red ones refer to the cells exposed to the drug. It shows that, for both parasites tested, both doses of Cis promoted accumulation of cells in the G2 phase in the time of 24 h. Later, WT parasites were able to resume normal cell cycle progression while there was a slight accumulation of TcTopo3α KO cells in the sub-G1 phase.

Supplementary Figure 3 | Cell cycle progression after HU treatment. Representative histogram and quantification of cell cycle progression analysis after the treatment with 20 mM HU. The cells were analyzed by flow cytometry after being labeled with propidium iodide. In all the histograms, the blue curves represent the untreated cells and the red ones refer to the cells exposed to the drug. It shows that, for both parasites tested, different doses of HU synchronized the cells in the G1/S phase in the time of 24 h. Later, WT parasites were able to resume normal cell cycle progression while there was a slight accumulation of TcTopo3α KO cells in the sub-G1 phase.

Supplementary Figure 4 | Somy variation among MMS treated and untreated TcTopo3α KO T. cruzi isolates. In each image, the Y-axis corresponds to the median coverage of all genes in a chromosome normalized by genome coverage, represented in a boxplot, where the median value corresponds to the chromosome-predicted somy. Each bar on the x-axis represents a T. cruzi chromosome. A median value of ∼1 means that the chromosomally estimated somy was similar to the genome ploidy. No significant alteration was observed in treated and untreated isolates.

Supplementary Figures 5–7 | Impact of MMS treatment in segmental duplication/loss in TcTopo3α KO cells. In this image, the blue line corresponds to the difference between the read depth of NT (1-2) and MM (1-2) across the whole chromosome sequence, where values above and below zero correspond, respectively, to increase copies in MM (1-2) and NT (1-2). Below, protein-coding genes are depicted as rectangles drawn in proportion to their length, and their coding strand is indicated by their position above (top strand) or below (bottom strand) the central line. Colored boxes represent: DGF-1 (blue); GP63 (Pink); MASP (brown); RHS (green) and Trans-sialidase (yellow); hypothetical genes (black) or other genes (gray). Gaps are represented by gene-less regions with no read coverage.

Supplementary Figure 8 | Heatmap of gene-by-gene copy number variation in T. cruzi multigene families, in MMS treated MM (1-2) and untreated NT (1-2) TcTopo3α KO isolates. In this image, each line corresponds to an T. cruzi isolate, and each column corresponds to a gene. The copy number of each gene is represented in a scale from blue to red, denoting low and high counts, respectively. Columns (representing genes) and rows (representing samples) were clustered by UPGMA, based on the Manhattan distance of raw gene coverages. For each multigene family, two heatmaps were generated, one containing the read depth normalized by genome coverage (Raw-Counts), and one with the values normalized by Z-score by column. There was a significant reduction in counts on DGF-1 and RHS gene families, and a mild reduction in Trans-sialidases in MM1 and MM2, when compared with NT1 and NT2.

Supplementary Figure 9 | Violin plot representing the gene copy number of DGF-1 genes near replication origins. (A) The Y axis represent the distribution of gene coverages, in log scale. MMS-treated DGF-1 non-origin (MMSNO – red), MMS-treated DGF-1 origin (MMSO – green), Non-Treated non-origin (NTNO – blue), and Non-Treated origin (NTO – purple). (B) Z-statistic and p-values of Dunn’s test. P-values < 0.05 are highlighted in red, and p-values ∼0.05 are highlighted in orange. There was no statistically supported difference in coverages of DGF-1 close or distant from replication origins (MMSNO-MMSO and NTNO-NTO).

Supplementary Figure 10 | Telomere length analysis by Southern blot. (A) Purified probe containing telomeric sequences repeat (TTAGGG)∼50 was generated by pTEL plasmid digestion with HindIII restriction enzyme. (B) Southern blot analysis of telomeric sequence-containing fragments generated by digestion of genomic DNA with restriction enzymes CviQI, HpaII, AluI, and HhaI; genomic DNA from WT and TcTopo3α KO cells was analyzed. Ethidium bromide-stained agarose gel showing the digestion products that were further analyzed by Southern blot. Right panel represents quantification of signal intensities for telomere hybridization using ImageJ software. Signals were plotted against DNA size (Kb).

Supplementary Figure 11 | Venn diagram of the SNPs in the MMS1, MMS2, NT1, and NT2 isolates. Venn diagram depicting the sharing of the SNP positions in the four T. cruzi evaluated isolates.


FOOTNOTES

1https://www.bioinformatics.babraham.ac.uk/projects/fastqc/
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PARP1 Regulates the Biogenesis and Activity of Telomerase Complex Through Modification of H/ACA-Proteins
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Poly(ADP-ribose) polymerase 1 (PARP1) is established as a key regulator of the cellular DNA damage response and apoptosis. In addition, PARP1 participates in the global regulation of DNA repair, transcription, telomere maintenance, and inflammation response by modulating various DNA-protein and protein-protein interactions. Recently, it was reported that PARP1 also influences splicing and ribosomal RNA biogenesis. The H/ACA ribonucleoprotein complex is involved in a variety of cellular processes such as RNA maturation. It contains non-coding RNAs with specific H/ACA domains and four proteins: dyskerin (DKC1), GAR1, NHP2, and NOP10. Two of these proteins, DKC1 and GAR1, are targets of poly(ADP-ribosyl)ation catalyzed by PARP1. The H/ACA RNA-binding proteins are involved in the regulation of maturation and activity of the telomerase complex, which maintains telomere length. In this study, we demonstrated that of poly(ADP-ribosyl)ation influences on RNA-binding properties of DKC1 and GAR1 and telomerase assembly and activity. Our data provide the evidence that poly(ADP-ribosyl)ation regulates telomerase complex assembly and activity, in turn regulating telomere length that may be useful for design and development of anticancer therapeutic approaches that are based on the inhibition of PARP1 and telomerase activities.
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INTRODUCTION

Post-translational modifications regulate the localization, stability, and activity of proteins, thereby allowing the transformation of cellular signals into biological outcomes. PARP1 or poly(ADP-ribose) polymerase 1 catalyzes the covalent synthesis of the long branched polymer, poly(ADP-ribose) (PAR), utilizing nicotinamide adenine nucleotide (NAD+) as a substrate (Amé et al., 2004; Langelier et al., 2018). This reaction is reversible, as PAR is quickly hydrolyzed by poly(ADP-ribose) glycohydrolase (PARG) (Amé et al., 2004; Pascal and Ellenberger, 2015). PARG is an abundant enzyme that degrades PAR by a combination of endo- and exo-glycohydrolase activity, removing most of the PAR polymer but leaving behind a single ADP-ribose attached to the protein. This remnant ADP-ribosyl modification can be removed by mono-(ADP-ribose) glycohydrolases (Oka et al., 2006; Han et al., 2011; Kato et al., 2011). PARP1 is well established as a key regulator of the cellular DNA damage responses and the apoptotic machinery, but its functions are not restricted to only these processes (Hassa et al., 2006; Gagné et al., 2008). PARP1 functions in the global regulation of transcription (Frizzell et al., 2009), telomere maintenance (Tong et al., 2001; Espejel et al., 2004; Blasco, 2005; Beneke et al., 2008; Hoang et al., 2020), and inflammatory response (Francis et al., 1983; Bai et al., 2009).

Poly(ADP-ribosyl)ation (PARylation) regulates protein-protein and protein-nucleic acid interactions. The attachment of the large negatively charged ADP-ribose to the protein modulates the activity and interactome of the targeted protein. The influence of PARylation on protein-DNA interactions has been confirmed in different studies (Pinnola et al., 2007; Krishnakumar et al., 2008; Petesch and Lis, 2012a,b). PARylation has an influence on chromatin remodeling (Smeenk et al., 2013) and nucleosome-nucleosome interactions (Gomez et al., 2006; Pinnola et al., 2007; Schmutz et al., 2017), and many other processes. Recently, it was shown that PARP1 is involved in RNA biogenesis (Matveeva et al., 2019b). PARylation inhibits the activity of poly(A) polymerase (PAP) (Di Giammartino et al., 2013). PARP1 participates in the regulation of splicing (Matveeva et al., 2019a) and translation by modulating the activity of the heterogeneous nuclear ribonucleoproteins (hnRNPs) and mRNA-binding proteins (Kiss et al., 2010; Massenet et al., 2017; Melikishvili et al., 2017; Eleazer and Fondufe-Mittendorf, 2020; Hoang et al., 2020).

H/ACA RNA-protein complexes are involved in ribosome biogenesis, pre-mRNA splicing as well as in the assembly and stabilization of the human telomerase complex (Kiss et al., 2010; Massenet et al., 2017). The H/ACA ribonucleoprotein complex contains four proteins: DKC1, GAR1, NHP2, and NOP10, two of which (DKC1 and GAR1) have been identified as targets of PARP1 (Kiss et al., 2010; Zhang et al., 2013; Massenet et al., 2017). PARylation affects DNA-protein binding through different mechanisms: upon being PARylated, some proteins exhibit decreased affinity for DNA, while others exhibit increased affinity. This modulation is essential for various cellular processes and for the formation of chromatin structures (Kim, 2005). We investigated the influence of PARylation on the affinity of RNA-binding proteins to RNAs. We hypothesized that PARylation is also involved in the regulation of ribonucleoprotein complex assembly, structure, and function. To test this hypothesis, we analyzed the influence of PARylation of either GAR1 or DKC1 on the formation of ribonucleoprotein complexes. We analyzed the pattern of H/ACA RNA association with these proteins under different PARylation status, as well as the influence of PARylation on the activity and stability of the telomerase complex and telomere length and structure.

Telomerase is a key component of telomere maintaining system that is reactivated in majority of cancer cells as well as in cells with increased proliferation rate (Weng, 2008; Akincilar et al., 2016). Regulation of telomeres is important for cell survival, and is involved in healthy cell function, cell proliferation, aging and diseases such as cancer. An intimate understanding of the process of telomere lengthening and shortening at the molecular level is important in understanding of diverse cellular functions for long-term survival, disease prevention and reduce aging. The length of telomeres is dependent on the efficiency of telomerase assembly, stability, and activity. In this paper, the role of PARylation in these processes is described.



MATERIALS AND METHODS


Cell Lines

HEK 293T and A549 cells were obtained from the ATCC and cultivated in DMEM-F12 containing 10% FBS and 1% penicillin/streptomycin in a humidified incubator at 37°C and 5% CO2. Cells in culture were treated with 50 μM olaparib for 3 h. To obtain lentiviral particles, the cells were transiently transfected with vectors and lentiviral plasmids using the calcium phosphate method. Lentiviral particles were harvested and used for HEK293T cell infection according to a previously published protocol (Weber et al., 2008). The cells were analyzed using an EVOS FL Imaging System (Thermo Fisher Scientific) and sorted using a FACSAriaTM III cell sorter (Bekton Dickinson). The cells were tested for mycoplasma contamination, which was confirmed to be negative.



Plasmids and Transfection

The shPARP1 plasmid was constructed using the lentiviral gene ontology vector LeGO-Cer (Weber et al., 2008). The following oligonucleotides were used:


5′-ACCGAGGAAGGTATCAACAAATTTTCAAGAGAT TTGTTGATACCTTCCTCC-3′ (forward) and

5′-TCGAGGAGGAAGGTATCAACAAATCTCTTGAAA ATTTGTTGATACCTTCCTCGGT-3′ (reverse).



pcDNA3.1-3x FLAG-GAR1 was a kind gift from Egan and Collins (2010), and pMGIB-3x FLAG-DKC1 was a kind gift from S. Artandi (Addgene plasmid #53607) (Venteicher et al., 2009). 3x FLAG-DKC1 was cloned into the pcDNA3.1 vector under the same conditions for each experiment. The plasmids coding for the nonPARylated DKC1 and GAR1 were obtained through site-specific mutagenesis using PCR and Q5 High-Fidelity DNA Polymerase (NEB). Cells were either electroporated (1150 V, 2 × 20 ms impulses, Neon Transfection System, Thermo Fisher Scientific) or transfected with Lipofectamine 3000 (Thermo Fisher Scientific).



Immunoblotting and Antibodies

For immunoblotting, cells were washed with PBS and lysed with ice-cold RIPA buffer (150 mM NaCl, 1% Triton X-100, 0.5% sodium deoxycholate, 0.1% SDS, 50 mM Tris–HCl pH 8.0) for 30 min with gentle agitation, and the protein concentration was determined using the Bradford method. The samples were denatured with 6xHU buffer + DTT (200 mM Tris–HCl pH 6.8, 10% glycerol, 5% SDS, 8 M urea, 1 mM EDTA, and 0.1% bromophenol blue), loaded onto gels and resolved at 180 V. The proteins were then transferred to PVDF membranes using a Bio-Rad Trans Blot SD system, blocked with 3% BSA/TBST, incubated with primary antibodies at 1/2000 dilution, washed four times in TBST, incubated with secondary antibodies at 1/5000 dilution, washed again, and developed using an ECL kit (GE Healthcare).

The following antibodies were used: TRF1 ab10579 (Abcam), TRF2 ab13579 (Abcam), PARP1 ab137653 (Abcam), TERT ab32020 (Abcam), DKC1 ab64667 (Abcam), β-actin ab8229 (Abcam), GAR1 11711-1-AP (Proteintech), PAR 4336-BPC (Trevigen), GAPDH 39-8600 (Thermo Fisher Scientific), α-tubulin ab18251 (Abcam), horseradish peroxidase-conjugated donkey anti-mouse A16011 (Thermo Fisher Scientific), and horseradish peroxidase-conjugated donkey anti-rabbit A16023 (Thermo Fisher Scientific).



Telomere Length Analysis

For telomere Southern blotting, all procedures were performed as described previously (Liu, 2011). Genomic DNA was extracted from 2 million cells, digested with RsaI and HinfI (Thermo Fisher), resolved overnight at 30 V, transferred to Nytran SPC nitrocellulose membranes (Whatman) in 2x SSC, UV-crosslinked, and hybridized with 32P-labeled telomeric probes. Then, the membrane was washed, exposed to a 32P-sensitive cassette (GE) for several days, and imaged using a Typhoon FLA 9500 (GE).



Telomerase Activity Assay

A TRAP assay was performed as described previously (Kim et al., 1994). For RQ-TRAP analysis, cells were counted, pelleted, washed with PBS, and lysed in TRAP lysis buffer (10 mM Tris–HCl, pH 7.5, 1 mM MgCl2, 0.1 mM PMSF, 5 mM β-mercaptoethanol, 1 mM EGTA, 5% glycerol, and 0.5% CHAPS). The cell extracts were diluted with 1x TRAP buffer (20 mM Tris-HCl pH 8.3, 1.5 mM MgCl2, 63 mM KCl, 1 mM EGTA, 0.1 mg/ml BSA, and 0.005% TWEEN 20) to equal cell equivalents. The diluted extract was incubated with TRAP mix 1 (TRAP 1x, dNTPs, and 100 ng of TS primer) at 2000 cell equivalents at 25°C for 30 min. TRAP mix 2 (H2O, Taq DNA polymerase, 100 ng of ACX primer, and SYBR Green I) was added, and qPCR was performed using a Bio-Rad CFX96/C1000 with an initial denaturation at 95°C for 2 min followed by 37 cycles of 95°C for 35 s, 50°C for 35 s, and 72°C for 90 s.



Northern Blotting and qPCR

Northern blotting was performed as described previously (Xi and Cech, 2014; Shukla et al., 2016). Total RNA was extracted using the PureLink RNA Mini Kit (Thermo Fisher Scientific), and 20 μg RNA was resolved through electrophoresis on 5% polyacrylamide gels containing 7 M urea. Semidry transfer was used to transfer the resolved proteins to Nytran SPC nitrocellulose membranes (Whatman) at 400 mA in 1x TBE. The samples were UV-crosslinked and hybridized with 32P-labeled hTR or 7SL probes at 40°C. The samples were washed at 48°C, exposed to a 32P-sensitive cassette (GE), and imaged using a Typhoon FLA 9500 (GE).

RNA was also used for RT-qPCR analysis. The RNA was treated with DNase I (Thermo Fisher Scientific) and then cDNA was synthesized using a Maxima first strand cDNA synthesis kit (Thermo Fisher Scientific). qPCR was performed with 2x qPCR master mix (Thermo Fisher Scientific) on a Bio-Rad CFX96/C1000 with an initial denaturation of 95°C for 3 min followed by 30 cycles of 95°C for 30 s, 60°C for 30 s, and 72°C for 30 s.



Telomerase Assembly Analysis

The telomerase assembly was analyzed as described previously (Azhibek et al., 2014). Cells were counted and lysed with TRAP lysis buffer, placed on top of a sucrose gradient in 1x TRAP buffer, and ultracentrifuged at 111132 × g at 4°C in a Beckman J2-HS. The fractions were collected starting from the top. Then, telomerase activity was measured as described in section “Telomerase Activity Assay.” For quantitating hTR, total RNA was extracted from each of the fractions with three volumes of TRIzol reagent (Thermo Fisher Scientific) according to the manufacturer’s protocol. As a control, an in vitro-synthesized hTR template was used. cDNA synthesis and qPCR were performed as described in section “Northern Blotting and qPCR.”



Telomerase Precipitation and Immunoprecipitation

Cells were grown in three 175 cm2 flasks, detached using trypsin-EDTA, and counted. Equal amounts of cells were pelleted, washed with PBS, and lysed using telomerase buffer B (50 mM HEPES–KOH pH 8.0, 300 mM KCl, 2 mM MgCl2, 0.1% Triton X-100, 10% glycerol, 1 mM PMSF, 1 mM DTT, 0.15% CHAPS, and 1/100 volume Ribolock RI) for 30 min at 4°C (Azhibek et al., 2014). The lysates were centrifuged at 16000 × g at 4°C for 20 min, clarified for 1.5 h using protein G-Sepharose (Bialexa) blocked with 0.1% BSA, placed on top of 1 mL of telomerase buffer B with 20% glycerol, and centrifuged at 100000 × g for 45 min at 4°C. The supernatant was centrifuged again with 1 mL of telomerase buffer B with 20% glycerol at 210000 × g for 2.5 h at 4°C. Telomerase was dissolved in 1 mL of telomerase buffer B, incubated for 16 h at 4°C with hTERT antibodies, and immunoprecipitated with protein G-Sepharose for 6 h at 4°C. Sepharose was centrifuged at 2500 × g for 2 min and washed three times with telomerase buffer B. RNA and protein were eluted with TRIzol and extracted according to the manufacturer’s protocol.

cDNA was prepared as described in section “Northern Blotting and qPCR.” To determine the enrichment of the eluates with the target RNA, equal amounts of input and eluate RNA were used for cDNA synthesis, and qPCR was performed. For each cell line, the signal from the eluate was normalized to the signal from the input of the same sample. The ratio of enrichment between the cell lines was calculated.

For immunoprecipitation, 35 million cells were transfected with 60 μg of plasmid. After incubation for 2 days, the cells were harvested, washed with PBS, and lysed in IP buffer (50 mM HEPES-KOH pH 7.5, 150 mM KCl, 2 mM MgCl2, 0.1% Nonidet P-40, 10% glycerol, 1 mM EGTA, 1 mM PMSF, and 0.35 mM DTT) for 30 min at 4°C with rotation and then the cell lysate was centrifuged at 16000 × g at 4°C. M2 anti-FLAG agarose (Sigma) was washed with IP buffer and then added to the lysate. Immunoprecipitation was performed for 16 h at 4°C. The agarose was centrifuged at 2500 × g for 2 min and washed four times with IP buffer. RNA and protein were eluted with TRIzol and extracted according to the manufacturer’s protocol.

All experiments were performed a minimum of three times on different days.

For qPCR analysis, the standard deviations were calculated as described previously (Azhibek et al., 2014).



Telomeric FISH

Telomeric FISH cells were synchronized in the G2/M phase using 100 ng/μl nocodazole (Sigma) treatment for 8 h. The cells were then treated with a hypotonic solution (0.075 M KCl, 8 g/L sodium citrate) and spreads of metaphase chromosomes with further FISH were produced as previously described (Ourliac-Garnier and Londoño-Vallejo, 2011).

All images were prepared using Nikon Ti2000 fluorescence microscope.



Statistical Analysis

Data were analyzed by one- and two-way ANOVA and found significant (p < 0,05), and differences between the control and treated groups were determined using Šidák’s test with GraphPad Prism 8.0 software (La Jolla, CA, United States).



RESULTS


PARylation Modulates the Affinity of H/ACA Proteins for RNAs

A global analysis of ADP-ribosylation revealed that the components of the H/ACA-complex (Zhang et al., 2013), DKC1 and GAR1, are targets of PARylation, and therefore, we decided to investigate the pattern of H/ACA RNA binding to PARylated and nonPARylated mutant forms of these proteins.

To clone mutant nonPARylated forms of DKC1 and GAR1, we performed site-directed mutagenesis at positions that were previously shown to be PARylated (Zhang et al., 2013): E414Q, E420Q, E429Q, E439Q, E483Q, and E487Q for DKC1; E67Q, E74Q, E80Q, D81N, and E104Q for GAR1.

To perform affinity purification of H/ACA RNA bound to either GAR1 or DKC1, constructs coding for both wild-type and mutant forms of 3xFLAG-DKC1 and 3xFLAG-GAR1 were used. We transfected the constructs into HEK293T cells and immunoprecipitated the expressed proteins using the 3xFLAG epitope through affinity purification. At first, we decided to check that introduced mutations disturb the PARylation performing the western blotting with the antibodies specific to FLAG-epitope and to PAR. We observed a shift in the bands corresponding to GAR1 and DKC1 in the wild-type and nonPARylated (NP) forms when the cellular extracts were analyzed through western blotting (Figures 1A–D) and the decreased interaction with PAR-specific antibodies (Figures 1A,B). We concluded that introduced mutations prevent the PARylation of GAR1 and DKC1 that results in the decreased molecular weight of proteins that was observed by western blotting (Figures 1C,D). RNA associated with the precipitated proteins was purified and used for RT-qPCR analysis. We chose a set of RNAs that are well known targets of DKC1 and GAR1, including ribosomal RNAs (5,8S, and 28S), telomerase RNA (hTR), and a number of snRNAs, for the analysis. To compare the levels of co-purified RNAs, we calculated the yield of RNA after immunoprecipitation by normalizing the amount of a particular RNA in the eluate to the amount of the same RNA in the input fraction. To compare the results for nonPARylated mutants with those for wild-type proteins, the RNA yields (described above) precipitated with nonPARylated proteins were normalized to the yields precipitated with the wild-type proteins. We observed that PARylation could increase or decrease the binding of a particular H/ACA RNA with DKC1 and GAR1 (Figures 1E,F). We observed accumulation of ribosomal RNAs and decreased amounts of snRNAs and hTR complexed with NP DKC1 (Figures 1E,F) and accumulation of ribosomal RNA and U2 snRNA complexed with NP GAR1 in comparison with wild-type proteins. The level of hTR bound with NP GAR1 was not changed and slight reduction of U87 bound with NP GAR1 in comparison with wild type GAR1 was observed. These results demonstrated the existence of different modes of regulation of the ribonucleoprotein complex biogenesis by PARylation.
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FIGURE 1. PARylation regulates ribonucleoprotein complex stability. Substitution of amino acid residues at sites proposed for PARylation influences the PAR-attachment to GAR1 (A) and DKC1 (B) mobility of the GAR1 (A,C) and DKC1 (B,D) proteins. Differential binding of RNA to GAR1 and NP-GAR1 (E) and to DKC1 and NP-DKC1 (F), as revealed by RT-qPCR analysis. The mean values were calculated from triplicate RT-qPCR experiments with three biological replicates, and the bars represent SE. ****P < 0.0001 by Šidák’s multiple comparisons test.


The nonPARylated forms of GAR1 and DKC1 were obtained by mutagenesis; we changed six amino acid residues in DKC1 and five in GAR1. Mutations in proteins can change their tertiary structures, resulting in changes in the protein function independent of the modification status. To confirm that the absence of PARylation, rather than altered physicochemical properties of the mutant proteins, influenced their affinity for RNA, we analyzed the RNA-binding properties of DKC1 and GAR1 when the activity of PARPs was inhibited. We treated cells with the olaparib known inhibitor of the PARPs that is used as a therapeutic substance for the medical treatment of cancer. Cells exogenously expressed wild-type form of 3xFLAG-GAR1 were incubated for 3 h with the 50 μM of olaparib. Cellular extracts were obtained and used for immunoprecipitation. RNA associated with the precipitated proteins was purified and used for RT-qPCR analysis. To compare the levels of co-purified RNAs, we calculated the yield of RNA after immunoprecipitation by normalizing the amount of a particular RNA in the eluate to the amount of the same RNA in the input fraction. To compare the results the RNA yields (described above) precipitated with GAR1 from treated with olaparib cells were normalized to the yields precipitated with GAR1 from untreated cells (Figure 2A). We observed that hTR binding with GAR1 was decreased while the level of 28S ribosomal RNA associated with the GAR1 increased in cells treated with olaparib. These data partially confirm the results obtained when we used the nonPARylated mutant form of GAR1 (Figure 1E) and reinforce the conclusion that the PARylation regulates the RNA-binding ability of H/ACA-proteins.
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FIGURE 2. PARylation influences the ability of H/ACA proteins to bind to RNA. (A) RT-qPCR analysis of the levels of RNA co-immunoprecipitated with GAR1 after olaparib treatment and without treatment. The level of RNA associated with GAR1 in cells treated with olaparib was normalized to the level of RNA associated with GAR1 in cells without treatment. The mean values were calculated from triplicate RT-qPCR experiments with three biological replicates, and the bars represent SE. ****P < 0.0001 and ∗∗P < 0.01 using Šidák’s multiple comparisons test. (B) The expression of a shRNA targeting PARP1 mRNA inhibits PARP1 expression, as revealed by RT-qPCR. ** indicates unpaired t-test two tailed p value < 0,01. (C) PARP1 levels are decreased in cells expressing shRNA targeting PARP1 mRNA, as revealed by western blotting. (D) Immunoprecipitation of DKC1-3xFLAG from HEK293T cells was followed by immunoblotting with anti-FLAG antibodies (upper panel) and with anti-DKC1 antibodies (lower panel). I – input, F – flow-through, E – elution. (E) Immunoprecipitation of GAR1-3xFLAG from HEK293T cells was followed by immunoblotting with anti-FLAG antibodies (upper panel) and anti-GAR1 antibodies (lower panel). I – input, F – flow-through, E – elution. (F) RT-qPCR analysis of the levels of RNA co-immunoprecipitated with DKC1. The mean values were calculated from triplicate RT-qPCR experiments with three biological replicates, and the bars represent SE. ****P < 0.0001 and ∗∗∗P < 0.001 using Šidák’s multiple comparisons test. (G) RT-qPCR analysis of the levels of RNA co-immunoprecipitated with GAR1. The mean values were calculated from triplicate RT-qPCR experiments with three biological replicates, and the bars represent SE. ****P < 0.0001, ∗∗∗P < 0.001, and ∗∗P < 0.01 using Šidák’s multiple comparisons test.


The effect of PARP1 on the RNA-binding property of H/ACA proteins was confirmed additionally in cells when the expression of PARP1 was decreased by RNA interference. We generated a stable cell line with decreased expression levels of PARP1 by transducing HEK293T cells with lentivirus containing the LeGo-Cer (Weber et al., 2008) construct. This construct encodes an shRNA specific to PARP1 mRNA, as described previously (Wu et al., 2013), as well as a Cer fluorescent protein that enables sorting of the infected cells. A cell line stably expressing the empty LeGo-Cer vector was used as a control. The obtained cell line was characterized using a senescence-associated β-galactosidase test (Lee et al., 2006), because the senescence phenotype has been previously observed in cells with decreased levels of PARP1 expression (Lee et al., 2006; Wang et al., 2014). We treated the cells with 100 nM doxorubicin for 4 days to induce senescence and measured the β-galactosidase activity. We observed increased number of cells with the senescence phenotype in the shPARP1 cell line compared to the control cell line expressing the empty vector (Supplementary Figure 1). The level of PARP1 mRNA decreased 2-fold (Figure 2B) and the level of PARP1 protein decreased 1.8-fold (Figure 2C) in the knockdown cells compared to that in the control cells, as demonstrated by RT-qPCR and western blotting, respectively.

The obtained cell lines were transfected with DKC1-3xFLAG and GAR1-3xFLAG constructs and then subjected to co-immunoprecipitation of DKC1 and GAR1 (Figures 2D,E). We performed co-immunoprecipitation, purified RNA from the eluted fractions, and analyzed the copurified RNAs by RT-qPCR. The efficiency of immunoprecipitations was controlled by western blotting analysis of input, flow-through and elution fractions using anti-FLAG antibodies (Figures 2D,E, upper panel). The level of exogenous and endogenous DKC1 and GAR1 were found comparable by western blotting analysis of fractions from HEK293T cells with antibodies specific to DKC1 (Figure 2D, lower panel) or GAR1 (Figure 2E, lower panel). To compare the obtained data, the RNA levels in the eluted fractions were normalized to the levels of RNA in the input fractions. The calculated levels of copurified RNA from cells with decreased levels of PARP1 were also normalized to those of copurified RNA from control cells expressing empty vector. We observed that the amount of ribosomal RNA associated with DKC1 (Figure 2F) and GAR1 (Figure 2G) increased, while the amounts of hTR and H/ACA-RNA decreased in PARP1-deficient cells compared to control cells. We observed a very similar effect of PARylation on the pattern of RNA binding with DKC1 and GAR1, regardless of the approach used for inhibition of PARylation, either through site-directed mutagenesis of modified amino acid residues or total inhibition of PARP1 expression by RNA interference.

To demonstrate the direct influence of PARP1 activity on the ability of RNA-binding proteins to associate with RNA, we overexpressed wild-type PARP1 and various forms of GAR1 (wild type and mutant nonPARylated form) in cells expressing shPARP1, which have decreased levels of PARP1. We decided to concentrate our study on RNAs associated with GAR1 because previous experiment (Figures 1A,B) demonstrated that mutations completely prevent the PARylation of GAR1 but not DKC1. Cells with decreased levels of PARP1 (shPARP1) were transfected with GAR1-3xFLAG and GAR1-NP-3xFLAG, and PARP1 construct and subjected to co-immunoprecipitation with GAR1 protein. We performed immunoprecipitation, purified RNA from the eluted fractions, and analyzed the copurified RNAs by RT-qPCR. The expression of PARP1, GAR1, and immunoprecipitation quality was confirmed through western blotting (Figure 3A). The RNA levels in the eluted fractions were normalized to the RNA levels in the input fractions. The calculated levels of copurified RNA from cells overexpressing wild-type GAR1 or NP-GAR1 with overexpression of PARP1 were normalized to the levels of copurified RNA from cells with decreased levels of PARP1. The relative levels of proteins eluted during immunoprecipitation were used as coefficients in the calculation of RNA associated with GAR1 protein. The obtained data are presented in Figure 3B. We observed that the overexpression of PARP1 increased the level of RNA associated with wild-type GAR1 up to two times, while there were no differences in the association of RNA with the nonPARylated form of GAR1 (Figure 3B).
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FIGURE 3. PARylation modulates the ability of RNA-binding proteins to associate with RNA. (A) Western blot analysis of expression of PARP1, GAR1, and NP-GAR1 (input panel) and efficiency of immunoprecipitation (elution panel). (B) RT-qPCR analysis of the levels of RNA co-immunoprecipitated with GAR1. The mean values were calculated from triplicate RT-qPCR experiments with three biological replicates, and the bars represent SE. ****P < 0.0001.




PARP1 Is Involved in Human Telomerase Complex Biogenesis and Stability

PARylation is involved in the regulation of telomere maintenance in mammalian cells (Espejel et al., 2004; Beneke et al., 2008). Inhibition of PARP1 expression by RNA interference using siRNA leads to rapid shortening of telomeres, but does not influence telomerase activity (Beneke et al., 2008). PARP1 regulates the binding of TRF2, resulting in telomere shortening (Gomez et al., 2006). We used a stable cell line that constitutively expresses shPARP1, specific to the PARP1 mRNA, to investigate the regulation of telomere maintenance. We determined the levels of telomerase compounds and the efficiency of telomerase complex association in cells that were PARP1 deficient. Interestingly, the levels of hTERT (Figure 4A) and DKC1 (Figure 4B) decreased in cells with PARP1 knockdown. However, the level of hTR increased (Figure 4C) after inhibition of PARP1 gene expression. We observed an accumulation of the mature full-length form of hTR, while the levels of the previously observed fragments of the degraded hTR (Li and Blackburn, 2006; Figure 4C) was unchanged. Cells with decreased levels of PARP1 demonstrated increased levels of telomerase activity, as revealed by RQ-TRAP analysis (Figure 4D), however, the processivity of telomerase was not affected (Figure 4E), as observed by TRAP followed by electrophoresis. In order to verify the general effect of long-term inhibition of expression of PARP1 on telomerase activity, we generated A549 cells stably producing short hairpin specifically inhibited PARP1 expression as well as an empty vector. Obtained cell lines were used for the analysis of PARP1 mRNA level and telomerase activity (Supplementary Figure 2). Unfortunately, the rate of inhibition of PARP1 expression was not dramatic. We observed that level of PARP1 mRNA decreased by 30% (Supplementary Figure 2A) and statistically unreliable increasing of telomerase activity (Supplementary Figure 2B). To improve the influence of PARP1 inhibition on telomerase activity we additionally treated cells with olaparib and observed a slight increase of telomerase activity. These data provide additional evidence of the general effect of PARP1 influence on telomerase function in the cell.


[image: image]

FIGURE 4. PARP1 is involved in the regulation of telomerase complex composition and stability. (A) Western blot analysis of TERT protein levels in the indicated cell lines. (B) Western blot analysis of DKC1 protein levels in the indicated cell lines. (C) Northern blot analysis of hTR expression in the indicated cell lines. (D) RQ-TRAP telomerase activity analysis in the indicated cell lines. ****indicates unpaired t-test two tailed p value < 0,0001. (E) Analysis of telomerase processivity using TRAP assay followed by PAGE separation of PCR products. (F) Immunoprecipitation of hTERT from the indicated cell lines was followed by immunoblotting with anti-hTERT antibodies. (G) RT-qPCR analysis of the amounts of hTR co-immunoprecipitated with hTERT. U2 RNA was used as a control. ****indicates unpaired t-test two tailed p value < 0,0001. (H) Analysis of hTR distribution and telomerase activity after separation of extracts from HEK293T cells expressing a shRNA targeting PARP1 mRNA, using a sucrose gradient. (I) Analysis of hTR distribution and telomerase activity after separation of extract from HEK293T cells expressing the empty LeGo-Cer vector, using a sucrose gradient.


We proposed that decreased level of PARP1 influences on telomerase assembly. We co-immunoprecipitated the telomerase complex from HEK293T cells, cells expressing the LeGo-Cer vector, and shPARP1-expressing cells, using anti-hTERT antibodies. It was demonstrated that comparable levels of hTERT were purified from the different cell lines (Figure 4F). Quantitative analysis of the copurified hTR was performed with the help of RT-qPCR. The results demonstrated that the levels of hTR were 3-fold higher in cells expressing shPARP1 than in cells expressing the LeGo-Cer vector (Figure 4G).

To confirm the effects on telomerase complex assembly, we obtained extracts from cells with PARP1 knockdown and from control cells expressing empty vector and separated them using sucrose gradient centrifugation (Figures 4H,I; Azhibek et al., 2014). In the control cells as well as in the cells with PARP1 knockdown, we observed that the peak hTR levels correlated with the peak telomerase activity. Three times higher amount of telomerase RNA was associated with the active telomerase in cells with decreased level of PARP1 compared to that in the control cells (Figures 4H,I).

We decided to analyze the influence of increased stability and activity of the telomerase complex on telomere structure. We observed increased numbers of fused chromosomes (Figure 5A) and increased telomere length (Figure 5B) using FISH. The fused chromosome number increased from 3% in wild type to 12% in cells with a decreased level of PARP1. Increased telomere length was confirmed by Southern blotting (Figure 5C). The level of TRF1 protein was unaffected (Figure 5D), however, the level of TRF2 decreased significantly in the shPARP1 cell line compared to that in the control cell line (Figure 5E).
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FIGURE 5. PARP1 is involved in the regulation of telomere length and telomerase activity. (A) Immunofluorescence-FISH analysis of metaphase spreads from cells expressing the LeGo-Cer vector and a shRNA specific to PARP1 mRNA. White arrows point defects in telomeric structures. (B) Telomere length analysis performed by Telometer software by the Johns Hopkins University. Green dots correspond control cells (vector) and red dots correspond spreads from cells with decreased level of PARP1 (shPARP1). (C) Telomere restriction fragment length analysis of PARP1 knockdown cells. (D) Western blot analysis of TRF1 protein levels in the indicated cell lines. (E) Western blot analysis of TRF2 protein levels in the indicated cell lines.




DISCUSSION

Poly(ADP-ribose) polymerase 1 is involved in the cellular response to DNA damage (Tong et al., 2001). Telomeres are special DNA-protein structures that protect the ends of the linear eukaryotic chromosomes from the DNA damage recognition system (de Lange, 2018). The involvement of PARP1 in the maintenance of telomere length has been previously demonstrated (Gomez et al., 2006; Beneke et al., 2008; Schmutz et al., 2017; de Lange, 2018). PARP1 interacts with the telomeres through the TRF2 protein (Gomez et al., 2006; Schmutz et al., 2017). PARP1 accumulates at critically short telomeres (Gomez et al., 2006) and protects them from being exposed to DNA-damaging reagents. PARP1 participates in t-loop cleavage by recruiting HJ-resolvases (Schmutz et al., 2017; de Lange, 2018). Short-term inhibition of PARP1 in HeLa cells by treatment with siRNAs or unspecific chemicals results in telomere shortening (Beneke et al., 2008). However, there are reports that such treatment slightly inhibits tankyrases but does not affect telomere length (Wahlberg et al., 2012; de Lange, 2018). PARP1-null mouse cells do not demonstrate telomere dysfunction (Espejel et al., 2004). Therefore, data on the influence of PARylation on telomere length are very controversial. We have demonstrated that long-term inhibition of PARP1 in HEK293T cells, using stable expression of shRNA specific to PARP1 mRNA, results in telomere lengthening (Figure 5B) and accumulation of different telomere defects, such as telomere signal-free ends and chromosome and chromatid end-to-end fusions (Figure 5A). The same effects have been demonstrated previously in cells with inhibited activity of PARP1 due to exposure to DNA-damaging treatments (Gomez et al., 2006). Telomere restriction fragment analysis in cells with decreased expression of PARP1 after a long period of culturing (more than 50 passages) revealed the presence of elongated telomeres (Figure 5B). Unexpectedly, telomerase activity was increased in these cells (Figure 4D). Telomerase activity decreased in response to short-term inhibition of PARP1 expression, in contrast to the effects of long-term PARP1 inhibition. However, in agreement with the data for short-term inhibition, we also found decreased levels of TRF2 in PARP1-deficient cells (Figure 5D), which may lead to telomeres being more accessible to telomerase. The level of hTERT decreased (Figure 4A), which correlates with the previous observations of inhibition of hTERT transcription mediated by the KLF4 transcription factor (Hsieh et al., 2017). The levels of DKC1 and hTERT (Figures 4A,B) decreased in cells with PARP1 knockdown that may have resulted in decreased telomerase activity. However, in the same cells, the levels of hTR increased (Figure 4C), which may have resulted as a stabilization response of the telomerase complex in the absence of PARylation. To assess this possibility, we analyzed telomerase complex assembly by co-immunoprecipitation with hTERT (Figures 4F,G) and centrifugation in a sucrose concentration gradient (Azhibek et al., 2014; Figures 4H,I). In all cases, hTR was present in the active telomerase complex, and its concentration increased 3-fold in PARP1-deficient cells compared to control cells. We observed that PARylation influences the binding of a particular RNA (Figures 1E,F, 2F,G, 3B) by H/ACA proteins such as DKC1 and GAR1. Taken together, our results demonstrate that PARylation of DKC1 and GAR1 regulates the RNA-binding properties of these proteins in the hTR complex.

In this study, we clearly demonstrated that long-term inhibition of PARP1 expression increased telomere length and telomerase activity. Increase in the levels of total hTR and hTR associated with the telomerase complex resulted in activation of the telomerase enzyme and elongation of telomeres. Decrease in the levels of TRF2 allowed telomerase to associate with telomeres more effectively, which may have resulted in telomere elongation.

These observations should be taken into consideration to enhance the understanding, design, and development of anticancer therapeutic approaches that are based on the inhibition of PARP1 and telomerase activities. It should be mentioned that the inhibition of these important cellular compounds, involved in nuclear genome stability, might have various effects on cell survival mechanisms.
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During nuclear DNA replication multiprotein replisome machines have to jointly traverse and duplicate the total length of each chromosome during each cell cycle. At certain genomic locations replisomes encounter tight DNA-protein complexes and slow down. This fork pausing is an active process involving recognition of a protein barrier by the approaching replisome via an evolutionarily conserved Fork Pausing/Protection Complex (FPC). Action of the FPC protects forks from collapse at both programmed and accidental protein barriers, thus promoting genome integrity. In addition, FPC stimulates the DNA replication checkpoint and regulates topological transitions near the replication fork. Eukaryotic cells have been proposed to employ physiological programmed fork pausing for various purposes, such as maintaining copy number at repetitive loci, precluding replication-transcription encounters, regulating kinetochore assembly, or controlling gene conversion events during mating-type switching. Here we review the growing number of approaches used to study replication pausing in vivo and in vitro as well as the characterization of additional factors recently reported to modulate fork pausing in different systems. Specifically, we focus on the positive role of topoisomerases in fork pausing. We describe a model where replisome progression is inherently cautious, which ensures general preservation of fork stability and genome integrity but can also carry out specialized functions at certain loci. Furthermore, we highlight classical and novel outstanding questions in the field and propose venues for addressing them. Given how little is known about replisome pausing at protein barriers in human cells more studies are required to address how conserved these mechanisms are.
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INTRODUCTION

In order to duplicate chromosomes, replicative polymerases have to access each base in the DNA. This requires removing DNA-binding proteins, resolving topological constraints and melting the DNA double helix step-by-step along the whole length of each chromosome. A chromosome’s features vary along its length. Accordingly, it is not surprising that replication elongation rates are variable and that forks tend to slow down at regions where the bases are difficult to access, due to DNA secondary structures [resulting, for example, from trinucleotide and inverted repeats (Voineagu et al., 2008, 2009)], base modifications (including covalent protein binding), excess superhelical tension [such as at termination zones generated by converging forks (Fachinetti et al., 2010)], or the tight binding of proteins or protein complexes. In this review we focus on non-covalent proteinaceous replication fork barriers (RFBs) and primarily refer to studies of the budding yeast Saccharomyces cerevisiae, where the understanding of DNA replication mechanisms is most complete. We discuss pausing at RFBs from various perspectives: detection methods, diversity, regulators, proposed physiological roles, and finish by summarizing emerging models and outstanding questions in the field.


Bumps Along the Road: The Rate of Replisome Movement Varies Across the Genome

The pioneering work of Brewer and Fangman (1988), who developed a 2-dimensional gel electrophoresis (2D gel) Southern blot method to resolve and quantify replication intermediates, allowed the first, albeit indirect measure of relative replisome velocity at specific genomic loci (see Figure 1 and below). Their study, which focused on the rDNA repeat locus in yeast, was the first of many to show that DNA replication fork speed appears to decrease dramatically at certain sites, a phenomenon referred to interchangeably as: “pausing,” “slowdown,” “arrest,” or “stalling.” These definitions contrast with fork “collapse,” which is defined as an irreversible event involving DNA breakage at the fork and replisome dissociation from the template, though the latter outcome is controversial (De Piccoli et al., 2012).
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FIGURE 1. Methods used to study replication fork barriers and replisome pausing. The DNA in and around a paused replication fork is often detected by: 1-dimensional [1D, (A)–(Kobayashi et al., 2004)] or 2-dimensional [2D, (B)–(Brewer and Fangman, 1988)] gel electrophoresis followed by Southern blot and hybridization with a probe specific to a locus of interest; by sequencing and genome mapping of Okazaki fragments [(C)–(McGuffee et al., 2013)] or immunoprecipitated pieces of sonicated DNA that have incorporated a modified nucleotide analog such as BrdU [(D)–(Peace et al., 2014)]; by sequencing long stretches of DNA using nanopore technology to infer edges of BrdU incorporation and hence fork positions [(E)–(Muller et al., 2019)]; by microscopic examination of DNA fibers stretched on slides and immunostained with fluorescently labeled antibody against BrdU or other analogs [(F)–(Pasero et al., 2002)]. This fluorescent in situ hybridization (FISH) approach with a locus-specific probes allow one to focus only on DNA in the vicinity of a specific barrier. Single-molecule fluorescence microscopy methods allow real-time visualization of replication [(G)–(Sparks et al., 2019)] or even additional manipulation of the process by changing forces applied to DNA next to a barrier [(H)–(Berghuis et al., 2018)]. The chromosomal locations of replisome protein components can be detected by chromatin immunoprecipitation (ChIP) followed by PCR or high throughput DNA sequencing [(I)–(Azvolinsky et al., 2009; Sekedat et al., 2010)], allowing one to infer sites of pausing for specific factors or complexes. Cryo-electron microscopy yields structural insights into replisome component positions at a barrier [(J)–(Baretic et al., 2020)]. Since pausing sites are associated with an increase in recombination, loss of a genetic marker next to a barrier might serve as a proxy of pausing efficiency [(K)–(Kaeberlein et al., 1999)].


In contrast to site-specific replisome pausing, certain chemical and genetic manipulations lead to a generally uniform change in fork speed. For example, general fork slowdown is caused by dNTP depletion following treatment with the ribonucleotide reductase inhibitor hydroxyurea [HU; (Alvino et al., 2007)], replicative polymerase inhibition by aphidicolin treatment (Pacek et al., 2006), and by loss of MRC1 gene function in yeast (Hodgson et al., 2007) or of TIMELESS in mammalian cells (Somyajit et al., 2017). Somewhat surprisingly, other chemical or genetic perturbations lead to global fork acceleration, such as a decrease in the number of activated origins (Zhong et al., 2013), cohesin acetylation (Terret et al., 2009), PARP inhibition (Maya-Mendoza et al., 2018), or loss of peroxiredoxin 2 (PRDX2), a detector of reactive oxygen species [ROS; (Somyajit et al., 2017)].

Some of these general effects on fork movement may also be associated with changes in local fork rates at barriers. For instance, while causing global replication deceleration (Alvino et al., 2007), HU paradoxically leads to decreased pausing at some protein RFBs (Krings and Bastia, 2004; Anand et al., 2012) through a still unknown mechanism. Of note, there is an inverse connection between global fork speeds and the frequency of origin firing (percent of potential origins that actually fire), where higher origin firing rates lead to slower replication elongation, most likely due to depletion of essential factors such as dNTPs (Zhong et al., 2013). Severe checkpoint mutants that cause unscheduled origin firing, such as mec1, rad53, and mrc1, have slower fork rates than mutants with less severe defects [e.g., tof1; (Hodgson et al., 2007; Crabbe et al., 2010)]. However, these mutants with the slowest fork rates are still able to slow down the replisome at protein barriers, while the more modestly affected tof1 mutant is not (Calzada et al., 2005; Tourriere et al., 2005; Hodgson et al., 2007), as further discussed below. At another extreme, cdc7 mutants, which fire fewer origins and thus have faster forks (Zhong et al., 2013), turn out to be deficient for local slowdown at barriers (Bastia et al., 2016). Thus, there is no simple rule relating global and local fork speeds and the two phenomena appear to be largely independent.



Approaches to Study Fork Progression

Since the initial detection of fork pausing at a specific site in the yeast rDNA repeat by 2D gel analysis of replication intermediates (Brewer and Fangman, 1988) a large number of orthogonal methods have been developed to measure this phenomenon (some of which are depicted in Figure 1). These methods enable one to monitor aspects of either replication fork or replisome progression in cells, extracts, or reconstituted systems and report on the features of local and global replication pausing.

Broadly speaking, methods to detect pausing can be divided into two categories. The first of these quantifies DNA signatures, such as relative abundance of replicative structures (Brewer and Fangman, 1988) or nascent DNA at a replication fork (Peace et al., 2016). The second category of methods quantifies the abundance of protein components of the replisome [e.g., polymerase (Azvolinsky et al., 2009) or helicase (Sekedat et al., 2010)], either at specific regions or genome-wide, under the assumption, analogous to that used in 2D gel analysis, that variations reflect the time required by the replisome to traverse any given site. However, given the possibility of polymerase-helicase uncoupling (Katou et al., 2003; Pacek et al., 2006; Graham et al., 2017) one has to be cautious about inferring replisome position (a protein-based measure) from the fork position (DNA-based), and vice versa. Recent single-molecule replication (Sparks et al., 2019) and DNA unwinding (Berghuis et al., 2018) imaging methods allow for combined detection of protein and DNA chromatin components, and introduction of a labeled barrier [such as Cas9, (Vrtis et al., 2021)] helps one to focus on events around it. Along the same lines, the field would benefit from the development of new methods capable of simultaneous co-detection of replisome proteins and nascent fork DNA components at single-nucleotide resolution. Thus, the above list is a standard “menu” (albeit not exhaustive) of orthogonal methods from which to choose when addressing classical and emerging questions in replisome progression.



The Chromosomal Landscape of Replication Barriers

In budding yeast, replisome pausing was first discovered, by 2D gel analysis (Figure 1), at a specific site adjacent to the unique replication origin in all rDNA repeats (Brewer and Fangman, 1988) and at tRNA genes (Deshpande and Newlon, 1996). In both cases, replication slowdown was initially believed to stem from replication-transcription collisions. However, it was later found that rDNA pausing is independent of transcription (Brewer et al., 1992) but instead requires a specific DNA-binding protein Fob1 (FOrk Blocking less 1 (Kobayashi and Horiuchi, 1996)). Similarly, pausing at tRNA genes was shown to require assembly of a transcription pre-initiation complex (Ivessa et al., 2003), but to operate independently of transcription itself (Yeung and Smith, 2020).

Zakian and colleagues expanded this initial picture by screening candidate protein-DNA complexes for RFB activity, including centromeres (CEN), telomeres and inactive replication origins (e.g., those found at HML and HMR mating-type gene “silencer” elements). This targeted approach revealed an estimated total of ∼1,400 RFBs in the yeast genome (Ivessa et al., 2003; Figure 2). More recently, the establishment of inducible, ectopic RFBs [e.g., a Rtf1/Rtf2-mediated RTS1 RFB in fission yeast (Lambert et al., 2005), a Fob1-dependent eRFB in budding yeast (Bentsen et al., 2013; Krawczyk et al., 2014), a Tus/Ter-dependent RFB in mammalian cell lines (Willis et al., 2014), and LacI/LacO arrays in Xenopus egg extracts (Dewar and Walter, 2017) and mammalian cells (Ishimoto et al., 2021)] has laid the foundation for more detailed studies of the consequences of pausing on genome integrity, cell cycle progression, replication checkpoints, and chromosome segregation (see below).
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FIGURE 2. Endogenous fork barriers. Schematic representation of the repertoire of prominent replication fork barriers at a schematic budding yeast chromosome. Note that HML/HMR heterochromatic silencers and rDNA tandem repeats are on different chromosomes in vivo (chr III and XII, respectively). Average size of genomic features is also indicated.


Even more recently, nuclease-dead Cas9 (dCas9) was repurposed as a protein (or protein-covered R-loop) replisome barrier. dCas9 efficiently blocks the yeast replisome in vivo (Doi et al., 2021) and all replisomes tested in vitro [viral, bacterial and yeast; (Whinn et al., 2019)]. Future studies will likely utilize dCas9 barrier systems to glean more insights into pausing mechanisms.

Fork barriers are either polar (Fob1-rRFB, Tus/Ter) and stall replisomes advancing from one side only, or non-polar and stall replisomes arriving from either direction (e.g., CEN, tRNA, or HML/HMR silencers). Barriers also vary in their efficiency (% of blocked forks) and strength (time the replisome spends on the barrier), with CEN barriers being transient [dozens of seconds (Deshpande and Newlon, 1996)] and Fob1-rRFB being very efficient, and strong, and thus serving as a replication termination site (Brewer and Fangman, 1988). The strongest barriers become replication termination sites if the blocked fork remains arrested until a converging fork arrives from another side of the barrier to rescue it (Fachinetti et al., 2010). In summary, fork pausing in eukaryotes is neither a passive nor indiscriminate process but instead requires specific trans-acting regulatory factors operating in either an orientation-specific or bi-directional fashion.



Factors Mediating Pausing at the Replisome

Replication pausing results from an interplay between a barrier of some sort and the replication machinery itself, broadly defined, and can be influenced by both positive and negative regulators acting directly at the replisome (Figure 3A). The first factors implicated in pausing were discovered in yeast genetic screens that scored for recombination (Figure 1), induced either by a short sequence from the rDNA repeats [in budding yeast; (Keil and McWilliams, 1993; Kobayashi and Horiuchi, 1996)] or during mating-type switching [in fission yeast; (Gutz and Schmidt, 1985)]. The budding yeast studies identified the FOB1 gene, which encodes a DNA-binding protein required for pausing, and RRM3, which encodes a helicase, as a negative regulator of fork stalling. The fission yeast studies instead identified the SWI1 and SWI3 genes, both of which were shown to be pause-promoting factors.
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FIGURE 3. Regulators of fork pausing. (A) Trans-acting proteins and a chemical proposed to modulate replication fork progression through a barrier promoting pausing (top of the schematic with activatory arrow sign) or alleviating it (bottom of the schematic with inhibitory bar sign). (B) MTC (Mrc1-Tof1-Csm3) protein domain structure, proposed protein-protein interactions, and interacting regions in budding yeast and human cells. DBD/M—DNA binding domain/motif. MCM—MCM2-7 binding motif. G4—G-quadruplex binding region. [a]–(Yeung and Smith, 2020), [b]–(Hizume et al., 2018), [c]–(Bastia et al., 2016), [d]–(Mohanty et al., 2006), [e]–(Shyian et al., 2020; Yeung and Smith, 2020), [f]–(Fritsch et al., 2010), [g]–(Akamatsu and Kobayashi, 2015), [h]–(Janel-Bintz et al., 2020), [i]–(Anand et al., 2012), [j]–(Osmundson et al., 2017), [k]–(Langston and O’Donnell, 2017), [l]–(Sparks et al., 2019), [m]–(Lerner et al., 2020), [n]–(Schwab et al., 2013), [o]–(Sato et al., 2020), [p]–(Baretic et al., 2020), [q]–(O’Neill et al., 2004)., [r]–(Park and Sternglanz, 1999), [s]–(Westhorpe et al., 2020), [t]–(Xie et al., 2015), [u]–(Somyajit et al., 2017), [v]–(Rageul et al., 2020).



Barriers to Fork Progression

Impediments to replication fork passage come in a multitude of forms, including DNA secondary structures (e.g., hairpins or G4 quadruplexes), covalent DNA modifications, including attached proteins, converging replication or transcription complexes, and tightly DNA-bound proteins or protein complexes. Despite these differences in the molecular nature of the various obstacles to replisome progression, a common set of replisome and replisome-associated factors are involved in regulating fork speed at these sites and in doing so helping to preserve genome integrity.

The first eukaryotic barrier protein to be identified, and perhaps the best studied to date, is the DNA-binding protein Fob1 (Figure 3A), which binds specifically to two sites within the rRFB and is absolutely required for fork pausing there. Fob1 is unusual amongst barrier proteins in that it is believed to act uniquely at the rDNA, possibly through a mechanism that involves wrapping of rRFB DNA around the protein itself (Kobayashi, 2003). Fob1 blocks fork progression in a polar manner, as do bacterial Tus proteins involved in replication termination (Elshenawy et al., 2015; Berghuis et al., 2018), through a mechanism still not clearly defined. Interestingly, in the distantly related fission yeast S. pombe the Fob1 ortholog is a protein called Sap1, which, unlike Fob1, is essential for viability and has multiple functions elsewhere in the genome, acting both in replication initiation (Guan et al., 2017) and as a general regulator of transcription (Tsankov et al., 2011). In addition, Sap1 participates in a specialized replication pausing event associated with the regulation of mating-type gene switching, as discussed below. Finally, replication pausing at the S. pombe rDNA also relies upon the transcription termination factor Reb1, whose mammalian homolog, TTF1, appears to act as the unique barrier protein.

As pointed out above, an additional set of prominent chromosomal features in budding yeast, including centromeres, telomeres, origins of replication, tRNA genes, and the two silent mating-type loci are site of fork pausing in yeast. All of these regions are characterized by proteins or protein complexes that bind specifically and often with high affinity to sequence motifs within them. Nevertheless, the precise nature of the barrier in these cases is less clear than at the rDNA. Telomeres constitute an interesting case where it is unclear a priori whether the barrier is due to a DNA structure (G4 quadruplexes that can form on telomeric TG-repeat sequences) or to the proteins that bind tightly to these sequences (see below).

Many barriers or obstacles to replication fork progression are “accidental” in nature, including DNA secondary structures, covalent DNA modifications and transcription complexes that can collide with opposing replisomes. For a more detailed discussion of these types of blocks, their resolution and consequences for genome stability we refer the reader to a series of excellent reviews (Mirkin and Mirkin, 2007; Lambert and Carr, 2013; Bastia and Zaman, 2014; Gadaleta and Noguchi, 2017; Stingele et al., 2017; Hizume and Araki, 2019).



Accessory Helicases Displace Barriers

Rrm3 and its paralog Pif1 are “accessory” replicative helicases that translocate in a 5′-to-3′ direction, opposite to that of CMG, the main replicative helicase [reviewed in Sabouri (2017)]. Both accessory helicases are believed to operate on the lagging strand template to actively assist CMG helicase at most barriers, including those at replication termination zones. Indeed, loss of Rrm3 and Pif1 has an additive effect on pausing at tRNA genes (Osmundson et al., 2017; Tran et al., 2017). Accordingly, recombinant Pif1 supports polymerase and helicase-polymerase complex progression through barriers in vitro (Schauer et al., 2020; Sparks et al., 2020). Budding yeast Pif1 also promotes fork progression through G-quadruplex (G4) DNA structures (Paeschke et al., 2011) and migrating D-loops formed during break induced replication [BIR; (Wilson et al., 2013; Chung, 2014; Liu et al., 2021)]. In vitro, Pif1 has been shown to promote bypass of dCas9, suggesting that it may act in general to remove both protein and R-loop blocks to replisome progression (Schauer et al., 2020). At the Fob1-rRFB, however, Rrm3 and Pif1 have confounding effects: whilst Rrm3 decreases pausing, as expected, Pif1 appears to have an unexplained opposite effect. The fission yeast S. pombe has only one Pif1/Rrm3 ortholog, Pfh1, which, similarly to Rrm3, promotes fork progression through various impediments.

Several 5′-3′ accessory helicases are candidates to fulfill the roles of yeast Rrm3 and Pif1 at metazoan replisomes, including RTEL1 (Vannier et al., 2013), DDX11 (Lerner et al., 2020), FANCJ (Sato et al., 2020), and DHX36 (Sato et al., 2020). RTEL1 was recently reported to assist replisome progression through non-covalent and covalent barriers (Sparks et al., 2019), while all these four helicases were implicated in promoting progression past G4 structures, reminiscent of Pif1’s role in yeast. It will be of interest to test whether in vivo progression through G4 structures is problematic due to DNA structure alone or due to an (additional) effect of specific G4-binding proteins.

It is worth noting that the question of what happens to barrier-forming proteins during and just after replication fork passage has hardly been addressed. Is the barrier protein displaced temporarily/terminally or does the fork complex enigmatically “jump” over it, as was proposed to happen in the context of covalent DNA-protein crosslink (DPC) bypass (Sparks et al., 2019)? Do displaced proteins immediately re-bind following replisome bypass? If the barrier protein re-binds DNA in the wake of the helicase, how fast does it do so? Is there sufficient time for polymerases to synthesize nascent DNA or does the re-bound barrier protein preclude further polymerase(s) action? Is there a pathway for chromatid specific RFB segregation or does the barrier re-form randomly on either sister chromatid? Are barrier proteins post-translationally modified, unfolded, or degraded during pausing and bypass? Is there a way for a cell to distinguish non-covalent tight DNA complexes and covalent DPCs or do DPC proteolytic pathways (Stingele et al., 2017) also operate on tight protein barriers? It is worth noting in this regard that yeast fork protection factor Tof1 (see below) was reported to interact with the DPC protease Wss1 (O’Neill et al., 2004), though the physiological relevance of this interaction remains to be determined.



Pause-Promoting Factors Slow Down Forks

The list of regulators that enhance pausing is also expanding (Figures 3A,B). At the level of the replisome itself, an evolutionary conserved heterodimeric complex consisting of Tof1 and Csm3 in budding yeast and Swi1 and Swi3 in fission yeast, dubbed the Fork Pausing/Protection Complex (FPC), has been shown to play a primary role in replisome pausing (Noguchi et al., 2004; Mohanty et al., 2006). Given the absence of known catalytic activities in FPC components, the first model for FPC activity postulated that it inhibits the Rrm3 “sweepase” activity that removes barriers (Mohanty et al., 2006). Later it was clarified that Rrm3 and FPC act for the most part independently of each other, since the FPC is still required for wild type pausing levels in cells devoid of Rrm3 (Torres et al., 2004; Shyian et al., 2020). Thus, pausing at all physiological endogenous proteinaceous RFBs studied so far in budding yeast is inhibited by action of the Rrm3 helicase and promoted by the FPC. Significantly, a recent structure of CMG helicase engaged with the FPC and fork DNA revealed that the FPC is situated in front of the helicase, and extensively interacts with the CMG itself and with incoming DNA (Baretic et al., 2020). However, a single-molecule study showed that the MTC complex interaction with CMG is dynamic, that is, prone to dissociation/reassociation reactions (Lewis et al., 2017). It will thus be of great importance to investigate if the MTC-CMG interaction is also dynamic in vivo, and if so, whether this process is regulated and of functional significance.

It appears that most positive pausing regulators in vivo channel in some way through the FPC complex (Figures 3A,B). Although the FPC component Tof1 was initially identified as a topoisomerase I (Top1)-interacting protein, it is only very recently that Top1 (and Top2) were identified as essential for fork pausing at rRNA and tRNA RFBs [see below; (Shyian et al., 2020; Yeung and Smith, 2020)]. In addition to topoisomerases, the list of FPC interactors in different model organisms is growing (Figure 3B). Some of these were shown to act in the fork pausing pathway. For example, the Dbf4-dependent kinase (DDK), required for replication origin firing, was proposed to regulate the Tof1-CMG interaction (Bastia et al., 2016). It is worth noting that DDK is recruited to the replisome by FPC in pre-meiotic replication (Murakami and Keeney, 2014) raising the question of whether FPC may employ DDK to modulate fork speed. The recently identified mammalian TIMELESS interactor, PRDX2, was implicated in fork speed modulation (Somyajit et al., 2017), giving another precedent for an FPC interactor adjusting fork rates. Along these lines, it will be interesting to test whether PARP-dependent fork speed regulation (Maya-Mendoza et al., 2018) is channeled through FPC, given the known TIMELESS-PARP interaction (Xie et al., 2015).

At this point it is worth noting that the FPC (Tof1/TIMELESS-Csm3/TIPIN) and its partner Mrc1/CLASPIN also carry out other functions. For example, they are also required for proper DNA replication checkpoint function (Foss, 2001; Katou et al., 2003; Noguchi et al., 2003). Surprisingly, though, DNA replication and damage checkpoints are not essential for pausing (Calzada et al., 2005). Accordingly, fork pausing and replication checkpoint signaling functions were recently reported to be separable within the FPC complex itself (Shyian et al., 2020; Westhorpe et al., 2020). The FPC is also involved in sister chromatid cohesion establishment in a pathway shared with Ctf4 and Chl1 (Xu et al., 2007). Interestingly, mammalian TIMELESS interacts with the Chl1 ortholog DDX11 to cooperate in G4 bypass (Lerner et al., 2020). It is unknown, however, if DDX11 (or Chl1) assists replisome progression through proteinaceous RFBs. It will be interesting to determine if the FPC’s role in cohesion is related to its role in replisome speed control, or if these functions are independent and perhaps genetically separable.

Recent in vitro studies showed that a core replisome composed of CMG-FPC and polymerases is able to confer some degree of pausing even on a linear template and in the absence of many of the other factors listed on Figure 3A and required in vivo (Hizume et al., 2018; Baretic et al., 2020). It is evident, however, that in vivo pausing at chromatinized, topologically-constrained substrates requires not only the “core” FPC but also additional factors, such as Top1/2, Rad18 (Yeung and Smith, 2020) and others (Figure 3A). It will be of particular interest to build further upon existing in vitro systems and reveal the minimal set of factors required to reconstitute in vivo-like pausing efficiency and the interplay of various pausing regulators.

Some observations point toward FPC-independent pausing mechanisms. For instance, a non-catalytic replisome component, Mcm10, was reported to be required for FPC-independent lagging strand barrier bypass in an in vitro study (Langston and O’Donnell, 2017). Another set of studies showed that treating budding and fission yeast with the replication stress agent HU leads to a loss of pausing at some RFBs (Krings and Bastia, 2004; Anand et al., 2012) through an unknown mechanism that was proposed to be independent of canonical FPC-dependent pausing (Anand et al., 2012). Furthermore, pausing at artificially engineered Tus/Ter barriers in yeast is Tof1-independent and also unaffected by Rrm3 (Larsen et al., 2014), perhaps reflecting the highly mechanical nature of this particular barrier (Berghuis et al., 2018).

One important feature of the list of pausing regulators depicted on Figure 3A is that it is currently unclear if all these factors are continuously present on the fork or are specifically recruited/evicted in the vicinity of a barrier. Along the same line, it is unknown whether a different set of accessory factors is recruited/evicted when the replisome approaches RFBs of a different nature. Are these factors removed after having done their job or do they persist at the replisome and thus carry a “memory” of progression through a barrier? Indeed, recent studies in fission yeast suggest that paused forks may be restarted by homologous recombination and have different properties than the canonical replisome (Naiman et al., 2021).

Whether constitutively present or transiently recruited, pausing regulators might be expected to be tightly regulated themselves (as the saying goes, who watches the watchmen?). Indeed, one can imagine that pausing becomes deleterious in cells experiencing severe under-replication due to genotoxic stress and that mechanisms reversing pausing in these conditions may be necessary for complete genome replication. In line with this possibility, replication stress induced by HU relieves pausing in both fission (Krings and Bastia, 2004) and budding (Anand et al., 2012) yeasts. However, it is still unknown how HU elicits this effect, whether it is mediated by canonical DNA replication checkpoint (DRC) or DNA damage repair pathways, or whether the FPC is the target of this regulation. Similarly, it is unknown whether pausing is regulated during S phase, or under replication stress, or in cells experiencing DNA damage.

Thus, in vivo replisome pausing detected at an RFB is a complex function of the blocking protein, both positive (e.g., FPC) and negative (accessory helicase) modulators, and possibly additional levels of regulation acting on these different players.



DNA Topology, Topoisomerases, and Replisome Pausing

The intertwining of the two DNA strands once every ∼10 base pairs implies the existence of a robust mechanism to separate them during replication (Watson and Crick, 1953). The discovery of abundant topoisomerase enzymes in both prokaryotes and eukaryotes provided a plausible scheme to resolve this problem [for a perspective see Wang (2002); reviewed more recently in Baxter (2015); Keszthelyi et al. (2016)]. This was followed by pioneering genetic studies in yeast which demonstrated that Top1 and Top2 act redundantly as a “swivel” required for DNA replication in this model eukaryotic system (Brill et al., 1987). Together with other studies this work led to the view that Top1 primarily acts ahead of the fork to relieve positive supercoiling, but can be substituted for by Top2, which has the unique ability to act behind the fork to resolve sister chromatid intertwines (Baxter, 2015; Schalbetter et al., 2015).

Intriguingly, Top1 was shown to interact, in a yeast two-hybrid screen, with Tof1 [Top1-interacting factor 1; (Park and Sternglanz, 1999)], which was later shown to be a component of the FPC, as described above. However, Tof1, together with Csm3, had been proposed act in pausing as negative regulators of the Rrm3 helicase, which itself was thought to act directly to overcome fork blocks [(Mohanty et al., 2006), reviewed in Gadaleta and Noguchi (2017); Lawrimore and Bloom (2019)]. Furthermore, the action of Top1 in front of a replication fork might be expected to promote fork progression, rather than favoring pausing, as does the FPC. Indeed, in a highly purified in vitro replication system Tof1/Csm3 are required to achieve in vivo rates of synthesis (Yeeles et al., 2017). The possible significance of the Top1-Tof1 interaction in replication pausing was thus largely overlooked for many years. We recently revisited this problem and showed, as careful examination of earlier findings implied, that Tof1 (and Csm3) act in pausing in a manner largely independent of Rrm3 (Larcher and Pasero, 2020; Shyian et al., 2020).

These findings suggested that as yet unidentified factors might act together with Tof1-Csm3 in fork pausing. In a search for such factors, we carried out a forward genetic screen using rDNA stability as a read-out. This screen led to the identification of a hypomorphic allele of TOP1 (Shyian et al., 2020). Subsequent work demonstrated that Tof1 recruits Top1 to the replication fork through its C-terminal domain, where it acts redundantly with Top2 to promote fork pausing (Shyian et al., 2020). This function of Tof1 is genetically separable from its role in DNA replication checkpoint activation. Concurrent studies from the Baxter laboratory (Westhorpe et al., 2020) are consistent with these findings and provide a more detailed molecular dissection of the multiple roles of Tof1 in the control of fork pausing, checkpoint activation, fork stabilization and polymerase coupling. On the basis of these and other findings a new model for pausing was proposed, called sTOP, for “slowing down with topoisomerases I-II,” in which a direct interaction between Tof1 and either Top1 or Top2 slows down the fork as it reaches a barrier and promotes replisome stability there (Figure 4). The underlying mechanisms remain obscure (see below). Moreover, it remains unclear how Top2 is recruited to the replisome, for example through as yet unknown protein-protein interactions or DNA topology. Recruitment of Top2 ahead of the fork may be favored by its biophysical preference for a single parental chromatid (Le et al., 2019).
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FIGURE 4. DNA topoisomerases in pausing. Topoisomerase I and II slow down replication forks at protein barriers either by direct inhibition of CMG helicase or indirectly by preventing build-up of barrier-disrupting DNA topology.


The presence of topoisomerases in front of a replication fork poses a potential danger since their normally transient DNA cleavage intermediates can be trapped by various forms of DNA damage or drugs, which can cause replication fork run-off at the leading strand and generation of a DNA double-strand break (DSB; (Strumberg et al., 2000). This suggests that topoisomerase activity must be tightly coordinated with that of the replicative helicase. Our recent studies implicate the Tof1 C-terminus in this process, since tof1-ΔC mutants are sensitive (although less so than a tof1Δ mutant) to both camptothecin and etoposide, drugs that trap Top1 and Top2 cleavage complexes, respectively (Shyian et al., 2020). Interestingly, as judged from the additive effects of tof1 and mrc1Δ mutants (Katou et al., 2003; Shyian et al., 2020), the protection against trapped topoisomerases conferred by the Tof1-Csm3 complex appears to require an additional input from Mrc1, perhaps to promote the DRC and/or to stabilize forks at the block. Significantly, TIPIN is involved in fork protection from trapped topoisomerase 1 in chicken (DT40) cells (Hosono et al., 2014). Given the high sensitivity of FPC mutants to drugs that trap Top1 and Top2 on DNA, the notion of a primary role of FPC in coordinating topoisomerase and CMG activities warrants further investigation.

Relief of positive supercoiling ahead of the replication fork can also be brought about by rotation of the fork itself (Champoux and Been, 1980), which has the effect of converting supercoils ahead of the helicase into intertwines (also known as catenanes) behind the fork. Fork rotation and catenane formation does not resolve the topological problem, but rather displaces and postpones it for subsequent resolution by topoisomerase type II enzymes (Top2 in yeast). This mechanism of resolving the topological challenge of replication (fork rotation) appears, though, to be limited to sites of replication termination or fork blocks (Keszthelyi et al., 2016). Interestingly, this restriction is imposed by Tof1-Csm3, through an as yet unknown mechanism. Indeed, loss of Tof1-Csm3, but not their Mrc1 partner, leads to elevated post-replicative chromatid entanglement in the absence of Top2 activity (Schalbetter et al., 2015), something that may result from fork rotation.

In addition to parental DNA topology, nascent strand formation at the replication fork could also contribute to sister chromatid intertwining. Indeed, it was suggested that sister chromatid entanglement could result from coupling of leading and lagging polymerases behind the fork (Kurth et al., 2013). This source of entanglement is believed to be resolved in bacteria by transient dissociation of lagging strand polymerase (Kurth et al., 2013). Given the reported role of FPC in regulating polymerase-helicase coupling (Katou et al., 2003) it is tempting to investigate whether events behind the fork could contribute to chromatid catenation in eukaryotes. Baxter and colleagues used RPA recruitment as a proxy for the coupling function of FPC (Westhorpe et al., 2020) but in the absence of a more direct measurement of polymerase-helicase interactions it remains unclear whether RPA enrichment closely reflects replisome coupling. Therefore, as of now it seems unclear whether the precatenanes observed in FPC mutants stem from fork rotation, separate rotation of the polymerases around the parental strands, or from both of these phenomena.

The molecular mechanism of topoisomerase-stimulated pausing is currently unclear. It was speculated to stem from decreased torque at the replisome (and therefore a decreased ability to “pry” the barrier off through rotation about the helix axis) or FPC-dependent CMG inhibition when the replisome encounters topoisomerase(s) in front of a fork (Shyian et al., 2020), possibilities warranting further testing. It will be interesting to use FPC sof mutants to untether topoisomerase from the replisome and measure torsion in the vicinity of forks genome-wide, as well as binding of histone and non-histone chromatin components. Indeed, Top1 and Top2 action in the context of transcribing RNA polymerases was shown to prevent nucleosome disruption (Teves and Henikoff, 2014).

Thus, topoisomerases I and II are new players required for replisome pausing at proteinaceous RFBs in yeast. Further studies will clarify the exact mechanism of this unanticipated action and address whether topoisomerases are also involved in pausing in mammals and other metazoan organisms.



Emerging Replisome Progression Models

The CMG/replisome is a powerful machine capable of rapidly progressing through barriers in vitro [(Yeeles et al., 2017; Hizume et al., 2018); reviewed in Hizume and Araki (2019)] but in a cellular context it is “tamed” by the FPC and thus pauses as it approaches stable protein-DNA complexes. As was elegantly revealed in a recent structural study (Baretic et al., 2020), being placed at the front of the fork, between incoming chromatin and CMG helicase, the FPC complex would appear to be in an advantageous position to govern replisome progression in case of encounters with barriers.

Although the central role of the FPC in fork acceleration and pausing is evident, it is still unclear exactly how it imparts these two apparently opposing effects on the replisome and whether these effects are interconnected. Two models have been postulated to explain how the FPC controls fork rates (Figure 5). In the first (“pausing-centric”) model (Figure 5A), fork acceleration and pausing are unrelated phenomena and the FPC promotes both independently. In this model the FPC globally accelerates forks while its separate pause-promoting activity is triggered locally in the vicinity of a barrier to slow down the replisome. Consistent with this idea, the human FPC complex inhibits CMG activity in vitro (Cho et al., 2013). This model is also supported by the observations that the Mrc1/CLASPIN factor has a FPC-shared positive role in acceleration, but does not affect pausing (Hodgson et al., 2007). Thus fork acceleration and fork pausing appear to be separable functions. In the second (“acceleration-centric”) model (Figure 5B), pausing and acceleration are viewed as different sides of the same coin, with pausing simply the result of a local loss of acceleration function at a barrier. According to this model, the FPC accelerates replisome movement everywhere except at RFBs. In other words, the “acceleration-centric” model views pausing as the absence of acceleration. This model is attractive due to its parsimony—there is no need for two separate FPC functions since both effects result from the same ON/OFF acceleration switch. However, since mrc1Δ mutants have slow forks but normal pausing (Hodgson et al., 2007), this model would need to invoke an additional Mrc1-independent fork acceleration mechanism, whose existence is not supported by available biochemical data (Yeeles et al., 2017) that are largely interpreted to mean that the FPC simply modulates the dominant effect of Mrc1 on fork rates. Nevertheless, given that there is genetic evidence that FPC and Mrc1 also have non-overlapping roles [i.e., an additive decrease in viability in double mutants (Katou et al., 2003; Shyian et al., 2020)], it is conceivable that the FPC may contribute to acceleration both within a Mrc1 pathway and outside of it. According to the “acceleration-centric” model, the FPC’s general fork acceleration activity would need to be specifically diminished next to a barrier. This could occur either through FPC modification [e.g., phosphorylation (Bastia et al., 2016)], a conformational change, or even transient dissociation from the replisome with potential re-association following RFB bypass (Lewis et al., 2017).
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FIGURE 5. The “slowing-centric” and “acceleration-centric” replisome progression models. Green arrows—fork acceleration. Pausing is either a separate active process with a dominant effect over acceleration [(A) red inhibitory bar line] or results from local loss of acceleration function [(B) smaller dashed green arrow].


Another debatable issue concerning the fork pausing mechanism is whether barrier recognition is either non-specific or utilizes evolved protein-protein barrier-replisome interactions, or whether both mechanisms co-exist in the cell (Figure 6). In the first scenario, pausing is viewed as a general consequence of non-specific replisome encounters with barriers such as high affinity protein-DNA complexes. One might predict then that any tight protein-DNA complex, such as a high-affinity transcription factor or even a nucleosome, will lead to some degree of replisome pausing. Consistent with this view, bacterial transcriptional factors (TetR and LacI) efficiently block eukaryotic replisomes (Hizume et al., 2018). Moreover, a recent study also revealed fork pausing at nucleosomes during DNA replication in a frog egg extract system (Gruszka et al., 2020). On the other hand, the “non-specific recognition” model is challenged by the observation of FPC- and Rrm3-independence of bacterial Tus/Ter barriers when they are “transplanted” into budding yeast (Larsen et al., 2014). However, since Tus/Ter are also able to block helicase-independent mechanical unzipping of the DNA helix they might constitute a unique RFB type (Berghuis et al., 2018). More “RFB-transplantation” experiments are required to confirm the notion that the FPC recognizes only cognate RFBs. If the cell evolved specific surfaces on the FPC unique for each proteinaceous barrier, the specific protein-protein interactions required for pausing might be revealed by screens based on yeast 2-hybrid or protein complementation assays with FPCs from various organisms. These studies might reveal co-evolving FPC-RFB interaction surfaces, if they exist.
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FIGURE 6. Barrier recognition modes. The replisome recognizes barriers either non-specifically (top of the schematic; by clashing with a roadblock, e.g., tightly bound protein, or an altered DNA topology, e.g., supercoiled DNA, as shown in Figure 4) or through specific protein-protein interactions between barrier and replisome proteins (bottom of the schematic).


In summary, although recent studies have implicated topoisomerases in some form of communication between fork barriers and the FPC, the mechanisms that control the rate of fork movement at barriers are still very poorly defined. As discussed below, new experimental approaches seem necessary to reveal underlying mechanisms.



Fork Pausing Functions

Although replisome pausing at a number of different fork barrier types (e.g., large protein-DNA complexes, protein-DNA crosslinks, chemically modified bases and alternative DNA structures) has been extensively studied, the physiological role of fork speed regulation at barriers is still poorly understood. The conservation of replisome pausing throughout evolution suggests that it confers a selective advantage, though precisely why and how is often unclear. In the following paragraphs we highlight some of these issues, beginning with examples of “programmed” pausing observed at specialized chromosomal elements such as rDNA repeats, centromeres, telomeres, sites of directed gene conversion linked to mating-type switching, and replication termination sites. We then turn to more general examples of an “accidental” nature, such as transcription/replication collisions or blocks created by covalent modifications to genomic DNA, where links to genome stability are perhaps more apparent.


rDNA Recombination, Structure and Stability

The rRFB induces homologous recombination within the rDNA repeat locus and plays an essential role in adjusting the size of the array, either through unequal crossing-over or through the (reversible) generation of extra-chromosomal rDNA circles (Kobayashi et al., 1998). How and why cells sense and regulate rDNA copy number is a fascinating question [reviewed in Kobayashi (2014)]. Current evidence (Iida and Kobayashi, 2019a; Michel et al., 2005) supports a model (Iida and Kobayashi, 2019b) in which expression of Sir2, a known repressor of recombination within the rDNA locus (Gottlieb and Esposito, 1989), is regulated by UAF, a key RNA polymerase I transcription factor, whose availability at the SIR2 promoter is proposed to vary inversely with rDNA repeat copy number (Iida and Kobayashi, 2019b). One puzzling feature of rDNA copy number regulation is that only about one-half of the normal number of repeats (∼150–200 in most laboratory strains) is transcribed even under optimal growth conditions. The “extra” un-transcribed rDNA copes may allow for sufficient cohesin binding within the rDNA locus to promote recombinational repair of DNA damage there (Ide et al., 2010). Consistent with this notion, Fob1/rRFB-induced recombination may also be important for gene conversion-based correction of mutations within repeat copies (Ganley and Kobayashi, 2007), which are expected to be frequent due to high levels of transcription and fork breakage (Blokhina and Buchwalter, 2020). In summary, replisome pausing at the rDNA locus in budding yeast is a highly regulated process that appears to have evolved to help meet the unique demands of this heavily transcribed and repetitive region of the genome.



Kinetochore Assembly and Function

Even the small (∼100 bp) “point” centromeres of budding yeast nucleate the assembly of a large kinetochore complex, involving extensive DNA looping of ∼25 kbp of flanking “pericentric” sequences (Yeh et al., 2008). As pointed out above, centromeres in budding yeast are prominent sites of fork pausing. Notably, both Csm3 and Rrm3 have been implicated genetically in de novo kinetochore assembly, in a manner which suggests that slowing down replication fork progression directly promotes this process (Cook et al., 2018). One model proposes that reduced fork velocity at centromeres acts by favoring loop formation in pericentric regions (Lawrimore and Bloom, 2019). Although molecular details are yet to be worked out, emerging evidence links replication fork pausing to condensin- and cohesin-mediated loop formation not just at centromeres, but also within the rDNA, which share several other common features [reviewed in Lawrimore and Bloom (2019)].



An Epigenetic Imprint Controlling Mating-Type Switching

Unidirectional replication due to a specific pausing site is essential for an imprint placed in a strand-specific manner at the mat locus in fission yeast. This epigenetic mark in some way directs a gene conversion event required for correct mating-type switching pedigree and is thus one of the clearest examples of a specialized physiological process that utilizes fork pausing as part of its molecular mechanism of action. Although the exact nature of this imprint is still unclear, it would appear to consist of an alkali-labile nucleic acid component or modification, perhaps a ribonucleotide (Raimondi et al., 2018).



Replication Termination

In bacteria, the well characterized Ter/Tus system controls replication termination by trapping the two convergent replication forks within a defined region of the genome [reviewed in Dewar and Walter (2017)]. Studies in budding yeast suggest that regions where opposing replication forks converge are also enriched for pausing elements (Fachinetti et al., 2010). A challenge for future studies will be to determine if and how fork pausing plays a role in completion of replication at converging forks and resolution of sister chromatids.



Telomere Replication and Telomere Repeat Length

Originally described in budding yeast (Ivessa et al., 2002; Makovets et al., 2004), but more recently characterized in fission yeast and mammalian cells (Miller et al., 2006; Sfeir et al., 2009), fork progression is decreased or blocked in the vicinity of telomeric repeat sequences. This block may be the direct result of replisome interference by G-quadruplex structures formed by telomere repeats, since it is exacerbated by mutations in helicases known to unwind such structures (Crabbe et al., 2004; Ding et al., 2004; Sfeir et al., 2009). Although one might imagine that proteins binding tightly to telomere repeat sequences, such as Taz1 in fission yeast or TRF1 in mammalian cells, would inhibit fork progression at telomeres, both proteins have instead been shown to do just the opposite (Miller et al., 2006; Sfeir et al., 2009). Whether the same is true for the budding yeast telomere repeat binding protein Rap1 has not yet been tested.



Preventing Replication-Transcription Collisions

The first pausing site to be identified, the rDNA RFB, was proposed to have evolved to prevent (or at least reduce) collisions between the replisome and transcription complexes that might lead to DSBs and consequent genome instability (Brewer and Fangman, 1988). This idea was based upon the high rDNA transcription rate and the polar nature of the RFB, which, together with the proximity of the rDNA replication origin to the barrier, means that most replication occurs in the same direction as RNA polymerase I transcription. However, fob1Δ cells with a full rDNA repeat locus do not display overt evidence of transcription-dependent replisome collisions (Takeuchi et al., 2003). Nevertheless, reduction of rDNA repeat number from ∼150 to 20 does lead to a measurable level of transcription-induced fork arrest in fob1Δ cells (Takeuchi et al., 2003), suggesting that unusually high levels of rDNA transcription can lead to replisome collisions. Thus, to what extent and under which conditions the Fob1-RFB in budding yeast (and similar rRFBs in other organisms) protects against replication-transcription collisions and contributes to cell fitness is still an open question. The answers to this and other questions may emerge from genetic approaches that can systematically explore the vulnerabilities of fob1 mutants, such as synthetic genetic array [SGA; (Tong et al., 2001)] or transposon saturation [e.g., SATAY (Michel et al., 2017)] screens. One attractive genetic background for these screens will be mre11Δ due to its exquisite sensitivity to Fob1 protein levels (Bentsen et al., 2013).



Pausing May Help in Navigating Covalently Linked Protein Barriers to Promote Fork Continuity

During catalytic cycles topoisomerases transiently connect to DNA via covalent bonds. It is documented that high levels of Top1 are stably and covalently attached at Fob1 rDNA barriers (Di Felice et al., 2005; Krawczyk et al., 2014), independently of transcription and replication (Di Felice et al., 2005). Given the replisome interaction with topoisomerases and the important role of the FPC in protecting cells from these trapped enzymes (Redon et al., 2006; Reid et al., 2011; Shyian et al., 2020), it is tempting to propose that pausing may help to prevent fork collision and collapse at these sites (Strumberg et al., 2000). It will be important to investigate whether topoisomerases also highly accumulate at other barriers throughout the genome and whether the FPC has a general protective role at all of these locations. Similarly, it will be interesting to test whether the FPC may also promote pausing at other covalently linked proteins ahead of the fork (Stingele et al., 2017), especially given the proposed Tof1 interaction with Wss1 protease (O’Neill et al., 2004), which degrades proteins cross-linked to DNA.



Does the FPC Act Ubiquitously at Tightly Bound Proteins and Protein Complexes?

Although some DNA-binding proteins (e.g., Fob1 or Tus in bacteria) may promote fork arrest through mechanisms independent of their DNA-binding affinity, it seems likely that strong DNA binding in and of itself can cause fork blockage. Indeed, the most effective blocks so far characterized consist of arrays of binding sites for high-affinity DNA-binding proteins, such as yeast Rap1 or the bacterial LacI repressor (Goto et al., 2015). However, even single sites for strongly bound complexes (e.g., ORC, TFIIIB, and perhaps tight-binding pioneer transcription factors) may require a replisome pausing mechanism mediated by the FPC to reduce the risk of fork collapse following collisions. Although still speculative, FPC action may also serve to promote factor re-binding following fork passage and/or to facilitate histone inheritance pathways [reviewed in Rowlands et al. (2017)].



Replisome Pausing May Contribute to Polymerase-Helicase Coupling

Although often thought of as a stably linked and highly coordinated complex, the DNA polymerases and helicase at the replisome may operate in a highly independent manner that requires an inherent mechanism to avoid excessive uncoupling of the two machines (Katou et al., 2003; Pacek et al., 2006; Graham et al., 2017). Upon depletion of dNTPs or encounters of DNA adducts, replicative DNA polymerases would slow down and lag behind the CMG, if not for a connection (“coupling”) between the two machineries. Mutation of FPC components or MRC1 lead to separation of nascent DNA signal (BrdU) and CMG helicase components in cells challenged with HU (Katou et al., 2003). The exposed ssDNA between helicase and polymerase is covered with RPA, which strongly accumulates ahead of the polymerase in FPC and mrc1 mutants (Westhorpe et al., 2020). Mrc1 interacts with polymerase epsilon (Lou et al., 2008), and with CMG and FPC (Baretic et al., 2020), suggesting direct protein-protein coupling. Moreover, recent structure-function dissection of the FPC component Tof1 showed that pausing and replisome coupling functions are tightly linked (Westhorpe et al., 2020). Thus, FPC-mediated fork slowing may serve a role here as a means to couple replicative helicase and polymerase, thereby decreasing ssDNA buildup at forks and potentially preventing global RPA exhaustion.



The Perils of Excessive Pausing

Although the FPC would appear to have adaptive functions with respect to genome stability in most contexts, its dysregulation or action in certain mutant backgrounds can actually be deleterious. For example, excess pausing activity, which might seriously delay replication, could lead to genome instability, through under-replication and subsequent damage (e.g., DNA bridges leading to DSBs) during mitosis (Mohebi et al., 2015; Ait Saada et al., 2017). In yeast, FPC action is actually deleterious in MRX-deficient cells experiencing additional replication difficulties (Shyian et al., 2016, 2020) and in cells with a compromised Smc5/6 complex, which is proposed to be involved in DNA damage tolerance (Menolfi et al., 2015). Furthermore, a recent study showed that both Claspin and Timeless expression are increased in primary tumor samples and act to increase replication stress tolerance in these cells through their direct action on replication forks (Bianco et al., 2019; Pasero and Tourriere, 2019).

Thus replication pausing, and the FPC as its main executive, carries out many different roles in yeast cells. It is worth noting here that the essential role of the FPC in pausing makes it tempting to study the cellular consequences of pausing loss by simply inactivating one or both of its components. However, interpretation of observations in FPC null mutants may be confounded by the multiple additional roles of the FPC in checkpoint, fork rotation, and sister chromatid cohesion functions (McFarlane et al., 2010; Hizume and Araki, 2019). Using the recently described FPC sof mutants specifically deficient in pausing but proficient in other functions (Shyian et al., 2020; Westhorpe et al., 2020) will be crucial to place the spotlight on pausing by retaining other roles intact.



Perspectives


Structural Elucidation of the Replisome in Different Functional States

Given recent advances in cryoEM-derived structures of replisome complexes (Eickhoff et al., 2019; Baretic et al., 2020; Kose et al., 2020; Rzechorzek et al., 2020; Yuan et al., 2020), we anticipate further accumulation of structures of even more complex replisome assemblies. In particular, structural comparison of a normal elongating replisome with those stalled at specific RFBs will help to address the question of barrier-specific versus non-specific recognition by revealing protein-protein interfaces in front of the helicase. Moreover, some parts of the FPC and most of Mrc1 were not resolved in the most recently published replisome structure (Baretic et al., 2020). Future studies may yield valuable new information.



Molecular Mechanisms of Pausing

Recent in vitro reconstitution experiments defined a minimal set of proteins required to elicit pausing at linear non-chromatinized DNA substrates (Hizume et al., 2018; Baretic et al., 2020). Given the likelihood that DNA topology plays an important role in pausing, expanding these studies through the use of closed circular DNA templates, where topology can be quantified and manipulated, could reveal the causal relationship between topology and pausing at RFBs. Single-molecule approaches allowing for controlled application of torsional stress may be particularly informative. Further in vitro studies, either in bulk solution or at the single-molecule level, are likely to explore the role of additional replisome-associated factors, post-translational modifications, and nucleosomes.



Comprehensive RFB List

Genome-wide screens in FPC sof mutants will help to clarify the physiological roles of pausing and barriers. To address understudied barriers, we anticipate the development of systems to stall replication forks directly via a transcribing RNA polymerase complex [as opposed to blockage by the pre-initiation complex at promoters or by R-loops behind a RNAP; (Gomez-Gonzalez and Aguilera, 2019)] to investigate the consequences of head-on versus co-directional collisions. Refinements of available methods and development of novel approaches to investigate in vivo fork progression at high resolution will help to identify more subtle irregularities in fork rates that could nevertheless have important functional consequences (Gruszka et al., 2020). Such studies might reveal, for example, whether forks pause in vivo at enhancer- or promoter-bound TFs, or at nucleosomes, and if so, whether there are functional consequences.



Harnessing FPC Biology

Given TIMELESS-TIPIN’s pro-oncogenic role (Bianco et al., 2019; Pasero and Tourriere, 2019) and degradation of either component in the absence of its partner (Chou and Elledge, 2006; Bando et al., 2009) the interaction interface of the FPC constitutes an attractive druggable target. Chemogenomic screens for TIMELESS-TIPIN degradation may identify compounds inducing degradation of the FPC, thus killing cancer cells.



Conclusion

Discovered more than three decades ago, replication fork pausing still poses many unresolved questions as to mechanisms and physiological roles. However, as new approaches to measure pausing are devised, additional pausing factors identified, regulated systems engineered and recombinant minimal systems reconstituted, the field advances. Topoisomerases were recently found amongst the positive regulators of pausing, which establishes a novel link between replisome progression and topological transitions at the fork. The relation between torsional stress and chromatin resistance to replisome progression will be an important venue for future research.
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Telomeres, the nucleoprotein complexes at chromosome ends, are well-known for their essential roles in genome integrity and chromosome stability. Yet, telomeres and subtelomeres are frequently less stable than chromosome internal regions. Many subtelomeric genes are important for responding to environmental cues, and subtelomeric instability can facilitate organismal adaptation to extracellular changes, which is a common theme in a number of microbial pathogens. In this review, I will focus on the delicate and important balance between stability and plasticity at telomeres and subtelomeres of a kinetoplastid parasite, Trypanosoma brucei, which causes human African trypanosomiasis and undergoes antigenic variation to evade the host immune response. I will summarize the current understanding about T. brucei telomere protein complex, the telomeric transcript, and telomeric R-loops, focusing on their roles in maintaining telomere and subtelomere stability and integrity. The similarities and differences in functions and underlying mechanisms of T. brucei telomere factors will be compared with those in human and yeast cells.
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INTRODUCTION

As eukaryotic cells have evolved to have linear chromosomes, so has telomere evolved to play a key role in maintaining genome integrity and chromosome stability. Telomeres are the nucleoprotein complexes at linear chromosome ends. The telomere sequence, structure, and telomere-associated proteins play essential roles in proper telomere length maintenance, chromosome end protection, and regulation of subtelomeric gene expression (Ottaviani et al., 2008; Sobinoff and Pickett, 2017; de Lange, 2018; Laberthonnière et al., 2019). Nevertheless, recent studies in unicellular protozoan parasites and fungi suggest that subtle telomere and subtelomere instability can be beneficial for individual organism to adapt to challenging growth environment in the short term and can contribute to species evolution in the long term. In this review, I will first briefly summarize key telomere functions, then describe the relationship between telomere stability and antigenic variation in a protozoan parasite Trypanosoma brucei, focusing on similar and different challenges faced by T. brucei telomere proteins and those in mammalian and yeast cells. Last I will discuss potential benefit of limited telomere stability, especially in a number of microbial pathogens.



TELOMERES ARE ESSENTIAL FOR GENOME STABILITY

Telomeres in many eukaryotes consist of simple repetitive TG-rich sequences (Podlevsky et al., 2008). All vertebrates, a small number of insects, a few species of plants and amoeba, and several kinetoplastids including T. brucei and Leishmania have telomeres with a sequence of perfect TTAGGG repeats (Podlevsky et al., 2008). Telomeres are mostly double stranded, but a terminal single-stranded overhang structure has been observed in many organisms, including vertebrates (150–400 nt long) and yeasts (12–40 nt long) (Wellinger et al., 1993; Makarov et al., 1997). There is also a single-stranded TG-rich 3′ overhang structure at the end of T. brucei telomere, although it appears to be very short (∼12 nt long) (Sandhu and Li, 2011, Sandhu and Li, 2017). This terminal G-overhang can invade the duplex telomere region and form the T-loop structure, which has been observed in human, mouse, chicken, T. brucei, ciliates, common garden pea, Caenorhabditis elegans, and Kluyveromyces lactis (Griffith et al., 1999; Murti and Prescott, 1999; Munoz-Jordan et al., 2001; Cesare et al., 2003, 2008; Nikitina and Woodcock, 2004; Raices et al., 2008). The T-loop structure buries the telomere G-overhang, which suppresses ATM activation at mammalian telomeres (Van Ly et al., 2018). In addition, telomere binding proteins can also help protect the telomere by inhibiting Non-Homologous End Joining (NHEJ) (Smogorzewska et al., 2002; Celli and de Lange, 2005; Deng et al., 2009a; Pardo and Marcand, 2005), Homologous Recombination (HR) (Wang et al., 2004; Guo et al., 2007; Sfeir et al., 2010; Chen et al., 2011), and Microhomology-Mediated End Joining (MMEJ) (Rai et al., 2010; Sfeir and de Lange, 2012) at the telomere.

Naked telomere DNA is not only vulnerable to nucleolytic degradation but also resembles a DNA double-strand break (DSB) product. Therefore, without the protection from telomere associated proteins, DNA damage response machinery is recruited to the telomere and repair processes are attempted. In fact, it is well known that removal of key telomere proteins results in chromosomes end-to-end fusions in mammalian and yeast cells (van Steensel et al., 1998; Ferreira and Cooper, 2001; Celli and de Lange, 2005; Pardo and Marcand, 2005). The resulting dicentric chromosomes can initiate the so-called breakage-fusion-bridge (BFB) cycle (de Lange, 2018): when dicentric chromosomes are pulled to opposite poles of the dividing cell, anaphase bridges form, which is frequently followed by another round of chromosome breaks and subsequent end-fusions. BFB is a severe genome instability factor and can induce loss of heterozygosity, non-reciprocal translocations, and gene amplification (Maciejowski and de Lange, 2017). In human cells, anaphase bridges can be resolved by TREX1, a cytoplasmic 3′ exonuclease, to form single-stranded DNA, which can eventually result in chromothripsis (a process where a chromosome region is broken in a single step into many fragments followed by haphazard repair) (Maciejowski et al., 2015). In addition, APOBEC- (apolipoprotein B mRNA editing enzyme, catalytic polypeptide-like) mediated kataegis (clustered C > T and C > G changes at TpC dinucleotides) can occur with chromothripsis (Maciejowski et al., 2015). Importantly, chromothripsis and kataegis have been observed in many tumor types (Cleal and Baird, 2020), and chromoanagenesis (including chromothripsis, chromoplexy, and chromoanasynthesis) has been recognized as an important mechanism of genome instability that can contribute to tumorigenesis (Cleal and Baird, 2020; Pellestor et al., 2021). Therefore, proper telomere protection is critical for genome integrity and chromosome stability, and a key function of the telomere associated factors is to prevent the natural chromosome ends from being recognized as DNA damage sites (de Lange, 2018).

Chromosome end protection relies on a number of telomere proteins to be loaded onto the telomere DNA directly through DNA binding activities or indirectly through protein-protein interactions. Therefore, telomere DNA serves as a docking site for the telomere binding proteins and proper telomere maintenance is a pre-requisite for a stable telomere. In most eukaryotes, the 3′ end of the G-rich telomere strand can be extended by telomerase, a specialized reverse transcriptase, through de novo DNA synthesis, which relies on its intrinsic RNA to provide the template sequence (Greider and Blackburn, 1985, 1987; Shay and Wright, 2019). With the help from the CST telomere complex (CTC1/STN1/TEN1 in mammals and Cdc13/Stn1/Ten1 in budding yeast), the C-rich telomere strand can be subsequently filled-in by primase-polymerase alpha (normally involved in lagging strand synthesis) (Feng et al., 2017; Stewart et al., 2018). The telomerase activity counteracts the “end replication problem” due to the inability of conventional DNA polymerases to fully replicate the ends of linear DNA molecules (Greider and Blackburn, 1987, 1989). In telomerase-negative cells, DNA recombination [including the break-induced replication (BIR)], and rolling circle DNA replication can serve as mechanisms to amplify telomere and subtelomere sequences, achieving the goal of telomere maintenance (Zhang and Zou, 2020).

In many organisms including T. brucei, both budding and fission yeasts, and human cells, telomeres form a heterochromatic structure that exerts a repressive effect on transcription of genes located at subtelomeric regions (Gottschling et al., 1990; Nimmo et al., 1994; Horn and Cross, 1997; Baur et al., 2001; Ottaviani et al., 2008; Yang et al., 2009; Tennen et al., 2011; Pandya et al., 2013; Robin et al., 2014; Laberthonnière et al., 2019). This repressive effect is position-dependent, where in general stronger effects are observed for genes located closer to the telomere, hence the name telomere position effect or telomeric silencing (Renauld et al., 1993). On the other hand, at least at some chromosome ends, the telomere sequence is transcribed into a long, non-coding RNA called TElomere Repeat-containing RNA (TERRA) in a number of organisms including T. brucei (Rudenko and Van der Ploeg, 1989; Damasceno et al., 2017; Nanavaty et al., 2017; Saha et al., 2019, 2021), several other kinetoplastids and Plasmodium falciparum (Rudenko and Van der Ploeg, 1989; Damasceno et al., 2017; Morea et al., 2021), human (Azzalin et al., 2007), mouse (Schoeftner and Blasco, 2008), fission (Bah et al., 2012) and budding yeasts (Luke et al., 2008), and birds (Solovei et al., 1994). TERRA exhibits a propensity to form an R-loop structure with the telomere DNA (Toubiana and Selig, 2018). Both TERRA and telomeric R-loop have been shown to regulate telomerase-dependent and recombination-mediated telomere maintenance and also play a role in chromosome end protection (Toubiana and Selig, 2018).



MAINTAINING TELOMERE/SUBTELOEMERE STABILITY AND ANTIGENIC VARIATION IN TRYPANOSOMA BRUCEI

Trypanosoma brucei is a protozoan parasite that belongs to the Euglenozoa phylum and the Kinetoplastea class and diverged from the mammals in the evolutionary tree more than 500 million years ago. T. brucei has linear chromosomes (van der Ploeg et al., 1984). The T. brucei telomere complex is also essential for maintaining genome stability in this unicellular organism (Li et al., 2005; Jehi et al., 2014a, b; Nanavaty et al., 2017; Afrin et al., 2020a), although the detailed underlying mechanisms are not exactly the same as that in mammalian and yeast cells (see below). Interestingly, T. brucei harbors important virulence genes encoding its major surface antigen at subtelomeres (de Lange and Borst, 1982; Hertz-Fowler et al., 2008; Müller et al., 2018), and the telomere and subtelomere stability has been shown to influence the parasite’s pathogenesis mechanism (Boothroyd et al., 2009; Hovel-Miner et al., 2012; Jehi et al., 2014a, b; Nanavaty et al., 2017; Afrin et al., 2020a). A better understanding of how these parasites maintain their genome stability and how they evade the host immune response will help their eventual elimination.


Antigenic Variation in T. brucei

Trypanosoma brucei causes human African trypanosomiasis (HAT). Its close relatives, Trypanosoma cruzi and Leishmania, also cause debilitating Chagas disease and leishmaniasis, respectively, in humans. These kinetoplastids are important human parasites that collectively affect more than 10 million people world-wide (WHO, 2015). However, few drugs are available to treat these diseases effectively and safely with easy administering. In addition, drug resistance cases have been observed (WHO, 2015).

While proliferating in the extra-cellular space of its mammalian host, bloodstream form (BF) T. brucei expresses variant surface glycoprotein, VSG, as its major surface antigen. ∼10 million VSG proteins are packed densely on the surface of each T. brucei cell, masking a number of invariant surface molecules from the host immune surveillance (Morrison et al., 2009). Although T. brucei has a large VSG gene pool (>2,500 VSG genes and pseudogenes, Figures 1A–D) (Cross et al., 2014), VSGs are monoallelically expressed exclusively from subtelomeric polycistronic transcription units (PTUs) called VSG expression sites (ESs) (Hertz-Fowler et al., 2008; Müller et al., 2018). Each ES typically contains a single functional VSG as the last gene, which is flanked by upstream 70 bp repeats and downstream telomere repeats (Hertz-Fowler et al., 2008). To evade the host immune response, T. brucei regularly expresses immunologically distinct VSGs on the cell surface (Barry and McCulloch, 2001), although VSG switching can happen without any immune selection (Doyle et al., 1980; Myler et al., 1985). VSG switching is sometimes a transcriptional switch (in situ) but frequently mediated by DNA recombination (Myler et al., 1984b), where a previously silent VSG gene is recombined into the active ES to replace the originally active VSG (Figure 1E). In gene conversion (GC) events, the originally active VSG is lost and the donor VSG is duplicated (Robinson et al., 1999), while in reciprocal crossover (CO) events, the originally active and silent VSGs simply exchange places without any loss of genetic information (Rudenko et al., 1996; Figure 1E). Since VSG 3′ UTRs contain a common 14 nt sequence (Cross et al., 2014; Ridewood et al., 2017), the VSG 3′UTR (sometimes together with the downstream telomere sequence) and the 70 bp repeat located upstream of nearly all VSG genes can provide homologous sequences for efficient DNA recombination (Sima et al., 2019), and the DNA recombination-mediated VSG switching has been observed to occur more frequently than in situ switching in many studies (Cross et al., 1998; Robinson et al., 1999; Boothroyd et al., 2009; Kim and Cross, 2010, 2011; Hovel-Miner et al., 2012; Glover et al., 2013; Jehi et al., 2014a, b; Nanavaty et al., 2017). Many proteins involved in DNA replication, recombination, and DNA damage repair are important for VSG switching (McCulloch et al., 2015). HR can be efficiently initiated with DSBs (Haber, 2018). Indeed, introducing a DSB at the active VSG vicinity can induce a 250-fold higher VSG switching rate (Boothroyd et al., 2009; Glover et al., 2013). This is likely why the extremely short telomere downstream of the active VSG in telomerase negative cells (Hovel-Miner et al., 2012) and depletion of several telomere proteins that diminish telomere integrity/stability lead to increased VSG switching frequencies (Jehi et al., 2014a, b, 2016; Nanavaty et al., 2017; Afrin et al., 2020a).
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FIGURE 1. Trypanosoma brucei has a large VSG gene pool. (A) A representative subtelomeric VSG gene array. (B) A typical minichromosome with a subtelomeric VSG gene. (C) A representative bloodstream form VSG expression site, which is a polycistronic transcription unit and can be expressed while T. brucei proliferates in its mammalian host. (D) A representative metacyclic VSG expression site, which is a monocistronic transcription unit and can be expressed while T. brucei resides in the salivary gland of its insect vector. (E) Major VSG switching pathways. VSGac stands for the originally active VSG. VSGsil stands for an originally silent VSG.




T. brucei Telomeres Face Different Telomere Instability Threats Than Those in Mammalian and Yeast Cells

Major pathways for DSB repair include HR, NHEJ, and MMEJ (Ceccaldi et al., 2016). HR has a high fidelity to repair DSBs, seldom introducing mutations (Haber, 2018). However, HR requires a homologous sequence as the repair template, which is usually only feasible in the late S/G2 phase during vegetative growth (Haber, 2018). NHEJ does not require a homologous sequence and can repair DSBs efficiently during G1 (Chang et al., 2017). MMEJ requires very short sequence homology (one or more bps) but frequently introduces insertion-deletions or even translocations and other chromosome rearrangements and is considered an error-prone DNA repair pathway (Sfeir and Symington, 2015; Seol et al., 2018). MMEJ events have been detected in T. brucei (Burton et al., 2007; Glover et al., 2008, 2011), although whether MMEJ can mediate VSG switching or cause chromosome end fusions in T. brucei is currently unknown.

In mammalian cells, Shelterin [the core telomere protein complex including TRF1 (Chong et al., 1995), TRF2 (Bilaud et al., 1997; Broccoli et al., 1997b), Repressor Activator Protein 1 (RAP1) (Li et al., 2000), TIN2 (Kim et al., 1999), POT1 (Baumann and Cech, 2001; Loayza and de Lange, 2003), and TPP1 (Houghtaling et al., 2004; Liu et al., 2004; Ye et al., 2004)] not only inhibits ATM and ATR activation (Karlseder et al., 1999; Celli and de Lange, 2005; Wu et al., 2006; Denchi and de Lange, 2007; Guo et al., 2007; Hockemeyer et al., 2007; Gong and de Lange, 2010; Takai et al., 2011; Frescas and de Lange, 2014; Van Ly et al., 2018), suppresses NHEJ (Smogorzewska et al., 2002; Doksani et al., 2013; Arnoult et al., 2017; de Lange, 2018) and HR (Wang et al., 2004; Wu et al., 2006; Palm et al., 2009; Sfeir et al., 2010) at the telomere, but also prevents nucleolytic degradation (Sfeir and de Lange, 2012; Lottersberger et al., 2013; Kibe et al., 2016) and suppresses MMEJ (Rai et al., 2010; Sfeir and de Lange, 2012; Mateos-Gomez et al., 2015). In addition, TERRA is transcribed by RNA Polymerase II at many telomeres from subtelomeric CpG islands-containing promoters in human cells (Nergadze et al., 2009; Deng et al., 2012; Porro et al., 2014a; Diman et al., 2016; Feretzaki and Lingner, 2017). Telomeric R-loops are detectable in human primary cells (Shiromoto et al., 2021) and HeLa cells (Feretzaki et al., 2020), while ALT cancer cells and ICF syndrome cells, in which TERRA is transcribed at a higher than normal level (Yehezkel et al., 2008; Arora et al., 2014), appear to have more telomeric R-loops (Arora et al., 2014; Min et al., 2017; Nguyen et al., 2017; Sagie et al., 2017). R-loops have been shown to be a genome instability factor (García-Muse and Aguilera, 2019; Brambati et al., 2020; Hegazy et al., 2020). Elevated TERRA and telomeric R-loop levels at very short telomeres have been shown to induce telomere HR in human cells (Graf et al., 2017), and telomeric R-loops in ALT cancer cells are important for HR-mediated telomere maintenance (Arora et al., 2014). Surprisingly, TRF2 facilitates telomeric R-loop formation and TRF1 antagonizes this function (Lee et al., 2018), suggesting that the telomeric R-loop-induced telomere DNA damage is not a major threat to human telomere integrity. Telomere proteins in yeasts also suppresses NHEJ and HR: Saccharomyces cerevisiae RAP1 suppresses NHEJ (Pardo and Marcand, 2005), and Schizosaccharomyces pombe RAP1 appears to suppress HR induced by a high level of telomeric R-loop in cells lacking the telomerase recruitment factor Ccq1 (Hu et al., 2019).

Interestingly, T. brucei does not have the NHEJ machinery (Burton et al., 2007), as the T. brucei genome lacks the DNA ligase IV that is essential for the NHEJ pathway, and no NHEJ events have been observed in this parasite. Therefore, T. brucei telomeres are not threatened by the NHEJ-mediated chromosome end-to-end fusions. However, HR events have been frequently observed at subtelomeric regions, where HR is clearly one of the major pathways of VSG switching (McCulloch et al., 2015). Therefore, telomere HR can be an important instability factor in T. brucei. In addition, telomeric R-loop-induced telomere DNA damage can be a great threat to telomere/subtelomere integrity in T. brucei and induce subtelomeric HR events (Jehi et al., 2014a; Nanavaty et al., 2017; Briggs et al., 2018; Saha et al., 2021). TERRA has been detected in T. brucei (Rudenko and Van der Ploeg, 1989; Damasceno et al., 2017; Nanavaty et al., 2017; Saha et al., 2019, 2021). T. brucei TERRA transcription has several unique features (Saha et al., 2021). First, TERRA appears to be transcribed only from the active VSG-adjacent telomere, as the polycistronic transcript including the active VSG (but not silent VSG or a VSG-free subtelomere) and TERRA sequences can be detected by RT-PCR (Damasceno et al., 2017; Nanavaty et al., 2017; Saha et al., 2021). Most T. brucei cells have 1–3 nuclear TERRA foci, and in cells that have 2–3 TERRA foci (∼39% of G1 and 57–63% S and G2/M cells), frequently only the brightest TERRA focus is co-localized with the telomere (Saha et al., 2021). Second, TERRA is transcribed by RNA Polymerase I in T. brucei, as it is not sensitive to α-Amanitin (Rudenko and Van der Ploeg, 1989), and treating cells with an RNA Polymerase I inhibitor, BMH-21, for only 15 min can abolish >92% of TERRA (Saha et al., 2021). The RNA Polymerase I-mediated TERRA transcription is apparently at a very high level and can be better appreciated when TbTRF is depleted, where a single TERRA focus is frequently observed in the nucleus, and the size of the TERRA focus can be nearly as big as the nucleolus (Saha et al., 2021). The single TERRA transcription site presumably also helps to increase local TERRA concentration at the active telomere, which promotes telomeric R-loop formation. Indeed, telomeric R-loops are readily detectable in WT T. brucei cells (Nanavaty et al., 2017; Saha et al., 2021). Intriguingly, the active ES-adjacent telomere (but not silent telomeres) frequently experiences large truncations (Bernards et al., 1983), suggesting that TERRA transcription and/or telomeric R-loops formed at the active telomere promote telomere instability. Hence, T. brucei telomere faces a great threat from telomeric R-loop-induced telomere/subtelomere DNA damage. Our recent studies further indicate that suppressing the telomeric R-loop level is an important end protection function of T. brucei telomere proteins (see below) (Nanavaty et al., 2017; Saha et al., 2021). Furthermore, introducing a DSB at the active VSG vicinity induces many more DNA recombination-mediated VSG switching events (Boothroyd et al., 2009; Glover et al., 2013), suggesting that telomeric R-loop-induced telomere and subtelomeric DNA damage can be repaired by HR. A direct link between elevated amount of telomeric R-loop, increased amount of DNA damage at the telomere/subtelomere, and many more VSG GC-mediated VSG switchings has been established in TbRAP1-depleted cells, where overexpression of RNaseH1 that specifically degrades RNA in the RNA:DNA hybrid suppresses all three phenotypes (Nanavaty et al., 2017). Therefore, T. brucei telomere proteins have an important role to suppress the telomeric R-loop level and telomere HR.

It is important to note that a certain degree of telomere and subtelomere plasticity is beneficial to T. brucei, as all VSG genes are located at subtelomere regions (Müller et al., 2018), and HR is an important means of VSG diversification and a major pathway of VSG switching (Myler et al., 1984a; McCulloch et al., 2015). Indeed, our studies have shown that telomere and subtelomere instability contributes to increased VSG switching frequencies (Benmerzouga et al., 2013; Jehi et al., 2014a, b; Nanavaty et al., 2017; Afrin et al., 2020a; Saha et al., 2021). In the case of TbTRF and TbRAP1, their roles in suppression of the telomeric R-loop level help maintain telomere and subtelomere integrity and suppress VSG switching frequency (see below). Therefore, these telomere proteins have a delicate job to balance the genome stability and plasticity at T. brucei telomeres and subtelomeres.



Shelterin Homologs in T. brucei

In mammalian cells, Shelterin associates with the telomere tightly and plays indispensable roles in telomere end protection and telomere length regulation (de Lange, 2005, 2018). Several Shelterin homologs have been identified in T. brucei (Li et al., 2005; Yang et al., 2009; Jehi et al., 2014b). Here I will focus on different mechanisms underlying TbTRF and TbRAP1’s functions when compared to their mammalian and yeast homologs.


T. brucei TRF vs. Mammalian TRF1/2

TbTRF was identified as the duplex TTAGGG repeat binding factor in T. brucei (Figure 2; Li et al., 2005). Its duplex telomere binding activity resides in the C-terminal Myb domain but it does not bind single stranded DNA (Li et al., 2005), which is similar to its mammalian homologs TRF1 and TRF2 (Zhong et al., 1992; Bilaud et al., 1997; Broccoli et al., 1997b). TbTRF associates with the telomere chromatin, and is almost always co-localized with the telomere as shown in telomere FISH combined with TbTRF IF experiments (Li et al., 2005). Mammalian TRF1 and TRF2 both have a TRF Homology (TRFH) domain in the N-terminal half of the protein (Broccoli et al., 1997b), which is responsible for TRF homodimerization (Fairall et al., 2001; Chen et al., 2008). In addition, human TRF1 has an acidic N-terminus (Broccoli et al., 1997a), while TRF2 has a basic N-terminal GAR domain (Broccoli et al., 1997b; Mitchell et al., 2009). TbTRF also has a TRFH domain that mediates homodimerization, although the TbTRFH domain only presents limited sequence and structure homology with its mammalian counterparts (Li et al., 2005).
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FIGURE 2. TRF homologs from various organisms. The DNA binding Myb domain, the homodimerization TRFH domain, the N-terminal acidic domain of human TRF1 and basic GAR domain of human TRF2 are marked whenever identified. In addition, Leishmania amazonensis TRF has been identified and shown to associate with the telomere (da Silva et al., 2010). T. brucei, Trypanosoma brucei; T. vivax, Trypanosoma vivax; T. evansi, Trypanosoma evansi; T. cruzi, Trypanosoma cruzi; L. major, Leishmania major; L. amazonensis, Leishmania amazonensis; A. thaliana, Arabidopsis thaliana; C. griseus, Cricetulus griseus; H. sapiens, Homo sapiens; M. musculus, Mus musculus; O. sativa, Oryza sativa; G. gallus, Gallus gallus; S. pombe, Schizosaccharomyces pombe.


It is impossible to tell whether TbTRF is more homologous to TRF1 or TRF2 based solely on sequence analysis, as TbTRF lacks an N-terminal domain (Figure 2; Li et al., 2005). Depletion of TbTRF leads to a loss of the telomere 3′ overhang structure (Li et al., 2005), while removal of TRF2 from the telomere results in the same phenotype (van Steensel et al., 1998), indicating that TbTRF and TRF2 have the same function in maintaining the telomere terminal structure. On the other hand, TRF2 facilitates telomeric R-loop formation while TRF1 suppresses this effect (Lee et al., 2018), and TbTRF also suppresses the telomeric R-loop level (Saha et al., 2021), indicating that TbTRF and TRF1 have similar effects on telomeric R-loop. Recently, it has been shown that human TRF2 at the telomere is sufficient and necessary for the T-loop formation (Doksani et al., 2013; Timashev and de Lange, 2020), which in turn suppresses ATM activation (Van Ly et al., 2018). The T-loop structure has been observed in T. brucei (Munoz-Jordan et al., 2001). However, it is unknown whether TbTRF is required to establish/maintain the T-loop structure. In addition to suppression of ATM activation, TRF2 also prevents the NHEJ-mediated chromosome end-to-end fusions (Karlseder et al., 1999; Smogorzewska et al., 2002; Celli and de Lange, 2005), and its N-terminal basic domain suppresses HR-mediated telomere recombinations (Wang et al., 2004).

In T. brucei, although NHEJ is absent, telomeres and subtelomeres are fragile (Glover et al., 2013), and HR is the major mechanism of VSG switching (Navarro and Cross, 1996; Kim and Cross, 2010; Benmerzouga et al., 2013; Jehi et al., 2014a, b; Nanavaty et al., 2017; da Silva et al., 2018). Therefore, HR is a major DNA damage response pathway in T. brucei (Glover et al., 2008) and posts realistic threat to telomere and subtelomere stability. Indeed, in TbTRF-depleted cells, the γH2A level is increased (Saha et al., 2021), where γH2A is the C-terminal phosphorylated H2A that is deposited to the chromatin at DNA damage sites in T. brucei (Glover and Horn, 2012). Furthermore, a transient depletion of TbTRF leads to an increased number of VSG switching events, most of which involving the loss of the originally active ES (Jehi et al., 2014a). As expected, TbTRF’s role in maintaining telomere and subtelomere stability requires its telomere DNA binding activity (Jehi et al., 2014a). Unexpectedly, depletion of TbTRF results in an increased amount of TERRA (Saha et al., 2021). TbTRF does not affect TERRA’s half-life (Saha et al., 2021). Rather, a higher level of the polycistronic transcript containing the TERRA sequence and the active VSG sequence is detected upon TbTRF depletion, suggesting that TbTRF normally suppresses TERRA transcription. It is possible that TbTRF’s binding to the telomere DNA directly hinders RNA Polymerase I-mediated TERRA transcription. On the other hand, although TbTRF depletion does not derepress silent polycistronic BF VSG ESs (Figure 1; Yang et al., 2009), it does derepress subtelomeric monocistronic metacyclic VSG ESs (Figure 1; Saha et al., 2021), indicating that TbTRF is likely important for telomeric silencing, but its effect spreads only to a short distance from the telomere. TbTRF’s telomeric silencing function presumably contributes to TERRA suppression. In addition, the amount of telomeric R-loops is increased upon depletion of TbTRF (Saha et al., 2021). Overexpression of RNaseH1 reduces the telomeric R-loop level in TbTRF-depleted cells and the amount of DNA damage, confirming that more telomeric R-loops cause more telomere DNA damage upon TbTRF depletion (Saha et al., 2021). Therefore, these observations indicate that TbTRF helps maintain telomere integrity through suppressing the levels of TERRA and telomeric R-loop (Saha et al., 2021), which is similar to TRF1 but different from TRF2 (Lee et al., 2018).

Depletion of human TRF2 also results in an increased level of TERRA (Porro et al., 2014b). In addition, TRF2 binds TERRA predominantly through its N-terminal GAR domain (Deng et al., 2009b; Mei et al., 2021; Figure 2). TbTRF also has a TERRA binding activity, which surprisingly resides in its Myb domain (Saha et al., 2021). Most interestingly, a TbTRF Myb domain point mutant that loses its telomere DNA binding activity (Jehi et al., 2014a) binds TERRA more strongly (Saha et al., 2021). In addition, TbTRF exhibits a slightly stronger affinity to the duplex telomere DNA than TERRA in in vitro competition binding assays (Saha et al., 2021). Therefore, the telomere DNA binding and TERRA-binding activities of TbTRF may have overlapping nucleic acid interaction interfaces, which is clearly different from how human TRF 2 binds TERRA and telomere DNA (Bilaud et al., 1997; Broccoli et al., 1997b; Deng et al., 2009b; Mei et al., 2021).

The fact that TbTRF has both TERRA and a ds(TTAGGG)n binding activities provides an additional possible mechanism how TbTRF regulates the level of the telomeric R-loop. Significantly more TbTRF-depleted cells (in G1, S, or G2/M phases) than WT cells have only one TERRA focus (Saha et al., 2021), suggesting that TbTRF helps recruit TERRA away from its transcription site. In this case, the TERRA and ds(TTAGGG)n binding activities of TbTRF can help transport TERRA to TTAGGG repeats other than its transcription site, as TbTRF also has a homodimerization function (Li et al., 2005). Although TbTRF can theoretically bind all telomeres, it is expected that the actively transcribed telomere region is mostly free of TbTRF due to the high-level RNA Polymerase I-mediated transcription, similar to the situation in the active ES, which is deprived of nucleosomes (Figueiredo and Cross, 2010; Stanne and Rudenko, 2010). Translocation of TERRA away from its transcription site will effectively limit TERRA accumulation at a single telomere, significantly reducing the chance of telomeric R-loop formation. Therefore, TbTRF may suppress the telomeric R-loop level through suppressing of TERRA transcription and promoting TERRA translocation. On the other hand, human TRF1 and TRF2 have an opposite effect and restrict TERRA’s translocation away from its transcription site (Feretzaki et al., 2020). The key telomeric functions of human TRF1/2 and TbTRF are compared in Table 1.


TABLE 1. Summary of key telomere functions of human and T. brucei TRF proteins.
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RAP1 Homologs in Vertebrates, Yeasts, and T. brucei

Saccharomyces cerevisiae RAP1 is the first protein identified to directly bind telomere DNA among yeast and vertebrate telomere proteins (Shore and Nasmyth, 1987; Longtine et al., 1989; Conrad et al., 1990). RAP1 is also one of the most conserved telomere proteins (Figure 3), with its homologs identified in kinetoplastids (Yang et al., 2009), yeasts (Shore and Nasmyth, 1987; Kanoh and Ishikawa, 2001; Wahlin and Cohn, 2002; Yu et al., 2010; Steinberg-Neifach and Lue, 2015), and vertebrates (Li et al., 2000; Tan et al., 2003).
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FIGURE 3. Repressor activator protein 1 (RAP1) homologous. Tb, Trypanosoma brucei; Hs, Homo sapiens; Sc, Saccharomyces cerevisiae; Sp, Schizosaccharomyces pombe.


The functions of yeast RAP1 homologs in telomeric silencing and telomere length regulation have been extensively studied (Lustig et al., 1990, 1996; Hardy et al., 1992; Kyrion et al., 1992, 1993; Liu et al., 1994; Cockell et al., 1995; Liu and Lustig, 1996; Marcand et al., 1997; Wotton and Shore, 1997; Kanoh and Ishikawa, 2001). In addition, ScRAP1 prevents NHEJ-mediated telomere end-to-end fusions (Pardo and Marcand, 2005). On the other hand, the functions of mammalian RAP1 homologs have been somewhat hard to define. Initial studies in telomerase positive cancer cell lines indicated that human RAP1 is involved in telomere length regulation (Li et al., 2000; Li and de Lange, 2003). Subsequently, in vitro biochemical study and engineered tethering of human RAP1 to the telomere both indicated that RAP1 is capable of suppressing NHEJ at the telomere (Bae and Baumann, 2007; Sarthy et al., 2009). However, TALEN-mediated deletion of the human RAP1 exon 2 in a number of cell lines showed that hRAP1 is not required for telomere length regulation or suppression of telomere end-to-end fusions (Kabir et al., 2014). Recently, it has been shown that human RAP1 is required to inhibit NHEJ-mediated telomere fusions at critically short telomeres (Lototska et al., 2020). On the other hand, conditional knockout of mouse RAP1 or expression of a mouse TRF2 mutant that does not interact with RAP1 (so that RAP1 is not recruited to the telomere) showed that mouse RAP1 coordinates with TRF2 N-terminal basic domain to suppress telomere HR (Sfeir et al., 2010; Rai et al., 2016).

Trypanosoma brucei RAP1 was identified as a TbTRF-interacting factor (Yang et al., 2009). TbRAP1 was the first telomere protein that has been shown to be essential for VSG monoallelic expression, as depletion of TbRAP1 by RNAi or conditional knockout of TbRAP1 result in derepression of essentially all subtelomeric VSG genes in T. brucei (Yang et al., 2009; Pandya et al., 2013; Afrin et al., 2020b). The silent ES-linked VSGs are derepressed up to several thousand folds, which represents the most dramatic VSG derepression phenotype among T. brucei mutants that affect VSG silencing (Figueiredo et al., 2008; Yang et al., 2009; Alsford and Horn, 2012; Tiengwe et al., 2012; Benmerzouga et al., 2013; Kim et al., 2013; Cestari and Stuart, 2015; Glover et al., 2016; Reynolds et al., 2016; Schulz et al., 2016; Briggs et al., 2018, 2019; Faria et al., 2019; Kim, 2019). In addition, depletion of TbRAP1 leads to an increased amount of DNA damage at the telomere and subtelomere and more VSG switching events (Nanavaty et al., 2017; Afrin et al., 2020a, b). Interestingly, depletion of TbRAP1 also leads to elevated levels of TERRA and telomeric R-loops (Nanavaty et al., 2017). Overexpression of an ectopic allele of RNaseH1 in the TbRAP1-depleted cells suppresses the increased amount of telomeric R-loop and DNA damage and the increased VSG switching frequency phenotypes, while the TERRA level in these cells is still higher than that in WT cells (Nanavaty et al., 2017). Therefore, the function of TbRAP1 in maintaining telomere/subtelomere integrity relies on its repressive effects on TERRA and telomeric R-loop. The TERRA molecules in TbRAP1-depleted cells are much longer than that in WT cells (Nanavaty et al., 2017), suggesting that TbRAP1 can block the transcription elongation of RNA Polymerase I along the telomere by associating with the telomere chromatin. These observations indicate that TbRAP1 suppresses telomeric and subtelomeric HR by suppression of the telomeric R-loop level. A recent study in fission yeast suggests that SpRAP1 has a similar suppressive effect on telomeric R-loop and telomeric HR (Hu et al., 2019). Therefore, the function of RAP1 homologs in suppressing telomere HR appears to be conserved, although there is no direct evidence showing that mammalian RAP1 suppresses the telomeric R-loop level.

All telomere functions of RAP1 homologs depend on their telomere association. However, RAP1 homologs achieve this goal through different mechanisms. ScRAP1 has both a Myb domain and a Myb-Like motif in the central region of the protein (Figure 3), which were confirmed to contain the duplex DNA binding activity (Konig et al., 1996), recognizing a consensus sequence 5′ ACACCCAYACAYY 3′ (where Y represents a pyrimidine) (Graham and Chambers, 1994). However, this sequence-specific duplex DNA binding activity was only identified in budding yeast RAP1 homologs (Konig et al., 1996; Rhodin et al., 2006; Yu et al., 2010). Human RAP1 is only recruited to the telomere through its interaction with TRF2, while itself does not directly bind the telomere DNA (Li et al., 2000; Loayza and de Lange, 2003). Similarly, SpRAP1 is also recruited to the telomere through its interaction with TAZ1 (Kanoh and Ishikawa, 2001), the duplex telomere DNA binding factor in S. pombe and the functional homolog of mammalian TRF1/2 (Cooper et al., 1997; Li et al., 2000). It was originally hypothesized that TbRAP1 was also recruited to the telomere via its interaction with TbTRF (Yang et al., 2009). However, TbRAP1 still associates with the telomere chromatin in TbTRF-depleted cells (Afrin et al., 2020a), and TbRAP1’s telomere association does not require its Myb domain (Yang et al., 2009; Afrin et al., 2020a), even though Myb motifs frequently have DNA binding activities (Ogata et al., 1994). Rather, we recently identified both dsDNA and ssDNA binding activities in TbRAP1 (Afrin et al., 2020a). Both activities are electrostatic-based and require a positively charged 737RKRRR741 patch that overlaps with the nuclear localization signal (NLS) in the Myb-Like domain of TbRAP1 (Figure 3; Yang et al., 2009; Afrin et al., 2020a). Proteomic studies detected phosphorylated S742 and S744 residues in T. brucei cells (Nett et al., 2009; Urbaniak et al., 2013). Interestingly, the phospho-mimic S742DS744D mutation of TbRAP1 disrupts most of its dsDNA binding activity but retains most of its ssDNA binding activity (Afrin et al., 2020a). In addition, TbRAP1-S742DS744D is no longer associated with the telomere chromatin while TbRAP1-S742AS744A is still located at the telomere, suggesting that phosphorylation of the two 737RKRRR741-adjacent S residues can remove TbRAP1 from the telomere (Afrin et al., 2020a). Furthermore, VSG silencing and telomere integrity are disrupted in all TbRAP1 mutants that do not associate with the telomere chromatin, further suggesting that phosphorylation of the two S residues can regulate VSG silencing and telomere integrity in T. brucei cells (Afrin et al., 2020a). The TbRAP1’s DNA binding activities are quite different from that of ScRAP1. ScRAP1’s duplex DNA binding activity is sequence specific and depends on its Myb and Myb-Like domains (Konig et al., 1996). So far no protein modification has been shown to regulate ScRAP1’s DNA binding activity. On the other hand, TbRAP1 has both dsDNA and ssDNA binding activities, which are sequence non-specific, and phospho-mimicking mutation of S742 and S744 can disrupt its dsDNA binding activity (Afrin et al., 2020a). Therefore, although the main functions of RAP1 homologs at the telomere are conserved from kinetoplastids to mammals, the underlying mechanisms are clearly different among different RAP1 homologs. The key telomeric functions of human, yeast, and T. brucei RAP1 homologs are compared in Table 2.


TABLE 2. Summary of key telomeric functions of RAP1 homologs.
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The fact that TbTRF and TbRAP1 are essential for maintaining telomere integrity and stability indicates that these telomere proteins have conserved essential functions as their yeast and mammalian homologs. However, recent findings indicate that the underlying mechanisms of how TbTRF and TbRAP1 achieve their goals are quite different from those in human and yeast cells. First, T. brucei does not have the NHEJ machinery. Therefore, neither TbTRF nor TbRAP1 needs to suppress any NHEJ-mediated telomere fusions. Second, telomeric R-loops have been shown to be an important factor contributing to telomere damage if not controlled at a WT level in T. brucei (Nanavaty et al., 2017; Briggs et al., 2018; Saha et al., 2021). While both TbTRF and TbRAP1 suppress the level of telomeric R-loop (Nanavaty et al., 2017; Saha et al., 2021), whether mammalian RAP1 homologs have the same function is unknown, and human TRF2 actually stimulates the formation of telomeric R-loop, which is antagonized by human TRF1 (Lee et al., 2018). The unique features of TbRAP1 (such as its DNA binding activities) and TbTRF (such as its Myb-mediated TERRA binding activity) telomere functions can be targeted as a means to eliminate the parasites from its mammalian host. In addition, TbRAP1 and TbTRF only have limited sequence homology with their mammalian counterparts in their functional domains (Li et al., 2005; Yang et al., 2009), making it more feasible to specifically target the parasite telomere proteins without affecting their mammalian homologs.




Subtelomere Plasticity Benefits Antigenic Variation

As discussed earlier, telomere integrity and stability is important for genome integrity. Subtelomere stability is also important for organism health and fitness. In humans, unstable subtelomeres are frequently associated with various diseases. For example, reduced copy number of polymorphic macrosatellite repeat D4Z4 at chromosome 4q subtelomere has long been associated with facioscapulohumeral muscular dystrophy (FSHD) (van der Maarel et al., 2007; Daxinger et al., 2015). Submicroscopic deletion of subtelomeric 6p25 has been recognized as a clinically identifiable syndrome (DeScipio, 2007), and deletion of the EHMT1 gene at the chromosome 9q subtelomere leads to the Kleefstra syndrome (Stewart and Kleefstra, 2007; Bonati et al., 2019). A recent study further indicates that 3–16% of syndromic intellectual disability cases are caused by cryptic subtelomeric abnormalities (Soares et al., 2019). Subtelomere integrity and stability is also important in T. brucei, as VSG is essential (Sheader et al., 2005), and all VSG genes are located at subtelomeres (de Lange and Borst, 1982; Hertz-Fowler et al., 2008; Müller et al., 2018). DSBs in the active VSG gene vicinity are generally poorly tolerated: introducing an artificial DSB (an I-SceI cut) within or near the active VSG gene leads to death in more than 80% of the cells (Glover et al., 2013). Inefficient repair of the I-SceI cut due to continued I-SceI expression may contribute to the catastrophic consequence. Nevertheless, the location of the damage site appears to be a critical factor, as inducing the same I-SceI cut in a silent ES is much better tolerated (Glover et al., 2013). However, maintaining subtelomere stability can be challenging. Subtelomeres often consist of duplicated sequence blocks near the ends of multiple chromosomes and are highly dynamic with very heterogeneous sequences, sizes, and copy numbers (Pryde et al., 1997; Mefford and Trask, 2002; Li, 2012). Increased rates of sister chromatid exchange have been observed at human chromosome ends by cytological studies (Rudd et al., 2007), and human subtelomeres are hot spots of interchromosomal recombination and segmental duplications (Linardopoulou et al., 2005). High polymorphism in the subtelomere is frequently observed among different chromosome ends and individuals in humans (Ambrosini et al., 2007; Young et al., 2017), yeast (Pryde et al., 1997; Quispe et al., 2017), fly (Anderson et al., 2008), plant (Kuo et al., 2006), and fungal pathogens (Farman, 2007; Schmid-Siegert et al., 2017). Similarly, it has been shown that T. brucei subtelomere is a fragile site (Glover et al., 2013). T. brucei homologous megabase chromosome pairs often differ greatly in size (Melville et al., 2000) due to different sizes of subtelomeric ESs and VSG gene arrays, telomere, and repetitive chromosomal regions (Melville et al., 1999). In fact, two-thirds of the size polymorphisms are due to variations in subtelomeric regions, while chromosomal core regions, containing all essential genes, are relatively stable (Callejas et al., 2006). Therefore, maintaining subtelomere stability is important yet challenging.

On the other hand, subtelomere plasticity can be beneficial to the organism to a certain extent. For example, some human olfactory receptor (OR) genes encoding olfactory receptors are located at subtelomeres, and changes in subtelomere regions may contribute to the diversity of the OR gene family (Trask et al., 1998). Subtelomeres also have important functions for microbial pathogens, where genes with roles in niche adaptation are frequently enriched (Underwood et al., 1996; Zhang et al., 1997; De Las Penas et al., 2003; Farman, 2007). Subtelomeric plasticity and relative frequent subtelomere recombination in these microbial pathogens is expected to help increase the diversity of their major surface antigen and enhance the effectiveness of evading host immune responses. As described above, in T. brucei, removal of telomere proteins (such as TbTRF, TbTIF2–a TbTRF-interacting factor and the human TIN2 homolog, and TbRAP1) leads to telomere instability and increased VSG switching rates (Jehi et al., 2014a, b; Nanavaty et al., 2017; Afrin et al., 2020a). Subtelomere instability has also been frequently observed in P. falciparum that causes malaria in humans. At the erythrocyte stage, P. falciparum infects the host red blood cells (RBCs) and expresses PfEMP1 on the host RBC surface, which is important for adhering the infected RBCs to the endothelial lining of host blood vessels so that the infected RBCs will not be eliminated by the host immune system (Hviid and Jensen, 2015; Wahlgren et al., 2017). Additional parasite proteins including RIFIN and STEVOR are also expressed on host RBC membrane, facilitating interaction of parasite-infected RBCs and other host cells (Wahlgren et al., 2017). The var, rif, and stevor gene families that encode PfEMP1, RIFIN, and STEVOR, respectively, are mostly located at subtelomeric regions (Rubio et al., 1996; Cheng et al., 1998). P. falciparum regularly switches to express different var, rif, and stevor genes to evade the host immune attack (Wahlgren et al., 2017). In addition, var gene expression is strictly monoallelic (Voss et al., 2006). Importantly, recent studies showed that P. falciparum subtelomeres frequently have HR events that contributes to divergence of var gene families (Calhoun et al., 2017), and this subtelomere plasticity is enhanced when a DSB is introduced at the vicinity (Calhoun et al., 2017; Zhang et al., 2019). In the pathogenic yeast Pneumocystis jirovecii that causes pneumonia in immunodeficient patients, genes encoding its major surface antigen, MSG, are also located at subtelomeric loci (Keely et al., 2005) and are expressed in a monoallelic fashion (Kutty et al., 2001). There is only one subtelomeric MSG ES (Kutty et al., 2001), and antigenic variation is achieved through recombining a silent MSG gene into the active ES and creating novel mosaic MSG genes though recombination (Stringer, 2007; Kutty et al., 2008; Schmid-Siegert et al., 2017). Even in non-pathogenic microbial organisms, subtelomere plasticity can be beneficial for the organism to better adapt to their living environment. In K. lactis, genes encoding β-galactosidase are located at subtelomeres, and variation in these genes allows yeast to better cope with different nutrition (Mason and McEachern, 2018). Interestingly, it has been observed that mild telomere dysfunction that does not induce global genome instability leads to an increased variation of the subtelomere β-galactosidase-coding genes, while severe telomere dysfunction causes complete deletion of these genes (Mason and McEachern, 2018). Therefore, telomere and subtelomere plasticity to a certain extent may not be deleterious but even beneficial to improve the organism’s adaptation to various environmental growth conditions.



Strategies of Tolerating Mild Telomere/Subtelomere Damage in T. brucei

If telomere/subtelomere plasticity and mild telomere damage is beneficial to T. brucei, the parasite may have evolved ways to encourage it. Indeed, T. brucei does not appear to have a stringent DNA damage surveillance mechanism. The initial hint comes from the study where an I-SceI site was targeted to the junction of telomere and sub-telomere downstream a silent ES in telomerase null cells (Glover et al., 2007). After induction of the I-SceI endonuclease, the marked telomere and the upstream silent VSG gene were lost, yet the cells did not go into cell cycle arrest (Glover et al., 2007). Subsequently, it was shown that as short as 40 bp of telomere DNA downstream of a silent ES can be stably maintained in a telomerase-independent manner without iliciting cell cycle arrest (Dreesen and Cross, 2006). In addition, DSBs near silent VSGs are much better tolerated than those in the active VSG vicinity (Glover and Horn, 2014). Similarly, a single induced I-SCE I cut in T. brucei genome failed to activate cell cycle checkpoint (Glover et al., 2019). Therefore, as long as the active VSG gene (and essential genes at chromosome core regions) is not damaged and VSG synthesis is normal, individual DSB in T. brucei genome, particularly those at telomere/subtelomere vicinity is well-tolerated.

On the other hand, T. brucei does have cell cycle arrest mechanisms in response to telomere defects. For example, depletion of TbTRF leads to an acute G2/M cell cycle arrest (Li et al., 2005), while depletion of TbRAP1 results in cell growth arrest with a decrease in the S phase population and an increase in the G2/M population (Yang et al., 2009). Interestingly, depletion of TbTRF caused an increased amount of telomere DNA damage (Saha et al., 2021) and depletion of TbRAP1 results in an increased amount of both telomere and subtelomere DNA damage (Nanavaty et al., 2017), and it is expected that the damage occurs at multiple chromosome ends rather than at a single telomere. Hence, a much higher level of DNA damage occurs in TbTRF- and TbRAP1-depleted cells than a single I-SceI cut. Therefore, T. brucei appears to be able to tolerate a very small amount of DNA damage, but still guard against DNA damage of a global scale. Presumably, this will allow more genome plasticity, particularly at the subtelomere regions to facilitate a more effective antigenic variation.

It is interesting to note that T. brucei does not have the NHEJ machinery (Burton et al., 2007). This helps avoid deleterious chromosome end fusion products that frequently result from telomere defects in human and yeast cells. Several telomere proteins have been shown to suppress subtelomere HR events (Jehi et al., 2014a, b, 2016; Nanavaty et al., 2017). Therefore, mild telomere protein defects, if tolerated, can enhance antigenic variation by allowing more subtelomere HR events. In fact, we have recently identified TbRAP1-S742AS744A and TbRAP1-S265AS586AS742AS744AT752A mutants that only exhibit a very mild growth defect but increase VSG switching rates (Afrin et al., 2020a). The lack of NHEJ machinery likely helps to achieve this middle ground where mild telomere protein defects and subtly increased subtelomere plasticity can enhance antigenic variation without affecting global genome stability.




CONCLUSION REMARKS

Although the telomere complex is essential for genomic integrity and chromosome stability in all eukaryotic cells studied, recent discoveries indicate that the detailed mechanisms of the “chromosome end protection” can have different features in different organisms. First, the telomere proteins can face different threats that cause genome instability. Hence, studying telomere biology in pathogenic kinetoplastids yields invaluable information on how telomere proteins suppress telomeric and subtelomeric DNA recombination events, which represent a minor pathway compared to NHEJ in human and yeast cells. Second, recent findings illustrate that telomere protein homologs in different organisms can achieve the same goals using distinct mechanisms, which sheds light on telomere protein evolution and provides potential targets for future development of anti-parasite agents. Third, a better understanding of the balance between stability and plasticity at the telomere and subtelomere in pathogenic eukaryotic micro-organisms will help us to better appreciate how eukaryotic cells adapt to different living conditions and evolve to better survive the environment.
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Inside the nucleus, chromatin is functionally organized and maintained as a complex three-dimensional network of structures with different accessibility such as compartments, lamina associated domains, and membraneless bodies. Chromatin is epigenetically and transcriptionally regulated by an intricate and dynamic interplay of molecular processes to ensure genome stability. Phase separation, a process that involves the spontaneous organization of a solution into separate phases, has been proposed as a mechanism for the timely coordination of several cellular processes, including replication, transcription and DNA repair. Telomeres, the repetitive structures at the end of chromosomes, are epigenetically maintained in a repressed heterochromatic state that prevents their recognition as double-strand breaks (DSB), avoiding DNA damage repair and ensuring cell proliferation. In pluripotent embryonic stem cells, telomeres adopt a non-canonical, relaxed epigenetic state, which is characterized by a low density of histone methylation and expression of telomere non-coding transcripts (TERRA). Intriguingly, this telomere non-canonical conformation is usually associated with chromosome instability and aneuploidy in somatic cells, raising the question of how genome stability is maintained in a pluripotent background. In this review, we will explore how emerging technological and conceptual developments in 3D genome architecture can provide novel mechanistic perspectives for the pluripotent epigenetic paradox at telomeres. In particular, as RNA drives the formation of LLPS, we will consider how pluripotency-associated high levels of TERRA could drive and coordinate phase separation of several nuclear processes to ensure genome stability. These conceptual advances will provide a better understanding of telomere regulation and genome stability within the highly dynamic pluripotent background.
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INTRODUCTION

Eukaryotic genomes are dynamic, non-randomly organized structures within the nucleus. A complex and highly hierarchical three-dimensional network of structures organizes chromatin into active/inactive compartments, membraneless bodies, lamina associated domains, protein- or RNA-mediated loops, enhancer–promoter contacts, and chromatin regions with differential accessibility. This complex chromatin architecture is established by epigenetic and transcriptional mechanisms and is spatially and temporally tightly regulated, to ensure the maintenance and viability of cellular functions. Chromatin architecture also segregates the large repetitive and gene-poor domains of the genome, like centromeres and telomeres, into constitutive heterochromatin domains characterized by condensed chromatin fibers, high levels of DNA and histone methylation, and transcriptional repression of the underlying DNA sequences (García-Cao et al., 2004; Benetti et al., 2007b; Bickmore and van Steensel, 2013). Constitutive heterochromatin is critical for chromosome segregation and integrity, and changes to the heterochromatic state are commonly associated with aging and cancer (Villeponteau, 1997; Janssen et al., 2018; Valencia and Kadoch, 2019).

Telomeres are nucleoprotein structures formed at the end of chromosomes by the assembly of the shelterin complex (formed by TRF1, TRF2, POT1, TPP1, TIN2 and Rap1) at the TTAGGG telomeric repeats (de Lange, 2005; Martínez and Blasco, 2011). The heterochromatic state is critical for telomere integrity, as deletion of HMTases (SUV39H1/2, SUV4-20H1/2) or DNA methyltransferases (DNMT3A/B, and DNMT1) results in defective telomere function, increased telomere length, and chromosome instability (García-Cao et al., 2004; Gonzalo et al., 2005, 2006). Together with the shelterin complex, the heterochromatic state ensures that telomeres are not recognized as double-strand breaks (DSB), avoiding DNA damage repair and maintaining genome integrity. Paradoxically, in mouse pluripotent embryonic stem cells (mESCs), telomeres adopt a non-canonical epigenetic state that is usually associated with chromosome instability and aneuploidy in somatic cells (Peters et al., 2001; García-Cao et al., 2004), and is characterized by less compaction, low density of histone-methylation and increased TERRA - the telomeric transcripts (Marion et al., 2009; Wong et al., 2009, 2010). Here, we review how the pluripotent nuclear environment of mESCs adopts unique molecular features that contribute or even require a non-canonical telomeric chromatin to safeguard genomic stability (de Lange, 2005; Martínez and Blasco, 2011).



THE UNIQUE PLURIPOTENT NUCLEAR ENVIRONMENT

mESCs derived from the inner-cell mass (ICM) of early blastocysts retain self-renewal and pluripotent capacity, being able to differentiate into any type of cell. However, the self-renewal and high proliferative capacities expose mESCs to high levels of DNA replication stress (Ahuja et al., 2016). Critically, mutations acquired during early stages of embryonic development must be promptly repaired to prevent chromosomal defects, infertility, or embryonic lethality (Choi et al., 2020). mESCs exploit distinct molecular and biological signatures, like higher proliferative rates, unique cell-cycle composition and checkpoints and better competence for genomic stability maintenance (Boheler, 2009; Boroviak et al., 2015; Ahuja et al., 2016; Vitale et al., 2017).


The Pluripotent Chromatin Architecture

The chromatin of mESCs has an unusual configuration with open 10 nm chromatin fibers widely dispersed throughout the nucleoplasm, including at constitutive heterochromatin domains (Meshorer et al., 2006; Ahmed et al., 2010; Fussner et al., 2010). Chromatin dispersion is conserved through the cell-cycle, as native mitotic chromosomes purified from mESCs are less condensed than those isolated from other cell-types (Djeghloul et al., 2020), and mESCs contain about 30% less histones than differentiated cells (Karnavas et al., 2014). Dispersed chromatin is also present at the early mouse blastocyst (E3.5) but not in the subsequent stages (E5.5) of development (Ahmed et al., 2010). Thus, this chromatin configuration is considered an architectural hallmark of pluripotency, thought to contribute to pluripotency plasticity by ensuring a transcriptionally permissive and accessible genome (Gaspar-Maia et al., 2011; Cavalli and Misteli, 2013; Hassan-Zadeh et al., 2017).

Constitutive heterochromatin rapidly compacts upon mESCs differentiation and in embryo development (Efroni et al., 2008; Wen et al., 2009; Ahmed et al., 2010; Fussner et al., 2010; Figure 1). Forced compaction of heterochromatin domains by disruption of epigenetic regulators (such as Chd1, esBAF complex, Padi4 or H3K9me3 methyltransferases) affects both self-renewal and differentiation potential of mESCs (Meshorer et al., 2006; Gaspar-Maia et al., 2009; Lessard and Crabtree, 2010; Christophorou et al., 2014). Equally, disrupting the pluripotency network by depleting Nanog, a key pluripotency transcription factor, impacts the chromatin structure and organization of euchromatin and heterochromatin in mESCs (Novo et al., 2016, 2018). Consistently, forcing heterochromatin decompaction with inhibitors of DNA methyltransferase or histone deacetylases improves the efficiency of somatic cell reprogramming to a pluripotent state (Huangfu et al., 2008; Mikkelsen et al., 2008; Soufi et al., 2012; Sridharan et al., 2013). These findings suggest that changes to the heterochromatin state may be adverse to the pluripotent state.
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FIGURE 1. Diagram schematizing differences between pluripotent (cells from blastocyst E3.5-4.5 or ESCs in culture) and cells that exited pluripotency and are primed to differentiate (epiblast at E6.5 embryos). In pluripotent ESCs (left nuclear panel), chromatin fibers are dispersed and heterochromatin is maintained in a non-canonical epigenetic state, characterized by low level of compaction and histone methylation, incorporation of histone H3.3 and high levels of transcription. TRF1, a core shelterin component is highly expressed and TRF2, although present, is not required for telomere protection in ESCs. Filia-floped complexes are recruited to telomeres to mitigate stalled replication forks and telomere transcripts (TERRA) locate at sex chromosomes but also at other distal genomic loci. ESCs have a short G1 phase of the cell-cycle, favoring the use of homologous recombination (HR) to repair DNA damage. In cells that exited pluripotency (in Epiblast of E6.5), chromatin fibers become more dense and heterochromatin adopts a canonical state, characterized by high levels of histone methylation, compaction and transcription silencing. At telomeres, TRF2 becomes crucial for telomere protection and TERRA levels are reduced and redistributed to the inactive sex chromosome. The G1 phase of the cell-cycle becomes longer and cells start using either HR or non-homologous end joining (NHEJ) for DNA repair.




Pluripotency and DNA Damage Repair

The pluripotent chromatin architecture is conducive to DNA Damage Repair (DDR), but pluripotent cells adopted strategies to minimize accumulation of DNA mutations and preserve genome stability (Tichy and Stambrook, 2008; Wyles et al., 2014). DDR mechanisms, such as mismatch repair (MMR), base excision repair (BER), nucleotide excision repair (NER), non-homologous end joining (NHEJ), and homologous recombination (HR) repair different types of DNA damage by arresting the cell-cycle at the G1-, S-, or G2/M-phase checkpoints.

In mESCs, cyclins A and CDK1/2 are highly expressed and there is an increased transcription of S-phase genes by hyperphosphorylation of retinoblastoma (Rb), forcing a rapid entry in S-phase (Tsai et al., 2008; Kalaszczynska et al., 2009). This results in an unusually short G1 phase (Tichy et al., 2010), which mESCs compensate for by bypassing the G1/S cell-cycle checkpoint (van der Laan et al., 2013; Kareta et al., 2015; Soufi and Dalton, 2016). Instead, the intra-S and G2 checkpoints are critical for mESCs and consequently the HR pathway is favored for efficiently and accurately repairing DNA double-strand breaks (DSBs) (Tichy et al., 2010; Momčilović et al., 2011; Figure 1). HR proteins, including RAD51, RAD52 and RAD54, are constitutively expressed through the entire cell-cycle (Choi et al., 2017), and the HR process could suffice in efficiently repairing aberrant DNA in mESCs (Yoon et al., 2014; Choi et al., 2017). As mESCs differentiate, expression of HR factors steadily decreases (Choi et al., 2018). Finally, since the strength of the DDR response depends on chromatin compaction levels (Murga et al., 2007), the elevated chromatin accessibility in mESCs can also contribute to a stronger DDR response and genome stability (Murga et al., 2007; Ahuja et al., 2016). In the case of excessive damage, increased mitochondria priming and hyper-sensitivity to apoptosis can remove cells from the mESCs proliferating pool (Roos and Kaina, 2006; Stambrook and Tichy, 2010; Dumitru et al., 2012; Liu et al., 2013).

Heterochromatin is permeable to DNA repair mechanisms (Kallimasioti-Pazi et al., 2018), and so a preference for HR repair in mESCs poses a challenge for these domains due to their repetitive nature and essential function in genome integrity. For example, DNA repair factors like 53BP1 can bind deprotected telomeres, increase their mobility and foster contact with other telomeres, leading to telomere fusions (Dimitrova et al., 2008). However, 53BP1 foci only appear upon irradiation in mESCs, and telomere hyper-recombination is prevented by the telomere-associated protein Rif1 (Dan et al., 2014). Thus, mESCs can exploit alternative mechanisms to compensate for high proliferative rates and to ensure heterochromatin integrity.



Pluripotency and DNA Replication

DNA replication is essential to the self-renewal and pluripotency capacities of mESCs, whilst conferring an opportunity to alter chromatin with incorporation of new histones or by spatially reorganizing pre-existent histone modifications (McNairn and Gilbert, 2003). Conversely, replication also exposes chromatin to mutations and copy number abnormalities, which could compromise embryonic survival (De and Michor, 2011; Hodgkinson et al., 2012; Schuster-Böckler and Lehner, 2012). Due to the relatively short G1 phase, mESCs are unable to complete DDR before moving to the S-phase (Hyka-Nouspikel et al., 2012; Choi et al., 2017), leading to accumulation of ssDNA gaps and formation of DSBs at stalled replication forks and to accumulation of γH2AX (Chuykin et al., 2008; Banáth et al., 2009; Choi et al., 2020; Blakemore et al., n.d.). Despite rapid proliferation rates and elevated replication stress (Banáth et al., 2009; Ahuja et al., 2016), mESCs have surprisingly low mutation rates. In culture, mESCs display a 1,000-fold lower mutation rate than their isogenically-matched mouse embryonic fibroblasts (Tichy and Stambrook, 2008; Wyles et al., 2014). Therefore, pluripotent mESCs may be more efficient than differentiated cells in resolving replication stress. Indeed, dormant origins can be fired in mESCs to ensure completion of DNA replication under replication stress (Ge et al., 2015). Also, HR factors are constitutively expressed through the cell-cycle, which can facilitate their rapid recruitment to stalled forks in mESCs (Burhans and Weinberger, 2007; Petermann et al., 2010). Indeed, RAD51 depletion in mESCs causes G2/M-phase arrest and replication fork collapse (Petermann et al., 2010). Finally, mESCs use unique protein complexes, like Filia-Floped (a mESC specific regulator of genomic stability and a factor essential for the maternal-zygotic transition, respectively), which scaffold and amplify DDR signaling response at stalled replication forks (Zhao et al., 2015; Figure 1).

In sum, pluripotent cells acquired mechanisms to balance for high proliferative rates without compromising genome integrity, including at heterochromatin domains.



PLURIPOTENCY AND TELOMERES


Telomere Length and Pluripotency

Long telomeres are essential for self-renewal and high proliferative capacities in embryogenesis. Two waves of telomere elongation occur during early embryonic development. Through early cleavage stages, parental telomere length is reset and telomeres are elongated by a recombination-based mechanism known as the Alternative Lengthening of Telomeres (ALT) pathway (Schaetzlein et al., 2004; Liu et al., 2007; Varela et al., 2011; Dang-Nguyen et al., 2013). Telomerase activity becomes detectable at the morula-blastocyst transition, when it is thought to stabilize telomere length, and its reverse transcriptase component (TERT) becomes repressed during cellular differentiation, as embryonic development progresses (Holt et al., 1996; Schaetzlein et al., 2004). In humans, telomerase activity is regulated by the alternative splicing of TERT that ensures telomerase repression in somatic cells (Penev et al., 2021).

Short telomeres affect mESCs pluripotency and pose a barrier to an efficient reprogramming process (Zhang et al., 2015). Telomerase deficient mESCs with critically short telomeres are unable to differentiate, as they retain DNA hypomethylation and altered H3K27me3 enrichment at pluripotency promoters, like Nanog and Oct4 (Pucci et al., 2013; Criqui et al., 2020). Telomere length is also influenced by subtelomeric DNA methylation: hypomethylation facilitates recombination-mediated telomere lengthening, while hypermethylation correlates with shorter telomeres (Gonzalo et al., 2006; Yang et al., 2016). These studies strongly support a function for telomere length in regulating the differentiation capacity of mESCs, underscoring the importance of telomere length maintenance in embryonic development.

TBX3, a pluripotency factor required for self-renewal of mESCs and iPSCs (Han et al., 2010; Lu et al., 2011), activates Zscan4 expression, a 2-cell embryo marker. ZSCAN4 enables heterochromatin decondensation and subtelomeric DNA demethylation in mESCs, promoting telomere elongation by HR (Falco et al., 2007; Zalzman et al., 2010; Macfarlan et al., 2012; Dan et al., 2013; Nakai-Futatsugi and Niwa, 2016) and DNA repair (Akiyama et al., 2015; Eckersley-Maslin et al., 2016; Dan et al., 2017). mESCs expressing Zscan4 (1–5% of mESCs in serum-culture conditions (Macfarlan et al., 2012)) are characterized by global DNA hypomethylation, histone hyperacetylation, and transcription of heterochromatin domains (pericentromeres, telomeres, and retrotransposons) (Akiyama et al., 2015; Eckersley-Maslin et al., 2016). Interestingly, exogenously induced replication stress in mESCs activates the DNA damage sensor ATR and the transcriptionally signature of 2-cell state, including upregulation of Zscan4 (Zalzman et al., 2010; Zhang et al., 2016; De Iaco et al., 2017; Hendrickson et al., 2017; Whiddon et al., 2017; Atashpaz et al., 2020). Therefore, an interdependence of distinct pluripotent networks, telomere biology and DNA repair ensure genomic integrity in mESCs.



Telomere-Associated Proteins

Unexpectedly, telomere binding protein 2, TRF2, a key mediator of telomere protection and core component of the shelterin complex, is dispensable for telomere protection in pluripotent mESCs and in early embryonic development (Markiewicz-Potoczny et al., 2021; Ruis et al., 2021). TRF2 protects and stabilizes telomere structure by binding abnormal DNA conformations that arise at stalled replication forks (like branched DNA, positive DNA supercoils, or G-quadruplexes), suppressing ATM activation and recruiting RTEL1 helicase and other enzymes to remove the blockades (Denchi and de Lange, 2007; Sarek et al., 2016; Mendez-Bermudez et al., 2018). In most cells, TRF2 loss leads to telomere deprotection and fusion via NHEJ (Denchi and de Lange, 2007) but telomeres remain surprisingly protected in mESCs that lack TRF2, despite fully functional ATM and NHEJ pathways (Markiewicz-Potoczny et al., 2021; Ruis et al., 2021). This extraordinary feature of pluripotent telomeres is lost upon differentiation, when TRF2 assumes its fully protective role.

Another core component of the shelterin complex, TRF1, is a direct transcriptional target of the key pluripotent factor Oct3/4 and is upregulated in pluripotent cells (Boué et al., 2010; Schneider et al., 2013; Figure 1). TRF1 deletion causes embryonic lethality at the blastocyst stage, around E5 (Karlseder et al., 2003; Schneider et al., 2013). Interestingly, TRF2 embryonic lethality occurs much later than TRF1, at E13.5 (Karlseder et al., 2003; Celli and de Lange, 2005), reinforcing the preferential requirement for TRF1 in the pluripotent stages of embryonic development. In most cells, TRF1 promotes DNA replication by blocking HR at telomeres (Karlseder et al., 2003; Sfeir et al., 2009; Porreca et al., 2020). However, TRF1 depletion in induced pluripotent stem cells (iPSCs) leads to genome-wide expression and epigenetic changes through TERRA-mediated Polycomb recruitment to pluripotent and cell-fate genes (Marión et al., 2019).

Thus, pluripotent cells coordinate the pluripotency network, telomere proteins and DNA repair to ensure genome integrity.



Telomere Chromatin State in Pluripotent Cells

The non-canonical heterochromatin (low density of H3K9me3 and H4K20me3 and increased expression) of pluripotent telomeres may enable access for recombination or telomerase to modulate telomere length (Benetti et al.,2007a,b). As mESCs exit pluripotency, heterochromatin shifts to a canonical state (Azuara et al., 2006; Meshorer and Misteli, 2006). NANOG, a core pluripotent transcription factor, regulates the non-canonical heterochromatin at pericentromeres in mESCs (Novo et al., 2016). Deletion of Nanog in mESCs induces a canonical state at pericentromeres, impacts pericentromeric transcription and nuclear architecture and results in genetic instability (Novo et al., 2020). Similarly, interfering with epigenetic factors regulating telomere chromatin in mESCs results in telomere dysfunction and instability (Peters et al., 2001; García-Cao et al., 2004; Benetti et al., 2007b; Dang-Nguyen et al., 2013). Together, these findings suggest that a non-canonical heterochromatin is a requirement for genetic stability in pluripotency.

The ATRX/DAXX chaperone complex deposits histone H3.3, typically associated with active/open chromatin, at telomeres and pericentromeres in mESCs and embryonic germ cells, but not in differentiated cells (Goldberg et al., 2010; Ratnakumar et al., 2012; Clynes et al., 2015; Figure 1). ATRX and H3.3 levels at telomeres decrease as mESCs differentiate (Wong et al., 2009; Lewis et al., 2010), whilst the repressive marks H4K20me3 and H3K9me3 increase (Marion et al., 2009). ATRX knockdown causes telomere dysfunction and up-regulation of TERRA (Goldberg et al., 2010; Wong et al., 2010), and facilitates ALT features at telomeres, in murine cells (Lovejoy et al., 2012). Similarly, H3.3 depletion induces DNA damage and telomeric sister chromatid exchange (Udugama et al., 2015). Importantly, ATRX/DAXX mutations are associated with the ALT mechanism, characterized by telomeres with a relaxed heterochromatin state and high TERRA expression (Lovejoy et al., 2012). However, increased TERRA expression upon ATRX depletion is only observed in murine cells, as ATRX depletion in human cells is insufficient to increase telomeric expression (Episkopou et al., 2014). Despite shared features between ALT + and mESCs telomeres (low H3K9me3 density and compaction and increased TERRA) (Arnoult et al., 2012; Episkopou et al., 2014; Eid et al., 2015), the role of ATRX at telomeres likely depends on cellular context and might also be species-specific.

In human cells, the loss of Tousled-like kinases 1 and 2 (TLK1/2, histone deposition regulators), lead to chromatin decompaction and increased genome accessibility, particularly at heterochromatin domains. Importantly, chromatin decompaction induces heterochromatin expression and ALT features at telomeres (Segura-Bayona et al., 2020), suggesting that telomeres are highly susceptible to chromatin changes. As epigenetic features can impact telomere biology in a cellular-dependent context (Novo et al., 2013), the implications of distinct chromatin states at telomeres need to be further elucidated in different cellular backgrounds.



Telomere Transcripts in Pluripotent Cells

Telomeric RNA is transcribed by RNA polymerase II moving toward the telomere, from promoters located at subtelomeres, and is composed of G-rich repeats with heterogeneous size (200 bp to several kilobases) (Deng et al., 2012a). In humans, TERRA is transcribed from subtelomeric promoters at most chromosomes ends and stays associated with telomeres (Azzalin and Lingner, 2008; Schoeftner and Blasco, 2008; Zhang et al., 2009; Le et al., 2013; Feretzaki et al., 2019). In mice, TERRA predominantly originates from the pseudoautosomal PAR locus, but TERRA from chromosomes 18q, 2 and X have also been found (López de Silanes et al., 2014; Viceconte et al., 2021). TERRA transcription is sensitive to subtelomeric DNA methylation (Feretzaki et al., 2019). In mESCs, TERRA is enriched at both sex chromosomes and relocates to the heterochromatic sex chromosomes (Y or Xi) during differentiation (Schoeftner et al., 2009; Zhang et al., 2009; Deng et al., 2012a). Despite different origins, and consequently composition, murine and human TERRA share many interacting proteins (including shelterin complex, Bloom helicase, chromatin remodeling factor and DNA replication proteins) (Scheibe et al., 2013; Viceconte et al., 2021), suggesting similar functions. Live-imaging studies showed that TERRA molecules are confined to the telomeric region, forming clusters that may scaffold the nucleation of telomere-associated proteins, as shown for hnRNAP1 or for telomerase (Deng et al., 2012b; Cusanelli et al., 2013; Yamada et al., 2016; Avogaro et al., 2018).

Interestingly, TRF2-TERRA interactions were proposed to mediate telomere heterochromatin in human cells (Deng et al., 2009). As TRF2 appears to be dispensable for mESCs (Markiewicz-Potoczny et al., 2021; Ruis et al., 2021), it is probable that TERRA has a distinct function in murine pluripotent cells. Indeed, most TERRA locates and regulates expression of distal intergenic and intronic regions in the mESCs genome (Chu et al., 2017; Figure 1). However, TERRA depletion in mESCs induces telomere dysfunction, indicating that TERRA is nevertheless important for mouse telomeric integrity (Chu et al., 2017). Importantly, there is conflicting evidence from RNA-FISH vs sequencing-based technologies for TERRA location in mESCs. Thus, elucidating this technical divergence is essential to understand TERRA function and better elucidate how telomere higher-ordered structure impacts genome stability and pluripotency.



A GOLDEN THREAD: PHASE-SEPARATION

Phase-separation is based on the spontaneous organization of a solution into two-phases with different densities (Berry et al., 2015; Banani et al., 2017; Boeynaems et al., 2018). The biophysical properties of molecules and their modulation by the surrounding environment enables membraneless compartmentalization and subsequent concentration of biochemical reactions within the cell (Alberti et al., 2019; Gibson et al., 2019). The multivalency of interactions between DNA/RNA molecules and intrinsically disordered regions of proteins can promote liquid–liquid phase separation (LLPS) (Kato et al., 2012; Lin et al., 2015; Hnisz et al., 2017; Langdon et al., 2018). Phase-separation contributes to distinct cellular functions, like stress sensing (Munder et al., 2016; Riback et al., 2017) or increased biochemical kinetics by confining molecules into a compartment (Case et al., 2019). Furthermore, LLPS has been implicated in several nuclear processes, including nucleoli formation, transcription elongation, super-enhancer activity and binding of transcription factors to DNA (Feric et al., 2016; Hnisz et al., 2017; Larson et al., 2017; Strom et al., 2017; Boehning et al., 2018; Boija et al., 2018; Cho et al., 2018; Lu et al., 2018; Sabari et al., 2018; Case et al., 2019; Trivedi et al., 2019; Huo et al., 2020).

Phase-separation has also been proposed to regulate heterochromatin (Larson et al., 2017; Strom et al., 2017; Trivedi et al., 2019; Huo et al., 2020; Novo et al., 2020). The heterochromatin protein 1 (HP1α) is thought to induce LLPS formation at heterochromatin and reinforce the heterochromatic environment by binding to H3K9me3, increasing nucleosome compaction and repressing transcription by exclusion of transcription factors and RNA polymerase (Feng and Michaels, 2015; Sanulli et al.,2019a,b). Similarly, heterochromatin regions interspersed along the chromosome arms can loop and interact in the three-dimensional space (Dernburg et al., 1996; Lee and Karpen, 2017), further supporting the coalescence of multiple condensates into a larger one. CBX2, a subunit of the canonical PRC1 complex responsible for DNA compaction, can also phase-separate both in vitro and in vivo (Plys et al., 2019; Tatavosian et al., 2019).

Interestingly, the fusion of DNA repair foci into larger clusters was observed in both euchromatin and heterochromatin, which facilitates a rapid but transient recruitment and concentration of repair factors restricted to the damaged region (Aten et al., 2004; Kruhlak et al., 2006; Chiolo et al., 2011; Krawczyk et al., 2012; Aymard et al., 2017; Caridi et al., 2017). Similarly, recruitment of polyADP-ribosylation (PARylation) at DDR foci promotes LLPS (Altmeyer et al., 2015; Duan et al., 2019). Also, the DNA repair protein 53BP1 forms LLPS promoted by non-coding RNA (Binz et al., 2006; Kilic et al., 2019; Pessina et al., 2019). Finally, RAD52 liquid-like condensates formed at different DSB sites can fuse, and mutants unable to form these condensates show limited fusion in vitro and increased genome instability in vivo (Oshidari et al., 2020). Thus, the ability to phase-separate DNA repair sites could ensure genome stability by restricting access of DDR factors to the damage site (Altmeyer et al., 2015; Patel et al., 2015; Banani et al., 2017). Importantly, DSB repair within constitutive heterochromatin actively decompacts and relocates the damaged locus to the nuclear periphery for HR repair, whilst preventing spurious recombination (Chiolo et al., 2011; Jakob et al., 2011; Janssen et al., 2016; Tsouroula et al., 2016). Whether phase-separation contributes to this mobility, whilst isolating heterochromatin from the surrounding nuclear environment remains to be elucidated.

One hallmark of ALT + cells is telomere clustering at promyelocytic leukemia (PML) bodies, known as ALT-associated PML Bodies (APBs) (Yeager et al., 1999; Heaphy et al., 2011). APBs contain telomeres and many proteins involved in DNA replication, repair, and recombination processes. Interestingly, PML bodies form membraneless organelles by LLPS, mediated by multivalent interactions between SUMO (Small Ubiquitin-like MOdifier) and SIM (SUMO-Interacting Motif) motifs in PML and other proteins (Banani et al., 2017). An elegant study mimicked APBs by engineering polySUMO/polySIM condensates targeted to telomeres in telomerase-positive cells. In the presence of BLM and RAD52, polySUMO/polySIM induce telomere clustering and rapidly recapitulate the ALT phenotype (C-circles, heterogeneous telomere length, and complex telomere structures) (Min et al., 2019). Indeed, telomere clustering seems to depend on the liquid properties of APB condensates, rather than their chemical composition (Zhang et al., 2020).

Pluripotent telomeres may also be able to cluster at PML bodies (Gauchier et al., 2019) but whether phase-separation is involved is still unknown. Also, ATRX recruits HP1a to telomeres in mESCs (Wong et al., 2010; He et al., 2015), where it may mediate HP1a LLPS formation. Interestingly, pericentromeric domains form LLPS condensates in early embryonic development (Strom et al., 2017) and in mESCs (Huo et al., 2020; Novo et al., 2020) but collapse into ‘ordered collapsed globules’ in differentiated cells (Erdel et al., 2020). Thus, the material state of heterochromatin associated with pluripotency seems to facilitate LLPS formation, and may be regulated in different cellular contexts. Importantly, these differences stress the crucial need to characterize phase-separation in many different systems to better understand the mechanisms governing phase-separation.



DISCUSSION

Telomere maintenance relies on the coordinated crosstalk involving the telomeric structure, TERRA and nuclear processes (such as replication, transcription, repair, etc.). Telomere end protection is critical for genome stability and cell proliferation and the mechanisms involved are fairly conserved across cellular backgrounds and species. Thus, it is striking that a core shelterin component, TRF2, is redundant for telomere protection in pluripotent mESCs. Additionally, as pluripotent cells acquired special features to compensate for the unique nuclear environment, it is paramount to further explore the mechanisms governing telomere maintenance in pluripotent cells.

One of the hallmarks of pluripotent telomeres is high TERRA levels, which may have pluripotent-specific roles, like shown by the regulation of pluripotent gene expression in iPSCs. Furthermore, TERRA molecules can originate from different genomic locations and have different sizes. Thus, regulation of TERRA properties (sequence composition; length; levels) may affect its function by modulating (i) its ability to recruit heterochromatinization factors; (ii) competition with yet unknown cell-specific proteins at telomeres and/or iii) the molecular substrate available for weak multivalent interactions that can affect the material state of telomeres. Strong evidence supports a role for RNA molecules to act as a regulatory elements of LLPS condensate formation, size and constitution (reviewed in Palikyras and Papantonis (2019). Thus, the orchestrated interplay between the pluripotency network, telomeres and DNA repair in mESCs could rely on LLPS to balance the accessible chromatin whilst maintaining genome integrity.

Phase-separation presents an attractive model for harmonizing genome compartmentalization and the diverse biochemical reactions occurring in the nucleus by enabling a spatial and timely unification of nuclear processes through functional concentration of chromatin, RNA/proteins and relevant cellular factors in membraneless compartments. Importantly, as it depends on weak multivalency interactions, phase-separated condensates can dynamically engage in coalescence/fission events to isolate or expose specific chromatin domains, enabling different processes such as replication, transcription or heterochromatin to concomitantly occur within the nuclear environment. Many important questions are left to address and still much to be elucidated, particularly how phase-separation is regulated and how mechanistically promotes cellular functions. Critical open questions are (i) what are the signaling triggers that promote phase-separation; (ii) how the nuclear environment modulates distinct condensates at the same loci and at the same phase of the cell-cycle (for example, transcription vs. heterochromatin aggregates)? New tools that can regulate phase separation in live cells are starting to emerge and will undoubtedly probe cellular functions and the functional possibilities enabled by phase-separation.



AUTHOR CONTRIBUTIONS

CN wrote the manuscript and prepared the figure.



FUNDING

This work was funded by Tommys National Miscarriage Centre and The Francis Crick Institute, which receives its core funding from Cancer Research UK (FC0010048), the UK Medical Research Council (FC0010048), and the Wellcome Trust (FC0010048).



ACKNOWLEDGMENTS

CN is grateful to Phillip Bennett, Véronique Azuara, and Simon Boulton for their support. Figure was created with BioRender.com.



REFERENCES

Ahmed, K., Dehghani, H., Rugg-Gunn, P., Fussner, E., Rossant, J., and Bazett-Jones, D. P. (2010). Global chromatin architecture reflects pluripotency and lineage commitment in the early mouse embryo. PLoS One 5:e10531. doi: 10.1371/journal.pone.0010531

Ahuja, A. K., Jodkowska, K., Teloni, F., Bizard, A. H., Zellweger, R., Herrador, R., et al. (2016). A short G1 phase imposes constitutive replication stress and fork remodelling in mouse embryonic stem cells. Nat. Commun. 7:10660.

Akiyama, T., Xin, L., Oda, M., Sharov, A. A., Amano, M., and Piao, Y., et al. (2015). Transient bursts of Zscan4 expression are accompanied by the rapid derepression of heterochromatin in mouse embryonic stem cells. DNA Res. 22, 307–318. doi: 10.1093/dnares/dsv013

Alberti, S., Gladfelter, A., and Mittag, T. (2019). Considerations and challenges in studying liquid-liquid phase separation and biomolecular condensates. Cell 176, 419–434. doi: 10.1016/j.cell.2018.12.035

Altmeyer, M., Neelsen, K. J., Teloni, F., Pozdnyakova, I., Pellegrino, S., Grøfte, M., et al. (2015). Liquid demixing of intrinsically disordered proteins is seeded by poly(ADP-ribose). Nat. Commun. 6:8088.

Arnoult, N., Van Beneden, A., and Decottignies, A. (2012). Telomere length regulates TERRA levels through increased trimethylation of telomeric H3K9 and HP1α. Nat. Struct. Mol. Biol. 19, 948–956. doi: 10.1038/nsmb.2364

Atashpaz, S., Samadi Shams, S., Gonzalez, J. M., Sebestyén, E., Arghavanifard, N., Gnocchi, A., et al. (2020). ATR expands embryonic stem cell fate potential in response to replication stress. eLife 9:e54756. doi: 10.7554/eLife.54756

Aten, J. A., Stap, J., Krawczyk, P. M., van Oven, C. H., Hoebe, R. A., Essers, J., et al. (2004). Dynamics of DNA double-strand breaks revealed by clustering of damaged chromosome domains. Science 303, 92–95. doi: 10.1126/science.1088845

Avogaro, L., Querido, E., Dalachi, M., Jantsch, M. F., Chartrand, P., and Cusanelli, E. (2018). Live-cell imaging reveals the dynamics and function of single-telomere TERRA molecules in cancer cells. RNA Biol. 15, 787–796.

Aymard, F., Aguirrebengoa, M., Guillou, E., Javierre, B. M., Bugler, B., Arnould, C., et al. (2017). Genome-wide mapping of long-range contacts unveils clustering of DNA double-strand breaks at damaged active genes. Nat. Struct. Mol. Biol. 24, 353–361. doi: 10.1038/nsmb.3387

Azuara, V., Perry, P., Sauer, S., Spivakov, M., Jørgensen, H. F., John, R. M., et al. (2006). Chromatin signatures of pluripotent cell lines. Nat. Cell Biol. 8, 532–538. doi: 10.1038/ncb1403

Azzalin, C. M., and Lingner, J. (2008). Telomeres: the silence is broken. Cell Cycle 7, 1161–1165. doi: 10.4161/cc.7.9.5836

Banani, S. F., Lee, H. O., Hyman, A. A., and Rosen, M. K. (2017). Biomolecular condensates: organizers of cellular biochemistry. Nat. Rev. Mol. Cell Biol. 18, 285–298. doi: 10.1038/nrm.2017.7

Banáth, J. P., Bañuelos, C. A., Klokov, D., MacPhail, S. M., Lansdorp, P. M., and Olive, P. L. (2009). Explanation for excessive DNA single-strand breaks and endogenous repair foci in pluripotent mouse embryonic stem cells. Exp. Cell Res. 315, 1505–1520. doi: 10.1016/j.yexcr.2008.12.007

Benetti, R., García-Cao, M., and Blasco, M. A. (2007a). Telomere length regulates the epigenetic status of mammalian telomeres and subtelomeres. Nat. Genet. 39, 243–250. doi: 10.1038/ng1952

Benetti, R., Gonzalo, S., Jaco, I., Schotta, G., Klatt, P., Jenuwein, T., et al. (2007b). Suv4-20h deficiency results in telomere elongation and derepression of telomere recombination. J. Cell Biol. 178, 925–936. doi: 10.1083/jcb.200703081

Berry, J., Weber, S. C., Vaidya, N., Haataja, M., and Brangwynne, C. P. (2015). RNA transcription modulates phase transition-driven nuclear body assembly. Proc. Natl. Acad. Sci. U.S.A. 112, E5237–E5245.

Bickmore, W. A., and van Steensel, B. (2013). Genome architecture: domain organization of interphase chromosomes. Cell 152, 1270–1284. doi: 10.1016/j.cell.2013.02.001

Binz, S. K., Dickson, A. M., Haring, S. J., and Wold, M. S. (2006). Functional assays for replication protein A (RPA). Methods Enzymol. 409, 11–38. doi: 10.1016/s0076-6879(05)09002-6

Blakemore, D., Vilaplana, N., Almaghrabi, R., Gonzalez, E., Moya, M., Ward, C., et al. (n.d.). MYBL2 Regulates ATM to Control Replication Initiation and Prevent Replication Stress in Pluripotent Stem Cells. doi: 10.1101/2020.06.04.131276

Boehning, M., Dugast-Darzacq, C., Rankovic, M., Hansen, A. S., Yu, T., Marie-Nelly, H., et al. (2018). RNA polymerase II clustering through carboxy-terminal domain phase separation. Nat. Struct. Mol. Biol. 25, 833–840. doi: 10.1038/s41594-018-0112-y

Boeynaems, S., Alberti, S., Fawzi, N. L., Mittag, T., Polymenidou, M., Rousseau, F., et al. (2018). Protein phase separation: a new phase in cell biology. Trends Cell Biol. 28, 420–435. doi: 10.1016/j.tcb.2018.02.004

Boheler, K. R. (2009). Stem cell pluripotency: a cellular trait that depends on transcription factors, chromatin state and a checkpoint deficient cell cycle. J. Cell. Physiol. 221, 10–17. doi: 10.1002/jcp.21866

Boija, A., Klein, I. A., Sabari, B. R., Dall’Agnese, A., Coffey, E. L., Zamudio, A. V., et al. (2018). Transcription factors activate genes through the phase-separation capacity of their activation domains. Cell 175, 1842.e16–1855.e16.

Boroviak, T., Loos, R., Lombard, P., Okahara, J., Behr, R., Sasaki, E., et al. (2015). Lineage-specific profiling delineates the emergence and progression of naive pluripotency in mammalian embryogenesis. Dev. Cell 35, 366–382. doi: 10.1016/j.devcel.2015.10.011

Boué, S., Paramonov, I., Barrero, M. J., and Izpisúa Belmonte, J. C. (2010). Analysis of human and mouse reprogramming of somatic cells to induced pluripotent stem cells. What is in the plate? PLoS One 5:e12664. doi: 10.1371/journal.pone.0012664

Burhans, W. C., and Weinberger, M. (2007). DNA replication stress, genome instability and aging. Nucleic Acids Res. 35, 7545–7556. doi: 10.1093/nar/gkm1059

Caridi, P. C., Delabaere, L., Zapotoczny, G., and Chiolo, I. (2017). And yet, it moves: nuclear and chromatin dynamics of a heterochromatic double-strand break. Philos. Trans. R. Soc. Lond. B Biol. Sci. 372:20160291. doi: 10.1098/rstb.2016.0291

Case, L. B., Ditlev, J. A., and Rosen, M. K. (2019). Regulation of transmembrane signaling by phase separation. Annu. Rev. Biophys. 48, 465–494. doi: 10.1146/annurev-biophys-052118-115534

Cavalli, G., and Misteli, T. (2013). Functional implications of genome topology. Nat. Struct. Mol. Biol. 20, 290–299. doi: 10.1038/nsmb.2474

Celli, G. B., and de Lange, T. (2005). DNA processing is not required for ATM-mediated telomere damage response after TRF2 deletion. Nat. Cell Biol. 7, 712–718. doi: 10.1038/ncb1275

Chiolo, I., Minoda, A., Colmenares, S. U., Polyzos, A., Costes, S. V., and Karpen, G. H. (2011). Double-strand breaks in heterochromatin move outside of a dynamic HP1a domain to complete recombinational repair. Cell 144, 732–744. doi: 10.1016/j.cell.2011.02.012

Cho, W.-K., Spille, J.-H., Hecht, M., Lee, C., Li, C., Grube, V., et al. (2018). Mediator and RNA polymerase II clusters associate in transcription-dependent condensates. Science 361, 412–415. doi: 10.1126/science.aar4199

Choi, E.-H., Yoon, S., and Kim, K. P. (2018). Combined ectopic expression of homologous recombination factors promotes embryonic stem cell differentiation. Mol. Therapy 26, 1154–1165. doi: 10.1016/j.ymthe.2018.02.003

Choi, E.-H., Yoon, S., Koh, Y. E., Seo, Y.-J., and Kim, K. P. (2020). Maintenance of genome integrity and active homologous recombination in embryonic stem cells. Exp. Mol. Med. 52, 1220–1229. doi: 10.1038/s12276-020-0481-2

Choi, E.-H., Yoon, S., Park, K.-S., and Kim, K. P. (2017). The homologous recombination machinery orchestrates post-replication DNA repair during self-renewal of mouse embryonic stem cells. Sci. Rep. 7:11610.

Christophorou, M. A., Castelo-Branco, G., Halley-Stott, R. P., Oliveira, C. S., Loos, R., Radzisheuskaya, A., et al. (2014). Citrullination regulates pluripotency and histone H1 binding to chromatin. Nature 507, 104–108. doi: 10.1038/nature12942

Chu, H.-P., Cifuentes-Rojas, C., Kesner, B., Aeby, E., Lee, H.-G., Wei, C., et al. (2017). TERRA RNA antagonizes ATRX and protects telomeres. Cell 170, 86.e16–101.e16.

Chuykin, I. A., Lianguzova, M. S., Pospelova, T. V., and Pospelov, V. A. (2008). Activation of DNA damage response signaling in mouse embryonic stem cells. Cell Cycle 7, 2922–2928. doi: 10.4161/cc.7.18.6699

Clynes, D., Jelinska, C., Xella, B., Ayyub, H., Scott, C., Mitson, M., et al. (2015). Suppression of the alternative lengthening of telomere pathway by the chromatin remodelling factor ATRX. Nat. Commun. 6:7538.

Criqui, M., Qamra, A., Chu, T. W., Sharma, M., Tsao, J., Henry, D. A., et al. (2020). Telomere dysfunction cooperates with epigenetic alterations to impair murine embryonic stem cell fate commitment. eLife 9:e47333. doi: 10.7554/eLife.47333

Cusanelli, E., Romero, C. A. P., and Chartrand, P. (2013). Telomeric noncoding RNA TERRA is induced by telomere shortening to nucleate telomerase molecules at short telomeres. Mol. Cell. 51, 780–791. doi: 10.1016/j.molcel.2013.08.029

Dan, J., Li, M., Yang, J., Li, J., Okuka, M., Ye, X., et al. (2013). Roles for Tbx3 in regulation of two-cell state and telomere elongation in mouse ES cells. Sci. Rep. 3:3492.

Dan, J., Liu, Y., Liu, N., Chiourea, M., Okuka, M., Wu, T., et al. (2014). Rif1 maintains telomere length homeostasis of ESCs by mediating heterochromatin silencing. Dev. Cell 29, 7–19. doi: 10.1016/j.devcel.2014.03.004

Dan, J., Rousseau, P., Hardikar, S., Veland, N., Wong, J., Autexier, C., et al. (2017). Zscan4 inhibits maintenance DNA methylation to facilitate telomere elongation in mouse embryonic stem cells. Cell Rep. 20, 1936–1949. doi: 10.1016/j.celrep.2017.07.070

Dang-Nguyen, T. Q., Haraguchi, S., Furusawa, T., Somfai, T., Kaneda, M., Watanabe, S., et al. (2013). Downregulation of histone methyltransferase genes SUV39H1 and SUV39H2 increases telomere length in embryonic stem-like cells and embryonic fibroblasts in pigs. J. Reprod. Dev. 59, 27–32. doi: 10.1262/jrd.2012-118

De Iaco, A., Planet, E., Coluccio, A., Verp, S., Duc, J., and Trono, D. (2017). DUX-family transcription factors regulate zygotic genome activation in placental mammals. Nat. Genet. 49, 941–945. doi: 10.1038/ng.3858

de Lange, T. (2005). Shelterin: the protein complex that shapes and safeguards human telomeres. Genes Dev. 19, 2100–2110. doi: 10.1101/gad.1346005

De, S., and Michor, F. (2011). DNA replication timing and long-range DNA interactions predict mutational landscapes of cancer genomes. Nat. Biotechnol. 29, 1103–1108. doi: 10.1038/nbt.2030

Denchi, E. L., and de Lange, T. (2007). Protection of telomeres through independent control of ATM and ATR by TRF2 and POT1. Nature 448, 1068–1071. doi: 10.1038/nature06065

Deng, Z., Norseen, J., Wiedmer, A., Riethman, H., and Lieberman, P. M. (2009). TERRA RNA binding to TRF2 facilitates heterochromatin formation and ORC recruitment at telomeres. Mol. Cell 35, 403–413. doi: 10.1016/j.molcel.2009.06.025

Deng, Z., Wang, Z., Stong, N., Plasschaert, R., Moczan, A., Chen, H.-S., et al. (2012a). A role for CTCF and cohesin in subtelomere chromatin organization, TERRA transcription, and telomere end protection. EMBO J. 31, 4165–4178. doi: 10.1038/emboj.2012.266

Deng, Z., Wang, Z., Xiang, C., Molczan, A., Baubet, V., Conejo-Garcia, J., et al. (2012b). Formation of telomeric repeat-containing RNA (TERRA) foci in highly proliferating mouse cerebellar neuronal progenitors and medulloblastoma. J. Cell Sci. 125(Pt 18), 4383–4394.

Dernburg, A. F., Broman, K. W., Fung, J. C., Marshall, W. F., Philips, J., Agard, D. A., et al. (1996). Perturbation of nuclear architecture by long-distance chromosome interactions. Cell 85, 745–759. doi: 10.1016/s0092-8674(00)81240-4

Dimitrova, N., Chen, Y.-C. M., Spector, D. L., and de Lange, T. (2008). 53BP1 promotes non-homologous end joining of telomeres by increasing chromatin mobility. Nature 456, 524–528. doi: 10.1038/nature07433

Djeghloul, D., Patel, B., Kramer, H., Dimond, A., Whilding, C., Brown, K., et al. (2020). Identifying proteins bound to native mitotic ESC chromosomes reveals chromatin repressors are important for compaction. Nat. Commun. 11:4118.

Duan, Y., Du, A., Gu, J., Duan, G., Wang, C., Gui, X., et al. (2019). PARylation regulates stress granule dynamics, phase separation, and neurotoxicity of disease-related RNA-binding proteins. Cell Res. 29, 233–247. doi: 10.1038/s41422-019-0141-z

Dumitru, R., Gama, V., Fagan, B. M., Bower, J. J., Swahari, V., Pevny, L. H., et al. (2012). Human embryonic stem cells have constitutively active Bax at the Golgi and are primed to undergo rapid apoptosis. Mol. Cell. 46, 573–583. doi: 10.1016/j.molcel.2012.04.002

Eckersley-Maslin, M. A., Svensson, V., Krueger, C., Stubbs, T. M., Giehr, P., Krueger, F., et al. (2016). MERVL/Zscan4 Network Activation Results in Transient Genome-wide DNA Demethylation of mESCs. Cell Rep. 17, 179–192. doi: 10.1016/j.celrep.2016.08.087

Efroni, S., Duttagupta, R., Cheng, J., Dehghani, H., Hoeppner, D. J., Dash, C., et al. (2008). Global transcription in pluripotent embryonic stem cells. Cell Stem Cell 2, 437–447.

Eid, R., Demattei, M.-V., Episkopou, H., Augé-Gouillou, C., Decottignies, A., Grandin, N., et al. (2015). Genetic inactivation of ATRX leads to a decrease in the amount of telomeric cohesin and level of telomere transcription in human glioma cells. Mol. Cell. Biol. 35, 2818–2830. doi: 10.1128/mcb.01317-14

Episkopou, H., Draskovic, I., Van Beneden, A., Tilman, G., Mattiussi, M., Gobin, M., et al. (2014). Alternative Lengthening of Telomeres is characterized by reduced compaction of telomeric chromatin. Nucleic Acids Res. 42, 4391–4405. doi: 10.1093/nar/gku114

Erdel, F., Rademacher, A., Vlijm, R., Tünnermann, J., Frank, L., Weinmann, R., et al. (2020). Mouse heterochromatin adopts digital compaction states without showing hallmarks of HP1-driven liquid-liquid phase separation. Mol. Cell. 78, 236.e16–249.e16.

Falco, G., Lee, S.-L., Stanghellini, I., Bassey, U. C., Hamatani, T., and Ko, M. S. H. (2007). Zscan4: a novel gene expressed exclusively in late 2-cell embryos and embryonic stem cells. Dev. Biol. 307, 539–550. doi: 10.1016/j.ydbio.2007.05.003

Feng, W., and Michaels, S. D. (2015). Accessing the inaccessible: the organization, transcription, replication, and repair of heterochromatin in plants. Annu. Rev. Genet. 49, 439–459. doi: 10.1146/annurev-genet-112414-055048

Feretzaki, M., Renck Nunes, P., and Lingner, J. (2019). Expression and differential regulation of human TERRA at several chromosome ends. RNA 25, 1470–1480. doi: 10.1261/rna.072322.119

Feric, M., Vaidya, N., Harmon, T. S., Mitrea, D. M., Zhu, L., Richardson, T. M., et al. (2016). Coexisting liquid phases underlie nucleolar subcompartments. Cell 165, 1686–1697. doi: 10.1016/j.cell.2016.04.047

Fussner, E., Ahmed, K., Dehghani, H., Strauss, M., and Bazett-Jones, D. P. (2010). Changes in chromatin fiber density as a marker for pluripotency. Cold. Spring Harb. Symp. Quant. Biol. 75, 245–249. doi: 10.1101/sqb.2010.75.012

García-Cao, M., O’Sullivan, R., Peters, A. H. F. M., Jenuwein, T., and Blasco, M. A. (2004). Epigenetic regulation of telomere length in mammalian cells by the Suv39h1 and Suv39h2 histone methyltransferases. Nat. Genet. 36, 94–99. doi: 10.1038/ng1278

Gaspar-Maia, A., Alajem, A., Meshorer, E., and Ramalho-Santos, M. (2011). Open chromatin in pluripotency and reprogramming. Nat. Rev. Mol. Cell Biol. 12, 36–47. doi: 10.1038/nrm3036

Gaspar-Maia, A., Alajem, A., Polesso, F., Sridharan, R., Mason, M. J., Heidersbach, A., et al. (2009). Chd1 regulates open chromatin and pluripotency of embryonic stem cells. Nature 460, 863–868. doi: 10.1038/nature08212

Gauchier, M., Kan, S., Barral, A., Sauzet, S., Agirre, E., Bonnell, E., et al. (2019). SETDB1-dependent heterochromatin stimulates alternative lengthening of telomeres. Sci. Adv. 5:eaav3673. doi: 10.1126/sciadv.aav3673

Ge, X. Q., Han, J., Cheng, E.-C., Yamaguchi, S., Shima, N., Thomas, J.-L., et al. (2015). Embryonic stem cells license a high level of dormant origins to protect the genome against replication stress. Stem Cell Rep. 5, 185–194. doi: 10.1016/j.stemcr.2015.06.002

Gibson, B. A., Doolittle, L. K., Schneider, M. W. G., Jensen, L. E., Gamarra, N., Henry, L., et al. (2019). Organization of chromatin by intrinsic and regulated phase separation. Cell 179, 470.e21–484.e21.

Goldberg, A. D., Banaszynski, L. A., Noh, K.-M., Lewis, P. W., Elsaesser, S. J., Stadler, S., et al. (2010). Distinct factors control histone variant H3.3 localization at specific genomic regions. Cell 140, 678–691.

Gonzalo, S., García-Cao, M., Fraga, M. F., Schotta, G., Peters, A. H. F. M., Cotter, S. E., et al. (2005). Role of the RB1 family in stabilizing histone methylation at constitutive heterochromatin. Nat. Cell Biol. 7, 420–428. doi: 10.1038/ncb1235

Gonzalo, S., Jaco, I., Fraga, M. F., Chen, T., Li, E., Esteller, M., et al. (2006). DNA methyltransferases control telomere length and telomere recombination in mammalian cells. Nat. Cell Biol. 8, 416–424. doi: 10.1038/ncb1386

Han, J., Yuan, P., Yang, H., Zhang, J., Soh, B. S., Li, P., et al. (2010). Tbx3 improves the germ-line competency of induced pluripotent stem cells. Nature 463, 1096–1100. doi: 10.1038/nature08735

Hassan-Zadeh, V., Rugg-Gunn, P., and Bazett-Jones, D. P. (2017). DNA methylation is dispensable for changes in global chromatin architecture but required for chromocentre formation in early stem cell differentiation. Chromosoma 126, 605–614. doi: 10.1007/s00412-017-0625-x

He, Q., Kim, H., Huang, R., Lu, W., Tang, M., Shi, F., et al. (2015). The Daxx/Atrx complex protects tandem repetitive elements during DNA hypomethylation by promoting H3K9 trimethylation. Cell Stem Cell 17, 273–286. doi: 10.1016/j.stem.2015.07.022

Heaphy, C. M., de Wilde, R. F., Jiao, Y., Klein, A. P., Edil, B. H., Shi, C., et al. (2011). Altered telomeres in tumors with ATRX and DAXX mutations. Science 333:425.

Hendrickson, P. G., Doráis, J. A., Grow, E. J., Whiddon, J. L., Lim, J.-W., Wike, C. L., et al. (2017). Conserved roles of mouse DUX and human DUX4 in activating cleavage-stage genes and MERVL/HERVL retrotransposons. Nat. Genet. 49, 925–934. doi: 10.1038/ng.3844

Hnisz, D., Shrinivas, K., Young, R. A., Chakraborty, A. K., and Sharp, P. A. (2017). A phase separation model for transcriptional control. Cell 169, 13–23. doi: 10.1016/j.cell.2017.02.007

Hodgkinson, A., Chen, Y., and Eyre-Walker, A. (2012). The large-scale distribution of somatic mutations in cancer genomes. Hum. Mutat. 33, 136–143. doi: 10.1002/humu.21616

Holt, S. E., Shay, J. W., and Wright, W. E. (1996). Refining the telomere-telomerase hypothesis of aging and cancer. Nat. Biotechnol. 14, 836–839. doi: 10.1038/nbt0796-836

Huangfu, D., Maehr, R., Guo, W., Eijkelenboom, A., Snitow, M., Chen, A. E., et al. (2008). Induction of pluripotent stem cells by defined factors is greatly improved by small-molecule compounds. Nat. Biotechnol. 26, 795–797. doi: 10.1038/nbt1418

Huo, X., Ji, L., Zhang, Y., Lv, P., Cao, X., Wang, Q., et al. (2020). The nuclear matrix protein SAFB cooperates with major satellite RNAs to stabilize heterochromatin architecture partially through phase separation. Mol. Cell. 77, 368.e7–383.e7.

Hyka-Nouspikel, N., Desmarais, J., Gokhale, P. J., Jones, M., Meuth, M., Andrews, P. W., et al. (2012). Deficient DNA damage response and cell cycle checkpoints lead to accumulation of point mutations in human embryonic stem cells. Stem Cells 30, 1901–1910. doi: 10.1002/stem.1177

Jakob, B., Splinter, J., Conrad, S., Voss, K.-O., Zink, D., Durante, M., et al. (2011). DNA double-strand breaks in heterochromatin elicit fast repair protein recruitment, histone H2AX phosphorylation and relocation to euchromatin. Nucleic Acids Res. 39, 6489–6499. doi: 10.1093/nar/gkr230

Janssen, A., Breuer, G. A., Brinkman, E. K., van der Meulen, A. I., Borden, S. V., van Steensel, B., et al. (2016). A single double-strand break system reveals repair dynamics and mechanisms in heterochromatin and euchromatin. Genes Dev. 30, 1645–1657. doi: 10.1101/gad.283028.116

Janssen, A., Colmenares, S. U., and Karpen, G. H. (2018). Heterochromatin: guardian of the genome. Annu. Rev. Cell Dev. Biol. 34, 265–288. doi: 10.1146/annurev-cellbio-100617-062653

Kalaszczynska, I., Geng, Y., Iino, T., Mizuno, S.-I., Choi, Y., Kondratiuk, I., et al. (2009). Cyclin A is redundant in fibroblasts but essential in hematopoietic and embryonic stem cells. Cell 138, 352–365. doi: 10.1016/j.cell.2009.04.062

Kallimasioti-Pazi, E. M., Thelakkad Chathoth, K., Taylor, G. C., Meynert, A., Ballinger, T., Kelder, M. J. E., et al. (2018). Heterochromatin delays CRISPR-Cas9 mutagenesis but does not influence the outcome of mutagenic DNA repair. PLoS Biol. 16:e2005595. doi: 10.1371/journal.pbio.2005595

Kareta, M. S., Gorges, L. L., Hafeez, S., Benayoun, B. A., Marro, S., Zmoos, A.-F., et al. (2015). Inhibition of pluripotency networks by the Rb tumor suppressor restricts reprogramming and tumorigenesis. Cell Stem Cell 16, 39–50. doi: 10.1016/j.stem.2014.10.019

Karlseder, J., Kachatrian, L., Takai, H., Mercer, K., Hingorani, S., Jacks, T., et al. (2003). Targeted deletion reveals an essential function for the telomere length regulator Trf1. Mol. Cell. Biol. 23, 6533–6541. doi: 10.1128/mcb.23.18.6533-6541.2003

Karnavas, T., Pintonello, L., Agresti, A., and Bianchi, M. E. (2014). Histone content increases in differentiating embryonic stem cells. Front. Physiol. 5:330. doi: 10.3389/fphys.2014.00330

Kato, M., Han, T. W., Xie, S., Shi, K., Du, X., Wu, L. C., et al. (2012). Cell-free formation of RNA granules: low complexity sequence domains form dynamic fibers within hydrogels. Cell 149, 753–767. doi: 10.1016/j.cell.2012.04.017

Kilic, S., Lezaja, A., Gatti, M., Bianco, E., Michelena, J., Imhof, R., et al. (2019). Phase separation of 53BP1 determines liquid-like behavior of DNA repair compartments. EMBO J. 38:e101379.

Krawczyk, P. M., Borovski, T., Stap, J., Cijsouw, T., ten Cate, R., Medema, J. P., et al. (2012). Chromatin mobility is increased at sites of DNA double-strand breaks. J. Cell Sci. 125(Pt 9), 2127–2133.

Kruhlak, M. J., Celeste, A., Dellaire, G., Fernandez-Capetillo, O., Müller, W. G., McNally, J. G., et al. (2006). Changes in chromatin structure and mobility in living cells at sites of DNA double-strand breaks. J. Cell Biol. 172, 823–834. doi: 10.1083/jcb.200510015

Langdon, E. M., Qiu, Y., Ghanbari Niaki, A., McLaughlin, G. A., Weidmann, C. A., Gerbich, T. M., et al. (2018). mRNA structure determines specificity of a polyQ-driven phase separation. Science 360, 922–927. doi: 10.1126/science.aar7432

Larson, A. G., Elnatan, D., Keenen, M. M., Trnka, M. J., Johnston, J. B., Burlingame, A. L., et al. (2017). Liquid droplet formation by HP1α suggests a role for phase separation in heterochromatin. Nature 547, 236–240. doi: 10.1038/nature22822

Le, P. N., Maranon, D. G., Altina, N. H., Battaglia, C. L. R., and Bailey, S. M. (2013). TERRA, hnRNP A1, and DNA-PKcs interactions at human telomeres. Front. Oncol. 3:91. doi: 10.3389/fonc.2013.00091

Lee, Y. C. G., and Karpen, G. H. (2017). Pervasive epigenetic effects of euchromatic transposable elements impact their evolution. eLife 6:e25762. doi: 10.7554/eLife.25762

Lessard, J. A., and Crabtree, G. R. (2010). Chromatin regulatory mechanisms in pluripotency. Annu. Rev. Cell Dev. Biol. 26, 503–532. doi: 10.1146/annurev-cellbio-051809-102012

Lewis, P. W., Elsaesser, S. J., Noh, K.-M., Stadler, S. C., and Allis, C. D. (2010). Daxx is an H3.3-specific histone chaperone and cooperates with ATRX in replication-independent chromatin assembly at telomeres. Proc. Natl. Acad. Sci. U.S.A. 107, 14075–14080. doi: 10.1073/pnas.1008850107

Lin, Y., Protter, D. S. W., Rosen, M. K., and Parker, R. (2015). Formation and maturation of phase-separated liquid droplets by RNA-binding proteins. Mol. Cell. 60, 208–219. doi: 10.1016/j.molcel.2015.08.018

Liu, J. C., Guan, X., Ryan, J. A., Rivera, A. G., Mock, C., Agrawal, V., et al. (2013). High mitochondrial priming sensitizes hESCs to DNA-damage-induced apoptosis. Cell Stem Cell 13, 483–491. doi: 10.1016/j.stem.2013.07.018

Liu, L., Bailey, S. M., Okuka, M., Muñoz, P., Li, C., Zhou, L., et al. (2007). Telomere lengthening early in development. Nat. Cell Biol. 9, 1436–1441.

López de Silanes, I., Graña, O., De Bonis, M. L., Dominguez, O., Pisano, D. G., and Blasco, M. A. (2014). Identification of TERRA locus unveils a telomere protection role through association to nearly all chromosomes. Nat. Commun. 5:4723.

Lovejoy, C. A., Li, W., Reisenweber, S., Thongthip, S., Bruno, J., de Lange, T., et al. (2012). Loss of ATRX, genome instability, and an altered DNA damage response are hallmarks of the alternative lengthening of telomeres pathway. PLoS Genet. 8:e1002772. doi: 10.1371/journal.pgen.1002772

Lu, H., Yu, D., Hansen, A. S., Ganguly, S., Liu, R., Heckert, A., et al. (2018). Phase-separation mechanism for C-terminal hyperphosphorylation of RNA polymerase II. Nature 558, 318–323. doi: 10.1038/s41586-018-0174-3

Lu, R., Yang, A., and Jin, Y. (2011). Dual functions of T-box 3 (Tbx3) in the control of self-renewal and extraembryonic endoderm differentiation in mouse embryonic stem cells. J. Biol. Chem. 286, 8425–8436. doi: 10.1074/jbc.m110.202150

Macfarlan, T. S., Gifford, W. D., Driscoll, S., Lettieri, K., Rowe, H. M., Bonanomi, D., et al. (2012). Embryonic stem cell potency fluctuates with endogenous retrovirus activity. Nature 487, 57–63. doi: 10.1038/nature11244

Marión, R. M., Montero, J. J., López de Silanes, I., Graña-Castro, O., Martínez, P., Schoeftner, S., et al. (2019). TERRA regulate the transcriptional landscape of pluripotent cells through TRF1-dependent recruitment of PRC2. eLife 8:e44656. doi: 10.7554/eLife.44656

Marion, R. M., Strati, K., Li, H., Tejera, A., Schoeftner, S., Ortega, S., et al. (2009). Telomeres acquire embryonic stem cell characteristics in induced pluripotent stem cells. Cell Stem Cell 4, 141–154. doi: 10.1016/j.stem.2008.12.010

Markiewicz-Potoczny, M., Lobanova, A., Loeb, A. M., Kirak, O., Olbrich, T., Ruiz, S., et al. (2021). TRF2-mediated telomere protection is dispensable in pluripotent stem cells. Nature 589, 110–115. doi: 10.1038/s41586-020-2959-4

Martínez, P., and Blasco, M. A. (2011). Telomeric and extra-telomeric roles for telomerase and the telomere-binding proteins. Nat. Rev. Cancer 11, 161–176. doi: 10.1038/nrc3025

McNairn, A. J., and Gilbert, D. M. (2003). Epigenomic replication: linking epigenetics to DNA replication. BioEssays 25, 647–656. doi: 10.1002/bies.10305

Mendez-Bermudez, A., Lototska, L., Bauwens, S., Giraud-Panis, M.-J., Croce, O., Jamet, K., et al. (2018). Genome-wide control of heterochromatin replication by the telomere capping protein TRF2. Mol. Cell 70, 449.e5–461.5e.

Meshorer, E., and Misteli, T. (2006). Chromatin in pluripotent embryonic stem cells and differentiation. Nat. Rev. Mol Cell Biol. 7, 540–546.

Meshorer, E., Yellajoshula, D., George, E., Scambler, P. J., Brown, D. T., and Misteli, T. (2006). Hyperdynamic plasticity of chromatin proteins in pluripotent embryonic stem cells. Dev. Cell 10, 105–116. doi: 10.1016/j.devcel.2005.10.017

Mikkelsen, T. S., Hanna, J., Zhang, X., Ku, M., Wernig, M., Schorderet, P., et al. (2008). Dissecting direct reprogramming through integrative genomic analysis. Nature 454, 49–55. doi: 10.1038/nature07056

Min, J., Wright, W. E., and Shay, J. W. (2019). Clustered telomeres in phase-separated nuclear condensates engage mitotic DNA synthesis through BLM and RAD52. Genes Dev. 33, 814–827. doi: 10.1101/gad.324905.119

Momčilović, O., Navara, C., and Schatten, G. (2011). Cell cycle adaptations and maintenance of genomic integrity in embryonic stem cells and induced pluripotent stem cells. Results Probl. Cell Differ. 53, 415–458. doi: 10.1007/978-3-642-19065-0_18

Munder, M. C., Midtvedt, D., Franzmann, T., Nüske, E., Otto, O., Herbig, M., et al. (2016). A pH-driven transition of the cytoplasm from a fluid- to a solid-like state promotes entry into dormancy. eLife 5:e09347. doi: 10.7554/eLife.09347

Murga, M., Jaco, I., Fan, Y., Soria, R., Martinez-Pastor, B., Cuadrado, M., et al. (2007). Global chromatin compaction limits the strength of the DNA damage response. J. Cell Biol. 178, 1101–1108. doi: 10.1083/jcb.200704140

Nakai-Futatsugi, Y., and Niwa, H. (2016). Zscan4 is activated after telomere shortening in mouse embryonic stem cells. Stem Cell Rep. 6, 483–495. doi: 10.1016/j.stemcr.2016.02.010

Novo, C. L., Javierre, B.-M., Cairns, J., Segonds-Pichon, A., Wingett, S. W., Freire-Pritchett, P., et al. (2018). Long-range enhancer interactions are prevalent in mouse embryonic stem cells and are reorganized upon pluripotent state transition. Cell Rep. 22, 2615–2627. doi: 10.1016/j.celrep.2018.02.040

Novo, C. L., Tang, C., Ahmed, K., Djuric, U., Fussner, E., Mullin, N. P., et al. (2016). The pluripotency factor Nanog regulates pericentromeric heterochromatin organization in mouse embryonic stem cells. Genes Dev. 30, 1101–1115. doi: 10.1101/gad.275685.115

Novo, C. L., Wong, E., Hockings, C., Poudel, C., Sheekey, E., Walker, S., et al. (2020). Satellite repeat transcripts modulate heterochromatin condensates and safeguard chromosome stability in mouse embryonic stem cells. bioRxiv [Preprint] doi: 10.1101/2020.06.08.139642

Novo, C., Arnoult, N., Bordes, W.-Y., Castro-Vega, L., Gibaud, A., Dutrillaux, B., et al. (2013). The heterochromatic chromosome caps in great apes impact telomere metabolism. Nucleic Acids Res. 41, 4792–4801. doi: 10.1093/nar/gkt169

Oshidari, R., Huang, R., Medghalchi, M., Tse, E. Y. W., Ashgriz, N., Lee, H. O., et al. (2020). DNA repair by Rad52 liquid droplets. Nat. Commun. 11:695.

Palikyras, S., and Papantonis, A. (2019). Modes of phase separation affecting chromatin regulation. Open Biol. 9:190167. doi: 10.1098/rsob.190167

Patel, A., Lee, H. O., Jawerth, L., Maharana, S., Jahnel, M., Hein, M. Y., et al. (2015). A liquid-to-solid phase transition of the ALS protein FUS accelerated by disease mutation. Cell 162, 1066–1077. doi: 10.1016/j.cell.2015.07.047

Penev, A., Bazley, A., Shen, M., Boeke, J. D., Savage, S. A., and Sfeir, A. (2021). Alternative splicing is a developmental switch for hTERT expression. Mol. Cell 81, 2349.e6–2360.e6. doi: 10.1016/j.molcel.2021.03.033

Pessina, F., Giavazzi, F., Yin, Y., Gioia, U., Vitelli, V., Galbiati, A., et al. (2019). Functional transcription promoters at DNA double-strand breaks mediate RNA-driven phase separation of damage-response factors. Nat. Cell Biol. 21, 1286–1299. doi: 10.1038/s41556-019-0392-4

Petermann, E., Orta, M. L., Issaeva, N., Schultz, N., and Helleday, T. (2010). Hydroxyurea-stalled replication forks become progressively inactivated and require two different RAD51-mediated pathways for restart and repair. Mol. Cell. 37, 492–502. doi: 10.1016/j.molcel.2010.01.021

Peters, A. H., O’Carroll, D., Scherthan, H., Mechtler, K., Sauer, S., Schöfer, C., et al. (2001). Loss of the Suv39h histone methyltransferases impairs mammalian heterochromatin and genome stability. Cell 107, 323–337. doi: 10.1016/s0092-8674(01)00542-6

Plys, A. J., Davis, C. P., Kim, J., Rizki, G., Keenen, M. M., Marr, S. K., et al. (2019). Phase separation of Polycomb-repressive complex 1 is governed by a charged disordered region of CBX2. Genes Dev. 33, 799–813. doi: 10.1101/gad.326488.119

Porreca, R. M., Herrera-Moyano, E., Skourti, E., Law, P. P., Gonzalez Franco, R., Montoya, A., et al. (2020). TRF1 averts chromatin remodelling, recombination and replication dependent-break induced replication at mouse telomeres. eLife 9:e49817. doi: 10.7554/eLife.49817

Pucci, F., Gardano, L., and Harrington, L. (2013). Short telomeres in ESCs lead to unstable differentiation. Cell Stem Cell 12, 479–486. doi: 10.1016/j.stem.2013.01.018

Ratnakumar, K., Duarte, L. F., LeRoy, G., Hasson, D., Smeets, D., Vardabasso, C., et al. (2012). ATRX-mediated chromatin association of histone variant macroH2A1 regulates α-globin expression. Genes Dev. 26, 433–438. doi: 10.1101/gad.179416.111

Riback, J. A., Katanski, C. D., Kear-Scott, J. L., Pilipenko, E. V., Rojek, A. E., Sosnick, T. R., et al. (2017). Stress-triggered phase separation is an adaptive, evolutionarily tuned response. Cell 168, 1028.e19–1040.e19.

Roos, W. P., and Kaina, B. (2006). DNA damage-induced cell death by apoptosis. Trends Mol. Med. 12, 440–450. doi: 10.1016/j.molmed.2006.07.007

Ruis, P., Van Ly, D., Borel, V., Kafer, G. R., McCarthy, A., Howell, S., et al. (2021). TRF2-independent chromosome end protection during pluripotency. Nature 589, 103–109. doi: 10.1038/s41586-020-2960-y

Sabari, B. R., Dall’Agnese, A., Boija, A., Klein, I. A., Coffey, E. L., Shrinivas, K., et al. (2018). Coactivator condensation at super-enhancers links phase separation and gene control. Science 361:eaar3958. doi: 10.1126/science.aar3958

Sanulli, S., Gross, J. D., and Narlikar, G. J. (2019a). Biophysical properties of HP1-mediated heterochromatin. Cold. Spring Harb. Symp. Quant. Biol. 84, 217–225. doi: 10.1101/sqb.2019.84.040360

Sanulli, S., Trnka, M. J., Dharmarajan, V., Tibble, R. W., Pascal, B. D., Burlingame, A. L., et al. (2019b). HP1 reshapes nucleosome core to promote phase separation of heterochromatin. Nature 575, 390–394. doi: 10.1038/s41586-019-1669-2

Sarek, G., Vannier, J.-B., Panier, S., Petrini, J. H. J., and Boulton, S. J. (2016). TRF2 recruits RTEL1 to telomeres in S phase to promote T-loop unwinding. Mol. Cell. 61, 788–789. doi: 10.1016/j.molcel.2016.02.016

Schaetzlein, S., Lucas-Hahn, A., Lemme, E., Kues, W. A., Dorsch, M., Manns, M. P., et al. (2004). Telomere length is reset during early mammalian embryogenesis. Proc. Natl. Acad. Sci. U.S.A. 101, 8034–8038. doi: 10.1073/pnas.0402400101

Scheibe, M., Arnoult, N., Kappei, D., Buchholz, F., Decottignies, A., Butter, F., et al. (2013). Quantitative interaction screen of telomeric repeat-containing RNA reveals novel TERRA regulators. Genome Res. 23, 2149–2157. doi: 10.1101/gr.151878.112

Schneider, R. P., Garrobo, I., Foronda, M., Palacios, J. A., Marión, R. M., Flores, I., et al. (2013). TRF1 is a stem cell marker and is essential for the generation of induced pluripotent stem cells. Nat. Commun. 4:1946.

Schoeftner, S., and Blasco, M. A. (2008). Developmentally regulated transcription of mammalian telomeres by DNA-dependent RNA polymerase II. Nat. Cell Biol. 10, 228–236. doi: 10.1038/ncb1685

Schoeftner, S., Blanco, R., Lopez de Silanes, I., Muñoz, P., Gómez-López, G., Flores, J. M., et al. (2009). Telomere shortening relaxes X chromosome inactivation and forces global transcriptome alterations. Proc. Natl. Acad. Sci. U.S.A. 106, 19393–19398. doi: 10.1073/pnas.0909265106

Schuster-Böckler, B., and Lehner, B. (2012). Chromatin organization is a major influence on regional mutation rates in human cancer cells. Nature 488, 504–507. doi: 10.1038/nature11273

Segura-Bayona, S., Villamor-Payà, M., Attolini, C. S.-O., Koenig, L. M., Sanchiz-Calvo, M., Boulton, S. J., et al. (2020). Tousled-like kinases suppress innate immune signaling triggered by alternative lengthening of telomeres. Cell Rep. 32:107983. doi: 10.1016/j.celrep.2020.107983

Sfeir, A., Kosiyatrakul, S. T., Hockemeyer, D., MacRae, S. L., Karlseder, J., Schildkraut, C. L., et al. (2009). Mammalian telomeres resemble fragile sites and require TRF1 for efficient replication. Cell 138, 90–103. doi: 10.1016/j.cell.2009.06.021

Soufi, A., and Dalton, S. (2016). Cycling through developmental decisions: how cell cycle dynamics control pluripotency, differentiation and reprogramming. Development 143, 4301–4311. doi: 10.1242/dev.142075

Soufi, A., Donahue, G., and Zaret, K. S. (2012). Facilitators and impediments of the pluripotency reprogramming factors’ initial engagement with the genome. Cell 151, 994–1004. doi: 10.1016/j.cell.2012.09.045

Sridharan, R., Gonzales-Cope, M., Chronis, C., Bonora, G., McKee, R., Huang, C., et al. (2013). Proteomic and genomic approaches reveal critical functions of H3K9 methylation and heterochromatin protein-1γ in reprogramming to pluripotency. Nat. Cell Biol. 15, 872–882. doi: 10.1038/ncb2768

Stambrook, P. J., and Tichy, E. D. (2010). Preservation of genomic integrity in mouse embryonic stem cells. Adv. Exp. Med. Biol. 695, 59–75. doi: 10.1007/978-1-4419-7037-4_5

Strom, A. R., Emelyanov, A. V., Mir, M., Fyodorov, D. V., Darzacq, X., and Karpen, G. H. (2017). Phase separation drives heterochromatin domain formation. Nature 547, 241–245. doi: 10.1038/nature22989

Tatavosian, R., Kent, S., Brown, K., Yao, T., Duc, H. N., Huynh, T. N., et al. (2019). Nuclear condensates of the Polycomb protein chromobox 2 (CBX2) assemble through phase separation. J. Biol. Chem. 294, 1451–1463. doi: 10.1074/jbc.ra118.006620

Tichy, E. D., and Stambrook, P. J. (2008). DNA repair in murine embryonic stem cells and differentiated cells. Exp. Cell Res. 314, 1929–1936. doi: 10.1016/j.yexcr.2008.02.007

Tichy, E. D., Pillai, R., Deng, L., Liang, L., Tischfield, J., Schwemberger, S. J., et al. (2010). Mouse embryonic stem cells, but not somatic cells, predominantly use homologous recombination to repair double-strand DNA breaks. Stem Cells Dev. 19, 1699–1711. doi: 10.1089/scd.2010.0058

Trivedi, P., Palomba, F., Niedzialkowska, E., Digman, M. A., Gratton, E., and Stukenberg, P. T. (2019). The inner centromere is a biomolecular condensate scaffolded by the chromosomal passenger complex. Nat. Cell Biol. 21, 1127–1137. doi: 10.1038/s41556-019-0376-4

Tsai, S.-Y., Opavsky, R., Sharma, N., Wu, L., Naidu, S., Nolan, E., et al. (2008). Mouse development with a single E2F activator. Nature 454, 1137–1141. doi: 10.1038/nature07066

Tsouroula, K., Furst, A., Rogier, M., Heyer, V., Maglott-Roth, A., Ferrand, A., et al. (2016). Temporal and spatial uncoupling of DNA double strand break repair pathways within mammalian heterochromatin. Mol. Cell. 63, 293–305. doi: 10.1016/j.molcel.2016.06.002

Udugama, M., Chang, M., Chan, F. T., Tang, F. L., Pickett, M. C., R McGhie, H. A., et al. (2015). Histone variant H3.3 provides the heterochromatic H3 lysine 9 tri-methylation mark at telomeres. Nucleic Acids Res. 43, 10227–10237.

Valencia, A. M., and Kadoch, C. (2019). Chromatin regulatory mechanisms and therapeutic opportunities in cancer. Nat. Cell Biol. 21, 152–161. doi: 10.1038/s41556-018-0258-1

van der Laan, S., Tsanov, N., Crozet, C., and Maiorano, D. (2013). High Dub3 expression in mouse ESCs couples the G1/S checkpoint to pluripotency. Mol. Cell. 52, 366–379. doi: 10.1016/j.molcel.2013.10.003

Varela, E., Schneider, R. P., Ortega, S., and Blasco, M. A. (2011). Different telomere-length dynamics at the inner cell mass versus established embryonic stem (ES) cells. Proc. Natl. Acad. Sci. U.S.A. 108, 15207–15212. doi: 10.1073/pnas.1105414108

Viceconte, N., Loriot, A., Lona Abreu, P., Scheibe, M., Fradera Sola, A., Butter, F., et al. (2021). PAR-TERRA is the main contributor to telomeric repeat-containing RNA transcripts in normal and cancer mouse cells. RNA 27, 106–121. doi: 10.1261/rna.076281.120

Villeponteau, B. (1997). The heterochromatin loss model of aging. Exp. Gerontol. 32, 383–394. doi: 10.1016/s0531-5565(96)00155-6

Vitale, I., Manic, G., De Maria, R., Kroemer, G., and Galluzzi, L. (2017). DNA damage in stem cells. Mol. Cell. 66, 306–319.

Wen, B., Wu, H., Shinkai, Y., Irizarry, R. A., and Feinberg, A. P. (2009). Large histone H3 lysine 9 dimethylated chromatin blocks distinguish differentiated from embryonic stem cells. Nat. Genet. 41, 246–250. doi: 10.1038/ng.297

Whiddon, J. L., Langford, A. T., Wong, C.-J., Zhong, J. W., and Tapscott, S. J. (2017). Conservation and innovation in the DUX4-family gene network. Nat. Genet. 49, 935–940. doi: 10.1038/ng.3846

Wong, L. H., McGhie, J. D., Sim, M., Anderson, M. A., Ahn, S., Hannan, R. D., et al. (2010). ATRX interacts with H3.3 in maintaining telomere structural integrity in pluripotent embryonic stem cells. Genome Res. 20, 351–360. doi: 10.1101/gr.101477.109

Wong, L. H., Ren, H., Williams, E., McGhie, J., Ahn, S., Sim, M., et al. (2009). Histone H3.3 incorporation provides a unique and functionally essential telomeric chromatin in embryonic stem cells. Genome Res. 19, 404–414. doi: 10.1101/gr.084947.108

Wyles, S. P., Brandt, E. B., and Nelson, T. J. (2014). Stem cells: the pursuit of genomic stability. Int. J. Mol. Sci. 15, 20948–20967. doi: 10.3390/ijms151120948

Yamada, T., Yoshimura, H., Shimada, R., Hattori, M., Eguchi, M., Fujiwara, T. K., et al. (2016). Spatiotemporal analysis with a genetically encoded fluorescent RNA probe reveals TERRA function around telomeres. Sci. Rep. 6:38910.

Yang, J., Guo, R., Wang, H., Ye, X., Zhou, Z., Dan, J., et al. (2016). Tet enzymes regulate telomere maintenance and chromosomal stability of mouse ESCs. Cell Rep. 15, 1809–1821. doi: 10.1016/j.celrep.2016.04.058

Yeager, T. R., Neumann, A. A., Englezou, A., Huschtscha, L. I., Noble, J. R., and Reddel, R. R. (1999). Telomerase-negative immortalized human cells contain a novel type of promyelocytic leukemia (PML) body. Cancer Res. 59, 4175–4179.

Yoon, S.-W., Kim, D.-K., Kim, K. P., and Park, K.-S. (2014). Rad51 regulates cell cycle progression by preserving G2/M transition in mouse embryonic stem cells. Stem Cells Dev. 23, 2700–2711. doi: 10.1089/scd.2014.0129

Zalzman, M., Falco, G., Sharova, L. V., Nishiyama, A., Thomas, M., Lee, S.-L., et al. (2010). Zscan4 regulates telomere elongation and genomic stability in ES cells. Nature 464, 858–863. doi: 10.1038/nature08882

Zhang, H., Zhao, R., Tones, J., Liu, M., Dilley, R. L., Chenoweth, D. M., et al. (2020). Nuclear body phase separation drives telomere clustering in ALT cancer cells. Mol. Biol. Cell 31, 2048–2056. doi: 10.1091/mbc.e19-10-0589

Zhang, L.-F., Ogawa, Y., Ahn, J. Y., Namekawa, S. H., Silva, S. S., and Lee, J. T. (2009). Telomeric RNAs mark sex chromosomes in stem cells. Genetics 182, 685–698. doi: 10.1534/genetics.109.103093

Zhang, Q., Dan, J., Wang, H., Guo, R., Mao, J., Fu, H., et al. (2016). Tcstv1 and Tcstv3 elongate telomeres of mouse ES cells. Sci. Rep. 6:19852.

Zhang, W., Li, J., Suzuki, K., Qu, J., Wang, P., Zhou, J., et al. (2015). Aging stem cells. A werner syndrome stem cell model unveils heterochromatin alterations as a driver of human aging. Science 348, 1160–1163.

Zhao, B., Zhang, W.-D., Duan, Y.-L., Lu, Y.-Q., Cun, Y.-X., Li, C.-H., et al. (2015). Filia is an ESC-specific regulator of DNA damage response and safeguards genomic stability. Cell Stem Cell 16, 684–698. doi: 10.1016/j.stem.2015.03.017


Conflict of Interest: The author declares that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Novo. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.











	 
	REVIEW
published: 12 July 2021
doi: 10.3389/fcell.2021.708763





[image: image]

To Join or Not to Join: Decision Points Along the Pathway to Double-Strand Break Repair vs. Chromosome End Protection

Stephanie M. Ackerson, Carlan Romney†, P. Logan Schuck and Jason A. Stewart*

Department of Biological Sciences, University of South Carolina, Columbia, SC, United States

Edited by:
Marcelo Santos Da Silva, São Paulo State University, Brazil

Reviewed by:
Jennifer Ann Black, University of Glasgow, United Kingdom
Ylli Doksani, IFOM - The FIRC Institute of Molecular Oncology, Italy

*Correspondence: Jason A. Stewart, jason.stewart@sc.edu

†Present address: Carlan Romney, Department of Biology, Fisk University, Nashville, TN, United States

Specialty section: This article was submitted to Cell Growth and Division, a section of the journal Frontiers in Cell and Developmental Biology

Received: 12 May 2021
Accepted: 17 June 2021
Published: 12 July 2021

Citation: Ackerson SM, Romney C, Schuck PL and Stewart JA (2021) To Join or Not to Join: Decision Points Along the Pathway to Double-Strand Break Repair vs. Chromosome End Protection. Front. Cell Dev. Biol. 9:708763. doi: 10.3389/fcell.2021.708763

The regulation of DNA double-strand breaks (DSBs) and telomeres are diametrically opposed in the cell. DSBs are considered one of the most deleterious forms of DNA damage and must be quickly recognized and repaired. Telomeres, on the other hand, are specialized, stable DNA ends that must be protected from recognition as DSBs to inhibit unwanted chromosome fusions. Decisions to join DNA ends, or not, are therefore critical to genome stability. Yet, the processing of telomeres and DSBs share many commonalities. Accordingly, key decision points are used to shift DNA ends toward DSB repair vs. end protection. Additionally, DSBs can be repaired by two major pathways, namely homologous recombination (HR) and non-homologous end joining (NHEJ). The choice of which repair pathway is employed is also dictated by a series of decision points that shift the break toward HR or NHEJ. In this review, we will focus on these decision points and the mechanisms that dictate end protection vs. DSB repair and DSB repair choice.
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INTRODUCTION

DNA double strand breaks (DSBs) originate from exposure to both external DNA damaging agents, such as genotoxic chemicals and ionizing radiation (IR), and endogenous sources, such replication fork collapse, reactive oxygen species and chromosome fusions (Symington and Gautier, 2011; Ceccaldi et al., 2016). DSBs can be beneficial or detrimental depending on the context. On the one hand, programmed DSBs can be beneficial to promote genome and antibody diversity in meiosis and V(D)J recombination, respectively. However, DSBs caused by DNA damage are almost always detrimental and result in deletions, translocations, and chromosome fusions, which leads to senescence, apoptosis or oncogenesis (Phillips and McKinnon, 2007; Bohgaki et al., 2010; Bunting and Nussenzweig, 2013; Rulten and Caldecott, 2013; Ghosh et al., 2018; Seol et al., 2018). To prevent such outcomes, cells activate a DNA damage response (DDR), which is predominantly mediated by the phosphatidylinositol 3-kinase-related kinase (PIKK) family members, DNA-dependent protein kinase (DNA-PK), ataxia-telangiectasia mutated (ATM), and ATM and RAD3-related (ATR) (Blackford and Jackson, 2017). These kinases signal to downstream cell cycle checkpoints and localize repair machinery to the break (Blackford and Jackson, 2017). DSBs are repaired by two major pathways, namely homologous recombination (HR) and non-homologous end joining (NHEJ) (Figure 1).
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FIGURE 1. Overview of DSB repair pathways. Left, homologous recombination (HR) involves resection of the DNA ends by various nucleases. The ssDNA generated is then bound by RPA. Next, there is an exchange of RPA for RAD51, which facilitates the homology search and repair of the DSB. Center, for non-homologous end joining (NHEJ), the DNA ends are bound by Ku70/80 heterodimers promoting the binding of DNA-PKcs. This creates a binding platform for XRCC4, XLF, and LIG4, which facilitate ligation of the DNA ends. Right, DSBs can also be repaired by alternative-end joining (alt-EJ) or single strand annealing (SSA) pathways. These involve the use of short homologous sequences that are exposed by resection of the break. Following alignment, the DNA flaps are removed and the DNA ligated. Alt-EJ uses around 2 to 20 base pairs (bp) of homology and SSA > 25 bp to align sequences.


Homologous recombination is highly accurate and typically occurs in S/G2 phases of the cell cycle when a replicated sister chromatid is present (Burma et al., 2006; Sullivan and Bernstein, 2018). To initiate HR, the DNA ends are resected to generate long 3′ single-stranded (ss)DNA overhangs, which pair with homologous sequences. These templates are then used for DNA synthesis and repair of the break (Symington and Gautier, 2011). This process is mostly error-free, can repair protein-blocked ends and is facilitated by RAD51, a recombinase with ATPase activity which initiates strand invasion and DNA synthesis (Mehta and Haber, 2014). NHEJ, on the other hand, is fast, selective for two-ended DSBs, and often mutagenic (Ranjha et al., 2018; Stinson et al., 2020). Although NHEJ is active in all phases of the cell cycle, it occurs most frequently in G1 phase and repairs about 80% of IR-induced DSBs, making it the predominant repair pathway in mammalian cells (Burma et al., 2006; Beucher et al., 2009). To initiate NHEJ, the Ku70/80 heterodimer (hereafter referred to as Ku) and the DNA-PK catalytic subunit (DNA-PKcs) are recruited to damage sites to generate the DNA-PK holoenzyme (Gell and Jackson, 1999; Singleton et al., 1999; Jette and Lees-Miller, 2015). DNA-PK bridges the DNA ends creating a long-range synapse (Graham et al., 2016; Chen et al., 2021). Additional proteins X-Ray Repair Cross Complementing 4 (XRCC4), XRCC4-like factor (XLF) and DNA ligase 4 (LIG4) are recruited to align and ligate the DNA ends (Blackford and Jackson, 2017). To complicate matters, DSBs can also be repaired by alternative-end joining (alt-EJ; also known as DNA polymerase θ-mediated end joining) and single-strand annealing (SSA) pathways (Figure 1; McVey and Lee, 2008; Frit et al., 2014; Iliakis et al., 2015; Sallmyr and Tomkinson, 2018; Seol et al., 2018). Both pathways require some resection and utilize short regions of homology to pair the DNA ends together (Seol et al., 2018).

While DSBs must be quickly recognized and repaired to preserve genome stability, the natural chromosome ends, known as telomeres, must be protected from the DDR to prevent genome instability in the form of chromosome fusions and degradation. Telomeric DNA ranges in length from a few hundred base pairs in yeast to tens of kilobases in mammals (Blackburn, 1991; Greider, 1991). In humans, telomeres consist of short tandem 5′-TTAGGG-3′ repeats on the G-rich strand and complimentary 5′-CCCTAA-3′ repeats on the C-rich strand (Figure 2A). The G-rich strand also contains a 3′ ssDNA region referred to as the G-overhang (Makarov et al., 1997; McElligott and Wellinger, 1997). In mammals, telomeres are protected by the shelterin complex, comprised of telomere repeat-binding factors 1 and 2 (TRF1 and TRF2), repressor activator protein 1 (RAP1), TRF1-interacting nuclear factor 2 (TIN2), telomere protection protein 1 (TPP1) and protection of telomeres 1 (POT1) (Figure 2B; de Lange, 2018). Shelterin components have been identified in most eukaryotes, however, the number of known components can vary or shelterin subunits may be missing entirely, such as in Saccharomyces cerevisiae (de Lange, 2001, 2005). The duplex DNA is bound by TRF1 and TRF2/RAP1 whereas the G-overhang region is protected by POT1, which complexes with TPP1. Unlike humans, which contain a single POT1 gene, mice have two separate POT1 genes, POT1a and POT1b. These genes are proposed to have arisen from a duplication event (Hockemeyer et al., 2006). While clearly orthologous, POT1a and POT1b have evolved to provide slightly different activities in telomere protection (Hockemeyer et al., 2006; Wu et al., 2006; Palm et al., 2009; Kibe et al., 2010). POT1a has been shown to repress the DDR while POT1b controls 5′-end resection (Hockemeyer et al., 2006; Wu et al., 2006; Kibe et al., 2010). TPP1 interacts with TIN2 to bridge the double-stranded and single-stranded bound portions of shelterin. As described in more detail below, shelterin plays a critical role in telomere end protection and preventing the recognition of telomeres as DNA damage.
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FIGURE 2. Overview of telomeres. (A) Telomeres consist of a repetitive DNA sequence that forms a duplex DNA region and a 3′ G-rich ssDNA overhang (C-strand, red: G-strand, blue). (B) Telomeres are bound by the shelterin complex (TRF1-TRF2-RAP1-TIN2-TPP1-POT1) and the CST complex (CTC1-STN1-TEN1), which aid in telomere maintenance. (C) Steps in telomere replication. First, the telomere duplex is replicated resulting in either a blunt end (leading strand replication) or an overhang (lagging strand replication). The leading strand end is then processed to generate a G-overhang. Telomerase then extends the G-overhangs followed by C-strand fill-in to convert most of the ssDNA to duplex DNA, leaving a short G-overhang.


During S-phase, telomeres are replicated in three distinct steps (Figure 2C; Stewart et al., 2012). First, the duplex DNA is replicated by the conventional replication machinery. While replication on the leading strand is presumed to reach the chromosome terminus, the lagging strand machinery is unable to fully replicate the ends, a phenomenon known as the end-replication problem (Watson, 1972; Olovnikov, 1973). To overcome this, telomeres are extended by telomerase, which is recruited and stimulated by TPP1/POT1. Recent work suggests that TIN2 also mediates telomerase recruitment and functions with TPP1/POT1 to stimulate telomerase processivity (Frank et al., 2015; Pike et al., 2019). Prior to extension, telomeres are resected to create a binding site for telomerase. After extension, telomerase is then dissociated from the telomere by CTC1-STN1-TEN1 (CST), a replication protein A (RPA)-like ssDNA binding protein, to prevent extensive G-overhang elongation (Stewart et al., 2018; Lim and Cech, 2021). Both CST and RPA are heterotrimeric proteins that contain multiple ssDNA binding folds and recruit proteins to the DNA to perform various activities (Chen and Wold, 2014; Lim et al., 2020). Work in yeast also suggest that the Pif1 helicase may function to remove telomerase (Boule et al., 2005). CST is then proposed to stimulate DNA polymerase α-primase (pol α) to convert most of the G-overhang to duplex DNA (Giraud-Panis et al., 2010). The remaining short G-overhang can form a lariat structure called a telomere loop (t-loop) (Griffith et al., 1999). This structure is thought to protect the DNA terminus and restrict further access by telomerase, as discussed in more detail below. Telomeres can also be extended by a telomerase-independent mechanism that relies on recombination, a pathway known as alternative lengthening of telomeres (ALT) (Cesare and Reddel, 2010).

Together, telomerase and ALT make up the telomere maintenance pathways, which can coexist in vivo (Perrem et al., 2001). However, telomerase is the predominant elongation pathway under normal conditions. In humans, telomerase expression is typically restricted to germline and stem cells with most somatic cells having a finite number of cellular divisions. Once telomeres become critically short, cells lose the ability to divide, a state known as replicative senescence (Munoz-Espin and Serrano, 2014). Telomere shortening is associated with normal aging, and premature shortening is associated with a number of premature aging-related diseases (Armanios and Blackburn, 2012). A hallmark of cancer is replicative immortality; thus, pre-cancerous cells must maintain telomere length to prevent senescence (Hanahan and Weinberg, 2011). More specifically, 85 to 90% of human tumors re-express or upregulate telomerase while 10 to 15% maintain telomeres through ALT (Shay and Wright, 2019).

DSBs and telomeres resemble each other in many ways. Both are terminal DNA ends with a ssDNA overhang or blunt end. When such substrates arise in cells, decisions on whether or not to repair the DNA must be made. These decisions are often critical to maintaining genome stability with incorrect decisions potentially leading to cell death or chromosome instability. Accordingly, each decision point is highly regulated to ensure the proper repair pathway is engaged, or, in the case of chromosome ends, prevented. Many of these decision points are reversible, allowing a way back should the incorrect decision be made, or downstream factors are not available. However, the initial pathway choice often dictates the mechanism of repair. In this review, we will focus on these decision points and how they are regulated in mammals. Since HR-mediated DSB repair requires the most processing, it will be used as the focal point on which to frame decisions that direct pathway choice, including the mechanisms that shift repair toward HR vs. NHEJ and those protecting telomeres from “repair.”



MECHANISMS REGULATING DSB REPAIR AND END PROTECTION

Based on current understanding, there are at least four key decision points required for HR-mediated DSB repair (Figure 3). First, the DNA ends are recognized and bound by the MRE11-RAD50-NBS1 (MRN) complex to initiate DNA repair and recruit the repair machinery. Second, the break is subjected to short-range resection by MRN. Third, long-range resection occurs to generate an overhang that is bound by RPA. Finally, RPA is replaced by RAD51, which formally initiates the homology search and HR-mediated repair. At each of these decision points, it is crucial to recognize whether the DNA end is a bona fide DSB vs. a chromosome terminus as well as whether a homologous sister chromatid is present. This will dictate how the DNA ends are processed and what factors are recruited. Below, we will broadly discuss each of these decision points and the factors regulating the choice to join or not join the DNA ends. For more detailed assessments of individual decisions points, we refer readers to several recent reviews (de Lange, 2018; Pannunzio et al., 2018; Wright et al., 2018; Krenning et al., 2019; Wu, 2019; Blackford and Stucki, 2020; Ensminger and Lobrich, 2020; Vitor et al., 2020; Yue et al., 2020; Panigrahi and Glover, 2021).
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FIGURE 3. Key decision points in the repair of DSBs by HR. (1) The DNA ends are bound by either MRN or the Ku70/80 heterodimer. Binding and retention of MRN will shift repair toward HR and the binding of Ku shifts repair toward to NHEJ. (2) Short range resection by MRN. (3) Long-range resection of the DNA and RPA binding. (4) RPA is exchanged for RAD51, which facilitates strand invasion, DNA synthesis and HR repair.



DSB Recognition

In response to DSBs, the lesion must first be recognized by DNA damage sensors. Ku binding is traditionally associated with repair by NHEJ whereas MRN is associated with HR-mediated repair. While still not completely understood, recent work, in both yeast and mammals, suggest that the recruitment and binding of these sensors is context dependent and not mutually exclusive (Langerak et al., 2011; Ingram et al., 2019; Chen et al., 2021). Instead, it is the subsequent steps that determine the displacement of these factors to promote HR, NHEJ or end protection. Recent biochemical and single molecule studies even suggest that Ku binding may be required for MRN-dependent resection (Deshpande et al., 2020). Much of this groundbreaking work has been performed in the model organism S. cerevisiae and then subsequently verified in mammals and other organisms. A major distinction between budding yeast and mammals is that NBS1 is not conserved in yeast. Instead, the S. cerevisiae complex is composed of Mre11, Rad50 and Xrs2 (MRX) with Xrs2 being the functional homolog of NBS1 (Rupnik et al., 2010; Tisi et al., 2020). For simplicity, we will use the designation MRN unless referring to studies exclusively performed in S. cerevisiae.


HR

MRN is one of the first responders to a DSB and, thus, it is key to instigating downstream steps in the repair process (Lisby et al., 2004). While recognition of the break by MRN is still under investigation, in vitro single molecule studies suggest that MRN uses facilitated 1D diffusion to search along nucleosome-bound DNA for DSBs (Myler et al., 2017). MRN can function at both unblocked and blocked DNA ends to promote resection of the DSB (Figure 4). At blocked ends, MRN can remove Ku as well as other protein-DNA adducts to access the break. MRN also promotes the recruitment and stimulation of ATM at the DSB, which in turn promotes H2AX phosphorylation on S139 (γH2AX) (Carney et al., 1998; Lee and Paull, 2004, 2005). Mediator of DNA damage checkpoint 1 (MDC1) is then recruited by γH2AX around the break and acts as a bridge between ATM and γH2AX to create a positive feedback loop (Burma et al., 2001; Kolas et al., 2007). Further expansion of γH2AX leads to the recruitment of additional downstream repair factors, the initiation of cell cycle arrest and resection of the DNA (Stewart et al., 2003; Stucki et al., 2005; Lou et al., 2006).
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FIGURE 4. How DSB ends are processed under different conditions. Scissors indicate MRN endonuclease activity. MRN binding to unblocked ends leads to resection of the DNA. When Ku binds in the absence of MRN, no resection occurs. However, when both Ku and MRN are bound, stimulation of the MRN nuclease activity promotes resection and the removal of Ku. MRN can similarly function at ends blocked by a protein adduct, damaged bases or DNA secondary structures.




NHEJ

Like MRN, Ku is a first responder at DSBs and provides a docking site for DNA-PKcs (Yaneva et al., 1997). Unlike MRN, which can bind internally, Ku requires a free DNA end for binding and cannot associate with most blocked ends (Blier et al., 1993; Myler et al., 2017). Accordingly, when NHEJ is the preferred pathway, such as in G1, blocked ends must be freed to allow Ku binding (Mirman and de Lange, 2020). How these blocks are removed is still under investigation, but several nucleases, including tyrosyl-DNA phosphodiesterase 1 and 2 (TDP1/2) and Artemis, can remove hairpins, damaged bases or protein-DNA adducts (Menon and Povirk, 2016; Pannunzio et al., 2018; Meek, 2020). DNA blocks can also be removed through the stimulation of Artemis by DNA-PKcs (Gerodimos et al., 2017). Interestingly, in the event of a nucleosome blocked end, an in vitro study found that Ku can displace histone H1 from the DNA, however, it does not displace the nucleosome (Roberts and Ramsden, 2007). This could expose DNA ends to allow Ku binding, but more work is needed to uncover other possible roles of Ku in unblocking these DNA ends.

Whether Ku remains bound at the break appears to be one of the most critical steps in preventing resection and shifting repair outcomes toward NHEJ vs. HR. For Ku removal, several pathways can be employed to promote HR or, in the case of telomeres, end protection. These include the dissociation of Ku through short-range resection (discussed in more detail below), phosphorylation of Ku by DNA-PKcs, ubiquitination of Ku by RNF8 or RNF138 and blockage of DNA-PKcs autophosphorylation (Feng and Chen, 2012; Ismail et al., 2015; Lee et al., 2016). Autophosphorylation of DNA-PKcs is promoted through its interaction with the TIP60 histone acetyltransferase, which stimulate the activity of DNA-PKcs and recruitment of the ligation machinery (Ding et al., 2003). To block pro-NHEJ activity during S-phase, breast cancer gene 1 (BRCA1) directly blocks DNA-PKcs autophosphorylation (Davis et al., 2014). SUMOylation of TIP60 has also been proposed to inhibition autophosphorylation and facilitate a switch toward HR (Gao et al., 2020). Additionally, when homologous sequences are available during S and G2 phases, DNA-PKcs autophosphorylation favors the binding of MRN and other HR factors (Ding et al., 2003; Zhou and Paull, 2013; Symington, 2016). MRN can stimulate resection in the presence of Ku and DNA-PKcs through the recruitment of exonuclease 1 (EXO1) (Zhou and Paull, 2013). This allows the recruitment of EXO1 to DNA ends to promote HR rather than NHEJ, through mechanisms that are still poorly understood.



Telomeres

Although both Ku and MRN have been positively implicated in telomere maintenance (Wang et al., 2009; Lamarche et al., 2010), the exclusion of Ku and MRN from telomeres is one mechanism used to prevent the misrepair of chromosome ends. Mounting evidence indicates that t-loops serve a major role in blocking Ku and MRN access to chromosome ends (Figure 5). Recent analysis using super-resolution microscopy have helped define the mechanism of t-loop formation (Doksani et al., 2013; de Lange, 2018; Van Ly et al., 2018). This process is mediated by TRF2 and involves invasion by the G-overhang into duplex DNA to create a large lariat structure (Griffith et al., 1999; Doksani et al., 2013). While t-loops prevent initial recognition of telomeres as DSBs, these elegant structures must also be protected from the HR machinery. At the base of the t-loop, the DNA is presumed to form a Holliday junction (HJ)-like structure that can be cleaved by HJ resolvases, leading to telomere loss. Again, TRF2 is involved in preventing t-loop cleavage through inhibition of the Werner syndrome (WRN) helicase (Nora et al., 2010). This prevents WRN strand displacement of HJs with telomeric repeats (Nora et al., 2010). RAP1 has also been implicated in t-loop protection although some of the reports are conflicting (Bae and Baumann, 2007; Cesare et al., 2008; Benarroch-Popivker et al., 2016).
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FIGURE 5. TRF2 facilitates telomere loop (t-loop) formation by promoting invasion of the G-overhang into the duplex region to form a displacement loop (D-loop). This t-loop combined with shelterin blocks MRN and Ku from accessing the chromosome ends and initiating DSB repair.


TRF2 deletion in mice results in removal of the 3′-ssDNA overhang by MRE11 and the loss of t-loops, promoting the “repair” of dysfunctional telomeres and chromosomal fusions (Attwooll et al., 2009; Deng et al., 2009; Cesare et al., 2013). When TRF2 is absent, ATM is phosphorylated in an MRN-dependent manner. However, the nuclease activity of MRE11 is dispensable, suggesting that MRN association alone is sufficient to recruit ATM to telomeres. Additionally, upon inhibition of TRF2, excision repair cross-complementation group 1 (ERCC1) and ERCC4 (also known as XPF) target the telomeric overhang for degradation (Zhu et al., 2003). This indicates a previously unexpected role of ERCC1/ERCC4 in the “repair” of unprotected telomeres through NHEJ. Interestingly, during G2, unprotected telomeres lacking a G-overhang are bound by Ku, which leads to chromosome fusions, although the DDR and formation of end-to-end fusions is functionally distinct from NHEJ (Zhu et al., 2003). In this case, RNF8 promotes the accumulation of ubiquitinated H2A, which in turn, recruits p53-binding protein 1 (53BP1), ATM and REV7 to promote DNA ligase IV-dependent NHEJ (Smogorzewska et al., 2002; Peuscher and Jacobs, 2011; Boersma et al., 2015).




Short-Range Resection

Once a DSB is recognized by MRN, resection can be initiated to promote HR. This occurs in a two-step process with short-range resection by MRN followed by long-range resection to allow RPA-binding (Shibata et al., 2014). Once resection initiates, HR is enabled. This was previously seen as a point of no return. However, recent studies suggest that this decision point may be more flexible than initially imagined. Furthermore, resection is an essential step in telomere elongation so, under these conditions, resection needs to be achieved without engaging HR. In this section, the mechanisms regulating short-range resection will be discussed.


HR

Biochemical and single-molecule studies have significantly contributed to our understating of both short- and long-range resection in recent years. Combined with the many genetic studies performed in both yeast and mammals, the following model of short-range resection has emerged (Figure 6). First, MRE11 forms a nick in the dsDNA 20 to 40 nt from the break (Anand et al., 2016). Interaction between CtBP interacting protein (CtIP) (Sae2 in budding yeast) and MRN is essential for short-range resection (Huertas et al., 2008; Huertas and Jackson, 2009). MRE11 is a 3′-to-5′ exonuclease with weak endonuclease activity. Since resection creates a 3′-ssDNA overhang, it remained unclear for many years how resection was achieved through MRN. However, CtIP was discovered to stimulate the endonuclease activity of MRE11, allowing it to nick the dsDNA and create a template for MRN endonuclease activity (Anand et al., 2016). CtIP localization to DSBs is regulated by cyclin dependent kinase (CDK), BRCA1 and ATM (Yu and Chen, 2004; Yun and Hiom, 2009; Wang et al., 2013). In addition to regulating CtIP, CDKs also regulates other key factors involved in resection, checkpoint activation and downstream steps in the recombination process, making CDKs a vital player in pathway choice (Ferretti et al., 2013; Zhao et al., 2017). Since CDKs are cell cycle regulated, this helps prevent HR outside of S and G2 phase, which can have disastrous consequences.
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FIGURE 6. Model of short-range resection. Short-range resection by MRN is stimulated by CtIP. Localization of CtIP to the chromatin is dependent on phosphorylation of CtIP by CDK and ATM and ubiquitination by BRCA1. CDK has also been proposed to phosphorylate MRX in budding yeast in a cell cycle-dependent manner, suggesting that CDK may regulate MRN in mammals. Phosphorylation of H2AX by ATM also promotes short-range resection and the recruitment of DSB machinery. Upon localization with MRN, CtIP stimulates both MRN endonuclease (indicated by the scissors) and 3′-to-5′ exonuclease activity to facilitate short-range resection. (P: phosphorylation; Ub: ubiquitination).


Stimulation of MRE11 nuclease activity may also be regulated by cell cycle and apoptosis regulator protein 2 (CCAR2) (Lopez-Saavedra et al., 2016). Work by López-Saavedra et al. suggests that MRN and CtIP are found in an inactive complex with CCAR2 and, upon DNA damage, phosphorylation of CtIP disrupts the CCAR2-CtIP-MRN complex to promote MRN nuclease activity. A complex of BRCA1 and BRCA1-associated RING domain-1 (BARD1) as well as exonuclease 3′-5′ domain-containing protein 2 (EXD2) also stimulate MRN-dependent nuclease activity and resection (Wang et al., 2007; Coleman and Greenberg, 2011; Broderick et al., 2016; Nieminuszczy et al., 2016). Recently, the lysine specific histone demethylase, PHF2 (KDM7C/JHDM1E), was shown to regulate CtIP and BRCA1 mRNA levels, suggesting an additional layer of regulation (Alonso-de Vega et al., 2020).

Once the nick is formed, MRE11 engages its 3′-to-5′ exonuclease activity to resect back toward the break (Shibata et al., 2014). This activity is also stimulated by CtIP, which is recruited by NBS1 (Wang et al., 2013; Anand et al., 2019). Additionally, the RAD50 subunit of MRN moderates MRE11 nuclease activity, indicating that MRN complex formation is critical to support short-range resection (Cannavo et al., 2019). The innerworkings of MRE11, RAD50 and NBS1 complex formation and activity has been well studied and reviewed extensively elsewhere (Lafrance-Vanasse et al., 2015; Reginato and Cejka, 2020; Qiu and Huang, 2021). Short-range resection by MRN is proposed to remove obstacles, such as Ku and other DNA adducts, freeing the DNA ends for repair by HR, alt-EJ or SSA (Figure 4; Chanut et al., 2016). In yeast, MRX works not only on blunt ends but also on chemically modified DNA, short overhangs and DNA containing secondary structures (Cejka, 2015).



NHEJ

Ku binding at DSBs serves as the major mechanism to block end resection (Rothkamm et al., 2003; Zhou and Paull, 2013; Ceccaldi et al., 2016; Graham et al., 2016; Mladenov et al., 2019). Accordingly, the decision to proceed toward NHEJ requires the prevention of MRN-dependent resection so that Ku remains bound. This can be achieved in several different ways. First, ATM limits resection by phosphorylating Ubiquilin 4 (UBQLN4), a proteasomal shuttle factor, which leads to MRE11 degradation (Jachimowicz et al., 2019). Thus, ATM plays seemingly contradictory roles in short-range resection. On the one hand, it promotes MRN-CtIP-BRCA1 recruitment to DSBs, while on the other, it promotes MRE11 degradation. Future work is needed to fully understand the role of ATM in DSB repair, but context (e.g., cell cycle stage, location of the break, etc.) and the localization of other factors likely contribute to the use of ATM in NHEJ vs. HR. Another proposed mechanism to inhibit Ku removal is preventing MRN localization to the break site. While such a mechanism has not been directly demonstrated, cell cycle dependent phosphorylation of MRE11 by CDK1 was observed in S. cerevisiae and could serve to prevent MRE11 localization to DSBs (Simoneau et al., 2014). Once bound, MRN requires CtIP and other pro-resection factors to stimulate MRE11 nuclease activities. Thus, regulation of these factors can prevent resection and Ku removal. One strategy used to limit MRN nuclease activity is keeping CtIP levels low in G1 (Yu and Baer, 2000). Additionally, CtIP localization to DSBs is regulated by CDKs (CDK1 in yeast and CDK2 in mammals), as mentioned above. CDK-dependent phosphorylation of CtIP precipitates BRCA1 ubiquitination and CtIP localization to DSBs (Figure 6; Yun and Hiom, 2009; Wang et al., 2013). These modifications are mainly restricted to S/G2, limiting CtIP interaction with MRN. Interestingly, a recent report also found that long-term ATR kinase inhibition or conditional topoisomerase II binding protein 1 (TopBP1) degradation affects E2F-dependent transcription of BRCA1, CtIP and Bloom syndrome protein (BLM) (Dibitetto et al., 2020). Loss of these pro-resection factors results in impaired end resection and a shift toward toxic NHEJ, suggesting that translational regulation of pro-resection factors could also serve to regulate resection.

While NHEJ relies on the suppression of end resection for repair, in situations where NHEJ is impaired, alt-EJ and SSA works to join DSBs in a resection-dependent and Ku-independent manner (Figure 1; Ceccaldi et al., 2016). Generally, in these pathways, the DSB is first resected to expose ssDNA that varies in length depending on the pathway. In both pathways, MRN and CtIP initiate resection (Bennardo et al., 2008; Dinkelmann et al., 2009; Xie et al., 2009; Yun and Hiom, 2009; Zhang and Jasin, 2011; Truong et al., 2013; Biehs et al., 2017). If this initial end resection occurs in G1, it inhibits NHEJ and drives repair toward alt-EJ or SSA (Xiong et al., 2015; Bakr et al., 2016). Unlike HR, alt-EJ and SSA can repair DSBs during G1 of the cell cycle because a homologous sister chromatid is not required (Xiong et al., 2015; Sallmyr and Tomkinson, 2018). Alt-EJ is characterized by limited resection and short 2 to 20 nt regions of complementary sequences, while resection in SSA is longer and generally requires sequences of > 25 nt (Sallmyr and Tomkinson, 2018). After resection, the DNA ends are used to align short homologous sequences for repair. Non-homologous 3′ tails are then removed, gaps filled and the ends are ligated to complete repair (Figure 1).



Telomeres

During replication and telomere extension, telomeres are susceptible to recognition as DSBs and degradation. This is because the t-loop must be resolved to access the chromosome end (Figure 7). Furthermore, proteins involved in resection, including CtIP, EXO1 and DNA2, are involved in telomere duplex replication and could potentially act on chromosome ends (Lin et al., 2013; Stroik et al., 2019, 2020). On the leading strand, replication can theoretically proceed to the end of the chromosome to create a blunt end. This model is supported by studies in yeast, plants and mammals, where blunt-ends or very short (1 to 2 nt) overhangs have been identified after duplex replication (Chow et al., 2012; Valuchova et al., 2017). On the lagging strand, the RNA primer of the last Okazaki fragment must be removed, leading to a loss of at least 10 to 12 nt of DNA each replication cycle. However, analysis of G-overhangs suggests that the final Okazaki fragment actually initiates 70 to 100 nt from the chromosome terminus (Chow et al., 2012). Accordingly, the leading strand sister chromatid resembles a blunt-end or “clean” one-sided break whereas the lagging strand sister chromatid contains a significant ssDNA overhang, comparable to a resected DSB.
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FIGURE 7. Model of telomere replication and end protection. During telomere replication, t-loops are resolved exposing chromosome ends to potential repair mechanisms. On the lagging strand, regions of ssDNA are bound by RPA as part of the normal replication process. To prevent stable RPA binding, an RPA-to-POT1 switch is facilitated by hnRNPA1. TERRA then removes hnRNPA1 to allow POT1 binding. On the leading strand, blunt telomere ends are resected by DNA2, EXO1 and/or Apollo to generate a G-overhang. (RPA may also bind to these ends and require removal). Telomerase is localized to the telomeres through its interaction with TPP1 to extend the G-overhang. To prevent G-overhang hyperextension, CST is localized to telomeres by TPP1 and inhibits telomerase activity. Additionally, CST promotes C-strand fill-in by stimulating pol α. After telomere processing, t-loops are reformed to protect the chromosome end from DSB repair.


In telomerase positive cells, the 3′-ssDNA overhang is extended in a highly controlled process to prevent potentially catastrophic events that may arise from telomere under- or over-extension. For extension by telomerase, a ssDNA binding site is needed to allow telomerase RNA component (TERC) to base pair, creating a primer for reverse transcription. While the lagging strand has a ready-made overhang, the leading strand requires processing. Studies in mice suggest that Apollo and EXO1 facilitate resection of the telomeric C-strand (van Overbeek and de Lange, 2006; Lam et al., 2010; Wu et al., 2010, 2012; Chow et al., 2012). In yeast, Dna2 has also been implicated in end processing, although it has been difficult to separate its role in duplex replication vs. end resection (Tomita et al., 2004; Budd and Campbell, 2013; Markiewicz-Potoczny et al., 2018). Currently, how Apollo, EXO1 and/or DNA2 are recruited for telomere end resection and whether the ends are immediately bound and protected by shelterin, following duplex replication, remains unclear. However, Apollo recruitment requires interaction with TRF2 and is subsequently blocked by POT1b (van Overbeek and de Lange, 2006; Wu et al., 2012). Therefore, shelterin, or at least shelterin subunits, are likely to bind immediately after passage of the replication fork, which could prevent recognition of the ends as DSBs.

T-loops are thought to serve as a major deterrent to HR and NHEJ. How t-loops are resolved to allow replication remains largely unknown but recent work by the Boulton group identified key steps in the assembly and disassembly process (Sarek et al., 2019). Outside of S-phase, t-loop formation is maintained by phosphorylation of TRF2 by CDK. During S-phase, TRF2 is transiently dephosphorylated by protein phosphatase 6 regulator subunit 3 (PP6R3), allowing t-loop disassembly and the completion of DNA replication. This t-loop disassembly appears to be very transient and another study suggests that t-loops may be present during S-phase (Timashev and De Lange, 2020). Thus, defining how this switch is regulated, and specifically how the DDR is inhibited during this period, warrants further investigation.




Long-Range Resection

Short-range resection leads to additional processing to generate a long ssDNA overhang that becomes a substrate for RPA binding and the promotion of HR. The switch from short- to long-range resection, like other steps, is highly regulated and often described as a point of no return. However, as described in more detail below, mechanisms do exist to shift repair back to NHEJ, making this decision point reversible under certain conditions. Nevertheless, long-range resection and RPA binding are one of the most critical points in the pathway to joining DNA ends through HR vs. NHEJ. Moreover, telomeric G-overhangs must be protected from RPA binding and unwanted HR.


HR

The goal of long-range resection is to create a stretch of ssDNA long enough for significant RPA binding. RPA is then exchanged for RAD51, which facilitates the homology search. Critical to the initiation of long-range resection is the binding of BRCA1 and blockage of 53BP1 (Daley and Sung, 2014). Generation of the 3′-overhang by MRN likely leads to initial RPA binding and ATR recruitment. One model suggests an ATM to ATR switch in which ATM initiates resection and triggers ATR activation to regulate later steps in HR (Cuadrado et al., 2006; Shiotani and Zou, 2009). It is proposed that ATR drives HR by facilitating the stabilization of BRCA1 through TopBP1. This counteracts 53BP1 recruitment (Liu et al., 2017). BRCA1 and BARD1 then form a complex, which stabilizes BRCA1, to facilitate resection and recruit the partner and localizer of BRCA2 (PALB2)-BRCA2 complex for RAD51 loading (Joukov et al., 2006; Sy et al., 2009; Zhang et al., 2009b; Orthwein et al., 2015). The BRCA1-BARD1 complex also acts as an E3 ubiquitin ligase to prevent 53BP1 localization at DSBs during S phase (Chapman et al., 2012; Kakarougkas et al., 2013). While BRCA1 is not intrinsically required for resection, it is critical to overcome the 53BP1-mediated block and activation of DSB processing by facilitating CtIP phosphorylation (Cao et al., 2009; Bunting et al., 2010, 2012; Peterson et al., 2013; Nacson et al., 2018).

Long-range resection is primarily executed by two distinct pathways (Figure 8A; Nimonkar et al., 2011). The first involves EXO1, a 5′-to-3′ exonuclease (Tomimatsu et al., 2012; Myler et al., 2016). In this pathway, EXO1 enters at the 5′ site and generates an overhang several kilobases in length. In vitro biochemical assays have determined that EXO1 alone can perform end resection, although the process is slow (Soniat et al., 2019). Based on genetic and in vitro studies, MRN and the BLM helicase (Sgs1 in budding yeast) are proposed to recruit EXO1 and stimulate end resection (Mohaghegh et al., 2001; Nimonkar et al., 2011; Soniat et al., 2019). A second mechanism involves the joint effort of DNA2 and BLM. DNA2 is a structure-specific endonuclease that also possesses weak ATP-dependent helicase activity (Zheng et al., 2020). Since DNA2 does not possess exonuclease activity, the DNA is displaced into a flap structure for cleavage. Owing to the weak helicase activity of DNA2, current thinking, backed, by in vitro single-molecule studies, posits that BLM is required to create a 5′-DNA flap for cleavage (Mimitou and Symington, 2008; Nimonkar et al., 2011). Why two separate pathways exist is still unclear. However, recent biochemical reconstitution studies suggest that each may be tailored to deal with specific obstacles at or nearby the break site, such as ribonucleotides and DNA damage (Daley et al., 2020).
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FIGURE 8. Models of long-range resection and how long-range resection is inhibited/reversed. (A) Long-range resection is mediated by EXO1 or BLM/DNA2. The resulting ssDNA is bound by RPA, which serves as a platform for ATR binding. To inhibit NHEJ, TopBP1 bridges interactions between ATR and the BRCA1-BARD1 complex, blocking 53BP1. (B) 53BP1 is localized to DSBs through its interaction with specific histone marks. 53BP1 then interacts with RIF1, which localizes the shieldin complex. Shieldin inhibits long-range resection by preventing access to the resected DNA and reverses resection through its interaction with CST-pol α, which can mediate fill-in of the resected DNA. This promotes repair of the break by NHEJ. (P: phosphorylation; Ub: ubiquitination).


CtIP and RPA have also been implicated as key stimulators of end resection. CDK phosphorylation of CtIP Thr847 is needed for effective ssDNA generation and RPA recruitment during long-range resection (Huertas and Jackson, 2009). In vitro, RPA stimulates BLM helicase activity at the nick created by MRN. However, phosphorylation of RPA70 inhibits DNA resection mediated by the BLM/EXO1 and BLM/DNA2 in vitro (Soniat et al., 2019; Qin et al., 2020). The dual roles of RPA in long range resection may explain how resection of the DNA is prevented while still promoting enough resection for HR.



NHEJ

To prevent long-range resection and promote NHEJ, genetic studies suggest that 53BP1 must outcompete BRCA1 for binding to MRN-generated overhangs (Setiaputra and Durocher, 2019). 53BP1 is localized to DSBs through its interaction with specific histone marks, including di-methylated histone H4 lysine 20 and ubiquitinated histone H2A lysine 15 (Figure 8B; Sanders et al., 2004; Botuyan et al., 2006; Kim et al., 2006; Yang et al., 2008; Hsiao and Mizzen, 2013). Upon localization to the DSB, 53BP1 works with various factors to prevent or reverse DSB resection. Pax2 transactivation domain interaction protein (PTIP) and Rap1-interacting protein 1 (RIF1) are two main factors downstream of 53BP1 which impair end resection at DSBs (Sfeir and de Lange, 2012; Zimmermann et al., 2013). PTIP acts by blocking DNA2 activity and interacts with the endonuclease Artemis to promote NHEJ (Wang et al., 2014; Callen et al., 2020). On the other hand, Rif1 limits the accumulation of BRCA1-BARD1 at DNA damage sites, preventing CtIP recruitment (Zimmermann et al., 2013).

The shieldin complex (SHLD1 [RINN3], SHLD2 [RINN2/FAM35A], SHLD3 [RINN1] and REV7 [MAD2L2/MAD2B]) also prevents and/or reverses end resection (Figure 8B; Setiaputra and Durocher, 2019). Shieldin was only recently discovered so many questions remain about how it functions in DSB repair. However, based on several mechanistic studies, a model has emerged in which shieldin both limits end resection and promotes the conversion of MRN-generated ssDNA back to duplex DNA. SHLD2 contains three predicted OB-folds that are proposed to bind to MRN-generated ssDNA overhangs, thus preventing long-range resection and RPA loading (Callen et al., 2020). To reverse end resection, shieldin recruits pol α and its stimulatory factor, CST (Mirman et al., 2018). CST/pol α then convert the ssDNA back to duplex DNA (Mirman et al., 2018; Noordermeer et al., 2018). How shieldin and CST/pol α are recruited to DSBs and under what circumstances is still not well understood. Nevertheless, recent studies suggest that TRIP13 and p31comet promote HR by inactivating REV7, which could provide another reversal point back to HR (Clairmont et al., 2020; Sarangi et al., 2020). Another open question is whether 53BP1-shieldin-CST-pol α can act at DNA ends that escape initial 53BP1 binding and have already been resected. Such a mechanism could prevent the more disastrous effects of using alt-EJ or SSA rather than NHEJ in G1 (Ceccaldi et al., 2016). Shieldin can also act independently of 53BP1 to inhibit DSB resection, although the mechanism is still unclear (Ghezraoui et al., 2018). Future work on this newly discovered complex will undoubtedly uncover novel insight into this critical decision point.



Telomeres

Two key factors, POT1 and CST, are critical to prevent the recognition of telomeres as HR intermediates. In mammals, POT1 prevents RPA from binding the G-overhang, which in turn suppresses ATR activation and unwanted HR (Wu et al., 2006; Kratz and de Lange, 2018). Interestingly, studies in the protozoa Leishmania amazonensis and Trypanosoma cruzi, which appear to lack homologs of POT1 or CST, found that RPA-1 is involved in end protection, suggesting that under certain situations RPA can adapt telomere protection capabilities (Pavani et al., 2014, 2018; Fernandes et al., 2020). Since RPA has a higher binding affinity and is ∼70-fold more abundant, POT1 cannot outcompete RPA in vitro (Flynn et al., 2011; Hein et al., 2015). However, in vivo POT1 is tethered to shelterin through TPP1, giving POT1 a competitive advantage over RPA. Loss of TPP1 or the disruption of POT1/TPP1 and TIN2/TPP1 interaction results in telomeric RPA (Hockemeyer et al., 2007; Barrientos et al., 2008; Gong and de Lange, 2010; Kratz and de Lange, 2018). Additionally, POT1/TPP1 can protect uncapped telomeres following extensive resection, caused by the absence of TRF2 (Deng et al., 2009). During replication, however, shelterin is displaced and RPA binds to telomeres as part of the normal replication process (Figure 7). RPA must then be displaced for allow POT1 binding. Yet, POT1/TPP1 is unable to displace RPA from telomeric DNA in vitro. Instead, an elegant mechanism was uncovered in which RPA is displaced by heterogeneous nuclear ribonucleoprotein A1 (hnRNPA1) (Flynn et al., 2011; Figure 7). This RPA-to-POT1 switch is regulated in a cell cycle-dependent manner by expression of telomeric repeat-containing RNA (TERRA), a telomeric non-coding RNA.

Following replication, telomeres are extended in telomerase-positive cells. Under homeostatic conditions, telomerase adds ∼10 telomeric hexanucleotide repeats to each chromosome end and is then dissociated to prevent excessive G-overhang lengthening (Zhao et al., 2009, 2011). Termination of telomerase activity is primarily mediated by CST (Chen et al., 2012). The PIF1 helicase can also remove telomerase, although it is unclear whether this function is solely used to prevent de novo telomere addition at DSBs or can also promote telomerase dissociation from telomeres under certain conditions (Boule et al., 2005; Zhang et al., 2006; Churikov and Geli, 2017). Removal of telomerase is critical for end protection, as hyper-extension of G-overhangs can result in telomeric RPA due to the exhaustion of available POT1 (Feng et al., 2017, 2018). While still not completely understood, mammalian CST is thought to localize to telomeres through interactions with TPP1/POT1 (Wan et al., 2009; Chen et al., 2012). TPP1/POT1 also recruits telomerase so a switch likely occurs where telomerase is replaced by CST. A similar mechanism of overhang processing has been extensively studied in S. cerevisiae. Since shelterin is not present in S. cerevisiae, Cdc13 recruits telomerase for telomere extension and Stn1-Ten1 for C-strand fill-in, in place of TPP1/POT1 (Tseng et al., 2006; Li et al., 2009; Shen et al., 2014; Gopalakrishnan et al., 2017). This process is regulated by a series of post-translational modifications. In humans, phosphorylation of TPP1 by NIMA related kinase 6 (NEK6) is proposed to facilitate telomerase recruitment but much of the mechanism remains unknown (Zhang et al., 2013; Hirai et al., 2016). Furthermore, how CST is recruited to telomeres, whether its recruitment displaces telomerase from TPP1 and the role of CST DNA binding activity in this process remain open questions.

In addition to inhibiting telomerase, CST promotes C-strand fill-in by stimulating pol α (Stewart et al., 2018). CST regulated fill-in does not appear to be as critical as its ability to modulate telomerase inhibition for end protection. Deletion of human TEN1 resulted in defective C-strand fill-in but CTC1-STN1 were still able to inhibit telomerase. This led to only a minor increase in G-overhang elongation and the absence of RPA binding, suggesting that under these conditions POT1 levels were sufficient to block RPA (Feng et al., 2018). Similar results were obtained with knockdown of CST subunits (Surovtseva et al., 2009; Wang et al., 2012; Kasbek et al., 2013). Interestingly, analysis of G-overhangs across the cell cycle in STN1 knockdown cells showed that elongated G-overhangs were reset to near wild-type levels upon entry into the next G1 (Wang et al., 2012). The mechanism behind this reset is unknown but may be due to low levels of STN1 that promote fill-in of the overhang in G2 or M phase. It is also possible that backup mechanisms exist to rescue lingering, elongated G-overhangs and prevent potential RPA binding.




RPA-to-RAD51 Exchange

Following long-range resection, RPA is exchanged for RAD51 to promote the homology search for HR repair. The homologous template is then used to fill-in the missing sequence for error-free repair of the DSB. The switch to RAD51 is generally thought to be an irreversible step toward HR over NHEJ. However, there is new evidence that even at this late stage, mechanisms may be in place to prevent HR under specific situations. At telomeres, the best way to prevent HR is preventing RPA binding, but what happens to G-overhangs that become stably bound by RPA? Below, we will discuss regulation of the RPA-to-RAD51 switch at DSBs and telomeres as well as how ALT is used to extend telomeres but prevent end joining.


HR

After resection, ssDNA is quickly bound by RPA. For HR-mediated repair, RPA is replaced with RAD51 to form a RAD51-ssDNA nucleoprotein filament, also known as the presynaptic complex (Lee et al., 2015; Qi et al., 2015). In vitro single-molecule studies of RPA and RAD51 exchange indicated that although RPA binds to ssDNA with a higher affinity than RAD51, high concentrations of RAD51 can undergo facilitated exchange following ATP hydrolysis by RAD51 (Ma et al., 2017). However, in vivo RAD51 mediator proteins facilitate the binding, elongating, and stabilization of RAD51 onto ssDNA. BRCA2 is primarily responsible for delivering RAD51 monomers (Wong et al., 1997; Pellegrini et al., 2002; Esashi et al., 2007; Carreira et al., 2009; Jensen et al., 2010). BRC repeats in BRCA2 act as a scaffold to bind RAD51, a process facilitated by BRCA1 and PALB2. PALB2 bridges the interaction between BRCA1 and BRCA2 and localizes RAD51 to the RPA-ssDNA, where RAD51 is exchanged for RPA (Scully et al., 1997; Xia et al., 2006; Sy et al., 2009; Zhang et al., 2009a, b; Zong et al., 2019). After RAD51 filament formation, RAD51 paralogs aid in stabilization and elongation of the filament (Thacker, 1999; Suwaki et al., 2011; Sullivan and Bernstein, 2018). While filament formation is essential for HR, the exchange of RAD51 for RPA can be detrimental at other sites of RPA-ssDNA in the cell, such as replication forks. To prevent these untimely exchanges, RPA1-related ssDNA binding protein, X-linked (RADX) was found to antagonize RAD51-ssDNA filament formation, inhibiting RPA displacement as well as promoting the disassembly of existing RAD51 filaments at stalled replication forks (Zhang et al., 2020). Once formed, RAD51 filaments search for homologous regions in the sister chromatid to instigate repair, as reviewed in detail elsewhere (Haber, 2018; Bonilla et al., 2020).

Although most studies have focused on 53BP1 function prior to DSB resection, recent data in budding yeast raises the possibility that 53BP1 functions after long-range resection and RPA binding. The 53BP1 homolog Rad9 was shown to promote D-loop extension by limiting Sgs1 (BLM in mammals) and Mph1 (FANCM in mammals) helicase activity, suggesting a role in HR sub-pathway choice after DSB end resection (Ferrari et al., 2020). The proposed model is that after a DSB, Rad9 limits hyper-loading of RPA, Rad51, and Rad52. This limits Sgs1 and Mph1 from strand rejection to facilitate long-lived D-loops, thus favoring repair through sub-pathways that require stable D-loops such as break induced replication (BIR) or long tract gene conversion. If strand rejection occurs, then SSA is favored. This unprecedented role of Rad9 in controlling the fate of HR contradicts the commonly thought of role of 53BP1 in DSB repair, where it acts as a pre-resection block to HR in eukaryotes. Whether 53BP1 functions in the same manner in humans is still unclear, but it could have paradigm-shifting implications for 53BP1 activity at later steps in DSB repair, if true.



Telomeres

In the majority of cancers, telomeres are maintained in a telomerase-dependent manner, however, 10 to 15% of human cancers maintain their telomeres through the use of ALT (Bryan et al., 1997). ALT is a homology-based mechanism to lengthen telomeres (Dunham et al., 2000; Hoang and O’Sullivan, 2020; Recagni et al., 2020; Sommer and Royle, 2020; Zhang and Zou, 2020). The mechanisms of ALT are still under investigation, but recent evidence points to ALT using a BIR-like mechanism, which requires the exchange of RPA to induce recombination (Dilley et al., 2016). ALT is characterized by ALT-associated promyelocytic leukemia (PML) bodies (APBs), which consist of telomeric DNA, PML, and proteins involved in DNA repair, recombination and replication (Zhang and Zou, 2020). It is still not fully understood how APBs are assembled and how they promote ALT. However, a model has been proposed where BLM is critical for APB formation and telomeric DNA synthesis (Stavropoulos et al., 2002; Zhang et al., 2019). Additionally, MRN is localized to telomeres during S and G2 phases through its interaction with TRF2 and is required for ALT (Zhu et al., 2000; Jiang et al., 2005; Zhong et al., 2007). Within the APBs, the telomere is lengthened through RAD51- or RAD52-dependent BIR-like pathways. In both cases, a homology search is utilized to initiate BIR. In the RAD51-dependent pathway, RAD51 and HOP2-MND1 are recruited, and then RAD51 mediates homology searches and subsequent DNA polymerization (Cho et al., 2014). In RAD52-dependent BIR, BLM and DNA2 are proposed to resect the telomere and then replication factor C (RFC) mediates proliferating cell nuclear antigen (PCNA) loading (Dilley et al., 2016). PCNA recruits pol δ through interaction with POLD3 stimulating pol δ activity and DNA synthesis (Dilley et al., 2016; Roumelioti et al., 2016). Thus, for ALT, the engagement of BIR-related factors vs. those required for HR-mediated repair appears to underlie telomere extension while preventing chromosome fusions.

As described above, preventing stable binding and localization of HR factors is the major mechanism used to prevent unwanted “repair” at telomeres, but what happens when RPA remains stably bound to G-overhangs? Loss of POT1 or CST results in telomeric RPA foci but surprisingly only a minor increase in chromosome fusions, particularly in comparison to TRF2 loss (Denchi and de Lange, 2007; Feng et al., 2017). Once bound by RPA, telomeres, in essence, resemble resected RPA-bound DSB intermediates. Even in the absence of POT1, other shelterin subunits are present and likely play a role in maintaining end protection. Yet, how these RPA-bound telomeres remain protected from HR is not entirely clear. It is likely that the presence of 53BP1 contributes to protection from HR. 53BP1 foci have been observed at telomeres in both cells lacking POT1 (Hockemeyer et al., 2007; Gong and de Lange, 2010) and cells expressing a CTC1 G503R mutant construct, which is unable to localize to telomeres (Chen et al., 2013; Gu and Chang, 2013; Takai et al., 2016). In both cases, hyper-extended G-overhangs are generated. Under such conditions, 53BP1 may continue to block HR, while TRF2 is used to block NHEJ (Figure 9). In addition, deletion of CTC1 decreases TopBP1 and CHK1 phosphorylation, despite RPA-binding and ATR activation at telomeres (Ackerson et al., 2020). The loss of CHK1 signaling and 53BP1 localization could be sufficient to block the RPA-to-RAD51 exchange and, thus, HR-mediated telomere fusions at RPA-bound telomeres. However, additional studies are needed to determine the fate of RPA-bound telomeres. Unraveling such mechanism(s) will undoubtedly provide novel insights into chromosome end protection and HR-mediated repair.
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FIGURE 9. Potential mechanism for the protection of RPA-bound telomeres. Loss of POT1 or CST results in hyperextension of G-overhangs and telomeric RPA but very few fusions events. We propose that the combination of TRF2 and 53BP1 prevent fusions by blocking NHEJ and HR mediated repair, respectively.






CONCLUSION

While our understanding of DSB recognition and repair has progressed by leaps and bounds in recent years, important questions remain unanswered. Two key topics that still need to be fully elucidated are the context and timing of the key decision points described in this review. To date, much of our current understanding has centered on how specific factors interact with each other. To grasp the larger picture, we must now understand the temporal and contextual organization of these processes. This includes addressing how and when t-loops are formed, when shelterin disassembly/reassembly occurs and elucidating the mechanisms that protect exposed ends. Furthermore, understanding DSB pathway choice will require addressing questions such as the timing of Ku vs. MRN binding at DSBs, whether MRN is removed in situations where a homologous sequence is unavailable and how stimulation of MRN nuclease activities are temporally regulated. Such advances will pave the way for a more mechanistic understanding of these complex processes. Finally, both dysfunctional DSB repair and telomeres are linked to cancer and aging-related diseases. Therefore, defining the decision points that dictate whether to join or not to join the DNA ends will enlighten how these diseases arise and uncover vulnerabilities that might be exploited for therapeutic purposes.
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To preserve genome integrity when faced with DNA lesions, cells activate and coordinate a multitude of DNA repair pathways to ensure timely error correction or tolerance, collectively called the DNA damage response (DDR). These interconnecting damage response pathways are molecular signal relays, with protein kinases (PKs) at the pinnacle. Focused efforts in model eukaryotes have revealed intricate aspects of DNA repair PK function, including how they direct DDR pathways and how repair reactions connect to wider cellular processes, including DNA replication and transcription. The Kinetoplastidae, including many parasites like Trypanosoma spp. and Leishmania spp. (causative agents of debilitating, neglected tropical infections), exhibit peculiarities in several core biological processes, including the predominance of multigenic transcription and the streamlining or repurposing of DNA repair pathways, such as the loss of non-homologous end joining and novel operation of nucleotide excision repair (NER). Very recent studies have implicated ATR and ATM kinases in the DDR of kinetoplastid parasites, whereas DNA-dependent protein kinase (DNA-PKcs) displays uncertain conservation, questioning what functions it fulfills. The wide range of genetic manipulation approaches in these organisms presents an opportunity to investigate DNA repair kinase roles in kinetoplastids and to ask if further kinases are involved. Furthermore, the availability of kinase inhibitory compounds, targeting numerous eukaryotic PKs, could allow us to test the suitability of DNA repair PKs as novel chemotherapeutic targets. Here, we will review recent advances in the study of trypanosomatid DNA repair kinases.
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INTRODUCTION

Numerous DNA lesions can form within a eukaryotic cell per day, each a potential threat to genome stability (Tubbs and Nussenzweig, 2017). Genome damage can arise from a myriad of sources, including exposure to mutagenic agents, such as radiation, and endogenous cellular processes such as DNA replication and metabolism. Lesions can form primarily on a single DNA strand, such as by the accumulation of unbase-paired single-stranded DNA (ssDNA), base adducts, oxidative damage, and mismatched bases, or can affect both stands, such as through double-stranded breaks (DSBs) and inter-strand cross-links. Ultimately, the persistence of all such damage can compromise high-fidelity genome transmission to future offspring, resulting in genetic diseases, decreased fitness, or lethality (O’Driscoll, 2012; Ribezzo et al., 2016; Chatterjee and Walker, 2017). Conserved across the Eukarya, a sophisticated network of pathways, collectively known as the DNA damage response (DDR), operate to safeguard the genome, acting hierarchically from lesion detection to resolution. At the heart of the DDR are evolutionarily conserved protein kinases (PKs) that act to orchestrate the repair of genome damage by signaling its presence and enacting the appropriate repair pathway via post-translational phosphorylation modifications to the hydroxyl groups of serine (S), threonine (T), or tyrosine (Y) residues on downstream factors. Additionally, DDR PKs also perform a range of non-catalytic functions, such as by the allosteric regulation of other kinases (Kung and Jura, 2016).

The DDR and its associated PK compliment are well-characterized in “model” eukaryotes, but in trypanosomatids, less is known. Trypanosomatids are parasitic members of the widespread and diverse Kinetoplastea class (Lukeš et al., 2018; Butenko et al., 2020) and cause neglected tropical diseases (NTDs) that disproportionally affect impoverished populations in the tropics and subtropics of the world. Human African Trypanosomiasis (Trypanosoma brucei), Leishmaniasis (Leishmania spp.), and Chagas disease (Trypanosoma cruzi) are three of 20 NTDs targeted by the World Health Organization (WHO) for eradication by 2030 (World Health Organization, 2020). These dixenous parasites transmit from arthropod vectors to mammalian hosts (for life cycles of each parasite, refer to Stuart et al., 2008), where they cause debilitating but distinct diseases of medical importance, which significantly impact the life quality of the infected individual and at-risk populations, and, combined, are responsible for ∼80,000 deaths each year (Torres-Guerrero et al., 2017; Büscher et al., 2017; Pérez-Molina and Molina, 2018).

Trypanosomatids are early branching eukaryotes, having emerged ∼500 million years ago, close to the time mammals emerged from other eukaryotes (Lukeš et al., 2014). As such, unusual aspects of the DDR, including during DNA repair, have been reported. For instance, classical non-homologous end-joining (c-NHEJ) activity required for DSB repair is lacking in these organisms (Burton et al., 2007; Nenarokova et al., 2019), with the result that DNA end-joining using regions of micro-homology (MMEJ) (Glover et al., 2011; Laffitte et al., 2016) or by single-strand annealing (SSA) (Glover and Horn, 2014; Zhang and Matlashewski, 2019) appears to assume greater prominence than in many organisms. In addition, nucleotide excision repair (NER) appears to have become functionally streamlined (Machado et al., 2014), most likely due to the ubiquity of multigenic transcription in kinetoplastids. Other peculiarities have recently emerged, with components of the 9-1-1 complex playing non-canonical roles in Leishmania genome replication, as facilitators of genomic plasticity (Damasceno et al., 2016, 2018). Moreover, DDR PK activity has been implicated in developmental transitions between host and vector (Baker et al., 2021) and as a driver of host immune evasion (Black et al., 2020). Thus, the trypanosomatid DDR and its associated PKs have potential for the discovery of novel biology and the prospect of parasite-specific drug targets.

Dysregulation of PK activity is commonly reported in human disease (Cell Signaling Technology, 2020), with over 80 small-molecule inhibitors approved for clinical use (Carles et al., 2018; MRC Protein Phosphorylation and Ubiquitylation Unit, U. of D, 2020; Roskoski, 2020). Thus, rather than developing novel compounds that target DDR PKs, an opportunity exists for the repurposing of small-molecule inhibitors as novel anti-parasitic treatments, particularly as the development of drugs targeting NTDs is routinely limited due to safety, efficacy, and funding, leaving many archaic and dangerous drugs at the forefront of treatments for the foreseeable future (Field et al., 2017; Bhattacharya et al., 2020). Additionally, using such small-molecule PK inhibitors could provide opportunities to investigate both the function and evolution of PKs, including those that act in the trypanosomatid DDR. Such an approach may be especially attractive for less genetically tractable trypanosomatids, like T. cruzi and T. vivax. Here, we will focus on trypanosomatid DNA damage-associated PKs and their reported functions, first discussing the known roles of canonical DDR PKs and then focusing on wider putative DDR PKs.


PKs at the DDR Apex

PKs are specialized enzymes accounting for up to 3% of the encoded genes in a typical eukaryote (Hunter and Plowman, 1997; Manning et al., 2002; Zulawski et al., 2014). Two superfamilies of PKs exist including eukaryotic PKs (ePKs) and atypical PKs (aPKs), with nine subfamilies of ePKs described in most eukaryotes. The ePK structure is largely conserved among subfamilies, where an N-terminal lobe (composed primarily of β-sheets) is joined by a hinge-like region to a predominantly α-helical C-terminus, with the site of γ-phosphate transfer (the active site) located between these extremities (Hanks and Hunter, 1995) (for an extensive review on PK structure, refer to Taylor and Kornev, 2011). aPKs typically lack the catalytic region or domains characteristic of ePKs, yet among the aPKs, members of the phosphatidyl inositol 3′ kinase-related kinase (PIKK) family perform vital functions at the apex of the DDR. DNA-dependent Protein Kinase catalytic subunit (DNA-PKcs; absent from yeasts), ATR (Mec1 in budding yeast), and ATM (Tel1 in budding yeast) are large enzymes (up to 500 kDa in size) sharing structural similarities with lipid kinases within their C-terminal kinase domains (Figure 1). Flanking their kinase domains, they share several further conserved domains, including the FAT domain (FRAP, ATM, and TTRAP domain), a protein regulatory domain (PRD), a LST8-binding element (LBE) domain, and FAT-C domain downstream, all of which are required for kinase function and activity regulation (as reviewed by Imseng et al., 2018). The N-terminal regions of the PIKKs comprise much of their sequence and are arranged as “superhelices” (or α-solenoids), consisting of coiled Huntingtin, elongation factor 3, protein phosphatase 2A, and TOR1 (HEAT) repeats, which can modulate kinase activity (Mori et al., 2013; Luzwick et al., 2014; Chen et al., 2021). PIKKs typically phosphorylate substrates carrying an S/T motif followed downstream by a glutamate (Q) residue, with canonical activation of each PK occurring in a substrate-dependent manner. In addition, and as discussed below, each PK interacts with a number of non-kinase proteins to effect and modulate its activity.
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FIGURE 1. Schematic illustration of the predicted domain locations in Trypanosomatid PIKKs compared with their human homologs. Putative domains were identified using Pfam (http://pfam.xfam.org), Prosite (https://prosite.expasy.org), and Interpro (https://www.ebi.ac.uk/interpro/). Sequence similarity was determined using BLAST (Altschul et al., 1997), and all sequences from trypanosomatids are compared to the corresponding human kinase sequence. Gene IDs, the percentage identity, and the E value for each sequence are as follows: HsATM (AAB65827.1), TbATM (TbATM427_020008900; 31.47%, 2e-99), TcATM (TcCLB.509395.20; 33.95%, 7e-108), and LmjATM (LmjF.02.0120; 31.73%, 9e-94). HsATR (NP_001175.2), TbATR (Tb427_110165100; 26.14%, 7e-119), TcATR (TcBrA4_0103840; 27.17%, 2e-199), and LmjATR (LmjF.32.1460; 23.45%, 2e-97). HsDNA-PKcs (NP_008835.5), LmjDNA-PKcs (LmjF.36.2940; 27.58%, 4e-30).


At least two of these three PIKKs are encoded in the genomes of T. brucei, T. cruzi, and Leishmania. In the following sections, we will describe ATM, DNA-PKcs, and ATR, and discuss their reported roles in trypanosomatids (Figure 2A shows a summary of the pathways these kinases act within).
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FIGURE 2. The PIKK-driven DDR pathways in Trypanosomatid parasites and the canonical Eukaryotic pathways. (A) A schematic illustration of a simplified eukaryotic DDR pathway (left) compared to known or predicted components of the trypanosomatid DDR pathway (right). Dark shaded factors indicate that functional characterization has been performed in one or more organisms. Light shading indicates limited data availability. White indicates no data are available or the factor is not present in the genome, as further illustrated by question marks. For more intricate details on eukaryotic DDR factors and pathways, we encourage the reader to refer to recent reviews (Alexander and Orr-Weaver, 2016; Blackford and Jackson, 2017; Wright et al., 2018; Sun et al., 2020; Zhao et al., 2020; Ghosh and Raghavan, 2021). DSB, double-stranded break; DDR, DNA damage response; ssDNA, single-stranded DNA. (B) Summary table of PKs and their associated families in T. brucei, T. cruzi, and L. mexicana. Data collated from Parsons et al. (2005), Jones et al. (2014), and Baker et al. (2021). (*) = the pseudokinases in T. brucei are included among the counts for the other families and their respective numbers have not been adjusted to remove pseudokinase family members. N/A = no kinases have been identified as members of these kinase families.




The ATM Kinase

In humans, low expression or inactivation of ATM causes ataxia-telangiectasia (A-T), a neurodegenerative syndrome associated with growth retardation, cancer predisposition, immune response deficiency, and genomic instability (Savitsky et al., 1995; Rothblum-Oviatt et al., 2016). Surprisingly, whereas murine ATM null mutants are viable (Barlow et al., 1996; Elson et al., 1996; Xu et al., 1996), kinase-dead mutants fail to survive past embryogenesis and show increased chromatid damage associated with replication stress (Daniel et al., 2012; Yamamoto et al., 2012, 2016). Thus, the inactive kinase likely inhibits other repair factors from carrying out their repair functions. ATM is activated by DSBs detected by the Mre11-Rad50-Nbs1 (MRN) complex (Figure 2A). MRN unwinds the helix and performs end-resection, exposing regions of ssDNA, which is pivotal for ATM recruitment and optimal activation (Lee and Paull, 2005). Full activation of ATM requires dissociation of the inactive dimeric form of the PK, with subsequent phosphorylation events triggering conformational changes that release one dimer and activate the other (Bakkenist and Kastan, 2003). Once active, ATM auto-phosphorylates and phosphorylates downstream substrates, including the variant histone H2AX (on serine-139) in higher eukaryotes to generate the genotoxic stress marker yH2AX (Burma et al., 2001). However, for many single-celled eukaryotes, for example, yeast (Downs et al., 2000), trypanosomatids (Glover and Horn, 2012), and the apicomplexan parasite Plasmodium falciparum (the etiological agent of malaria) (Manish et al., 2021), the equivalent ATM phosphorylation occurs on the core histone H2A. ATM can also activate p53 (a tumor suppressor protein) and other PKs, including the checkpoint kinase checkpoint 2 (CHK2), halting cell cycle progression at G1/S and G2/M and promoting DSB repair via NHEJ (an error-prone pathway) or homologous recombination (HR; a high fidelity pathway) (Awasthi et al., 2015). ATM also plays a role in telomere maintenance (Hande et al., 2001; Lee et al., 2015; Tong et al., 2015). ATM-deficient cells exhibit shortened telomeres linked to defective telomerase recruitment (an enzyme that extends telomeric sequences) (Ritchie et al., 1999; Lee and Paull, 2005; Tong et al., 2015). ATM also acts upon dysfunctional telomeres, which are a source of genomic instability, by eliciting a cell cycle checkpoint and cell senescence (D’Adda Di Fagagna et al., 2003).

The N-terminal region of the trypanosomatid ATM kinase is predicted to form an α-solenoid structure, accounting for ∼57% of the enzyme (Figure 1). A FATC regulatory domain and a C-terminal kinase domain typical of the PIKK family can also be detected. However, several domains are either absent or diverged in several trypanosomatids: a discernable FAT domain is absent in both T. cruzi and T. brucei, but present in Leishmania; TAN domains (required for telomeric maintenance and DSB repair activities in other eukaryotes; Seidel et al., 2008) and LBE domains also appear to be lacking in all trypanosomatid ATMs. When combined with the lack of identifiable phosphorylation sites in phosphoproteomic studies in T. brucei (Urbaniak et al., 2013), these domain variations suggest that the regulation of trypanosomatid ATM by phosphorylation is unclear and may even differ between related trypanosomatids.

RNA interference (RNAi)-mediated depletion of ATM in mammal-infective T. brucei initially revealed a lethal phenotype in vitro (Forsythe, 2012). However, more recent genetic screens (Jones et al., 2014; Stortz et al., 2017) suggest that T. brucei ATM may be non-essential in mammal-infective cells, though effects of ATM loss in tsetse stage T. brucei are unknown. Moreover, whereas in other eukaryotes ATM functions during DSB repair, this functionality has not been directly tested in T. brucei. Thus, how ATM operates in the context of the DDR across the T. brucei life cycle is unclear.

In L. major, ATM function has been investigated in promastigote (sandfly-infective) cells using the small molecule KU-55933 (da Silva R. B. et al., 2018), which inhibits ATM activity in human cells (Hickson et al., 2004). When promastigotes were exposed to a range of KU-55933 concentrations, a moderate slowing of parasite proliferation with little perturbation of the cell cycle progression was observed, even at high concentrations of the compound. Treatment with KU-55933 sensitized parasites to H2O2, implicating ATM kinase activity in tackling oxidative stress-derived lesions. Whether KU-55933 treatment induces a more generalized sensitivity to genotoxins requires further investigation, as we lack information about how selective this inhibitor is for ATM in trypanosomatids. In a recent study, an unexpected role for the ATM gene in L. mexicana was uncovered (Baker et al., 2021). Deletion of ATM in promastigotes prevented the establishment of infections in the sandfly vector, implicating ATM (and perhaps the wider DDR directed by the PK) in a previously unappreciated role in parasite transmission, though the basis for this defect is unexplained. In fact, in both these aspects of infectivity, the L. major ATM mutants are worthy of further study, given the inhibition data. Leishmania are intracellular parasites of mammals, developing within immune cells such as neutrophils and macrophages, which generate reactive oxygen species (ROS). One could speculate that loss of ATM may increase sensitivity to ROSs generated during development in the host cell, compromising parasite viability and thus transmission potential. If so, ATM may be a candidate target to block parasite transmission. To date, nothing has been reported about ATM function in T. cruzi.

As mentioned above, ATM phosphorylates histone H2A or H2AX in response to DNA damage. In trypanosomatids, damage-dependent phosphorylation occurs on the core histone H2A at residue Thr130 (Glover and Horn, 2012). Following genotoxin exposure, the yH2A signal can be detected either as a diffuse nuclear signal or as foci depending on the damaging agent, consistent with PK activity during the DDR. However, no work has shown that yH2A contributes to DNA damage repair, and it is unknown what PK is responsible for the phosphorylation, although, mutation of MRE11 abrogates the reaction (Dattani and Wilkinson, 2019). In addition, depletion of another DDR PK (ATR, discussed in a later section) increases yH2A levels (Black et al., 2020).

The principal downstream substrate of ATM is checkpoint kinase 2 (CHK2), which can induce a G1/S-phase cell cycle stall upon activation (Matsuoka et al., 2000). A CHK2-like protein has been identified in trypanosomatids, but no work has confirmed this PK as a bonafide CHK2 homolog (Genois et al., 2014). Another key substrate of ATM is p53, which is present in metazoans (Dos Santos et al., 2016) and some unicellular organisms (Lu et al., 2009; Bartas et al., 2020), though trypanosomatids appear to lack a p53 homolog. Thus, putative events downstream of trypanosomatid ATM are unknown. Loss of MRE11 or RAD50, the upstream recruiters of the PK (Figure 2A), affect trypanosomatid proliferation and genomic stability. In Leishmania, deletion of RAD50 can only be achieved in an MRE11 null mutant, suggesting an unanticipated, stoichiometric balance in activities provided by these two factors (Laffitte et al., 2016). Both factors operate during Leishmania HR, with MMEJ predominating in their absence, where chromosomal translocations are seen (Laffitte et al., 2016). In T. brucei, null mutants of either MRE11 or RAD50 are tolerated, with loss of the former leading to instability in the large, transcriptionally silent Variant Surface Glycoprotein (VSG) gene-rich subtelomeres (Robinson et al., 2002; Mehnert et al., 2021). Loss of either RAD50 or MRE11 results in increased levels of VSG activation after induction of a DSB within the specialized site for VSG transcription (termed the bloodstream expression site), whereas MRE11 mutants do not display such elevation in the rate of immune evasion without DSB induction (Robinson et al., 2002). Taken together, these data raise questions about how VSG-directed HR initiates during immune evasion (da Silva M. S. et al., 2018), and analysis of ATM could be key to understanding this reaction. Indeed, addressing ATM function may be informative in understanding signaling of gene family rearrangements (Weatherly et al., 2016) and gamma irradiation resistance (Regis-da-Silva et al., 2006) in T. cruzi and, perhaps, other trypanosomatids.



DNA-PKcs: A Leishmania-Specific DDR PK?

Active DNA-PK is a holoenzyme complex consisting of DNA-PKcs and the Ku heterodimer (subunits Ku70 and Ku80 Gottlieb and Jackson, 1993). Together, this complex initiates DSB repair via cNHEJ. DNA-PK also shares partial functional redundancy with ATM; DNA-PK is capable of phosphorylating downstream ATM substrates, including H2AX, in cells lacking ATM (Stiff et al., 2004). DNA-PK can also orchestrate metabolic pathways like fatty acid synthesis (Chung, 2018). When a DSB forms, the Ku heterodimer recognizes the lesion and can recruit DNA-PKcs, which, in turn, is activated by autophosphorylation, forming the holoenzyme complex. DNA-PK phosphorylates and recruits downstream substrates to effect repair. First, mismatched ends of the DSB are resected by nucleases, followed by gap filling by DNA polymerases (mainly Pol μ and Pol ε), which act in a template-independent manner. Lastly, DNA ligase IV, in conjunction with the x-ray repair cross-complementing protein 4 (XRCC4) and the XRCC4-like factor (XLF), seals the break (reviewed by Chung, 2018; Mohiuddin and Kang, 2019; Menolfi and Zha, 2020). In recent years, a plethora of additional accessory NHEJ factors, such as the Paralog of XRCC4 and XLF (PAXX; previously known as C9orf142), have been discovered, though we are yet to comprehend the range of activities relating to NHEJ they perform (as reviewed by Ghosh and Raghavan, 2021). Insertions and deletions of the DNA template are frequent consequences of cNHEJ-directed repair. In some cases, such mutagenic repair is beneficial, such as when DNA-PK acts to generate antigen receptor diversity by coordinating Variable, Diverse, and Joining V(D)J recombination (Kienker et al., 2000). Thus, mutations in the DNA-PKcs gene in mice result in severe combined immune-deficiency (SCID) syndrome, manifesting as profound defects in T- and B-cell development. In humans, aberrant DNA-PK activity correlates with the development of a range of cancers (Mohiuddin and Kang, 2019).

Most kinetoplastids, including T. brucei and T. cruzi, appear to lack DNA-PKcs, whereas across Leishmania spp., a potential DNA-PKcs homolog has been identified (Figure 1). Putative DNA-PKcs homologs have also been found in the genomes of other Leishmaniiae, such as Endotrypanun monterogeii (a parasite of two-toed sloths) and Crithidia spp. (a monoxenous insect pathogen), but little is known about DNA repair in these organisms. The putative Leishmania DNA-PKcs shows most sequence conservation relative to other eukaryotic DNA-PKcs proteins within its C-terminal kinase domain. Additionally, a conserved NUC194 domain, whose function is unknown, has been identified in Leishmania DNA-PKcs, supporting this putative PK as a homolog of human DNA-PKcs (Lees-Miller et al., 2020). Functional analysis of this putative repair enzyme awaits and it is unknown if its loss alters the parasite’s response to genotoxic stress. The putative presence of DNA-PKcs in Leishmania, and other Leishmaniiae, unlike in related trypanosomatids, is especially intriguing because it is unlikely to direct cNHEJ since repair of CRISPR-Cas9-generated DSBs in Leishmania has never been shown to occur by this repair pathway, but instead only by MMEJ (Zhang and Matlashewski, 2015) or SSA (Zhang and Matlashewski, 2019).

Why Leishmania potentially possess DNA-PKcs poses another intriguing question since the Ku complex is present in T. brucei and T. cruzi, which have no ortholog of the putative DNA-PKcs gene. Addressing this complex pattern of presence or absence of components of the DNA-PK holoenzyme is further complicated by lack of clarity regarding what role Ku performs in the absence of cNHEJ, with the best evidence being a role in T. brucei telomere maintenance (Conway et al., 2002; Janzen et al., 2004), suggesting that this part of DNA-PK operates outside DSB repair in these parasites. The nature of this critical role remains unclear, given that the natural absence of both Ku proteins in Blastocrithidia spp. does not appear to have a noticeable impact on telomere length (Poláková et al., 2021). One possible explanation could be linked to the extensive genome plasticity observed in Leishmania, with aneuploidy (Sterkers et al., 2011) and copy number variations (CNVs) readily detected during growth (Ubeda et al., 2008; Leprohon et al., 2009; Rogers et al., 2011; Restrepo et al., 2019). Furthermore, the use of repair machinery for DNA replication (Damasceno et al., 2016, 2018, 2020) suggests that DNA repair processes are required for genome duplication. Thus, the presence of a putative complete DNA-PK in Leishmania but not in T. brucei or T. cruzi could play roles in genome maintenance and transmission that aid plasticity. For instance, the interaction between DNA-PKcs and Ku occurring at DSBs within unstable regions could activate a divergent DNA-PK pathway, perhaps amplifying repair by MMEJ or other more mutagenic pathways. Though T. brucei and T. cruzi also exhibit genomic instability, unstable regions in T. brucei appear limited to multicopy VSG gene families with functions in host immune evasion (Glover et al., 2013; Horn, 2014; Black et al., 2020). More widespread aneuploidy and CNVs have been reported in T. cruzi (Minning et al., 2011; Reis-Cunha et al., 2015; Callejas-Hernández et al., 2018), though the underlying mechanics are largely uncharacterized. Thus, Leishmania DNA-PKcs may perform genus-specific functions pertaining to plasticity, though further work is needed to demonstrate the presence and activity of the DNA-PK holoenzyme.



The ATR Kinase

In most eukaryotes ATR is essential for cellular proliferation. For instance, during embryogenesis in mammals, loss of ATR results in mitotic catastrophe in the developing blastocyst (Brown and Baltimore, 2000). In adult mice, ATR depletion causes a premature aging-like syndrome that has been attributed to stem cell loss (Ruzankina et al., 2007) and appears akin to Seckel syndrome, a complex form of microcephalic primordial dwarfism that occurs in humans with ATR gene mutations (O’Driscoll et al., 2003). Interestingly, loss of ATR does not predispose such individuals to cancer, like loss of ATM (Chanan-Khan et al., 2003; Qvist et al., 2011). ATR is activated in response to ssDNA accumulation at stalled DNA replication forks, at resected DSBs, or following deoxyribonucleotide triphosphate (dNTP) depletion. Transcription-derived RNA-DNA hybrids (R-loops) and shortened telomeres are also prominent activators of ATR (reviewed by Saldivar et al., 2017). Briefly, ssDNA, coated with the heterotrimeric replication protein A (RPA) complex, acts as a recruitment platform for the obligatory interaction partner of ATR, ATR Interacting Protein (ATRIP; Figure 2A). ATRIP recruits and activates ATR, resulting in a hetero-tetrameric complex composed of two molecules each of ATR and ATRIP. Additionally, ATR activation requires the activities of the Rad9-Rad1-Hus1 (9-1-1) complex, topoisomerase II binding protein 1 (TOPBP1), and, in vertebrates, the Ewing tumor-associated antigen 1 (ETAA1; the latter two regulate the activity of ATR). Once activated, ATR phosphorylates the effector kinase checkpoint kinase 1 (CHK1), which initiates checkpoint activation and cell cycle arrest, suppressing global origin firing, promoting dormant origin firing, and initiating DNA repair pathways. Outside these DDR functions, ATR acts on centromeric R-loops to promote chromosome segregation during mitosis (Kabeche et al., 2018), on genome-wide R-loops to prevent instability (Matos et al., 2020), aids the replication of repetitive and fragile genomic regions (Casper et al., 2002), responds to mechanical stresses including nuclear and nucleolar deformation (Kidiyoor et al., 2016), and acts in telomere maintenance (McNees et al., 2010).

Like ATM, trypanosomatid ATR shares most sequence homology within the C-terminal kinase-containing region (Figure 1), and ∼70% of the enzymes are composed of an α-solenoid-like domain, which is typical of the PIKK family. Across all three trypanosomatids, FAT and FATC domains are present, in addition to an UME domain (NUC010; Pfam), which is characteristic of FAT and FATC domain-harboring proteins (the function of the UME domain is unknown). Intriguingly, trypanosomatid ATR appears to lack a PRD domain typical of PIKK kinases. This absence may be mechanistically important since the PRD domain is required for ATR activation by TOPBP1 (Mordes et al., 2008). Though a putative trypanosomatid homolog of TOPBP1 has been identified, its function remains uninvestigated (Genois et al., 2014) and no interactions between parasitic ATR and this putative TOPBP1 homolog have been reported. In mammalian-infective T. brucei, depletion of ATR produces an accumulation of cells in the S-phase accompanied by growth arrest, indicating that PK is essential even in vitro (Jones et al., 2014; Black et al., 2020). Depletion of ATR also resulted in widespread accumulation of genotoxic stress markers, including increased levels of yH2A and formation of RAD51 and RPA foci, and increased sensitivity to a range of DNA mutagens (Black et al., 2020) implicating ATR in the trypanosomatid DDR. Nonetheless, what aspect of ATR function results in T. brucei death after the loss of the PK is unknown. In this regard, recent work in insect stage T. brucei revealed that depletion of ATR only moderately affects parasite proliferation and cell cycle progression, despite playing an important role during HR and damage signaling in this life cycle stage in response to ionizing radiation (IR) (Marin et al., 2020). This dichotomy likely reflects alternative demands on repair and replication in distinct life cycle stages.

A parasite-specific and life cycle stage-specific role of ATR has been uncovered in mammalian-infective T. brucei. To evade immune clearance, stochastic switching of the VSG surface antigen occurs. On any cell, at any given time, a single VSG variant is expressed out of the predicted 2,000 VSGs available in the genome, the majority of which comprise a subtelomeric library (Müller et al., 2018). VSGs are transcribed by polymerase I (Navarro and Gull, 2001; Hertz-Fowler et al., 2008) from a specialized subtelomeric expression site known as the Bloodstream Expression Site (BES), of which ∼15 have been reported in the laboratory-adapted Lister 427 strain (Müller et al., 2018). Upon ATR depletion, downregulation of the actively transcribed BES occurs, correlating with increased transcription from previously silent BESs, indicating that loss of ATR undermines BES transcriptional control. Furthermore, transcripts from VSGs located in the subtelomeric library became upregulated, suggesting increased levels of recombination events moving these VSGs into BESs. Perhaps explaining both these effects on VSG expression, increased damage was detected across the majority of BESs and in close proximity to the VSG-associated 70-bp repeats, implying that ATR may play a role in the resolution of lesions that accumulate within the BES. One possible form of BES lesion is an R-loop since these structures have been shown to accumulate in BESs after the loss of RNase H enzymes, leading to the same changes in VSG expression (Briggs et al., 2018a, 2019). Nonetheless, how ATR (and potentially R-loops) acts in VSG transcriptional control and VSG recombination remains unclear (Black et al., 2020).

In Leishmania, ATR function has been investigated in promastigote cells using the small-molecule inhibitor VE-821 (da Silva R. B. et al., 2018), a selective inhibitor of the ATR kinase in humans (Charrier et al., 2011; Reaper et al., 2011). VE-821 treatment was associated with a modest decrease in proliferation, though no cell cycle alteration was reported, as seen following ATR depletion in T. brucei. However, as for ATM, VE-821-treated cells were significantly more sensitive to H2O2, suggesting that ATR may act during the response to oxidative stress, similar to ATM, though work is needed to validate ATR as the target of VE-821 and to assess whether inhibiting ATR also sensitizes cells to other genotoxins. Unlike in T. brucei, and perhaps consistent with the VE-821 inhibition data, ATR has been reported to be dispensable for L. mexicana survival in vitro, though effects of ATR loss were not investigated further (Baker et al., 2021).

A major deficit in our understanding of the trypanosomatid ATR pathway is the initial activation of ATR itself. Other factors operating within the ATR pathway include the 9-1-1 complex, which has been functionally characterized in L. major, revealing connections between DNA signaling pathways with genome plasticity (Damasceno et al., 2018). How ATR interacts with 9-1-1 in these organisms is unknown. Given that Rad9 likely operates as part of an alternative complex to 9-1-1, and Hus1 is capable of persisting in a monomeric form (Damasceno et al., 2016), such interactions may be divergent and parasite-specific. Does ATR interact with both complexes? Does ATR modulate their behavior or do they modulate the behavior of ATR?

The genomes of all trypanosomatids also appear to lack any putative homologs of the obligatory ATR interaction partner ATRIP (or ETAA1), which is required for kinase activation in other eukaryotes. We also lack information on the roles of the putative TopBP1 homolog (Genois et al., 2014), which is a critical ATR activation factor (Kumagai et al., 2006) and a recruiter of the 9-1-1 complex, via Rad9 (Yan and Michael, 2009). TopBP1 in other eukaryotes interacts with ATR via a small domain, the PIKK regulatory domain (PRD), upstream of the FATC domain; PRD deletion prevents ATR activation by TopBP1. The PRD domain of trypanosomatid ATR is less well defined and, when combined with poor conservation of the ATR activation domain (AAD) in the trypanosomatid TopBP1 homologs, this raises questions as to whether TopBP1 plays a role in ATR kinase activation. Functions of the RPA complex also raise questions about the activation of trypanosomatid ATR. Trypanosomatid RPA1 can bind to the ends of telomeres and may regulate telomere homeostasis (Pavani et al., 2016, 2018; Fernandes et al., 2020). In other eukaryotes, ATR functions to stabilize telomeres (McNees et al., 2010): ATR loss associated with R-loop and G4 structure accumulation destabilizes these structures, resulting in telomere dysfunction (Rhodes and Lipps, 2015; Graf et al., 2017). Given RPA activates ATR, it is possible that the kinase acts directly at the telomeres of trypanosomatids. In support of this, loss of ATR is linked to damage accumulation within subtelomeric regions in T. brucei correlating with regions of R-loop formation (Briggs et al., 2018a, b; Black et al., 2020). The functions of ATR in T. cruzi are unknown.



DDR Effector Kinases: What Goes on Downstream?

ATR, ATM, and DNA-PKcs, and their direct downstream substrates (discussed above), are key DDR players, coordinating much of the initial response to a DNA lesion. However, a plethora of other PKs also act in a wider response to restore cellular homeostasis after damage. In humans, up to 160 PKs (out of ∼550 PKs encoded in the genome; Eid et al., 2017; Kanev et al., 2019) have been linked to neoplastic cellular transformation or disease development due to mutations causing a loss or gain of function (Cell Signaling Technology, 2020). Assessing wider damage response functionality has been made possible through the use of systematic high-throughput screening using siRNAs, small-molecule inhibitors, or CRISPR/Cas9 technology to identify novel DDR factors and map damage response pathways across several eukaryotic organisms. Indeed, a recent genome-wide screen performed in the presence or absence of a panel of genotoxins has revealed ∼890 genes that may function during DNA repair in human cells, including ∼40 PKs (based on GO term analysis of hits on protein serine/threonine kinase activity; Olivieri et al., 2020).

T. brucei, T. cruzi, and Leishmania encode for 190 (Jones et al., 2014), 190 (Parsons et al., 2005), and 206 (Baker et al., 2021) PKs, respectively, with several aPKs identified and members of all ePK groups represented, except for tyrosine-like and tyrosine kinases (Figure 2B). Over the last decade, with the implementation of genome-wide and kinome-focused screens in T. brucei, the roles of PKs have been investigated during drug resistance (Alsford et al., 2012), cell cycle control (Jones et al., 2014), and in vivo survival (Fernandez-Cortes et al., 2017). However, only one screen to date has been performed to examine the parasite’s response to DNA damage. Both genome-wide and kinome-focused RNAi screening identified a cohort of 30 PKs (∼15% of the kinome), whose downregulation was associated with increased sensitivity to MMS. Among these 30 PKs, and in addition to ATR, ATM, and the related kinase TOR4, eight novel putative DDR PKs were validated. Within this cohort was AUK2 (Stortz et al., 2017), a member of the aurora kinase family, and homologous to AURKA in human cells (the function of aurora kinases is reviewed here; Tang et al., 2017; Willems et al., 2018). Deletion of AUK2 in T. brucei resulted in increased DNA damage sensitivity, cell cycle defects, spindle formation defects, yH2A phosphorylation, and RAD51 foci formation, indicating the accumulation of DNA lesions and highlighting AUK2 as a DDR kinase. AUK2 is also required for the survival of in vivo murine infections (Fernandez-Cortes et al., 2017). Dysregulation of aurora kinase family members is associated with the formation of cancer, and the PKs play prominent roles during mitosis (Tang et al., 2017). The function of AUK2 is unknown in Leishmania, but null mutants could not be recovered in promastigote cells, suggesting that it is essential (Baker et al., 2021). In T. cruzi, only AUK1 (homologous to AURKB) function has been assessed, with evidence suggesting it acts canonically during mitosis and nuclear division, alongside being required during kinetoplast duplication (Fassolari and Alonso, 2018). Though the role of AUK2 was not directly investigated in T. cruzi, the authors reported two independent forms of the protein, suggesting that this kinase may functionally diverge from AURKA, and indeed may display variation in AUK2 functions in T. brucei.

From the genome-wide screen (Stortz et al., 2017), the tousled-like kinases 1 and 2 (TLK1/2) were identified as causing increased MMS sensitivity following their simultaneous depletion by RNAi. RNAi depletion resulted in a loss of proliferation, an S-phase stall, increasing numbers of cells lacking nuclear DNA (indicating nuclear segregation defects), and increased phosphorylation of yH2A (Stortz et al., 2017). Indeed, earlier RNAi implicated TLK1 as the perpetrator of these defects, with TLK1 localizing to the nucleus of the parasites (Li et al., 2007). In metazoans, TLKs can act during genome maintenance, in keeping with the role of TLK1 reported for T. brucei. TLK is an essential gene in Leishmania, likely controlling aspects of the cell cycle, though DDR-related roles have not been described (Baker et al., 2021). Across both screens, further investigation of candidate DDR PKs, in addition to AUK2, revealed a further four whose loss causes increased sensitivity to MMS, but no proliferative defects were detected upon RNAi in vitro, suggesting that these kinases are required for parasite survival specifically following genotoxic stress exposure. These four PKs belong to diverse PK families, including calmodulin-dependent protein kinases (CAMK), which act to regulate intracellular calcium stores including during apoptosis, and the CMGC family, which include regulators of cell cycle progression. In Leishmania, these four PKs are non-essential, as CRISPR/Cas9-mediated null mutants are viable in vitro (Baker et al., 2021). Further work will be needed to investigate the role of these enzymes in the DDR, including asking how they map onto the pathways elicited by ATM, ATR, and, perhaps, DNA-PKcs. In L. mexicana, the recently developed CRISPR/Cas9 bar-seq library could be used to perform the type of DDR screen performed in T. brucei. In addition, single-cell transcriptomics may be a key strategy to examine the timing of PK expression during parasite growth, as well as to map the interacting PK signaling activities. In T. cruzi, no genome-wide libraries are currently available but the recent introduction of the CRISPR/Cas9 system in this parasite (Lander et al., 2015; Peng et al., 2015) could mean such screens are on the horizon.




CONCLUSION AND FUTURE PERSPECTIVES

Genome integrity must be preserved to prevent loss of information across generations. PKs are key facilitators of this process and their integral roles across a multitude of DDR pathways make them opportune candidates for drug development pipelines. For trypanosomatids, where many aspects of core biology are diverged, focused and broad approaches to study DDR PK functions have revealed novelty, such as the participation of ATR in host immune evasion in T. brucei, and the proposed role for ATM in Leishmania development in the insect vector. In contrast, we lack information about the DDR PK function in T. cruzi. Continued forays into trypanosomatid PK function provide the prospect of new drug targets, by re-purposing available small-molecule inhibitors, and could offer tantalizing glimpses into the evolution of core biological processes in these peculiar eukaryotes.
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The Leishmania developmental cycle comprises three main life forms in two hosts, indicating that the parasite is continually challenged due to drastic environmental changes. The disruption of this cycle is critical for discovering new therapies to eradicate leishmaniasis, a neglected disease that affects millions worldwide. Telomeres, the physical ends of chromosomes, maintain genome stability and cell proliferation and are potential antiparasitic drug targets. Therefore, understanding how telomere length is regulated during parasite development is vital. Here, we show that telomeres form clusters spread in the nucleoplasm of the three parasite life forms. We also observed that amastigotes telomeres are shorter than metacyclic and procyclic promastigotes and that in parasites with continuous in vitro passages, telomere length increases over time. These observed differences in telomere length among parasite’s life stages were not due to lack/inhibition of telomerase since enzyme activity was detected in all parasite life stages, although the catalysis was temperature-dependent. These data led us to test if, similar to other eukaryotes, parasite telomere length maintenance could be regulated by Hsp83, the ortholog of Hsp90 in trypanosomatids, and Leishmania (LHsp90). Parasites were then treated with the Hsp90 inhibitor 17AAG. The results showed that 17AAG disturbed parasite growth, induced accumulation into G2/M phases, and telomere shortening in a time-dependent manner. It has also inhibited procyclic promastigote’s telomerase activity. Besides, LHsp90 interacts with the telomerase TERT component as shown by immunoprecipitation, strongly suggesting a new role for LHsp90 as a parasite telomerase component involved in controlling telomere length maintenance and parasite life span.

Keywords: Leishmania life forms, continuous in vitro passages, telomeres maintenance, telomerase ribonucleoprotein complex, LHsp90


INTRODUCTION

Leishmaniases are a group of infectious diseases caused by parasites of the genus Leishmania, affecting millions of people worldwide. The disease has a broad spectrum of clinical manifestations varying from asymptomatic, self-limited skin lesions to systemic and fatal infections (Kevric et al., 2015). The parasite’s sequential developmental cycle involves three main life forms: procyclic promastigotes (PP), metacyclic promastigotes (MP), and amastigotes (Am). In general, the non-infective (but highly proliferative) PP lives in the phlebotomine sandflies’ midgut (invertebrate host). They can transform into non-proliferative MP, infecting mammals (vertebrate hosts) and transforming into Am. Am live and multiply inside the vertebrate host cells and infect new cells and other sandflies in new rounds of infection (Sacks and Perkins, 1984; Alvar et al., 2012). Therefore, to survive and complete the developmental cycle, Leishmania spp. needs to adapt to drastic environmental changes during the transition from invertebrate to the vertebrate host. Alterations in the temperature and pH, which affect cell morphology, cell surface, and metabolism, including gene expression and the activity of some enzymes, are among the challenges parasites pass through to survive (Sacks and Kamhawi, 2001; Wheeler et al., 2010; Dillon et al., 2015; Inbar et al., 2017). Interestingly, Am and MP, the infective forms, are close-related regarding gene expression than PP, which cannot infect cells (Inbar et al., 2017).

Despite its global distribution, to date, there are few strategies to treat and control leishmaniasis. Most antileishmanial treatments are based on drugs developed several years ago, presenting side effects and leading to drug resistance. Also, few human vaccines in clinical trials demonstrate the urgency of finding new anti-parasite therapies that are less toxic and more active (Hotez et al., 2016; Moafi et al., 2019; World Health Organization [WHO], 2020). Thus, an increasing interest in studying telomeres as drug design targets has emerged (Olaussen et al., 2006; Chen et al., 2009; Sekaran et al., 2014; Dey and Chakrabarti, 2018). Telomeres are protein-DNA complexes that protect chromosome ends from degradation and fusion (Giardini et al., 2014). Chromosome ends in Leishmania, like most eukaryotes, are composed of conserved 5’-TTAGGG-3’ telomeric repeats maintained by telomerase (Fu and Barker, 1998; Cano et al., 1999; Conte and Cano, 2005). Telomerase is a ribonucleoprotein enzyme minimally composed of two catalytically subunits: the telomerase reverse transcriptase protein (TERT) and the telomerase RNA (TER), which contains the template that specifies the sequence of the telomeric repeats (Feng et al., 1995; Giardini et al., 2014). Both components were already identified and partially characterized in Leishmania sp., showing conserved and genus-specific features (Giardini et al., 2006; Vasconcelos et al., 2014). For example, the Leishmania telomerase RNA component (LeishTER), similarly to Trypanosoma brucei, was shown to be processed by trans-splicing. Still, its primary sequence, including the template sequence, is only conserved within the Leishmania genus (Vasconcelos et al., 2014). Also, although the purified parasite’s telomerase activity presents catalytic properties shared with telomerase described in model organisms (Cano et al., 1999), it also contains enzymatic characteristics specific to the genus (Giardini et al., 2011). All these identified features can elect parasite telomerase as a potential drug target.

Here we show that in L. amazonensis, telomeres’ foci are spread in the nucleoplasm of all life stages. Intriguingly, telomeres from Am and MP are shorter than PP, and telomere length increases in parasites with continuous in vitro passages. However, telomerase activity was detected in all parasite life stages. Furthermore, it showed to be life-stage dependent, strongly suggesting that parasite telomere length is regulated during development by a still unknown factor. Therefore, based on the literature, we speculate if Hsp90, considered one of the players involved in controlling telomerase activity in model organisms, could be implicated in parasite telomere maintenance (Holt et al., 1999; Forsythe et al., 2001; Keppler et al., 2006; Toogun et al., 2008; Viviescas et al., 2019). The ortholog of Hsp90 in Leishmania spp. and other trypanosomatids is Hsp83, which is important for parasite growth and the differentiation of PP into Am forms (Brandau et al., 1995; Wiesgigl and Clos, 2001; Zilka et al., 2001). Besides, it is known that heat shock stress and the inhibition of Leishmania Hsp90 (LHsp90) by geldanamycin and its analogs induce parasite death and, in some species, apoptosis-like death (Wiesgigl and Clos, 2001; Li et al., 2009; de Petersen et al., 2012; Santos et al., 2014). To test the hypothesis that LHsp90 could regulate telomere length maintenance in L. amazonensis, we treated parasites with 17AAG, a geldanamycin analog. 17AAG inhibits most Hsp90 by binding the ATP/ADP domain located at the N-terminal region of the protein (Grenert et al., 1997). In Leishmania spp., 17AAG shows a stronger preference to bind the N-terminal domain of LHsp90 (Palma et al., 2019). Our findings suggest that LHsp90 plays a conserved role in L. amazonensis telomeres maintenance since its inhibition impaired parasite growth, induced cell cycle arrest, caused telomere shortening, and inhibited in vitro telomerase activity. Besides, LHsp90 co-immunoprecipitated with the telomerase TERT component, strongly suggesting that it is part of the complex and may be involved in parasite telomere length maintenance.



METHODS


Parasites

All three L. amazonensis (strain MHOM/BR/1973/M2269) life forms were obtained from the same developmental cycle. PP was obtained from lesion-derived Am and cultivated at 28°C in M199 medium (Gibco) supplemented with 10% fetal calf serum (Cultilab). MP was obtained from PP stationary cultures using agglutination with peanut lectin (Sacks and Perkins, 1984). Am was obtained from mice footpad lesions as described before (Barbiéri et al., 1990). PP passage 1 (P1) was obtained from newly in vitro-transformed PP and was maintained in continuous passages. PP from passages 2, 4, 6, and 8 represent the continuous cultivation (every 4 days) of PP from passage 1 in exponential growth. MP from passages 1, 2, 4, 6, and 8 were obtained from PP passages 1, 2, 4, 6, and 8 in the stationary growth phase (tenth day).



Telomere Fluorescence in situ Hybridization

The telomere fluorescence in situ hybridization was performed as described before (Siqueira Neto et al., 2007; da Silva et al., 2010), with minor modifications. Exponentially growing L. amazonensis PP from passage 6 (∼ 1 × 106 cells), ∼ 1 × 105 MP from passage 6, and ∼ 1 × 105 lesion-derived Am were harvested at 2,500 x g for 5 min at 4∘C, washed in PBS (137 mM NaCl, 2.7 mM KCl, 10 mM Na2HPO4, and 2 mM KH2PO4, pH 7.4) and fixed in 1% formaldehyde for 5 min at 4°C. After permeabilization with 0.1% Triton X-100 for 10 min at room temperature, the parasites were incubated with 0.1 M glycine for 5 min at room temperature. Parasites were attached to glass coverslips, and FISH reactions were done using an 18-mer PNA (Peptide Nucleic Acid) FITC-labeled telomeric oligoprobe (CCCTAA)3 (PANAGENE). DNA in the nucleus and kinetoplast were stained with Vectashield® mounting medium DAPI (Vector Labs). The images were analyzed using a Nikon 80i fluorescence microscope and were superimposed using NIS elements software (v. Ar 3.10).



Estimation of 17AAG IC50 for L. amazonensis Procyclic Promastigotes

To estimate the IC50 (Half-maximal inhibitory concentration) of 17AAG (Cayman Chemical) for L. amazonensis PP (passage 6), we used PrestoBlue (Invitrogen), supplied as a 10X solution, according to the manufacturer’s instructions. Briefly, exponentially growing PP from passage 6 (∼3 × 106 cells) in M199 medium supplemented with 10% FCS (80 μL), were incubated with 10 μL of increased concentrations of 17AAG (25, 50, 100, 150, 200, 250, 300, 350, 400, and 500 nM) diluted in 90% methanol and deposited in 96 well plates. After 48 h at 28°C, 10 μL of 10X PrestoBlue was added to each well followed by incubation for 10 min at 28°C. The viability of the cells was detected by measuring Absorbance 570 nm. The percentage of viable parasites was plotted against the log of the drug concentration, and the IC50 was analyzed using GraphPad Prism 8.0. Assays were done in triplicate, and as controls, we used wild-type cells (wt) and methanol-treated cells (meth-treated).



Telomeric Southern Blotting Analysis

Genomic DNA (gDNA) from the three L. amazonensis life forms, PP and MP from continuous passages, and PP (passage 6) tested in all different conditions were obtained using the DNeasy Blood and Tissue kit (Qiagen). The integrity of each DNA sample was confirmed by fractionation in 0.8% agarose gels (Supplementary Figures 1A,B). DNA samples (1.0 μg each) were resuspended in 1X TE and digested with 10 U AfaI (Thermo Scientific) at 37°C overnight to liberate the chromosome end termini (Conte and Cano, 2005). Terminal restriction fragments (TRF) were fractionated onto a 0.8% agarose gel and transferred to Hybond N + nylon membranes. Southern blots were done using AfaI-digested DNA fragments hybridized with a DIG-labeled telomeric (TEL) probe (5′-TTAGGG3-3′). Membranes were stripped and re-hybridized with a PCR fragment of L. amazonensis GAPDH (Fw: 5′ GAAGGACTGGCGCGGTGGCCGCGCG 3′, and Rv: 5′ CCACGGCCTTGGCGGCGCCGGTCG 3′) labeled using the PCR DIG probe synthesis kit (Roche). The hybridization signals were developed with an anti-DIG-HRP conjugate antibody (Roche) and CPD-Star (Roche). The average TRF was determined by comparing the TRF location on the blot relative to the DNA molecular weight marker VII DIG-labeled (Roche).



Flow Cytometer Analysis

Three biological replicates of each sample: L. amazonensis PP from passage 6 (∼ 2 × 106 cells) in exponential growth (wt), meth-treated, and treated for 48 and 96 h with 100 and 200 nM 17AAG were analyzed. Parasite samples were harvested at 2,500 x g for 5 min at 4∘C, washed in PBS, fixed in 90% methanol for 30 min at −20∘C, washed again with PBS, and suspended in PBS. Cells were incubated with 10 μg/ml RNase A (Invitrogen) for 30 min at 37°C. DNA content in each cell cycle phase was estimated by staining cells with 10 μg/ml propidium iodide for 40 min at 37°C (Sigma) followed by flow cytometry analysis using Accuri C6 plus flow cytometer (BD Biosciences). Flow Jo was used for data analysis and to construct the histograms (events x FL2 area). A total of 20,000 events were analyzed for each sample with a similar variance between the groups. Raw data from flow cytometry experiments are available from the corresponding author on request.



Telomeric Flow- Fluorescence in situ Hybridization

Flow-Fish was used to quantitatively estimate telomeres length from the three L. amazonensis life forms in different conditions: meth-treated PP (passage 6) and PP (passage 6) treated for 48 and 96 h with 100 and 200 nM 17AAG. Assays were done in triplicates using three biological replicates of each sample treated on different days, using a modification of the Baerlocher et al. method (Baerlocher et al., 2006; da Silva et al., 2017). As described before (da Silva et al., 2017), human leukocytes (1 × 106 cells) with a known telomere length were mixed with each parasite sample to allow proper discrimination of parasites and controls. FISH reactions were done using an 18 mer PNA FITC-labeled telomeric oligoprobe (CCCTAA)3 (PANAGENE). Results were analyzed using Accuri C6 plus flow cytometer (BayBioscences, Kobe, Japan). Quantum FITC beads (Bangs Laboratories) were used to calculate the fluorescence recorded for each sample, the MFI (Mean Fluorescence Intensity), which was converted into equivalent MESF (Molecules Equivalent of Soluble Fluorochrome) according to Baerlocher et al. (2006). The results were also represented as fluorescent histograms, and the morphometric parameters (FSC-area x FSC-height) allowed to discriminate and select cells within different groups. Raw data from flow fish experiments are available from the corresponding author on request.



Protein Extracts, Immunoprecipitation, and Western Blot Analysis

Protein extracts were obtained from L. amazonensis lesion-derived Am and, PP and MP both from passage 6. Cells (∼ 1 × 109) were harvested by centrifugation, washed in ice-cold PBS supplemented with 2% glucose (PBS-G), and resuspended in buffer A (20 mM Tris-HCl pH 7.5, 1 mM EGTA pH 8.0, 1 mM EDTA pH 8.0, 1 mM spermidine, 0, 3 M spermine, 1 mM DTT, 15 mM NaCl) containing 1 X protease inhibitor cocktail (Sigma), followed by incubation for 30 min on ice. Protein extracts were prepared in buffer A containing 0.5% NP-40 v/v. Total protein concentration of each extract was determined by reading OD280nm. Finally, telomerase positive extracts were purified in DEAE-sepharose columns using a standard protocol (Cano et al., 1999; Giardini et al., 2011).

Western blot assays (Supplementary Figure 4) were done with approximately 300 μg of each telomerase-positive extracts fractionated in 10% SDS-PAGE and transferred to nitrocellulose membranes (BioRad). Extracts were probed with rabbit-produced polyclonal sera against recombinant L. amazonensis TERT (N-terminal region) (1:8,000 dilution) (produced by our research group), and recombinant L. braziliensis Hsp90 (1:5,000 dilution) (Seraphim et al., 2013). As secondary antibody, we used goat anti-rabbit HRP-conjugated (Bio-Rad) (1:30,000 dilution) and ECL reagent (GE).

Co-immunoprecipitation assays were performed using 20 μg of each telomerase positive protein extracts (input), 5 μg each polyclonal anti-LbHsp90 or anti-LaTERT sera, and DynaBeads protein A (Thermo Fisher). Protein extracts were incubated at 37∘C for 2 h with protein A-coupled with the specific serum in the presence of IP buffer (25 mM TRIS-HCl pH 8.0, 2 mM EDTA pH 8.0, 10% glycerol, 1 X protease inhibitor cocktail). Samples were collected and fractionated in 10% SDS-PAGE. The presence of TERT and Hsp90 in the Co-IP fractions was detected by western blot revealed with anti-LbHsp90 (1:5,000 dilution) and anti-LaTERT (1:8,000 dilution) sera.



Telomerase Activity Measured by Telomere Repeat Amplification Protocol Assay

Telomerase activity assay was performed using a modified one-tube telomere repeat amplification protocol (TRAP) assay and DEAE semi-purified extracts (Cano et al., 1999; Giardini et al., 2011) obtained from the three life forms (Am and, PP and MP both from passage 6). A 5′-DIG-labeled TS primer (5′-AATCCGTCGAGCAGAGTT-3′) was used as the template for the telomerase activity step. The Cx-extend primer [5′-GTG (CCCTTA)3CCCTAA-3′] was used as the reverse primer in the PCR reaction step. The amount of protein in the DEAE semi-purified extracts used in each reaction was around 1 μg and control reactions were done without extracts or TS primer. Telomerase activity was tested by pre-incubating the extracts with 200 ng DNase-free RNase A (Sigma) for 5 min at 37∘C. Amplified telomerase products were fractionated in 10% non-denaturing PAGE (19:1, acrylamide:bis-acrylamide) in 1X TBE (100 mM Tris, 100 mM Boric acid, 2 mM EDTA disodium salt), transferred to nylon membranes, and incubated with anti-DIG-HRP conjugate antibody (Roche). Assays were developed using CPDstar (Roche).

PP (passage 6) extracts (∼1 μg) were also pre-incubated with 100 nM 17AAG for 30 min at 28°C before performing the TRAP assay to test if the inhibition of LHsp90 could disturb telomerase activity.




RESULTS


Telomeres Are Distributed in Nuclear Clusters Throughout L. amazonensis Developmental Cycle and Show Differences in Length Among the Three Life Forms and During Continuous Passages

Using fluorescence in situ hybridization (FISH), we found that parasite telomeres are distributed in the nucleus of the three main L. amazonensis life forms, organized in multiple foci, as well as individual dots, or forming indistinct clusters. Telomeres distribution showed similar patterns throughout the cell cycle phases in Am and PP (Figure 1A). However, in MP, they were observed only at G1/G0 phase because this is a non-replicative form (Sacks and Perkins, 1984; Alvar et al., 2012) and, therefore, stays in a quiescent-like state.
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FIGURE 1. L. amazonensis telomeres distribution and size during development and continuous passages. (A) Distribution of L. amazonensis telomeres in three parasites developmental stage obtained using telomeric FISH. Telomeres were hybridized with a FITC-labeled telomeric oligoprobe (CCCTAA)3 (PANAGENE). DNA in the nucleus and kinetoplast were stained with Vectashield® mounting medium DAPI (Vector Labs). The images were analyzed using a Nikon 80i fluorescence microscope and were superimposed using NIS elements software (v. Ar 3.10). Bar 2 μm. Telomeres are shown to form indistinct clusters and individual foci independent of the cell cycle phase and parasite life stages. (B) gDNA (1.0 μg) of lesion-derived Am, PP (passages 1–8), and MP (passages 1–8) were digested with AfaI (10 U). DNA fragments were separated on 0.8% ethidium bromide (EtBr)-stained agarose gel. Southern blotting hybridization was done with a DIG-labeled telomeric probe (5′-TTAGGG3-3′). As the loading control, a DIG-labeled probe that recognizes the L. amazonensis GAPDH gene was used. Chemiluminescent detection was performed using an anti-DIG specific antibody covalently coupled to alkaline phosphate (Roche) and CPD-Star (Roche). In addition, 1 kb plus DNA ladder and VII DIG-labeled were used as molecular weight markers (MW). (C) Flow-FISH analyses were performed with the three main parasite life forms using a PNA FITC-labeled (CCCTAA)3 telomeric probe (PANAGENE). Histograms represent the average fluorescence intensity of non-hybridized parasites (at the left) and the telomeric probe (at the right). The data were analyzed using FlowJo software v.7.6.5. Vertical lines mark the difference between peaks, and horizontal lines with arrows, represent telomere length differences in the populations analyzed. The amount of fluorescence among samples was calculate using MESF (Supplementary Table 1).


Next, we used three different and complementary approaches to analyze telomere length during parasite development. The terminal restriction fragment (TRF) profiles of the three parasite life forms and from PP and MP maintained in continuous in vitro passages (1–8) were obtained using Southern blotting of gDNA hybridized with a telomeric probe using a standard protocol (Conte and Cano, 2005). The results shown in Figure 1B demonstrated that in lesion-derived Am, most of the telomere-containing fragments (Figure 1B, lane 1) range in size from ≤ 0.16 to 0.30 kb. Telomeres from PP with continuous passages (1–8) range in size from ≤ 0.16 to ≥ 0.38 kb (Figure 1B, lanes 2–6), whereas in MP from passages 1–8, telomeres range in size from ≤0.16 to 0.34 kb in length (Figure 1B, lanes 7–11; Supplementary Table 1). The results suggest that PP telomeres are slightly longer than Am and that parasite’s telomeres elongate after continuous in vitro passages. Telomere-associated sequences up to the first subtelomeric AfaI restriction site (Conte and Cano, 2005) appear as faint individual bands ≥ 1,0 kb (Figure 1B, lane 1–11). As the control, we hybridized the same DNA samples with a DIG-labeled fragment of L. amazonensis GAPDH (Figure 1B, bottom).

A qPCR assay was standardized to get a more precise result about the observed alterations in telomere length during parasite development (Aubert et al., 2012). It was possible to compare telomere amplification (T) with a single gene (S) amplification by qPCR to obtain the T/S ratio. Different L. amazonensis single gene candidates were tested: GAPDH, G6PDH, alpha-tubulin, and histone H2B (data not shown). The best parameters were obtained with GAPDH. The assay showed a confinable correlation of R2 = 0.99219, slope = −3.363 and amplification efficiency of 98% (Supplementary Figure 2). The qPCR results gave T/S ratios of, respectively, 1.64 and 0.54 for PP (passage 6) and Am (Supplementary Table 1). This result corroborates the TRF measurements shown in Supplementary Table 1, suggesting that PP telomeres are longer than Am.

Subsequently, we used a modified protocol of Flow-FISH assay (Baerlocher et al., 2006) to confirm the TRF measurements and qPCR results. Although all three methods are complementary, it is known that Flow-Fish is more precise and accurate than qPCR to measure telomere length in humans (Gutierrez-Rodrigues et al., 2014). Therefore, to ensure an accurate analysis of the data, human leukocytes were the internal control and processed together with parasite samples as described before (da Silva et al., 2017). Figure 1C shows FITC fluorescence histograms of the three L. amazonensis life forms hybridized with the PNA-FITC labeled telomeric probe. Each first peak in the graphs represents non-hybridized cells, whereas the second peaks represent the average fluorescence intensity emitted by the telomeric probe, which is proportional to telomere length. Therefore, the variation between peaks represents telomere length differences in the populations analyzed being, PP > MP > Am. The MESF values and the proportional change obtained for each sample are summarized in Supplementary Table 1.

In conclusion, it was possible to show that according to the average length of TRFs, the qPCR and Flow-FISH results (summarized in Supplementary Table 1), Am telomeres are shorter than PP and MP, strongly suggesting that telomere length is regulated during L. amazonensis development.



Telomerase Activity Was Detected in All Main Life Forms of L. amazonensis

Subsequently, protein extracts of all three parasite life forms were tested for the presence of telomerase activity. Parasite extracts were obtained using an improved version of a previously standardized TRAP Assay protocol (Cano et al., 1999; Giardini et al., 2011). In this case, DEAE semi-purified protein extracts were tested for the presence of telomerase activity using the temperatures that parasite life forms live in their hosts (Wheeler et al., 2010). The results showed that PP telomerase was active at 28∘C but not at 37∘C (Figure 2A). In contrast, MP’s and Am’s telomerase was detected at 37∘C but not at 28∘C (Figures 2B,C). As controls, extracts were pre-treated with RNase A, which abolishes enzyme activity, and reactions were done in the absence of extract (NE, no extract) (Figures 2A–C). The bands in the lanes where the PP extracts were incubated at 37∘C (Figure 2A) and Am and MP extracts at 28∘C (Figures 2B,C) are not due to telomerase activity. The corresponding bands are probably artifacts or spurious PCR products (i.e., primer-dimers) (Kim and Wu, 1997; Krupp et al., 1997; Cano et al., 1999; Herbert et al., 2006; Giardini et al., 2011). TSR8 primer was used as an amplification marker since it produces a ladder of products with 6-base increments starting at 50 bp, the shortest band in the telomerase-positive extracts (Figures 2A–C). The results obtained show that telomerase activity can be detected in all L. amazonensis life forms. Also, for the first time, we present strong evidence that telomerase activity in L. amazonensis is probably life-stage dependent since in PP enzyme activity is detected at 28∘C, and in MP and Am, enzyme activity is detected at 37∘C.
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FIGURE 2. A temperature-dependent telomerase activity maintains telomeres in L. amazonensis spp. (A–C). Telomerase activity was detected in semi-purified extracts using a modified one-tube Telomere Repeat Amplification Protocol (TRAP) assay (Cano et al., 1999; Giardini et al., 2011). Telomerase products were fractionated in a 10% non-denaturing PAGE in 1X TBE. Products were visualized using chemiluminescence. The amplification of a DIG-labeled TSR8 oligonucleotide was used as the 6-base increment ladder marker. (A) Telomerase activity detected in PP extracts. Lane 1, DIG-labeled TSR8. Lane 2, the reaction was done at 28∘C with the purified protein extract. Lane 3, the reaction was done at 28∘C with RNase A pre-treated extract. Lane 4, the reaction was done at 37∘C with the purified protein extract. Lane 5, the reaction was done at 37∘C with RNase A pre-treated extract. Lane 6, the reaction was done in the absence of extract (NE, no extract). (B) Telomerase activity detected in MP extracts. Lane 1, the reaction was done in the absence of extract (NE, no extract). Lane 2, DIG-labeled TSR8. Lane 3, the reaction was done at 37∘C with the purified protein extract. Lane 4, the reaction was done at 37∘C with RNase A pre-treated extract. Lane 5, the reaction was done at 28∘C with the purified protein extract. Lane 6, the reaction was done at 28∘C with RNase A pre-treated extract. (C) Telomerase activity detected in Am extracts. Lane 1, the reaction was done in the absence of extract (NE, no extract). Lane 2, DIG-labeled TSR8. Lane 3, the reaction was done at 37∘C with the purified protein extract. Lane 4, the reaction was done at 37∘C with RNase A pre-treated extract. Lane 5, the reaction was done at 28∘C with the purified protein extract. Lane 6, the reaction was done at 28∘C with RNase A pre-treated extract.




LHsp90 Can Be a Potential Telomerase Partner and Regulator of Telomere Length

To analyze if, similar to Hsp90 from model organisms (Holt et al., 1999; Toogun et al., 2008), LHsp90 could also be a telomerase partner, parasites were treated with increased concentrations of 17AAG, an analog of geldanamycin. 17AAG inhibits Hsp90 in model eukaryotes (Neckers and Neckers, 2002; Guo et al., 2005) and shows lethal effects on L. amazonensis life forms depending on the concentration used (Wiesgigl and Clos, 2001; Li et al., 2009; de Petersen et al., 2012; Santos et al., 2014).

The IC50 of 17AAG for L. amazonensis PP (passage 6) was estimated as ∼100 nM (Supplementary Figure 3). After that, parasites in exponential growth cultures were treated with 100 and 200 nM 17AAG for 48 and 96 h, followed by cell counting (Figure 3A), analyses of cell viability (Figure 3B) and the cell cycle (Figure 3C and Supplementary Table 2). The results showed a decrease in the number of cells after treating parasites with 100 and 200 nM 17AAG for 48 < 96 h, meaning that LHsp90 inhibition was time-dependent. As shown after DNA content analysis by flow cytometer, part of the cells treated for 48 and 96 h were arrested in G2/M (Figure 3C and Supplementary Table 2). The quantitative differences in DNA content in each cell cycle phase (G1, S, and G2/M) between treated, meth-treated, and wt parasites were obtained from the histograms (events × FL2-area) are shown in Figure 3D and summarized in Supplementary Table 2. It is worth informing that PP grown in the presence of 90% methanol (meth-treated) and wild-type cells (wt) showed identical DNA content profiles explaining why the experiments in Figures 3C–G were done with meth-treated parasites as the control.
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FIGURE 3. The inhibitor of HSP90, 17AAG, induces cell death, cell cycle arrest, telomere shortening, and telomerase inhibition in L. amazonensis PP. (A) Growth curves of PP non-treated (Wt and meth-treated parasites) and treated with 17AAG), maintained in exponential growth for 96 h and counted in the Neubauer chamber every 24 h. Wt and meth-treated parasites were used as the control. Treated parasites were cultivated in the presence of 100 and 200 nM 17AAG. (B) Cells’ viability test. L. amazonensis PP (∼3 × 106 cells) in exponential growth were treated for 48 h at 28°C with increased concentrations of 17AAG. As a control, cells were grown in the absence (0) and the presence of methanol (0 Meth). The assay was done using PrestoBlue (Invitrogen) according to the manufacturer’s instructions. The percentage (%) of viable cells was estimated and plotted using Graphpad Prism 8. The error bars indicate the S.D. of the mean of triplicate samples. (C) The histograms represent cells non-treated and treated with 17AAG in each cell cycle phase based on a flow cytometer’s DNA content analysis of propidium iodide stained cells. The data were analyzed using FlowJo software v.7.6.5. (D) The graphs represent the percentage of PP (non-treated and treated with 17AAG) distributed in each cell cycle phase. As in (C) treated cells were incubated with 100 and 200 nM 17AAG for 48 and 96 h. Control represents cells grown in the presence of 90% methanol (meth-treated). (E) AfaI digested gDNA (1.0 μg) of meth-treated parasites and parasites treated for 48 and 96 h with 100 and 200 nM 17AAG. DNA fragments were separated on 0.8% EtBr (ethidium bromide)-stained agarose gels followed by Southern blotting hybridization with a DIG-labeled TEL probe (5′-TTAGGG3-3′). As the loading control, a DIG-labeled probe that recognizes the L. amazonensis GAPDH gene was used. Chemiluminescent detection was performed using an anti-DIG specific antibody (Roche) and CPD-Star (Roche). 1 kb plus DNA ladder (Invitrogen) and VII DIG-labeled Molecular weight (Roche) were used as molecular weight markers (MW). (F) Flow-FISH analyses were performed in triplicates using three different biological replicas. Parasite samples treated for 48 and 96 h with 100 and 200 nM 17AAG and meth-treated controls were hybridized using a PNA FITC-labeled (CCCTAA)3 telomeric probe (PANAGENE). Histograms represent the average fluorescence intensity emitted by non-hybridized parasites (control, blue) and by the telomeric probe (100 nM, yellow and 200 nM, orange). The data were analyzed using FlowJo software v.7.6.5. The amount of fluorescence among samples was calculate using MESF (Supplementary Table 3). (G) Telomerase activity was detected in DEAE-purified PP extracts using a modification of the one-tube TRAP assay (Cano et al., 1999; Giardini et al., 2011). Telomerase products were fractionated in a 10% non-denaturing PAGE in 1X TBE. Products were visualized using chemiluminescence. A DIG-labeled TSR8 oligonucleotide was used as the 6-base increment ladder marker. Lane 1, the reaction was done in the absence of extract (NE, no extract). Lane 2, the reaction was done at 28∘C with the telomerase positive protein extract. Lane 3, the reaction was done with the telomerase-positive protein extract pre-treated with RNase A. Lane 4, reaction done with the telomerase-positive extract pre-treated with 100 nM 17AAG.


We also checked if the inhibition of LHsp90 caused alteration in parasite telomere length. Southern blots using gDNA obtained from meth-treated, and PP treated for 48 and 96 h with 100 and 200 nM 17AAG were hybridized with a telomeric probe (TEL), and as the control, the same DNA samples were hybridized with an L. amazonensis DIG-labeled GAPDH probe. The results showed that LHsp90 inhibition induces minor alteration in PP telomere length (Figure 3E). However, Flow-FISH (Figure 3F) analysis showed that LHsp90 inhibition induced telomere shortening in L. amazonensis PP in a time-dependent manner. Furthermore, MESF analysis (Supplementary Table 3) showed a more accentuated decrease in telomere length after 96 h of treatment independent of drug concentration. Besides, 100 nM 17AAG abolished PP’s telomerase activity in vitro (Figure 3G), strongly suggesting that LHsp90 regulates parasite telomere length.

Therefore, to check if LHsp90 is part of the L. amazonensis telomerase complex, we carried out co-immunoprecipitation assays (Figure 4) using telomerase-positive extracts obtained from the three main parasite life forms. The results showed that LHsp90 and TERT co-immunoprecipitated in the three extracts, evidencing that both proteins are part of the same protein complex. The presence of co-migrating bands in the extracts (input) of all three parasite forms revealed with anti-LdHsp90 serum is noted. Post-translational modifications are commonly observed in Hsp90 from most organisms, including Leishmania spp. (Mollapour and Neckers, 2012; Hombach-Barrigah et al., 2019). Whether post-translational modifications are determinant for LHsp90/TERT interactions is still an open question. Curiously, TERT is apparently expressed in lower levels in all parasite forms, being detected only in highly concentrated extracts (∼300 μg/gel lane) (Supplementary Figure 4). On the other hand, LHsp90 can be detected in ten times less concentrated protein extracts (input lanes in Figure 4). This finding corroborates other studies that evidenced LHsp90 as a highly abundant protein in Leishmania spp. promastigotes, representing 2.8% of its total protein content (Brandau et al., 1995). It is worth mentioning that the intense non-specific bands presented below the hsp90 band in the western blot of the IP using anti-Lbhsp90 IgG, and below TERT in the western blot of the IP using anti-LaTERT, are probably IgGs that were detected by the HRP-conjugated anti-rabbit IgG secondary antibody since the primary antibodies used (α-LbHSP90 and α-LaTERT) are polyclonal.
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FIGURE 4. LHSP90 and the telomerase TERT component co-immunoprecipitated in the three L. amazonensis life forms. Co-immunoprecipitation (IP) assays were done using DynaBeads protein A, 20 μg of each telomerase positive extracts (input) obtained from Am, PP and MP, and specific polyclonal sera against LbHSP90 (left) or LaTERT (right). The total amount of IP eluates and 20 μg of each protein extracts (used as input) were fractionated in 10% SDS-PAGE and submitted to western blot analysis revealed with anti-LaTERT and anti-LbHSP90 sera. Goat anti-rabbit HRP-conjugate was used as the secondary antibody (Bio-Rad). The results were detected using enhanced chemiluminescence (ECL), according to the manufacturer’s instructions.


Altogether, the results presented here strongly suggest that LHsp90 can be part of the telomerase ribonucleoprotein complex and acts as a potential regulator of L. amazonensis telomere length.




DISCUSSION

The present study used the three main parasite life forms (PP, MP, and Am) to investigate telomere length maintenance in L. amazonensis. We figured out that L. amazonensis telomeres are distributed in nuclear clusters in the three life forms regardless of the cell cycle phase (Figure 1A). Curiously, as revealed by qPCR, telomeres from Am are shorter than PP, and using Flow-FISH, we confirmed that Am telomeres are shorter than MP and PP (Supplementary Figures 1C, 2 and Supplementary Table 1). It was also observed by TRF analysis that telomeres from PP and MP maintained in continuous in vitro passages increased over time (Figure 1B). These differences in telomere length are not due to lack/inhibition of telomerase since enzyme activity was detected in the three life forms. However, the catalysis seems to be life-stage dependent (Figures 2A–C). It is worth reminding that MP is pre-adapted to face 37°C during PP-to-Am differentiation and that Am is fully adapted at 37°C, but not PP, nectomonads, and other promastigote forms (Inbar et al., 2017). Also, Genest and Borst (2007) had previously shown that telomeres from Leishmania PP elongate over time, and Bussotti et al. (2018) recently demonstrated that Leishmania spp. amplifies the subtelomeric/telomeric regions during adaptation in the host, using probably an unknown replication/recombination mechanism. Thus, unknown factors should be involved in parasite telomere length regulation. Here we speculate that the telomere length differences among parasite life forms and parasites in continuous in vitro passages may also be due to variations in telomerase holoenzyme biogenesis and composition during parasite development and growth. However, further assays are necessary to determine if the enzyme’s catalysis is dependent on the parasite life stage or the composition of the RNP complex, or both.

In model eukaryotes, besides the telomeric proteins, telomerase activity can be regulated by protein partners involved in the assembly/disassembly of the telomerase ribonucleoprotein complex (Smogorzewska and de Lange, 2004; Collins, 2006; Podlevsky and Chen, 2012; Viviescas et al., 2019; Nguyen and Wong, 2020). Some of these partners are conserved, and among them, there are molecular chaperones such as Hsp90 (Toogun et al., 2008) and chaperone-like proteins (Viviescas et al., 2019). It was previously demonstrated that human Hsp90 (hHsp90) remains associated with a functional telomerase complex. Hsp90 is responsible for the nuclear transport of TERT by importin alpha and enhances telomerase activity by helping the phosphorylation of TERT by the AKT protein kinase. Hsp90/AKT, in its turn, regulates TERT subcellular distribution (Haendeler et al., 2003; Keppler et al., 2006; Xi et al., 2013), avoiding the degradation of TERT by the ubiquitin-proteasome system (Viviescas et al., 2019). Besides, the reconstitution of an active human telomerase ribonucleoprotein complex is dependent on Hsp90 and its co-chaperone p23 (Toogun et al., 2008). The dissociation of p23 from the complex, in contrast, retains the TERT component in the cytoplasm (Akalin et al., 2001; Keppler et al., 2006). Early studies in budding yeast demonstrated that the overexpression of Hsp82 (the ortholog of Hsp90 in yeast) induced telomere shortening without affecting telomerase activity (Grandin and Charbonneau, 2001). Later on, Hsp82 was shown to help the association of telomerase with telomeres facilitating telomere elongation through its interaction with CDC13, an essential component of the telomere capping complex (Dezwaan et al., 2009). Thus, in budding yeast, Hsp82, besides telomerase, may affect other factors involved in telomere length maintenance (DeZwaan and Freeman, 2010). Notably, the pharmacological inhibition of Hsp90 by geldanamycin or one of its analogs (e.g., 17AAG) triggers telomere shortening and abolishes telomerase activity in both humans and yeast (Holt et al., 1999; Toogun et al., 2008), confirming the influence of the chaperone in important telomere functions (Holt et al., 1999; Forsythe et al., 2001).

Based on this knowledge, we hypothesize that the ortholog of Hsp90 in L. amazonensis (LHsp90) could be a telomerase partner responsible for regulating telomerase activity. Our findings argue in favor of a conserved role for LHsp90 at parasite telomeres since its inhibition induces parasite growth arrest, telomere shortening, and abolishes PP telomerase activity in vitro (Figures 3A–F). We also showed that LHsp90 and the telomerase TERT component co-immunoprecipitated in telomerase positive extracts obtained from the three main parasite life forms (Figure 4), evidencing that LHsp90 can be part of the telomerase complex. Moreover, the western blot analysis showed that LHsp90, like other Hsp90, probably suffers post-translational modifications (co-migrating bands in input lanes in Figure 4 and Supplementary Figure 4), which can be important to regulate its activity, and also its interaction with other client proteins, such as the TERT. As highly documented, post-translational modifications regulate Hsp90 functions in the different biological processes (Backe et al., 2020). However, further studies are needed to evidence if LHsp90 is part of the parasite telomerase ribonucleoprotein complex and affects other parasite telomeric proteins.

Like most protozoa parasites, Leishmania uses LHsp90 during stage transitions in their developmental cycles (Zilka et al., 2001). Since Leishmania lives and multiplies in different environments and temperatures, these stressful living conditions are probably detrimental to the interactions between protein partners and the assembly of specific protein complexes. Thus, we speculate that the composition of the telomerase ribonucleoprotein complex alters during parasite development, and LHsp90 could be an important player in the control of telomere length maintenance and parasite life span. Therefore, a detailed understanding of telomerase biogenesis and LHsp90 intersections with the telomeric machinery will greatly contribute to our knowledge of Leishmania spp. telomeres and how they might be subject to manipulation for therapeutic purposes. Telomeres and the proteins involved with telomere length maintenance in humans have been used as important targets for developing therapies against cancer and other telomere-related diseases (Martínez and Blasco, 2017; Fernandes S. G. et al., 2020). The Leishmania spp. telomeric machine, although share some conserved features with most eukaryotes, presents genus-specific characteristics, such as unique telomeric proteins (Morea et al., 2017; Fernandes et al., 2019, Fernandes C. A. H. et al., 2020), a singular telomerase RNA component (Vasconcelos et al., 2014), and amino acid substitutions in the TERT functional domains (Giardini et al., 2006), increasing the chance of finding a good and parasite-specific therapeutic target among these molecules.
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Cellular function is highly dependent on genomic stability, which is mainly ensured by two cellular mechanisms: the DNA damage response (DDR) and the Spindle Assembly Checkpoint (SAC). The former provides the repair of damaged DNA, and the latter ensures correct chromosome segregation. This review focuses on recently emerging data indicating that the SAC and the DDR proteins function together throughout the cell cycle, suggesting crosstalk between both checkpoints to maintain genome stability.
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INTRODUCTION
The eukaryotic cell has developed several surveillance mechanisms to ensure genome integrity throughout the cell cycle. Mainly, two mechanisms are responsible for maintaining genomic stability: the DNA Damage Response (DDR) and the Spindle Assembly Checkpoint (SAC).
There are exogenous and endogenous factors that continuously damage genomic DNA, such as radiation (UV and ionizing radiation) and free radicals, respectively. When DNA damage is generated, a series of reactions are initiated to identify and repair the damage; this mechanism is known as DNA Damage Response (DDR). The main function of the DDR is to recognize and repair DNA damage, generating a cell arrest to make way for repair, or if the damage cannot be repaired, the DDR induces cell death through apoptosis. If this mechanism fails, a tumorigenesis process can take place (Jackson and Bartek, 2009). As a canonical transduction signaling pathway, the DDR consists of a network of proteins that act as sensors, transducers, adaptors, and effectors in its regulation (Iliakis et al., 2003). A variety of DNA repair mechanisms characterizes the DDR. Together, they can repair the must of damage from the DNA (Hoeijmakers, 2009). The genomic maintenance system includes six principal multistep repair pathways, covering a specific subclass of DNA lesions (Giglia-Mari et al., 2011). Based on the type of damage, the DDR can block the progression through all major cell-cycle transitions, such as the G1/S and G2/M, and during the S phase (Zhou and Elledge, 2000). When the damage is extensive, and the DDR cannot repair it, cell death or apoptosis is triggered, thus protecting the organism from possible tumor development (Bernstein et al., 2002). Following DNA damage, the DDR sensor proteins (like PARP or DNA-PK) associate with the site of damage where they initiate downstream signaling to recruit damage transducers, which activate effectors to initiate the repair. Activation of transducers (such as CHK1 and CHK2) and effectors depends on the phosphorylation of two major kinases, ATM (Ataxia Telangiectasia Mutated) and ATR (Ataxia Telangiectasia and Rad3 related) (Lord and Ashworth, 2012). There are different types of DNA damage, particularly double-strand breaks (DSBs), are considered the most damaging and therefore have been most studied for their cellular implications and the development of drugs for cancer treatment (Terasawa et al., 2014). There are two types of mechanisms for repairing DSBs: Non-Homologous End-Joining (NHEJ) or Homologous Recombination (HR). The NHEJ simply brings two ends together, but bases may be lost or added (indels); this inaccurate process occurs mainly before replication without regard for homology. On the contrary, the HR provides high-fidelity because it uses the complementary or homologous sequence of the sister chromatid or homologous chromosome (Shrivastav et al., 2008).
On the other hand, the SAC participates in mitosis, controlling the transition from metaphase to anaphase, monitoring the union between microtubules and chromosome kinetochores, and the tension generated by this union to generate adequate chromosome segregation and thus ensure genomic stability (Wassmann and Benezra, 2001). The principal SAC molecular components involved BUB1, BUBR1, MAD1, MAD2, BUB3, CDC20, MPS1 and AURORA B. In the absence of microtubule-binding to kinetochores, the ubiquitin ligase activity of APC/C is inhibited by a complex called the Mitotic Checkpoint Complex (MCC), consisting of MAD3/BUBR1, MAD2, BUB1, BUB3 and CDC20. APC/C activity is regulated by binding its coactivator, CDC20, which is inhibited by the MCC. Thus, the interaction of CDC20 with MCC prevents APC/C activation and chromosome segregation. Once the binding and tension of microtubules with kinetochores have been generated, CDC20 dissociates from the MCC, activating APC/C. In this way, this complex can ubiquitinate its targets (i.e., BUB1 and Securin). APC/C ubiquitinates securin, favoring its degradation and releasing separase, generating the cleavage of the cohesins that maintain the union of the sister chromatids, allowing their segregation. Finally, APC/C ubiquitinates cyclin B, promoting the exit from mitosis (Musacchio and Hardwick, 2002; Yu, 2002; Jia et al., 2013).
Due to the phase of the cycle in which they were observed to participate, the DDR and the SAC were seen as two systems that acted independently. On the one hand, maintaining the genome’s integrity during the interphase and, on the other, ensuring adequate distribution of genetic material during mitosis, respectively. However, in recent years, many studies have determined crosstalk between the proteins of each pathway, maintaining genomic stability throughout the cell cycle, coordinating injury signals, inducing cell cycle arrest, and facilitating repair.
This review focuses on recent findings of the role of DDR proteins in mitosis and the SAC proteins regulating the response to damage to DNA.
A COLLABORATIVE WORK BETWEEN DNA DAMAGE AND SPINDLE ASSEMBLY CHECKPOINT PROTEINS
DNA Damage Proteins in Mitosis
ATM
The kinase ATM (Ataxia Telangiectasia Mutated) is the core of the DNA damage signaling. It is activated by DNA damage, primarily for the response to double-strand breaks. ATM phosphorylates downstream targets that inhibit cell cycle progression, active the DNA damage repair or induce cell death through apoptosis (Matsuoka et al., 2007). The ATM response to DSBs depends on a trimeric complex constituted by MRE11, RAD50, and NBS1 (MRN) (Lee and Paull, 2005). This complex assembles at DSBs and holds the two ends together. ATM phosphorylates many proteins to initiate downstream signaling, including CHK2, 53BP1, the variant histone H2AX, and the MRN complex itself (Giglia-Mari et al., 2011; Sirbu and Cortez, 2013).
On fission yeast lacking the DNA damage checkpoint and using low doses of the DNA damaging agent methyl methanesulfonate (MMS), it was observed that cells are arrested in mitosis before anaphase. Furthermore, using cells whose chromosomes are unable to assemble to the kinetochore and therefore unable to generate arrest in mitosis, they observed that when cultured with the damaging agent, the cells were able to activate the SAC and generate mitotic arrest in contrast to untreated cells, concluding that this SAC-mediated arrest is independent of a functional kinetochore. However, this activation involves major SAC proteins such as Mad1, Mad2, Mad3, Bub1 and Bub3, inhibiting the activity of Cdc20 and Pds1 (Securin in higher organisms). Mainly, it has been determined that Tel1 (ATM homolog) and Mec1 (ATR homolog) inhibit anaphase initiation in the presence of DNA damage, on the one hand through the phosphorylation of Pds1, on the other hand, independently inhibits Pds1 turnover by inhibiting APC/Cdc20 through the activity of the SAC. Thus, both mechanisms converge in the modulation of Pds1; in addition, the authors open the possibility that Tel1 and Mec1 may participate in the activation of SAC when DNA damage is present. To a better understanding of how cells arrest anaphase, particularly in response to challenging DNA replication or damaged chromosomes, the authors propose on the one hand that the S-phase checkpoint prevents chromosome segregation through different signaling pathways via inhibition of mitotic CDK by Mec1/ATR and its effector kinases like Swe1/Wee1 and Rad53/Chk2. On the other hand, they propose that SAC can prevent chromosome segregation in the presence of DNA damage in cells where Tel1/ATM and Mec1/ATR are not functional through modulation of Pds1/securin. (Kim and Burke, 2008; Palou et al., 2017). Although these studies indicate that both pathways are interconnected, there is a need to explore more precisely whether this is occurring, opening the possibility of developing anti-tumor therapies that target both the SAC and the repair mechanisms in defective ATM/ATR cells so that the cells are selectively destroyed.
In a separate study, in HeLa mitotic cells and p53-deficient MEFs (mouse embryonic fibroblasts) treated with doxorubicin (to generate DNA damage), it was observed that ATM negatively regulate (promotes dephosphorylation) the Polo-like kinase 1 (PLK1) protein (a key molecule in mitotic progression) through the ATM/CHK1/PP2A pathway and that this dephosphorylation was independent of p53. PLK1 inactivation results in the accumulation of cells in the G2-like phase, blocking the cell division in response to mitotic DNA damage (Lee et al., 2010). However, although this work addresses the role of ATM and its involvement in PLK1 dephosphorylation during damage in mitosis, it remains to explore the mechanisms of regulation between PP2A and CHK1 and to determine in more detail their role in this pathway as well as study cell fate (apoptosis, death in G1, necrosis, genome instability) after cells suffer prolonged damage in mitosis.
Yang et al., report that in the absence of DNA damage, ATM can activate in mitosis. This activation depends on the phosphorylation of Serine 1403 by AURORA B, both in vitro and in vivo (Figure 1). It was also determined that autophosphorylation of ATM at Serine 1981 is important for its activation in mitosis and that mutation of ATM Serine 1403 leads to spindle checkpoint defects. They observed that ATM knockdown cells treated with nocodazole could not generate mitotic arrest and entered anaphase despite having misoriented or misaligned chromosomes in the metaphase plate. Finally, they discovered that ATM is capable of phosphorylates BUB1 at Serine 314 to activate the SAC (Yang et al., 2011); however, in a subsequent study, the authors determined that ATM phosphorylates BUB1 in mitosis in the presence of DNA damage at the same residue (see BUB1 section) (Yang et al., 2012). Further studies could investigate how AURORA B-mediated phosphorylation of ATM activates the enzyme in mitosis and whether ATM modulates or activates other mitotic targets in addition to those studied in this work.
[image: Figure 1]FIGURE 1 | DNA damage response proteins and their role in the Spindle Assembly Checkpoint. ATM in the absence of DNA damage is activated dependent on AURORA B phosphorylation (Ser1403). ATM activated phosphorylates BUB1 (Ser314) and MAD1 (Ser214) to activate the SAC, endorsed the Mitotic Checkpoint Complex formation. Besides, ATM phosphorylates the histone H2AX (Ser139) at mitotic kinetochores promoting the MDC1 localization to the kinetochores, like MAD2 and CDC20 proteins, during SAC activation. CHK1 and CHK2 are capable of phosphorylated AURORA B (Ser331) in mitosis (at different stages), promoting his activation, and are capable of phosphorylated downstream targets, like ATM and 53BP1. CHK1 and CHK2 participate in the recruitment of MAD2, CDC20, BUBR1, and MPS1 to kinetochores. In addition, phosphorylation of AURORA B by CHK1 promotes the recruitment of MCAK, Kif2b, and MPS1 to collaborate in the resolution of merotelic attachments. AURORA B activated, promoted the localization of BUBR1 and MAD2 to the kinetochore during mitosis. Also, AURORA B phosphorylate 53BP1 (Ser1342) contributed to the recruitment of 53BP1 to kinetochores and colocalizing with CENP-E in the fibrous corona of kinetochores. Likewise, 53BP1 in kinetochores interacted with MACK, required for resolving merotelic attachments of chromosomes-microtubules during mitosis. Note: Created with BioRender.com.
In addition, it has been observed that in the absence of DNA damage, ATM phosphorylates MAD1 at Serine 214 (Figure 1), promoting MAD1 homodimerization and its heterodimerization with MAD2. In addition, it was demonstrated that mutant MAD1 (Ser214A) overexpression generates aneuploidy, indicating that this phosphorylation is necessary to avoid chromosomal instability (Yang C. et al., 2014). Because ATM activates BUB1 and MAD1 in mitosis in the absence of damage, it would be interesting to study what would happen to these and other SAC proteins if ATM is inhibited and damage is generated during this phase. Similarly, in mitosis, it is observed that ATM phosphorylates the histone variant H2AX at kinetochores (Ser139), promoting MDC1 recruitment at kinetochores. Besides, ATM as well as MDC1, are needed for an adequate localization of MAD2 and CDC20 during SAC activation (Eliezer et al., 2014) (Figure 1). These findings, together with those mentioned above, propose the following model: in the absence of DNA damage, ATM phosphorylates histone H2AX in kinetochores, recruiting MDC1, and the pre-complex formed by MAD2 and CDC20, which bind phosphorylated H2AX (γ-H2AX) and the proteins BUBR1 and BUB3 to form the Mitotic Checkpoint Complex (MCC) and to activate the SAC. However, in this study, it is not distinguished whether the role of ATM (and MDC1) in SAC activation is due to a function independent of DNA damage or whether the DDR activates the SAC.
These data indicate a possible function of ATM in mitosis, particularly in the function of SAC, and its purpose in the preservation of chromosomal and genomic stability (Boohaker and Xu, 2014).
CHK1
DDR promotes cellular cycle delay to promote DNA repair; this is carried out by checkpoint kinases 1 and 2 (CHK1 and CHK2), which are critical in repairing DNA damage and thus maintaining genomic integrity (Neizer-Ashun and Bhattacharya, 2021).
CHK1 plays an important role in response to DNA damage as an important cell cycle regulator. When DNA damage occurs, ATR partially activates CHK1 through phosphorylation at Serine 317 and 345, then CHK1 auto-phosphorylates at Serine 296, leading to its full activation. This autophosphorylation generates a binding site for 14-3-3 proteins, in addition to contributing to the physical interaction with the Cdc25C phosphatase, allowing CHK1 to phosphorylate and inhibit it. It also stimulates the activity of the WEE1 kinases that are responsible for phosphorylating the CDK/cyclin B complexes, generating an arrest in G2 and carrying out the DNA damage repair (Walworth et al., 1993; Flaggs et al., 1997; Sanchez et al., 1997).
Since its identification, CHK1 has been extensively studied, and its role in DDR has been determined. However, little was known about the role of CHK1 in mitosis and particularly in SAC. Since its identification, CHK1 has been extensively studied, and its role in DDR has been determined. However, little was known about the role of CHK1 in mitosis and particularly in the SAC. One of the first studies associating the participation of this protein in mitosis and SAC was carried out by Tang J. et al., who decreased CHK1 levels using RNAi in HeLa cells without DNA damage, observed that during metaphase, the chromosomes were not aligned in the metaphase plate and therefore at the time of chromosome segregation there were lagging chromosomes, due to the lack of attachment of the microtubules to the kinetochores. Furthermore, in CHK1-depleted cells, PLK1 and phospho-H3 (a mitosis marker) levels were increased compared to control cells, generating a premature entry into mitosis, and causing an arrest in this phase. In the same study, in thymidine-synchronized HeLa cells, it was observed that CHK1 could negatively regulate Polo-like kinase (PLK1) during mitosis, both in the presence and absence of DNA damage, also determined that CHK1 levels remained constant during the different phases of the cell cycle (Tang et al., 2006). However, it has been observed that synchronization with thymidine can generate DNA damage and consequently activate repair mechanisms (Darzynkiewicz et al., 2011). Therefore, it is necessary to check whether the observed constant CHK1 levels were not due to thymidine blockade, using a different method of cell synchronization that does not compromise DNA stability, e.g., starvation serum. Finally, the authors propose that by co-inhibiting CHK1 with MAD2 or BUBR1 (canonical components of SAC), CHK1 negatively regulates SAC (inactivating it) during the metaphase-anaphase transition, since it was observed that phospho-H3 levels are lower in cells with codepletion compared to CHK1-depleted cells (Tang et al., 2006).
In another study by Zachos et al., it was observed that CHK1 depletion in chicken DT40 (B-lymphoma cells) and CHK1 depletion by RNAi in human BE colon cancer cells generated chromosome missegregation and consequently chromosomal instability. The chromosome missegregation was also determined in CHK1-depleted human colon carcinoma HCT116 and human embryonic kidney HEK293 cells. To test the possible function of CHK1 on the SAC, spindle poisons, such as taxol and nocodazole (which stabilize microtubules by preventing their depolymerization and perturb the dynamics of microtubule formation, respectively) were used to avoid the assembly of the mitotic spindle with kinetochores, activating the SAC and delaying mitosis exit. They observed that CHK1-deficient cells treated with taxol could not generate mitotic arrest and that those treated with nocodazole were able to generate mitotic arrest. BUBR1 localization to kinetochores was decreased in the CHK1-deficient cells treated with taxol and during unperturbed mitosis; however, in CHK1-deficient cells treated with nocodazole, BUBR1 and MAD2 localized typically to kinetochores. They proposed that CHK1 participates in mitotic arrest in response to microtubule stabilization, but not when the arrest is through depolymerization. Likewise, in cells treated with taxol but not in cells treated with nocodazole, they determined that CHK1 is required for AURORA B kinase activity, although its localization to kinetochores is not CHK1-dependent (Zachos et al., 2007).
In a subsequent study by Petsalaki et al., it was observed that in undisturbed prometaphase or during spindle disruption by taxol but not with nocodazole (as in the study by Zachos et al., 2007), CHK1 could modulate AURORA B activity through Serine 331 phosphorylation. (Figure 1), prolonging the time of SAC activation and thus mitotic arrest, although this phosphorylation occurs in prophase, anaphase, and cytokinesis, even in cells treated with nocodazole, it is not indispensable for the localization of AURORA B to centromeres, nor for its autophosphorylation at Threonine 232 (activation loop) or its association with INCENP (a component of the chromosomal passenger complex, of which AURORA B is a component). It was even determined that in CHK1-depleted cells, Serine 331 was still phosphorylated in these phases, so it would be worthwhile to investigate which kinases could be involved in the phosphorylation of AURORA B in the absence of CHK1 and thus suggest that CHK1 is or is not indispensable for SAC function (Petsalaki et al., 2011). In addition, it has been shown that AURORA B and INCENP interact throughout the cell cycle, so it would be interesting to study whether or not CHK1 has a role during this interaction, independent of its function in DNA damage and SAC (Bolton et al., 2002).
Subsequently, in a study carried out by Petsalaki and Zachos using CHK1-depleted human BE cells and avian DT40 CHK1−/− cells, they observed an increase in lagging chromosomes frequency merotelic attachments (microtubules of the same spindle pole join both kinetochores of the sister chromatids). To prolong metaphase, they treated the cells with MG132 (proteasome inhibitor). After release observed that in CHK1-depleted cells, the anaphases with merotelic junctions and lagging chromosomes did not decrease compared to control cells, suggesting that CHK1 is required to correct merotelic junctions before anaphase. The authors propose that CHK1 phosphorylates AURORA B at Serine 331 to promote, apart from modulation of AURORA B activation (as previously seen by Petsalaki et al., 2011) that: 1) MCAK and Kif2b (kinesins that serve to destabilize kinetochore-microtubule binding and correct mis-attachments) bind to kinetochores or centromeres, 2) favor phosphorylation of HEC1 at Serine 44 and 55 (modifications to promote kinetochore-microtubule detachment) and 3) that this phosphorylation of AURORA B by CHK1 promotes the recruitment of MPS1 to kinetochores. And that together, MPS1 and CHK1 generate the correction of merotelic junctions before anaphase (Figure 1); however, the mechanism by which they do it is uncertain, and it would be interesting how they manage to correct this junction since this type of error can evade detection by the SAC, generating missegregation, chromosome instability and consequently aneuploid cells (Petsalaki and Zachos, 2013).
In addition, in nocodazole-synchronized HeLa and BE cells and depleting CHK1 with a pool of siRNA, it was observed that cyclin B degradation took longer (2 h after arrest release) compared to control cells, indicating that CHK1 interferes with cyclin B degradation and consequently with mitosis exit. Furthermore, in HeLa cells where either CKH1 or AURORA B alone was deleted or a codepletion of both proteins was performed, in all three conditions, more than 50% of the cells were observed to have misaligned chromosomes, suggesting that CHK1, like AURORA B, may be involved in monitoring the binding of microtubules to chromosomes, in the tension generated by this binding, and possibly in the correction of merotelic junctions (Yang X. et al., 2014) (previously determined by Petsalaki and Zachos, 2013). Formerly studies had considered that CHK1 might have a role on some SAC proteins; in the Yang’s study, it was observed that in CHK1-depleted cells, BUBR1, MAD2, and CDC20 proteins were not localized in the unattached kinetochores, in addition, it was determined that the protein levels of MAD2 and CDC20 decreased, therefore, CHK1 is an important factor in the recruitment of CDC20, MAD2, and BUBR1 to kinetochores and the expression of CDC20 and MAD2 (Yang X. et al., 2014).
Yet, the mechanism by which CHK1 participates in the recruitment of these proteins to the kinetochore is not explored, and thus how CHK1 is involved in the modulation of CDC20 and MAD2 expression. Although it could be suggested that the delay of cyclin B degradation observed in this study could be related to the low levels of CDC20 protein due to the absence of CHK1 since the APC/C complex is activated in mitosis by the CDC20 cofactor and once activated, APC/C ubiquitinates cyclin B so that it is degraded via the proteasome, and the cell exits mitosis.
One of the aspects that had not been addressed in previous studies was to determine the function of CHK1 in mitosis and SAC in normal untransformed cells. Ju et al. discussed the role of CHK1 in early mouse embryo development through a specific CHK1 inhibitor (Rabusertib). They observed a high rate of lagging chromosomes and multipolar/unipolar spindles, resulting in defects in chromosome alignment at the first cleavage of embryos. Likewise, at the first cleavage, it was observed that AURORA B and BUBR1 were not recruited to kinetochores causing defects in kinetochore/microtubule binding compared to the control group. In parallel to exploring the functions of CHK1 in mitosis in early mouse embryos development, also explored its role in DDR in the same cells, since upon inhibition of CHK1, the γ-H2AX mark increases and RAD50 and RAD51 expression decreases, indicating that DNA damage is increased, as well as the mechanism to repair double-strand breaks is diminished. It was observed that ROS (reactive oxygen species) levels increase as a signal of DNA damage and that this increase triggers apoptosis mechanisms. Thus, these results demonstrate that CHK1 is an important protein in SAC function. Without its presence, the integrity of the segregation mechanism is compromised and its function in DDR, supporting the dual role of this protein in both mechanisms (Ju et al., 2020).
Although these studies indicate the possible role of CHK1 in mitosis and SAC, it is essential to continue to study CHK1 in this mechanism better to understand its function and impact on chromosome segregation. There are still exciting points to address; for example, what is the protein that modulates CHK1 activity in mitosis? How is CHK1 recruited to kinetochores? Does CHK1 have the same function in mitosis when there is DNA damage? Does CHK1 function as a scaffold protein to recruit other proteins to activate the SAC, or does it directly? And what is the role of CHK1 in mitosis?
CHK2
CHK2 is an important transducer of DNA damage signaling. In response to DNA damage, ATM phosphorylates and activates CHK2 at Threonine 68, allowing its binding to another CHK2 molecule, leading to its full activation by autophosphorylation at Threonine 383 and 387. Subsequently, CHK2 phosphorylates several key substrates, such as BRCA1 (Ser 988), favoring the initiation of DBS repair. Its substrates include phosphatases CDC25, p53, PML, E2F-1 and BRCA1. CHK2 also phosphorylates several CDC25 family proteins to arrest the cell cycle in the G1 phase and at the G2/M transition, preventing the cell from entering mitosis in the presence of DNA damage (Stolz et al., 2011).
Its role in DDR has been well studied; however, in human colon cancer cells, it has been reported that in the absence of damage, BRCA1 is phosphorylated by CHK2 at Serine 988 at centrosomes; this phosphorylation is important for the PP6C-SAPS3 phosphatase complex to be recruited to kinetochores and also to interact with BRCA1, preventing, on the one hand, the binding of AURORA A to BRCA1 and on the other hand, inhibiting the activity of AURORA A, favoring a proper assembly of the mitotic spindle (Figure 2) promoting adequate chromosome segregation. Also, it was observed that the absence of CHK2 generates lagging chromosomes, increases chromosomal instability, and leads to the generation of aneuploid cells because the lack of CHK2 promotes the activity of AURORA A, resulting in an increase in the rate of microtubule assembly and leading to chromosome missegregation since AURORA A negatively regulates BRCA1 (trough phosphorylation of Serine 308) (Stolz et al., 2010; Ertych et al., 2016). However, it remains to be explored whether this phosphorylation of CHK2 on BRCA1 favors its ubiquitin ligase function in centrosomes and whether additional CHK2 target proteins exist during mitosis and how these proteins can regulate microtubules directly at the growing microtubule plus ends. On the other hand, under the same conditions and without DNA damage, CHK2 was phosphorylated at Threonine 68 and 387 during mitosis, and its kinase activity was increased during mitosis (Stolz et al., 2010).
[image: Figure 2]FIGURE 2 | BRCA1 at centrosomes in the mitosis. In mitosis, BRCA1 colocalized with the centrosomes in the absence of DNA damage. CHK2 phosphorylated (Thr68) by DNA-PKcs, localizes at centrosomes and phosphorylates BRCA1 (Ser988), required to interact with PP6C and SAPS3 phosphatase, inhibiting AURORA A and promoting the assembly of the mitotic spindle. Further, it forms a complex with three spindle proteins, NuMA, TPX2, and XRHAMM, which ensures the mitotic exit. Finally, in the centromeres, BRCA1 interacts with y-tubulin (not shown). Note: Created with BioRender.com.
In addition, using human colon cancer cells (HCT116) and osteosarcoma cells (U2OS), it was reported that CHK2 phosphorylated at Threonine 68 colocalized with centrosomes in mitotic cells (from late prophase until cytokinesis) and that this presence was PLK1-dependent. Furthermore, it was found that one of the targets of CHK2 is BRCA1 (in agreement with Stolz et al., 2010) and that the absence of CHK2 leads to errors in chromosome segregation and, consequently, chromosomal instability (Chouinard et al., 2013).
To know which protein phosphorylates CHK2 at Threonine 68 during mitosis, a study carried out by Shang et al., in HCT116 cells synchronized with nocodazole determined that it is DNA-PKcs that carries out this post-translational modification during mitosis and not ATM as occurs typically in interphase and the presence of damage. Therefore, it is proposed that CHK2 is part of a signaling pathway formed by BRCA1 and DNA-PKcs (DNA-PKcs-CHK2-BRCA1) to maintain genomic stability (Chouinard et al., 2013; Shang et al., 2014).
Finally, in human colon carcinoma BE cells, it is observed that CHK2 localizes to kinetochores in early prometaphase, when microtubules do not occupy most chromosomes. Furthermore, CHK2 stabilizes MPS1 protein levels through phosphorylation of Threonine 288. It has been observed that the catalytic activity of AURORA B is promoted by CHK2 phosphorylation at Serine 331 (CHK1 also phosphorylates this residue). Lastly, the presence of CHK2 in kinetochores promotes the recruitment of MPS1 and MAD2 to this site (Figure 1). It is important to note that CHK2 phosphorylates AURORA B at the beginning of mitosis (at early prometaphase) and CHK1 does so at prometaphase, so the activation of CHK1 and CHK2 and their activity on other proteins will depend on the phase of mitosis. Interestingly, the authors determined that phosphorylation of Threonine 68 in CHK2 was not indispensable for its activation in mitosis, contradicting what was reported by Shang et al., 2014. However, the discrepancy in both studies may be due to the localization of CHK2 during mitosis, since in this study they focus on CHK2 in kinetochores and Shang’s study, CHK2 is found in centrosomes, suggesting that the spatial regulation of CHK2 is important depending on its localization during this phase (Figure 1) (Saurin et al., 2011; Petsalaki and Zachos, 2014).
The main work on CHK2 in mitosis has focused on its involvement in centrosomes and its participation in mitotic spindle assembly; however, it is still necessary to investigate its role in kinetochores and thus in the SAC, since it is known to promote the recruitment of BUBR1 and MPS1 to these structures and it would also be interesting to investigate whether, like CHK1, CHK2 may play a role in correcting merotelic attachments that may occur during chromosome segregation.
53BP1
53BP1 is a single-strand DNA binding protein and a critical effector of the NHEJ pathway DSB response. When DSB occurs, 53BP1 rapidly accumulates on the chromatin surrounding the break site and is recruited downstream of RNF8- and RNF168-dependent chromatin ubiquitylation (53BP1 recognizes and binds to the ubiquitinated Lys13 and Lys15 of H2A). This prevents end resection of the broken DNA strands and avoids the loss of genetic material at the damaged site (Fradet-Turcotte et al., 2013). 53BP1 also plays a crucial role in alleviating replication stress by recruiting NHEJ repair-associated proteins to stalled replication forks and stabilizing the DBS generated at these sites. However, this protein can also delay NHEJ repair at the G2/M transition by forming nuclear bodies on the strand breaks inflicted to alleviate replication stress. These structures enable timely segregation of the replicated chromosomes even in the presence of DSB, delaying their repair until the beginning of the G1 phase (Lukas et al., 2011).
The first evidence associated with 53BP1 and his direct role in the mitosis, mainly at the SAC, was observed by Jullien et al., they found in HeLa cells and NIH3T3 cells (embryonic mouse fibroblast) in the absence of DNA damage that 53BP1 is capable of colocalized with CENP-E in the kinetochore fibrous corona and with and with CENP-B during the prophase and prometaphase onset. In interphase cells, no colocalization of 53BP1 with centromeres/kinetochores was detected, indicating that this association occurs only in mitosis. Interestingly, chromosomes that were not aligned to the metaphase plate showed a higher 53BP1 signal than those already aligned; in metaphase, this signal was maintained at a lower intensity, which decreased until no signal was observed in mid-anaphase. Furthermore, 53BP1 is hyperphosphorylated in colcemid (inhibits mitotic spindle formation during mitosis) treated mitotic cells, suggesting that, like SAC proteins, 53BP1 is also a substrate for mitosis kinases (Jullien et al., 2002). Although these results indicate that 53BP1 may have a role in SAC and chromosome segregation, they do not delve beyond the localization of 53BP1 with kinetochores/centromeres.
Successively, in HeLa cells, it was reported that AURORA B is capable of phosphorylated 53BP1 at Serine 1342, contributing to their recruitment to the kinetochores (Figure 1). At the same time, it was found that 53BP1 is distributed in the kinetochores of chromosomes with merotelic attachments and is colocalized with the ACA (anti-centromere antibody) and HEC1 markers (both are markers of attached kinetochore to microtubules). When siRNAs or a 53BP1-S1342A mutant depleted 53BP1 was expressed, a significant number of lagging chromosomes in anaphase and the formation of metaphase bridges were observed. Furthermore, through mass spectroscopy screening and co-immunoprecipitation in mitotic cell extracts, it was identified that 53BP1 interacted with the mitotic-centromere-associated-kinase (MCAK) (Figure 1), suggesting that it is required for resolving merotelic attachments during mitosis. Therefore, in human mitotic cells, 53BP1 contributes to preventing aneuploidy by correcting spontaneous errors and merotelic attachments (Wang et al., 2015). However, it would be interesting to deepen how it participates in this mechanism like CHK1 could be another protein involved in the binding correction between microtubules and kinetochores to avoid chromosome missegregation.
Finally, another study observed that 53BP1 interacts with the APC/C co-activators, CDC20 and CDH1 proteins, through its tBRCT domain (during interphase) and KEN boxes (only during mitosis), with 53BP1 being an APC/C substrate at the beginning of mitosis. 53BP1 contributes to the inhibition of APC/C during the interphase, allowing the transition from S to G2 phase. Once the initiation of mitosis is reached, 53BP1 is ubiquitinated and degraded to allow the progression of mitosis, showing a reciprocal regulation between 53BP1 and APC/C. Furthermore, highly aneuploid tumors develop in 53BP1 knockout mice, supporting previous studies in which 53BP1 was associated with preventing aneuploidies (Kucharski et al., 2017). However, 53BP1 is not an essential protein for mitosis progression since it has been reported that 53BP1 knockouts animals are viable. Still, it could be an attractive therapeutic target since it has been observed that spindle poisons in 53BP1 knockdown cells can be lethal, and on the contrary, the use of APC/C complex inhibitors has been a way of killing tumor cells. Therefore, a combined therapy in tumors with low 53BP1 expression may result in successful treatment.
Although the previous studies associate 53BP1 with the SAC, more specific studies are still needed to help elucidate the mechanism by which 53BP1 could play a role in this phase of the cell cycle; whether or not it supports resolving merotelic attachments as well as if it has a direct function on SAC proteins.
BRCA1
BRCA1 and BRCA2 are essential proteins in maintaining genomic stability, participating mainly in the DDR through the HR pathway. Both proteins are considered tumor suppressor genes and are associated with susceptibility in breast and ovarian cancer (Miki et al., 1994).
In DDR, BRCA1 interacts with CtIP protein and the MRN complex (Mre11/RAD50/Nbs1) and participates in the dephosphorylation of 53BP1 to activate HR instead of NHEJ. In addition, BRCA1 functions as a scaffold for BRCA2 to be recruited to the repair sites. It has been observed that BRCA1 also has a role in repair by the NHEJ pathway, interacting with canonical proteins of this pathway, such as Ku80, participating in its stabilization at double-strand breaks (Venkitaraman, 2014; Gorodetska et al., 2019).
In COS-7 cells (simian virus 40-transformed monkey kidney) and through BRCA1-specific antibodies, it was determined that BRCA1 colocalized with the centrosomes in unperturbed mitosis. The signal was observed from prometaphase to the beginning of anaphase, and the signal was diminished in centrosomes when cells were in late anaphase and telophase. The co-localization of BRCA1 with the centrosomes was observed in human breast epithelial cells (BE46, E6/BE46, and 184A1), human embryonic kidney cells (HEK293), and breast cancer cells (MCF7). Besides, mitotic centrosomes were isolated from COS-7, and MCF7 cells, and also the presence of BRCA1 in mitotic centrosomes was also determined. Furthermore, an interaction between these two proteins was demonstrated through a co-immunoprecipitation of BRCA1 and γ-tubulin (a key component of centrosomes, responsible for nucleation of microtubules). However, it was not explored whether BRCA1 functions in mitotic centrosomes, although this would be one of the first pieces of evidence showing that BRCA1 is found in mitosis (Hsu and White, 1998).
Subsequently, Joukov et al. observed in Xenopus egg extracts and HeLa cells that the E3 ubiquitin ligase BRCA1/BARD1 (BRCA1-associated RING domain protein 1) heterodimer is involved in the recruitment of TPX2 protein to spindle poles through ubiquitination of TPX2, XRHAMM, and NuMA (involved in spindle-pole assembly) and of the negative modulation of XRHAMM, promoting the mitotic spindle-pole assembly. In Xenopus egg extracts, BRCA1/BARD1 was observed to interact with TPX2, NuMA, and XRHAMM. In human cell extracts, the complex interacts with NuMA, indicating that BRCA1/BARD1 is important in forming the spindle-poles assembly. Furthermore, in BRCA1-deficient cells, mislocalization of TPX2 to centrosomes was observed, resulting in mislocalization of AURORA A, the latter being important in TPX2 and BRCA1 phosphorylation. Finally, knowing that TPX2 and NuMA are targets of the Ran-GTP pathway and that multiple nuclei and micronuclei were observed in BRCA1/BARD1-deficient cells, due to the abnormal amplification of centrosomes in these cells, it can be suggested that BRCA1/BARD1 are involved in the correct function and formation of the mitotic spindle (Figure 2). However, it is unknown which mechanism BRCA1/BARD1 could be orchestrating this complex mechanism in centrosomes. Further studies are lacking to help elucidate the involvement of BRAC1 in mitotic spindle formation, particularly his role in centrosomes (Joukov et al., 2006).
Subsequently, in HCT116, it was determined that in the absence of DNA damage, AURORA A phosphorylates and inactivates BRCA1 (Serine 308), leading to chromosomal missegregation and chromosomal instability; however, this inactivation of BRCA1 is prevented by phosphorylation by CHK2 (Serine 988), leading to recruitment of the SAPS3-PP6C complex and preventing AURORA A from inactivating BRCA1 during mitosis (see CHK2 section) (Ertych et al., 2016).
To determine whether loss of BRCA1 would mimic the mitotic defects seen in CHK2-deficient cells, BRCA1-targeted shRNAs were used, observed abnormal mitotic spindle assembly and consequently delayed mitosis, restored by BRCA1 re-expression. In addition to the mitotic spindle, monopolar spindles were also detected when treated with monastrol (a kinesin-5 inhibitor), lagging chromosomes, and consequently chromosomal instability (Stolz et al., 2010).
The determination of this pathway formed by two tumor suppressor genes, such as BRCA1 and CHK2, is of vital importance since the loss of one or both can alter the assembly of the mitotic spindle, generating lagging chromosomes and consequently chromosome missegregation, leading to chromosomal instability and favoring the mechanisms associated with the development of carcinogenesis, It is, therefore, necessary to further investigate the role of these proteins, both in response to DNA damage and during mitosis.
BRCA2
Like BRCA1, BRCA2 is critical in maintaining genomic stability through its role in DDR. BRCA2 has been shown to participate in the recruitment of RAD51 and promote the displacement of RPA at sites of DNA damage, favoring HR repair. Besides, BRCA2 has an essential role in genome maintenance under conditions of replicative stress through the stabilization of RAD51 onto DNA and keeps the nuclease MRE11 inhibited, preventing chromosomal aberrations during replication stalling. Clinically, mutations in BRCA2 have been associated with predisposition to the development of breast, ovarian, and prostate cancer, among others (Wooster et al., 1995; Gorodetska et al., 2019).
In murine embryo fibroblasts (MEF) and HeLa cells targeted BRCA2 or using siRNA, cytokinesis was delayed, and some cells even failed to divide. In addition, myosin II has typically concentrated at the furrow formation dislocated in more than 50% of the cells and is undetectable at each cell edge. Moreover, it was observed that BRCA2 colocalizes with AURORA B in cytokinesis, particularly during elongation. Both proteins accumulate in the midbody during late cleavage and abscission. However, although BRCA2 may be present and regulate some processes during cytokinesis, it is not an essential component of the machinery for cell separation, such as INCENP, AURORA B and SURVIVIN, since, in CHK2-deficient cells, some cells were delayed in the division but mainly were able to carry out cell division (Daniels et al., 2004).
As in Daniels et al., 2004 study, Jonsdottir et al. observed prolonged cytokinesis in primary human fibroblasts (carrying a heterozygous mutation in BRCA2 gene, BRCA2+/−) compared to control cells (BRCA2+/+). Likewise, immunofluorescence showed that BRCA2 localized to the midbody in cytokinesis; however, in contrast to Daniels et al., BRCA2 did not colocalize with AURORA B (Jonsdottir et al., 2009) this discrepancy in whether BRCA2 colocalized with AURORA B or not may have been due to the specificity of the antibodies used in each study, although despite observing BRCA2 in cytokinesis and observing a delay in its completion in CHK2-deficient cells, neither of the two studies propose a mechanism by which CHK2 could be involved.
Subsequently, Mondal et al. studied more specifically the localization of BRCA2 in HeLa cells without DNA damage. Interestingly, BRCA2 localized throughout mitosis in centrosomes, in the spindle midzone during telophase, and in the midbody during abscission and cytokinesis. Using 293T cells (human embryonic kidney), they determined by immunoprecipitation that BRCA2 interacts with AURORA B, PRC1, and CEP55, which are involved in the completion of cytokinesis. In addition, they decided that BRCA2 recruitment to the central spindle and midbody is dependent on interaction with the protein FILAMIN A (a component of actomyosin complexes), involving FILAMIN A-dependent BRCA2 recruitment to these structures. On the contrary, they determined that BRCA2 is required for the recruitment of Alix and Tsg10 to the midbody. In turn, the ESCRT (endosomal sorting complex needed for transport) complex is recruited through the formation of the complex formed by CEP55-Alix and CEP55-Tsg10. That is, BRC2A plays an essential role in the assembly and signaling of components necessary for cytokinesis and cell division (Mondal et al., 2012).
Nevertheless, Lekomtsev et al. reported that BRCA2 is not necessary for the conclusion of cytokinesis in human cells. They observed that MgcRac depletion resulted in the accumulation of binucleated and multinucleated cells compared to BRCA2 depleted cells. Furthermore, by time-lapse in transfected cells with MgcRac siRNAs, binucleated cells were observed to form after the exit from mitosis, due to a failure in cleavage furrow; in contrast to cells with the BRCA2 siRNA duplexes, the cells generated the cleavage furrow after anaphase onset (Lekomtsev et al., 2010).
However, whether or not the observed defects in mitosis are due to the loss of BRCA2 was studied by Feng W. and Jasin M. In MCF10A cells (with a relatively stable genome) and using CRISPR-Cas9 mediated gene targeting towards BRCA2 (deleting exons 3 and 4, to generate a premature stop codon, preventing protein translation) they observed that BRCA2 deficiency led to replication stress in G2, causing subsequent aberrations in mitosis, such as chromosome missegregation and the formation of 53BP1-dependent nuclear bodies in the next G1 phase. In this phase, they observed that cell inviability was due to p53-independent apoptosis and senescence triggered by p53-mediated G1 arrest. This opens a new possibility of how BRCA2 function may impact mitosis (Feng and Jasin, 2017).
Moreover, in addition to its role in cytokinesis and cell division, the role of BRCA2 on some SAC proteins has been studied. In a study carried out in HeLa cells without DNA damage, immunoprecipitation determined that BRCA2 and BUBR1 interact during mitosis, particularly during prometaphase and at the outer kinetochore. Besides, it was also identified that the acetylation of Lysine 250 (K250) of BUBR1 and the presence of the protein in the kinetochores decrease in mouse embryonic fibroblasts with disrupted BRCA2 allele. This acetylation is known to be performed by PCAF to prevent degradation of BUBR1 by APC/C and is needed for accurate mitotic progression and SAC activity. Therefore, it has been suggested that BRCA2 works as a scaffold to enable the interaction between BUBR1/PCAF and thus facilitate the acetylation of BUBR1, contributing to the function of the SAC and avoiding chromosomal instability. However, whether this mechanism needs BRCA2-kinetochore localization is unclear, and by time-lapse microscopy, it was discovered that nocodazole treated BRCA2-deficient mouse embryonic fibroblasts exit mitosis faster than control cells (Daniels et al., 2004; Choi et al., 2012). That BRCA2 localizes with BUBR1 to kinetochores during prometaphase is interesting, contributing to the acetylation of BUBR1 preventing its ubiquitination by APC/C, generating a stronger wait signal carried out by the SAC until microtubules have not attached to kinetochores. It supports the idea that BRCA2-deficient cells are exiting mitosis faster, possibly because the SAC is weakened and unable to maintain the waiting signal for anaphase initiation since PCAF cannot acetylate BUBR1.
Despite the studies performed on BRCA2 and its participation in mitosis, the involvement of this protein in this phase of the cell cycle and the determination of whether BRCA2 is fundamental in the completion of cytokinesis is just beginning to be understood.
Spindle Assembly Checkpoints Proteins in DNA Damage
BUB1
The BUB gene family (Budding uninhibited By Benomyl) was observed for the first time in experiments with Saccharomyces cerevisiae to identify key proteins in metaphase arrest (Li and Murray, 1991). In the vertebrates, BUB1 was found in the “unoccupied” kinetochores of chromosomes in the presence of agents that affect the mitotic spindle (Taylor and McKeon, 1997). BUB1 encodes a Serine/Threonine protein kinase and is a principal component of the SAC (Yu and Tang, 2004). In mitosis, it contributes to the kinetochore recruitment of essential components for the SAC functioning, such as SGO1 (Tang et al., 2004b), CENP-E, BUBR1, BUB3, and the dimer formed by MAD1-MAD2 (Sharp-Baker and Chen, 2001). BUBR1, MAD2, and BUB3 form the SAC complex, which keeps CDC20 inhibited and prevents it from activating the anaphase promoter complex (APC/C) (Peters, 2006), blocking the metaphase-anaphase transition. Furthermore, BUB1 inhibits CDC20 in vitro and in vivo through phosphorylation of the N-terminal domain (Tang et al., 2004a).
The first evidence that BUB1 could be involved in DDR was a large-scale proteomic analysis of proteins that could be phosphorylated by ATM and ATR in response to DNA damage. More than 700 proteins were phosphorylated by these proteins, including four SAC proteins, among them BUB1 (Matsuoka et al., 2007). Five years later, in HeLa cells, it was identified that ATM phosphorylates BUB1 at residue Serine 314 when DBS occurs by ionizing radiation (IR), and it was observed that BUB1 phosphorylated colocalized with the foci of γ-H2AX (a mark associated with DNA damage). Furthermore, by depleting BUB1 by siRNAs, the γ-H2AX signal was maintained for much longer than control cells. Besides, the phosphorylation of Threonine 121 of H2A performed by BUB1 (in order to the recruitment of SHUGOSHIN to the activation of SAC) is enhanced in response to IR, however, it’s well known that this mark is a mitotic-dependent event, independent of DNA damage (Kawashima et al., 2010). Therefore, indicated that this phosphorylation in BUB1 has other functions beyond mitosis (Yang et al., 2012). These findings suggest that BUB1 could have an important role in response to DNA damage.
Finally, the most recent study of the role of BUB1 in repair was the interaction by coimmunoprecipitation of BUB1 with the 53BP1 protein in HeLa and U2OS cells, an essential element in repair by Non-Homologous End-Joining (NHEJ) pathway, associating BUB1 with this repair path (Jessulat et al., 2015) (Figure 3A). However, the mechanism by which BUB1 participates in DDR and in which phase of the cell cycle it is participating has not been related in a particular way since NHEJ can act throughout the cell cycle, especially in interphase. Due to its kinase function, it could be inferred that it is involved in the recruitment and the phosphorylation of targets that participate in the DDR, either in the adapter or the effector proteins and in this pathway, making the response to DNA damage more efficient, therefore, studies are needed to elucidate its role in DDR.
[image: Figure 3]FIGURE 3 | Mitotic proteins and their role in the DNA damage response (DDR). (A) In DSBs by ionizing radiation, ATM phosphorylates the histone variant H2AX (Ser139) and the BUB1 kinase (Ser314). This phosphorylation promotes the colocalization of BUB1 with the foci of the γ-H2AX, also of interacting with the DNA damage protein, 53BP1, associated with the NHEJ repair pathway. Further, BUB1 phosphorylates the H2A (Thr120), favoring the localization of SHUGOSHIN to the centromeres and activating the SAC (this last step is mitotic-dependent). (B) In response to DNA damage caused by UV-light or doxorubicin, BUBR1 can colocalize with PARP-1. Besides, in cells with low levels of BUBR1, PARP-1 cleavage is facilitated. However, it is unknown how BUBR1 could regulate PARP-1 and the DDR response. (C) Overexpression of MAD1 prevents the localization of MDM2 and promotes the degradation of p53 in the presence of DNA damage. Furthermore, p53 can regulate the expression of MAD1. However, it is not clear if this regulation on MAD1 inhibits its activity or represses it. (D) MAD2 interacts with XPD (a subunit of the transcription factor TFIIH), inhibiting the binding of XPA with XPD. This causes a decrease in the repair efficiency and increases sensitivity to drugs that damage DNA, e.g., cisplatin. (E) In response to DNA damage, MPS1 phosphorylates CHK2 (Thr68), promoting its activation, which in turn phosphorylates MPS1 (Thr288), promoting its stabilization and activating the G2/M checkpoint. MPS1 phosphorylates MDM2 (Thr4, Thr305, and Ser307), increasing the activity of MDM2 on histone H2B. It has been proposed that the ubiquitination of histone H2B participates in response to DNA damage by oxidative stress. MPS1 also binds to p53 and phosphorylates it at Thr8. This phosphorylation increases the stability of p53. This phenomenon has been proposed to be important in response to antimicrotubule drugs. (F) AURORA B interacts and phosphorylates p53 and promotes MDM2 ubiquitination and its degradation. The AURORA B expression reduces the transcription of p53 targets like p21 and BAX. AURORA B phosphorylated the residues: Serine 183, 215, and 269, Threonine 211 and 284; however, the relevance of each residue on p53 is unclear. Note: Created with BioRender.com.
BUBR1
Like BUB1, the BUBR1 gene was identified in screens in Saccharomyces cerevisiae to identify genes and proteins that participated in mitotic arrest in the presence of spindle poisons (Li and Murray, 1991). Both genes are conserved in eukaryotes, and in conjunction, they participate in the function of the SAC (Chan et al., 1999). BUBR1 is a protein kinase, which is part of the mitotic checkpoint complex (MCC). Together with MAD2, BUB1, and BUB3, it contributes to the inhibition of the ubiquitin ligase APC/C, through the direct binding of CDC20 to complete arrest of mitotic progression (Fang, 2002).
The study that reported that BUBR1 has a role in response to DNA damage observed that cells heterozygous for BUBR1 failed to undergo significant mitotic arrest when DNA damage was generated using doxorubicin and UV. Furthermore, these same cells had low levels of γ-H2AX (a mark associated with the response to damage), and the expression of both p53 and p21 was significantly compromised before and after DNA damage. Moreover, BUBR1 colocalized and physically interacted with PARP-1, and in cells, BUBR1 deficiency facilitated the degradation of PARP-1. Due to the above and because p53 and PARP-1 are essential components in DDR checkpoint activation, it was proposed that BUBR1 has a role in the activation of this mechanism (Huber et al., 2004; Fang et al., 2006) (Figure 3B).
However, so far, it is unknown how BUBR1 regulates these proteins and modulates DDR; besides, there is no evidence in which BUBR1 is associated with the response to DNA damage during the interphase, limiting the participation of this protein to mitosis.
MAD1
MAD1 is a protein that participates in the SAC. It is located in the kinetochores from the beginning of mitosis to anaphase. MAD1 recruits MAD2 to the kinetochore, and this dimer promotes the conversion of other MAD2 molecules from the open to the closed conformation. The closed conformation of MAD2 binds to CDC20 and gives rise to Mitotic Checkpoint Complex (MCC), which inhibits APC/C until the beginning of anaphase (Musacchio and Salmon, 2007). Even though the main MAD1 activity has been studied during mitosis, its protein levels are constant throughout the cell cycle (Campbell et al., 2001). The transcriptional activity of its promoter is higher in G1 than at other points in the cell cycle (Iwanaga and Jeang, 2002) In interphase, it is located in the nuclear pores in union with MAD2 (Campbell et al., 2001).
MAD1 is overexpressed in malignant tumor-derived cell lines and breast tumor tissue samples. When MAD1 is overexpressed, it localizes in PML-NBs (ProMyelocytic Leukemia Nuclear Bodies). PML-NBs contain more than 100 proteins. Among these is the PML protein which participates in the p53 response to DNA damage. PML sequesters MDM2 in the nucleolus in response to DNA damage and allows the stabilization of p53. Overexpression of MAD1 prevents nucleolar MDM2 localization and promotes p53 degradation by binding to the PML protein. Then, MAD1 negatively regulates the response to DNA damage mediated by p53 (Figure 3C) (Wan et al., 2019). It will be significant to determine if the negative function of MAD1 on p53 occurs only during its overexpression and if these levels are comparable with those of tumors.
On the other hand, p53 can also regulate MAD1. In a global expression analysis, exogenous expression of p53 was shown to promote MAD1 expression in DLD1 cells (human colon cancer cell) (Polyak et al., 1997). However, Iwanaga et al. did not find an increase in MAD1 expression mediated by p53 wt, but there was an increase in MAD1 expression when the p53 281G mutant was transfected (Iwanaga and Jeang, 2002). Besides, p53 has also been described as a repressor of the MAD1 gene (Chun and Jin, 2003; Bansal et al., 2011). Therefore, the increase in MAD1 expression when the 281G mutant is expressed is not only due to the loss of repression of p53 wt, but of a gain of function of this mutant, as is the case in other examples such as the regulation of the gene hMMP-13 ((Sun et al., 2000; Gomes et al., 2021). The disparity between Polyak’s results and the further investigations may be due to the specific use in the first work of the DLD1 cell line, which possesses a specific p53 mutation (241 F), which may have some interaction with p53 wt that promotes MAD1 expression (Chun and Jin, 2003).
Therefore, with these findings, that p53 could regulate MAD1 in response to DNA damage. However, a study model must be established to determine the modulation of MAD1 expression by p53 and subsequently elucidate the mechanisms by which MAD1 could contribute to DDR. In addition, it would be interesting to investigate in which phase of the cell cycle this regulation is taking place, if it is in the presence of damage during interphase or if it is occurring during mitosis.
MAD2
Like MAD1, MAD2 is a key component of the SAC and binds to the kinetochore through MAD1. The binding of MAD1 to MAD2 causes a conformational change in MAD2 from an open to a closed configuration. The closed configuration interacts with more MAD2 molecules, converting them towards the closed configuration, which can bind to CDC20 and serve as the basis for MCC formation. Therefore, MAD2 is the effector of SAC by producing the APC/C major inhibitor (Lischetti and Nilsson, 2015). Like MAD1, MAD2 is expressed continuously during the cell cycle and has potential roles in interphase (Funk et al., 2016).
In interphase, MAD2 interacts with the XPD protein, a subunit of the transcription factor TFIIH that participates in nucleotide excision repair (NER), in the human embryonic kidney (HEK293) and cervical cancer cells (HeLa). A model has been proposed where MAD2 competes with XPA for binding to XPD. The decrease in the binding between XPD and XPA causes a reduction in the repair efficiency in cisplatin-treated cells, which generates damage to the DNA repaired by NER (Figure 3D). Therefore, MAD2 expression increases sensitivity to drugs that damage DNA (Fung et al., 2008). Consistent with this, it has been observed that in cell lines derived from oropharyngeal and gastric carcinoma, MAD2 levels are associated with cisplatin sensitivity, at higher levels, greater sensitivity (Cheung et al., 2005; Du et al., 2006). However, the role of MAD2 independent of mitosis must be well determined. In most studies, a mitotic arrest is not considered. The DNA damage can promote MAD2-dependent mitosis arrest that promotes cell death. Therefore, the different drug sensitivity may be related to the cell’s ability to repair damage or the efficiency in activating arrest in mitosis.
MPS1
MPS1 is a dual kinase that participates in the cell cycle in several mechanisms. It regulates the duplication of the centrosome and is part of the SAC mechanism. MPS1 has been demonstrated to be part of a feedback system with the CHK2 protein. MPS1 phosphorylates CHK2 at Threonine 68 in response to X-ray or UV light damage. Furthermore, this phosphorylation promotes both activation of CHK2 and the G2/M checkpoint by the same kinase. Wei et al. propose that this activity is independent of the CHK2 activation by ATM. This activity is not related to its role in SAC since the inhibition of MAD2 does not have a similar effect (Wei et al., 2005). On the other hand, CHK2 phosphorylates MPS1 at Threonine 288 and stabilizes the protein in X-ray-treated cells. Therefore, MPS1 participates in response to damage caused by ionizing radiation by activating CHK2 through a positive loop stabilizing MPS1 itself (Figure 3E). However, phosphorylation of MPS1 by CHK2 is important but not essential in the activation of the G2/M checkpoint (Yeh et al., 2009).
The interaction of MPS1 with the MDM2 and p53 proteins has also been observed. The suppressor gene p53 is one of the most frequently mutated genes in malignant tumors. p53 encodes for a transcription factor that promotes the expression of genes that arrest the cell cycle, promote DNA repair, and promote apoptosis under conditions of cellular stress. MDM2 is a ubiquitin ligase that ubiquitin to p53 and promotes its degradation (Levine, 2020; Borrero and El-Deiry, 2021). MPS1 phosphorylates MDM2 at the Threonine 4, Threonine 305, and Serine 307 residues, increasing the ubiquitin ligase activity of MDM2 on histone H2B. It has been proposed that the ubiquitination of histone H2B participates in response to DNA damage by oxidative stress (Khoronenkova et al., 2011) (Figure 3E). Therefore, MPS1 regulates the response to damage by phosphorylating MDM2 and promoting its ubiquitin ligase activity (Yu et al., 2016). MPS1 also binds to p53 and phosphorylates it at Threonine 18. This phosphorylation increases the stability of p53. This phenomenon has been proposed to be important in response to antimicrotubule drugs (Huang et al., 2009). Spindle poisons cause prolonged SAC-mediated mitotic arrest. Some cells die after being in mitosis for several hours. However, other cells are released from the arrest by a mechanism known as mitotic slippage (process by which a cell that is in prolonged mitosis exits this phase of the cell cycle due to a decrease in cyclin B below the threshold necessary to maintain the cell in mitosis) (Gascoigne and Taylor, 2008; Andonegui-Elguera et al., 2016). The cells released enter G1 and can be arrested in that phase, continue in the cell cycle, or die by apoptosis. It has been proposed that there is a p53-mediated tetraploidy checkpoint that arrests cells that undergo mitotic slippage in the subsequent G1 phase. Huang et al., found an interaction between MPS1 and p53 when treating cells with nocodazole or taxol. They propose that MPS1 regulates the tetraploidy checkpoint by stabilizing p53, promoting an arrest in the G1 phase after mitotic slippage. However, it has been observed that spindle poisons can cause DNA damage during mitotic slippage. Therefore, the MPS1-mediated p53 response could be related to direct DNA damage and not to the phenomenon of mitotic arrest induced by spindle poisons (Huang et al., 2009).
The results mentioned above propose that MPS1 actively participates in DDR. However, some questions must be clarified to understand the role of MPS1 in the interphase. First, it has been observed that MPS1 has a cytoplasmic localization during interphase (throughout the cytoplasm and focused on the centrosome and nuclear pores) (DOU et al., 2003; Liu and Winey, 2012) until the G2/M transition when is imported to the nucleus through two LXXLL motifs (Zhang et al., 2011). Besides, a putative Nuclear Export Signal (NES) has been found (Jia et al., 2015). In that respect, it will be important to determine if there is a basal location of MPS1 in the nucleus or imported during the response to cellular damage. Yeh et al., demonstrate a nuclear localization of MPS1 when it is phosphorylated at Threonine 288 in response to DNA damage (Yeh et al., 2009). Furthermore, MPS1 is a target of APC/C-CDC20 and APC/C-CDH1. Then, MPS1 protein levels during interphase are negatively regulated by APC/C (Cui et al., 2010). It will be important to assess whether APC/C plays a role in stabilizing MPS1 in response to cell damage. Although in one study, they did not find an association between stabilization and inhibition of the proteasome (Yeh et al., 2009).
AURORA B
AURORA B is one of the multiple kinases involved in mitosis. It is part of the Chromosomal Passenger Complex (CPC), of which it is the catalytic component. AURORA B has different locations during mitosis associated with its specific function (Carmena et al., 2012). It is found in the chromosomes arms and the centromeric region during prophase, and towards anaphase, it relocates to the middle body (Wang et al., 2011; Kim et al., 2020). In the centromeric region, AURORA B negatively regulates the microtubule attachment to kinetochores. It participates in the formation of the contractile ring for cytokinesis in the middle body and the central spindle (Carmena et al., 2012).
In different tumors, overexpression of AURORA B has been observed associated with oncogenic potential. For this reason, different inhibitors of its kinase activity have been developed and are currently in clinical studies (Tang et al., 2015). It has been proposed that AURORA B may have a role independent of the regulation of mitosis. AURORA B interacts with p53 during mitosis and interphase (Carmena et al., 2012; Gully et al., 2012). In vitro studies, AURORA B has been demonstrated to be able to phosphorylate p53. Such phosphorylation promotes MDM2-mediated ubiquitination of p53 and its degradation. The p53 residues that can be phosphorylated by AURORA B are Serine 183, 215 and 269, Threonine 211 and 284; they are found in the DNA-binding domain of p53 (Figure 3F). However, each residue’s relevance in the AURORA B-mediated negative regulation of p53 is unclear (Wu et al., 2011a, 2011b; Gully et al., 2012; Jha et al., 2015). Thus, the overexpression of AURORA B could have an oncogenic role by negatively regulating p53 levels and decreasing the DNA damage response. Consistent with this, in vitro and in vivo studies have demonstrated that AURORA B expression reduces the transcription of p53 target genes such as p21 and BAX (important for promoting cell arrest and death) and decreases the efficiency of the response to DNA damage (González-Loyola et al., 2015). Although there is evidence of a possible relationship between AURORA B in DDR; there are still unanswered questions, especially regarding the role of AURORA B in DDR and tumorigenesis, since little is known about the regulation of AURORA B activity after DNA damage in G1.
CONCLUSION
One of the hallmarks of cancer proposed by Hanahan and Weinberg to understand the cell biology of this disease is genomic instability (Negrini et al., 2010; Hanahan and Weinberg, 2011). Chromosomal instability (CIN) is a type of genomic instability present in most types of cancer. The eukaryotic cell has several molecular mechanisms to avoid this type of instability and thus preserve the genome. The DNA Damage Response (DDR) and the Spindle Assembly Checkpoint (SAC) are two main mechanisms. Both mechanisms are involved during the cell cycle, coordinating DNA damage repair and ensuring proper chromosome segregation. Since both mechanisms participate at different cell cycle times, they were thought to be mechanisms that act independently. However, as recapitulated in this review, experimental evidence suggests that the two major cell cycle checkpoints share common components for maintaining genomic stability, which represents a significant step forward in this area, although these mechanisms remain to be further elucidated (Figure 4).
[image: Figure 4]FIGURE 4 | Crosstalk between the mechanisms of DNA Damage Response and the Spindle Assembly Checkpoint. Experimental evidence suggests that the two major cell cycle mechanisms, the DDR and the SAC, share common components, suggesting crosstalk between the two mechanisms in order to maintain the stability of the genome. Note: Created with BioRender.com.
There is crosstalk, which has repercussions on how to study both phenomena, not as two separate and mutually exclusive pathways, and above all on the implications they could have on the development of cancer treatments. Most therapies to treat human cancers have been designed against specific molecular targets involved in a particular cellular pathway, favoring lower cytotoxicity in the treatment. However, it has been observed that cancer cells can survive without the function of the inhibited pathway, resulting in resistance to treatment, tumor re-growth, and consequently clinical relapse of the patient (Thompson et al., 2010).
In particular, the therapies have been designed to generate a considerable amount of DNA damage, and the cell cannot repair the damage, triggering cell death, or therapies that impact against the SAC mechanism or the mitosis (Tao, 2005). Both types of treatments have been developed independently without the notion that both mechanisms have elements in common that participate in both pathways. Thus, it is possible to design therapies targeting several signaling pathways or, in this case, essential mechanisms of the cell, such as the DDR and the SAC, to prevent the cell from developing resistance to the treatment. An alternative strategy would be to simultaneously promote chromosomal missegregation and deregulation of the DNA damage response through inhibition or disruption (co-targeting) of a well-established SAC or a component of the DDR, such as BUB1 or a component of the DDR, like BRCA2, respectively. Knowing both effects on the SAC and the role in the DDR, this therapy is expected to jointly impact these pathways and possibly the tumor response, preventing evasive or adaptive resistance of the cancer cell. Based on the work cited in this review and with future work to better understand the crosstalk between the two pathways, the development of better therapies for the treatment of human cancer is possible. However, our understanding of how the two pathways interact and mainly how they participate in maintaining genomic stability is still limited. Therefore, it is necessary to continue the work done so far to understand the molecular basis between DDR and SAC and its clinical implications in developing cancer treatments.
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RAP1 homologs

Mammalian RAP1

ScRAP1

SpRAP1

TbRAP1

Key telomeric functions

Suppresses telomere HR (MRAP1)

Suppresses NHEJ-mediated telomere end
fusions at critically short telomeres (hRAP1)

Does not bind telomere DNA directly in vivo
(hRAP1)

Has a sequence-specific dsDNA binding activity

Nucleates the telomeric heterochromatic
structure, essential for telomeric silencing

Suppresses NHEJ-mediated chromosome
end-to-end fusions

Suppresses telomerase-mediated telomere
elongation

Suppresses the TERRA level
Does not bind telomere DNA directly in vivo

Suppresses telomerase-mediated telomere
elongation

Essential for telomeric silencing
Maintains genome stability
Suppresses telomeric transcripts
Suppresses telomeric HR
Essential for telomeric silencing

Essential for monoallelic VSG expression

Maintains telomere and subtelomere genome
integrity

Suppresses HR at the subtelomere
Suppresses the TERRA level

Suppresses the telomeric R-loop level

Has both electrostatic-based,
sequence-non-specific sSSDNA and dsDNA
binding activities

DNA binding motif overlaps with nuclear
localization signal
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TRF Homolog

TRF1

TRF2

TbTRF

Key telomeric functions

Facilitates telomere DNA replication
Suppresses telomerase-mediated telomere elongation

Suppresses TRF2-mediated telomeric R-loop formation
Suppresses trans-localization of TERRA

Suppresses the TERRA level in pluripotent cells

Maintains the telomere G-overhang structure

Suppresses NHEJ-mediated chromosome end-to-end fusions

Suppresses telomere HR

Suppresses telomerase-mediated telomere elongation
Promotes telomeric R-loop formation

Facilitates the T-loop structure formation and maintenance

Suppresses trans-localization of TERRA

The GAR domain is essential for binding TERRA
Maintains the telomere G-overhang structure
Maintains telomere integrity

Suppresses DNA recombination at the subtelomere
Important for short-range telomeric silencing
Suppresses the TERRA level

Facilitates trans-localization of TERRA
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RPA-binding promotes WRN helicase activity and multiple RPA binding makes
WRN a superhelicase on G4 unwinding

RPA activates BLM's bidirectional DNA unwinding

SMARCAL1 is recruited to replication forks via an interaction with RPA
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RPA colocalizes with R-loops and suppresses R-loop formation
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