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Editorial on the Research Topics
 Home Cage-Based Phenotyping in Rodents: Innovation, Standardization, Reproducibility and Translational Improvement



Novel and emerging technologies, such as home cage monitoring (HCM) systems, permit 24/7 collection of behavioral data under undisturbed conditions. HCM minimizes the impact of stressors that arises from human interaction or the testing in novel test environments, which may bias readout parameters (science) and/or affect animal welfare since science and welfare are highly interdependent. There is increasing evidence that laboratory animals living under enriched and group-housed conditions display a behavioral repertoire that is much richer as compared to what is observed in classical behavioral experiments (e.g., open field, total distance traveled and number of center/corner visits). Behavioral phenotyping experiments performed by classical tests show limited replicability due to idiosyncratic results to a particular laboratory (Crabbe et al., 1999). With this editorial about our Research Topic we try to highlight advances in technologies in HCM that are relevant for animal welfare, scientific aspects or both, such as the development of novel biomarkers (see Baran et al.) that can lead to better translational approaches in different animal welfare and scientific areas as described below.


DEFINITION OF HCM SYSTEMS

HCM occurs in a cage where the animal spends more than a limited period of time (≥24 h) to either perform certain behavioral tasks or display physiological responses. However, proper HCM should be differentiated from benchtop technologies as highlighted by Baran et al. The need for a consensus across the neuroscience community recently led to the initiation of two work groups mainly in North America (https://www.na3rsc.org/tdb/a) and Europe (https://www.cost.eu/actions/CA20135/) that now try to harmonize the definitions of HCM, provide examples, generate guidelines and try to identify standards for improved comparability of results and new developments.



REPRODUCIBILITY AND METHODS IN BEHAVIORAL SCIENCE

The reproducibility crisis in animal research is a well-known issue (Richter and von Kortzfleisch, 2020). Can automatization increase reproducibility of animal research? Richter suggests that controlled heterogenization in combination with HCM may lead to increase constructive and predictive validity. Along the line of data reproducibility, Engelbeen et al. tried to replicate findings in the mdx mouse model of Duchenne muscular dystrophy by testing mice in a standard battery of behavioral tests using both conventional and HCM methods. In contrast to previous findings using only female mdx mice, a learning deficit could not be reproduced suggesting an interaction of genetic and environmental factors contributing to cognitive performance differences in mdx mice.

According to Voikar and Gaburro and Baran et al., a combination of different technologies can help identify biomarkers that have the potential for transfer to the clinic. Including data that cover 99% of an animal's time and obtaining such data from the more complex situation of group-housing may increase the power of such approaches. New challenges range from 24/7 data management, data analysis tools (software tools), interpretation of large, unstructured data sets up to IT/cybersecurity issues. This means that not only scientists are necessary in a successful implementation of HCM systems.

Behavioral video monitoring has a long history as shown by Baran et al. and in the review by Grieco et al. These articles provide an overview of the use of video monitoring, the interpretation of data generated, and the scope that can be obtained from an expanded use of video monitoring technology. More recent developments advancing this technique are explained by Gharagozloo et al. who show that complex and more naturalistic behaviors can be studied through machine learning approaches and artificial intelligence.

Alternatives to video monitoring with specific applications to learning and memory are described by Voikar and Gaburro, other technologies are applied in substance use disorders as described by Iman et al. Specifically, RFID-based technology to recognize event-based animal behavior can be employed. Such technology allows interpretations in the context of reward learning and more complex behaviors such as sociability. The use of RFID transponders in group-housed mice also allows to study lifetime changes in animal behaviors in normal and pathological conditions which may address important scientific questions such as the interaction between cognition and aging Kahnau et al. which is fundamental especially in neurodegenerative disease progression.


Animal Welfare

Four articles address the connection between animal welfare and behavioral experimental outcome. This includes using behavioral outcome to classify the severity level of a treatment in the context of animal welfare. In fact, simple routine operation such as cage-change can increase physiological parameters (heart rate, locomotion) for 90 min up to a few hours (Stiedl et al., 2004; Pernold et al., 2019). Analyzing the physiological response, specifically heart rate, to evaluate the impact of surgery with radio-telemetry for a neuroscience rat model, was important to assess when the animals could be exposed to a battery of behavioral tests as reported by Wassermann et al. A follow-up study from the same group by Zentrich et al. used spontaneous activity as marker of animal welfare. Here, an acute experimental colitis mouse model, starting from the highest level of severity as established by a clinical score (10 different parameters), expressed a reduction in locomotion that remained significantly suppressed until the mice recovered from the treatment indicating that HCM can be used for routine severity assessment in biomedical research.

The effect of ambient illumination on the behavior of animals has not been systematically studied in the animal facility where animals are bred and kept. Yet, it is well known that light conditions can dramatically affect the expression of various behaviors in visual behavior tests. Therefore, Steel et al. systematically evaluated the spontaneous activity depending on the position of the cage in the rack. Cage position relative to the position of the room lights had a dramatic effect on 24/7 activity in the HCM as measured by different parameters. Single parameters differed up to 15-fold between cages in top (higher light intensity) vs. bottom rack position (lower light intensity). For cage position from left to right there was still a 3-fold difference in light intensity. This suggests that for increased uniformity and reproducibility of cage rack studies, each cage should have its own controllable light source. Interestingly, animals in red tinted cages, which block most visible light, did not display such cage variation in activity between cage locations. However, they showed a reduced diurnal activity level as compared to animals in standard transparent cages. This shows trade-offs between positive aspects for animals vs. care takers and visual daily checks.

Moore and Brook used HCM-derived activity to assess the effect of replacing an individual companion female by a different one on spontaneous locomotion of males in their cage. Using such technology revealed that replacing a female resulted in an increase in activity for up to 4 h. This was followed by a compensatory reduction in activity during the subsequent dark phase as potential sign of fatigue. A resulting refinement suggestion is that cage mate replacements should occur toward the end of the light-phase when animal activity increases, probably impacting less on the normal circadian activity.



Neurodegenerative Models

Despite differences in their clinical manifestations, neurodegenerative diseases such as Alzheimer, Parkinson and others share common symptoms both at the clinical and at the preclinical level. An example are alterations in resting bouts in a model of Amyotrophic lateral sclerosis (ALS). Here, resting bouts were used as an index of reduced sleep to establish a novel biomarker called rest disruption index (RDI). The RDI indicates the reduction of sleep in SOD1G93A mice at 16–18 weeks of age. This finding correlates with symptoms in typical behavioral tests such as the grid test as described by Golini et al.

Another approach based on a HCM with attached automated figure-8-maze (F8M) was used to test transgenic APPswe/PSEN1dE9 (APP/PS1) mice in the delayed alternation task to gain water as reward in a longitudinal manner from 2–6 months of age by van Heusden et al. Only 6-month-old transgenic APP/PS1 mice displayed an increase in the number of consecutive incorrect responses. The F8M approach indicates the possibility to monitor performance repeatedly over months. However, the expected cognitive decline was not detected as early as expected, since an earlier study (Vegh et al., 2014) reported the onset of cognitive impairment in the water maze task at 4 months of age in APP/PS1 mice. Particularly in animal models with increased anxiety-like phenotype such as APP/PS1 mice, deficits in tasks such as the water maze (Wolfer et al., 1998) may be the result of confounding effects of emotionally challenging experimental conditions on cognition in complex tasks (Diamond et al., 2007). Thus, HCM-based approaches are better suited to minimize unspecific effects of emotionally challenging conditions on cognition as demonstrated by another elegant HCM approach in 3-month-old APP/PS1 mice with higher sensitivity of visual discrimination to prefrontal cortex dysfunction than water maze performance (van den Broeck et al., 2021).



Learning and Memory: Visual, Olfactory and Auditory Cues

Visual and olfactory cues are typically very difficult to be analyzed within HMC systems. In one of the very first articles of our Research Topic Wooden et al. the researchers substantially improved the object recognition test by applying an inexpensive 3-step approach that allows to adjust the experimental conditions according to the model for providing more robust results.

Advanced testing procedures in the learning, memory, and cognitive domain are based on single animal performance in an operant chamber. When an operant chamber is connected to the home cage, a form of behavioral enrichment is achieved that simultaneously allows 24/7 voluntary testing of RFID-tagged mice. This approach of Caglayan et al. used olfactory stimuli to investigate learning set acquisition. Full automation in this context eliminated human interaction and permitted individualized training schedules where a specific mouse could enter to the next level of training based on individual performance. This successfully allowed investigating higher-order cognitive function in the home cage.

In their second study, Caglayan et al. used a home cage connected with a gating mechanism to the operant chamber to perform the stop-signal-task for assessing symptoms of attention deficit disorders and schizophrenia. The automated HCM approach required only minimal experimenter involvement, reduced training time for the mice by about 20%, and importantly, considerably improved task sensitivity.



Fear and Anxiety

Fear and anxiety are commonly studied with short experiments that cannot be applied repeatedly, and therefore, do not allow the analysis of disease progression or the assessment of long-term treatment. Schuessler et al. customized an experimental chamber consisting of a safe nest and a foraging area with an operant lever, food port, water spout and shock grid floor. Foot shock was delivered specifically in the area where food and water were available. Using this “Risky Closed Economy” approach, fear and anxiety-related behavior were studied nearly 24/7 for extended periods as described, indicating flexibility based on decision-making when and how much to forage. This is a more naturalistic foraging scenario under controlled threat condition. Similarly, RFID-chipped transgenic mice in a partially automated HCM can be studied for their social, cognitive behavior in a complex environment that helps researchers identify the gene x environment interactions for affective and cognitive consequences of psychiatric disease as shown by Volkmann et al..



Stroke

Most stroke models in rodents are induced via transient occlusion of the middle cerebral artery and are behaviorally characterized through standard motor tests. However, repetition of such tests might lead to habituation and changes in performance. Therefore, researchers tried to identify hallmarks after stroke induction on locomotor activity in HCM. A new open-source tracking software allowed calculating distance traveled, speed and also turning behavior since stroke models have the tendency to move more unilaterally if untreated. Here, recovery from stroke was not augmented by dietary induction as shown previously in humans by Shenk et al. A follow-up paper from the same group determined whether voluntary wheel running in the HCM would induce a faster recovery from stroke. In fact, stroke-induced mice with running wheel had a better recovery from stroke in terms of motor skills as well as increased functional connectivity, cerebral blood flow, and vascular quality as reported by Lohkamp et al..




VIRAL INFECTION SYMPTOMS

HCM also served in the evaluation of mice exposed to SARS-CoV-2. K18-hACE2 transgenic mice, harboring the humanized angiotensin-converting enzyme 2 (ACE2) receptor to which the spike protein binds, were used to assess the pathophysiology induced by SARS-Cov-2. Typically, in infectious disease studies using mice both viral titer and body weight are monitored. However, SARS-Cov-2 infections in humans cause fatigue rather than body weight loss. Using a HCM system, K18-hACE2 transgenic mice infected with SARS-CoV-2 were evaluated daily for body weight as well as locomotor activity (see Figure 1). These results demonstrate the potential of how automated HCM can aid both, animal welfare assessment and viral infection-induced symptom detection of disease in mice similar as in humans (Gaburro, 2021; Kaufmann et al., 2022).


[image: Figure 1]
FIGURE 1. Eight single-housed K18-hACE2 (C57Bl/6J background) mice were exposed to the SARS-CoV-2 virus (2.8 × 104 TCID50/ml). Changes in body weight (A) and total distance traveled (B) were assessed for six days relative to pre-inoculation values (100%). After viral exposure (inoculation), body weight dropped significantly on day 4, whereas the distance traveled was already significantly reduced by 30% on day 1 and reduced by almost 90% on day 4 indicating substantially higher sensitivity of locomotor activity than body weight change (Gaburro, 2021; modified from Kaufmann et al., 2022).




ENERGY EXPENDITURE AND CIRCADIAN LOCOMOTOR ACTIVITY

A survey of 30 mouse strains by König et al. indicated significant effects of strain, gender and circadian phase on voluntary physical activity and energy expenditure in automated HCM. This study highlights that naturally occurring genetic variation modulates various innate activity behaviors, food intake and energy expenditure in mouse strains.



FROM HCM BASED-EXPLORATION OF MICE BACK TO HUMAN DIAGNOSTIC

An intriguing development originates from phenotyping studies of predominantly mouse behavior based on the long-standing collaboration between Ilan Golani and Yoav Benjamini (e.g., Fonio et al., 2009) consisting of computational exploratory data analysis methodology including videotaping, tracking, and customized data analysis. This has now been applied to human pre-walking infants in the interdisciplinary approach by Frostig et al. aimed to examine the organization of infant exploration in a novel setting. Here, the stationary mother serves as “home-base” reference point to characterize the exploration patterns of typically developing infants, but does not serve, or serves much less as a reference, for non-typically developing infants. This approach identified profound differences between typically and non-typically developing human infants with respect to their excursions from the mother as important reference point. Thus, this approach may serve as novel assay to screen for deviating child development with very early diagnostic potential at 8–18 months, as observed in autism spectrum disorder, if replicated and extended on a larger scale.



CONCLUSION

The interest toward the Research Topic on HCM and the still widely diverging avenues of development suggest that this field is just at the beginning of expansion and far from maturation. This general approach could set the basis for novel studies in which digital libraries can be constructed for control animals which eventually could contribute to a reduction of animal use in research. HCM approaches will provide for a better characterization of normal vs. deviant behavior including better “symptom progression” and earlier recognition of potential diagnostic features for improved animal welfare and science.
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INTRODUCTION

Over the past few years, an intense discussion about the reproducibility of scientific findings in various life science disciplines arose (e.g., Baker, 2016; Scannell and Bosley, 2016; Voelkl and Würbel, 2016). Thereby, particular attention has been given to animal research, where irreproducibility prevalence rates have been estimated to range between 50 and 90% (Prinz et al., 2011; Collins and Tabak, 2014; Freedman et al., 2015). Highlighted under the umbrella term of the “reproducibility crisis,” mostly failures in the planning and conduct of animal experiments have been criticized to lead to invalid and hence irreproducible findings. To counteract these trends, animal scientists have repeatedly emphasized the need for a rethinking of current methodologies, mainly targeting aspects of the experimental design, but also of the reporting and publishing standards (see e.g., ARRIVE guidelines, Kilkenny et al., 2010; TOP guidelines, Nosek et al., 2016; du Sert et al., 2018; PREPARE guidelines, Smith et al., 2018).

However, as demonstrated by an already 20 years-old study, the use of thoroughly planned and well-reported protocols does not automatically lead to perfect reproducibility: In this study, three laboratories found remarkably different results when comparing the behavior of eight mouse strains in a battery of six conventionally carried out behavioral paradigms (Crabbe et al., 1999). It was hypothesized that “specific experimenters performing the testing were unique to each laboratory and could have influenced behavior of the mice. The experimenter in Edmonton, for example, was highly allergic to mice and performed all tests while wearing a respirator—a laboratory-specific (and uncontrolled) variable.” Following on from these thoughts, the importance of the experimenter as an uncontrollable background factor in the study of behavior moved into focus (e.g., Chesler et al., 2002a,b). Concomitantly, the use of automated test systems was promoted as a tool to reduce the experimenter's influence and to improve the accuracy and reproducibility of behavioral data (e.g., Spruijt and DeVisser, 2006).

Against this background, the present opinion paper aims at (1) briefly discussing the role of the experimenter in animal studies, (2) investigating the advantages and disadvantages of automated test systems, (3) exploring the potential of automation for improving reproducibility, and (4) proposing an alternative strategy for systematically integrating the experimenter as a controlled variable in the experimental design. In particular, I will argue that systematic variation of personnel rather than rigorous homogenization of experimental conditions might benefit the external validity, and hence the reproducibility of behavioral data.



THE EXPERIMENTER AS AN UNCONTROLLABLE BACKGROUND FACTOR

As impressively illustrated by the above-mentioned multi-laboratory study, environmental conditions can exert a huge impact on behavioral traits. This has been particularly highlighted in the context of behavioral genetics, where experimental factors have been observed to interact greatly with trait-relevant genes. In order to identify and rank potential sources of such variability, Chesler et al. initially applied a computational approach to a huge archival data set on baseline thermal nociceptive sensitivity in mice (Chesler et al., 2002a,b). This way, they systematically identified several experimental factors that affected nociception, including, for example, season, cage density, time of day, testing order, or sex. Most interestingly, however, this analysis revealed that a factor even more important than the mouse genotype (i.e., the treatment under investigation) was the experimenter performing the test. Following on from this initial finding, subsequent studies provided further empirical evidence for the influence of the experimenter on the outcome of behavioral tests (e.g., van Driel and Talling, 2005; Lewejohann et al., 2006; López-Aumatell et al., 2011; Bohlen et al., 2014). With the aim of further disentangling what exactly constitutes the experimenter effect, some of these studies concentrated on specific characteristics of the personnel working with the animals. In particular, they could show that certain characteristics, such as the sex of the experimenter (Sorge et al., 2014) or the animals' familiarity with the personnel (van Driel and Talling, 2005) may play a crucial role.

Moreover, with respect to behavioral observations and direct experimenter-dependent assessments (e.g., counting “head-dips” on the elevated plus maze), it cannot be ruled out that the human observer may evaluate observations inconsequently and that definitions of behavior in, for example, ethograms are interpreted in various ways. Training deficits as well as a lack of inter-observer reliability can thus be regarded as additional sources of the experimenter-induced variation (Spruijt and DeVisser, 2006; Bohlen et al., 2014). Furthermore, only short habituation periods may promote differential reactions of individual animals toward the observer. Irrespective of the precise features that account for the described experimenter effects, however, the research community has widely agreed upon the importance of this factor as an uncontrollable background factor in behavioral research.



THE USE OF AUTOMATED TEST SYSTEMS IN BEHAVIORAL STUDIES

To overcome this issue, voices became loud during the last years to increase the usage of automated and experimenter-free testing environments, particularly in behavioral studies. Thereby, automation is not only considered beneficial to reduce or even prevent the confounding impact of the “human element”, but also to decrease the time-consuming efforts of human observers. Looking at the literature, two major research lines have been pursued to implement this idea further: (1) Automation of recording and test approaches, and (2) development of automated home cage phenotyping, or alternatively, test systems that are attached to home cages and can be entered on a voluntary basis. Whereas, the former involves testing the animal outside of the home cage and thus still requires handling by an experimenter (e.g., Horner et al., 2013), the latter enables a completely new route for monitoring behavior over long periods of time within the familiar environment and without any need for human intervention (e.g., Jhuang et al., 2010). With regard to automated test systems used outside of the home cage, typical examples are touchscreen chambers, mainly used for the assessment of higher cognitive functions in rodents (e.g. Bussey et al., 2008, 2012; Krakenberg et al., 2019), Skinner boxes (e.g. Rygula et al., 2012), or more specifically targeted technologies, such as the automated maze task (Pioli et al., 2014), the automated open field test (Leroy et al., 2009), or the automated social approach task (Yang et al., 2011). Likewise, systems, such as the IntelliCage (e.g., Vannoni et al., 2014), the PhenoCube (e.g., Balci et al., 2013), or the PhenoTyper (e.g., De Visser et al., 2006) have been developed to track the behavior within the familiar home cage. Potential advantages of such automated compared to manual assessments include the continuous monitoring, particularly during the dark phase when mice are most active, the observation in a familiar and thus less stressful environment, and the examination of combinations of behaviors rather than single behaviors (Steele et al., 2007). The latter point has been particularly highlighted as being crucial for the behavioral characterization of rodent disease models, as signs of ill health, pain, and distress tend to be very subtle in these animals (Weary et al., 2009). Furthermore, letting animals self-pace their task progression from a home-cage has been shown to speed up learning and to increase test efficiency in complex tasks (e.g., 5-choice serial reaction time task, Remmelink et al., 2017). Lastly, the use of automated technologies allows animals to maintain some control over which resources they would like to interact with, a key advantage in terms of animal welfare (Spruijt and DeVisser, 2006). At the same time, automation may come with certain challenges: For example, many automated test systems are not yet adapted to group housing and thus may require single housing of the study subjects, at least during the observation phases. This in turn may critically impair the welfare of these individuals, and undermines the goal of refining housing conditions for social animals according to their needs (Richardson, 2012; but see also Bains et al., 2018). Likewise, even the best automation does not prevent the individual from being handled for animal care reasons, probably potentiating the stress experienced during these rare events. Although the increasing implementation of automated systems in behavioral studies thus brings about a number of advantages, there is still room and need for further improvement.



AUTOMATION AND REPRODUCIBILITY OF BEHAVIORAL DATA

In light of the hotly discussed reproducibility crisis, automation is especially promoted as one potential way out of the problem. In particular, it has been argued that a computer algorithm, once programmed, and trained is consistent and unbiased and may thus reduce unwanted variation and hence contribute to improved comparability and reproducibility across studies and laboratories (Spruijt and DeVisser, 2006; Spruijt et al., 2014). In line with these arguments, a behavioral characterization of C57BL/6 and DBA/2 mice in the PhenoTyper indeed revealed highly consistent strain differences in circadian rhythms across two laboratories (Robinson et al., 2018). Likewise, automated home-cage testing in IntelliCages was found to provide consistent behavioral and learning differences between three mouse strains across four laboratories, i.e., no significant laboratory-by-strain interactions could be detected (Krackow et al., 2010). Furthermore, comparing this system with conventional testing of mice in the open field and the water maze tests yielded more reliable results in the IntelliCages, even though the conventional tests were standardized strictly (Lipp et al., 2005). All of these studies indeed hint toward improved reproducibility through automation, suggesting that the absence of human interference during behavioral testing is a prominent advantage. However, systematic investigations on this topic are still scarce, in particular when it comes to comparisons to conventional approaches. Furthermore, significant behavioral variation has also been found to occur among genetically identical individuals that lived in the same “human-free” environment (Freund et al., 2013), indicating that the link between absence of human interference, reduced variation, and better reproducibility is not straightforward. As an alternative to improving reproducibility through automation, one may thus also think about turning the experimenter effect into something “advantageous” by systematically considering this factor in the experimental design. So, what exactly is meant by this?



DISCUSSION—ALTERNATIVE STRATEGIES TO IMPROVE REPRODUCIBILITY

Following the above-presented logic, automated test systems reduce the influence of the experimenter, and may therefore be characterized by a higher degree of within-experiment standardization. Typically, it is argued that such increased standardization reduces variation, thereby improves the test sensitivity, and hence allows for detecting statistically significant effects with a lower number of animals (e.g., Richardson, 2012). At the same time, however, it has been pointed out that rigorous standardization limits the inference to the specific experimental conditions, thereby boosting any laboratory-specific deviations. Increasing the test sensitivity through rigorous standardization therefore comes at the cost of obtaining idiosyncratic results of limited external validity [referred to as “standardization fallacy” by Würbel (2000, 2002)]. Instead, the use of more heterogeneous samples has been suggested to make study populations more representative and the results more “meaningful” (Richter et al., 2009, 2010, 2011; Voelkl and Würbel, 2016; Richter, 2017; Milcu et al., 2018; Voelkl et al., 2018; Bodden et al., 2019). According to this idea, the introduction of variation on a systematic and controlled basis (referred to as “systematic heterogenization” by e.g., Richter et al., 2009, 2010; Richter, 2017) predicts increased external validity and hence improved reproducibility.

As outlined above, increased automation may entail similar risks as it excludes one factor (i.e., the experimenter) known to induce or explain a lot of variation in behavioral studies. This way, conditions within experiments are more stringently homogenized, increasing the risk for obtaining spurious findings. Instead of trying to eliminate this variation, one may therefore think about systematically including it to improve the overall robustness of the data. Building on previous heterogenization studies (e.g., Richter et al., 2010; Bodden et al., 2019), this would simply mean to vary the within-experiment conditions by systematically involving more than just one experimenter. More precisely, instead of including one experimenter, who is responsible for testing all animals of one experiment (“conventional standardized design”, Figure 1), animals could for example be split in three equal groups (balanced for treatment, see also Bohlen et al., 2014), each tested by a different person (“systematically heterogenized design”, Figure 1).


[image: Figure 1]
FIGURE 1. Illustration of a conventionally standardized (red) and a systematically heterogenized experimental design (blue). Whereas in the standardized design all animals (n = 12 per group) are tested by one experimenter (A), three different experimenters (A–C) are involved in the systematically heterogenized design. Importantly, animals are assigned to the experimenter in a random, but balanced way with each person testing the same amount of animals per group (n = 4 per group and experimenter). Different colors of mice indicate different groups (e.g., different pharmacological treatments or genotypes).


From a practical perspective, such an approach may be associated with certain challenges, especially for small research groups with limited resources. For bigger research organizations or large-scale testing units, however, the organizational efforts might increase only marginally. Balancing overall costs and benefits, such an experimenter-heterogenization may still represent an effective and easy-to-handle way to maximize the informative value of each single experiment (see Richter, 2017). Thus, rather than eliminating the uncontrollable factor “experimenter”, it could be turned into a controllable one that—systematically considered—may in fact benefit the outcome of behavioral studies.
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Quantitative characterization of mouse activity, locomotion and walking patterns requires the monitoring of position and activity over long periods of time. Manual behavioral phenotyping, however, is time and skill-intensive, vulnerable to researcher bias and often stressful for the animals. We present examples for using a platform-independent open source trajectory analysis software, Traja, for semi-automated analysis of high throughput mouse home-cage data for neurobehavioral research. Our software quantifies numerous parameters of movement including traveled distance, velocity, turnings, and laterality which are demonstrated for application to neurobehavioral analysis. In this study, the open source software for trajectory analysis Traja is applied to movement and walking pattern observations of transient stroke induced female C57BL/6 mice (30 min middle cerebral artery occlusion) on an acute multinutrient diet intervention (Fortasyn). After stroke induction mice were single housed in Digital Ventilated Cages [DVC, GM500, Tecniplast S.p.A., Buguggiate (VA), Italy] and activity was recorded 24/7, every 250 ms using a DVC board. Significant changes in activity, velocity, and distance walked are computed with Traja. Traja identified increased walked distance and velocity in Control and Fortasyn animals over time. No diet effect was found in preference of turning direction (laterality) and distance traveled. As open source software for trajectory analysis, Traja supports independent development and validation of numerical methods and provides a useful tool for computational analysis of 24/7 mouse locomotion in home-cage environment for application in behavioral research or movement disorders.

Keywords: animal tracking, neuropsychiatric disorders, machine learning, home-cage, mouse, stroke


INTRODUCTION

Rodent locomotion has been studied in the context of various disease models such as spinal cord injury (Barrière et al., 2008; Tester et al., 2011, 2012), neurodegenerative diseases such as Parkinson’s (Morris et al., 1996, 2001; Amende et al., 2005) and Down syndrome (Hampton et al., 2004; Herault et al., 2017), assessment of pharmacological agents (Masocha and Parvathy, 2009), genetic mutations (Bothe et al., 2004; Crone et al., 2009), and stroke (Encarnacion et al., 2011; Hetze et al., 2012). Locomotion monitoring has been used both as a proxy for measuring illness and fatigue as well as overall development and recovery. Automated quantitative analysis of mouse phenotype allows researchers to objectively assess cognitive and motor abilities and disturbances brought about by genetics, disease processes, and interventions. The ability of these effects to be observed, measured and communicated, is constrained by the availability of assays which reflect physiological and cognitive changes occurring over indeterminate time intervals. Further, the time resolution of observations and analysis are limited by the availability of behavioral data and analytical methods. Sharing data and analytical methods allows for increasing the validity of experimental modalities.

Phenotyping mouse models typically involves screening mice through various behavioral tests to measure anxiety, learning, memory, or locomotion in experimental setups outside the home-cages. Several mouse tracking tools exist for phenotyping; a recent review can be found at Chaumont et al. (2018). These tools, however, either are not designed to be used in home-cage environments or require expensive commercial software which limits the reproducibility of data collection and analysis. Monitoring in artificial environments introduces an additional stress and discomfort to the animals, and the short-term nature of the experiments risk missing important behavioral patterns which can only be discovered during long-term observation.

The Open Field (OF) test is a widely used experimental paradigm for quantifying mouse locomotion and monitoring behavior. It allows providing descriptive statistics of mobility and stress-related behaviors such as tendency to remain near walls or corners (Benjamini et al., 2010). OF is limited, however, because it is subject to experimenter bias, requires trained animal handler’s to be present, management of equipment, and specialized space for experimentation. Multiple exposure to the OF environment leads to habituation, which decreases exploratory behavior and can mask recovery after an ischemic insult. In addition, the novelty of the environment causes stress to the animal which may affect the observed response. Similarly, the Corner Test (Balkaya et al., 2013) is widely used to identify sensory-motor functional deficits like laterality preference after an experimental stroke, but suffers the same drawbacks.

Reproducibility of movement data analysis depends on widespread access to the data and analytical methods for verification within the scientific community (Benjamini et al., 2010). The vast majority of researchers use commercial software for recording and digitally analyzing the OF test results. A number of applications capture locomotion with video (Casadesus et al., 2001; Bailoo et al., 2010) or photo-beams (Dunne et al., 2007). Most tracking systems require specialized cages, illumination (Spink et al., 2001; Reeves et al., 2016) or the presence of intrusive devices which do not fit within standard mouse home-cage and interfere with mouse behavior, or are based upon proprietary methods or software specific to the data sources. Such experimental setups rely on a novel environment during recording, or are otherwise difficult to scale to large studies without considerable investment in equipment.

Ability to customize parameters used for analysis is a priority in defining quantitative statistics, since the validity of the construct in relation to the features of interest in many cases cannot be determined empirically (Noldus et al., 2001). For example, laterality is defined in various ways in the literature, e.g., with various thresholds for distance traveled or angular movement. Software which allows customizing the parameters for analysis supports independent verification of the results and fine-tuning of analytical methods for increased internal validity (Noldus et al., 2001).

Open source software has been developed in the past years for tracking mice in OF (M-Track; Reeves et al., 2016) and other specialized cage environments (Live Mouse Tracker; Chaumont et al., 2018). Singh et al. (2019) developed a camera-based system for mouse tracking for mouse home-cage locomotion tracking and analysis. Their setup requires the user to be experienced in configuring hardware and does not provide tools for analyzing the distance traveled.

Trajr is an R package developed for analysis of animal movement in two-dimensional space (Mclean and Volponi, 2018). It provides several methods for trajectory analysis and data preprocessing. The source code, however, is not optimized for analysis of the millions of data points needed to track the lifetime position of mice, the most common used experimental animal model. Further, there are many advanced data modeling tools for machine learning, such as TensorFlow and PyTorch, which are not accessible in R, thus unnecessarily restricting the user to traditional analytical techniques.

The Python programming language, on the other hand, is a general-purpose programming language and is the primary language used for implementation of current state-of-the-art trajectory prediction models [e.g., Social Ways (Amirian et al., 2019), Next (Liang et al., 2019), and TraPHic (Chandra et al., 2018)]. A library which bridges the most widely used machine learning packages with mouse home-cage trajectory is thus needed.

We present a Python package, Traja, for automated analysis of activity and position extracted via the 12 capacitive home-cage sensors in the DVC [Tecniplast S.p.A., Buguggiate (VA), Italy] (Iannello, 2019; Pernold et al., 2019) to quantify several behavioral modalities in a stroke mouse model. Stroke is a motor impairment disease; therefore, Traja is a suitable application for identifying changes in behavior and motor function relevant to surgical intervention and treatments like diet and exercise (Calahorra et al., 2019). We analyze mouse activity, distance, velocity, and turning bias/laterality from data collected in a comparison of a group on Control diet and a group treated with the multinutrient intervention, Fortasyn (Wiesmann et al., 2018). Fortasyn consists of fatty acids, phospholipids, and vitamins stimulating neuronal membrane formation, and improving vascular health by increasing cerebral blood flow (CBF) which suggest that this diet may also improve damages caused by cerebrovascular diseases (CVD) such as stroke. This study on the impact of Fortasyn on behavior (Open Field, Pole test), neuroimaging and post-mortem brain measures was previously published (Wiesmann et al., 2018). In short, the study provides evidence that Fortasyn leads to improved brain integrity, sensorimotor integration and neurogenesis, while motor skills did not recover in female stroke mice on Fortasyn diet (Wiesmann et al., 2018). The present results computed by Traja are a valuable addition to the previously performed study, since DVC derived data might pick up more effects than classical behavioral tests (e.g., Open Field). We demonstrate the capability of metrics derived from home-cage activity and position tracking to study differences in the neurobehavioral phenotypes of mice over extensive lengths of time, within a method that is accessible to researchers possessing moderate programming background. Thus, by making use of the DVC dataset of this female stroke mouse model, we show that the Traja software package is a valid method for semi-automated trajectory analysis.



MATERIALS AND METHODS


Description of the Traja Python Package

The user of the Python package Traja can carry out data selection by using filter settings like minimal distance moved to eliminate slight “apparent” movements. Several quantitative measures of behavior are available and can be described with descriptive statistics relevant to neurobehavioral research, including activity, distance, velocity, turn angle, and laterality. A list of functionalities and specifications of Traja are listed in Supplementary Tables 1, 2.



Automated Locomotion and Trajectory Analysis


Activity and Centroids

Activity and centroids were measured by sensing boards, equipped with 12 capacitive-based electrodes, underneath each Digital Ventilated Cage [Tecniplast S.p.A., Buguggiate (VA), Italy] as previously described in detail (Iannello, 2019; Pernold et al., 2019). In short, proximity sensors are able to measure electrical capacitance of each electrode in 250 ms time intervals 24/7. As soon as an animal is moving in the cage, the electrical capacitance of the proximity sensors are influenced by the dielectric properties of matter in close proximity to the electrode. Consequently, animals moving across the electrodes are detected and recorded as change in capacity over a limited time interval. An activity event describes the absolute value of the difference between two consecutive measurements for each electrode that is compared with a set threshold to control for noise. Centroids include the x, y coordinates of the mouse position inside the cage. For the x, y-value calculation, the mouse position is estimated in the average position between the centers of the active electrodes weighted by using change in capacity, as described elsewhere in more detail (Iannello, 2019).



Distance and Velocity

Distance and velocity were calculated using the first and second derivative, respectively, of the centroid coordinates with respect to time (Iannello, 2019). The distance computed with Traja was matching the distance obtained with Ethovision XT 14, indicating that Traja accurately computes trajectory parameters (Supplementary Figure S1). In Traja this is accomplished with traja.calc_displacement() and traja.calc_derivatives(), respectively. Velocity was measured with a minimum velocity threshold of 0.02 m/s.



Turn Angle and Laterality

Angular velocity has been used in several animal models including mice and fish (Williams et al., 2017) for observing reflexes and locomotion. Extending the nomenclature in Noldus et al. (2001) and Spink et al. (2001) with heading at time step n as HEn and time coordinate, R relative turn angle RTAn = HEn−HEn−1 and relative angular velocity [image: image],we calculate laterality index [image: image] where R is the number of right turn angles RTA ∈ [30, 90], L is the number of left turn angles RTA ∈ [−90, −30], and LI ∈ [0, 1] and the minimum velocity is 1 cm/s. Turn bias of trajectories can be visualized using traja.polar_bar().



Stroke Disease Model

All results regarding behavioral tests, neuroimaging, and post-mortem brain analysis of the dietary intervention Fortasyn in a female stroke mouse model were published earlier by Wiesmann et al. (2018). The focus of the present study is the trajectory analysis of the female stroke model in DVC with the software Traja.


Transient Middle Cerebral Artery Occlusion

Ischemic stroke was induced in female C57BL/6JRj mice by a transient middle cerebral artery occlusion (tMCAo), which is mimicking one of the most common types of ischemic stroke in patients (Engel et al., 2011). The intraluminal occlusion model was performed as described elsewhere with minor modifications (Engel et al., 2011; Zinnhardt et al., 2015). In short, a 7–0 monofilament (tip diameter 190–200 ml, coating length 2–3 mm, 70SPRePK5, Doccol Corp., Sharon, MA, United States) was inserted in the right common carotid artery and placed to block blood supply via the middle cerebral artery. The filament was held in place for 30 min followed by retraction of the filament leading to reperfusion. A Laser Doppler probe (moorVMS-LDF2, Moor Instruments, United Kingdom) was placed on the skull of the mice to monitor cerebral blood flow, considering a drop of ≥ 80% CBF as a successful stroke induction. Animals were anesthetized during the whole time of surgery, using 1.5% isoflurane (Abbott Animal Health, AbbottPark, IL, United States) in a 2:1 air and oxygen mixture.



Animals, Diet, Housing, and Study Design

At 3–4 months of age, 24 female C57BL/6JRj mice (Harlan Laboratories Inc., Horst, the Netherlands) arrived at the preclinical imaging center of the Radboud university medical center (Radboudumc) (Nijmegen, the Netherlands) where all experiments were performed (see Figure 1 for study design). Animals were group housed (four animals per cage) in DVC [Tecniplast S.p.A., Buguggiate (VA), Italy] which contained corn based bedding material (Bio Services, Uden, The Netherlands), wood wool nesting material (Bio Services, Uden, The Netherlands), and a mouse igloo (Plexx, Elst, The Netherlands). Standard food pellets (Ssniff rm/h V1534−000, Bio Services, Uden, The Netherlands) and autoclaved water were available ad libitum. The room had constant temperature (21 ± 1°C), humidity (55 ± 10%), background music and an artificial 12 h light-dark cycle (light on at 7 a.m.). After letting the animals acclimatize, baseline behavioral measurements were performed pre-stroke. All parameters measured in the Open Field (walked distance, velocity, manual scored behaviors) and grip strength test did not differ between the Control and Fortasyn group prior surgery (Wiesmann et al., 2018). Immediately after tMCAo, mice were randomly divided into two experimental groups using a random sequence generator switching from normal chow (Ssniff rm/h V1534-000, Bio Services, Uden, The Netherlands) to either a multinutrient intervention Fortasyn diet (n = 12) or an isocaloric Control diet (n = 12) (Wiesmann et al., 2018). Both the Fortasyn and the Control diet were based on AIN−93M (Reeves et al., 1993) with 5% fat, but differed with respect to their fatty acid composition and some additional nutrients. The Fortasyn diet contained 0.1% coconut oil, 1.9% corn oil, and 3.0% fish oil, while the Control diet contained 1.9% soy oil, 0.9% coconut oil, and 2.2% corn oil. Furthermore, the Fortasyn diet contained a specific multinutrient composition comprising uridine, omega−3 polyunsaturated fatty acids (PUFAs), choline, B vitamins, phospholipids, and antioxidants (the specific composition is specified in Wiesmann et al. (2017). Both diets were manufactured and pelleted by Ssniff (Soest, Germany) and stored at −20°C until use. Group sizes were calculated based on the effect sizes (Type I error: 0.05, statistical power: 0.80), exclusion and mortality rates determined in our previous study (Wiesmann et al., 2017). Before and 1 day after stroke surgery, all mice were injected Carprofen (Rimadyl, Pfizer Animal Health, Cappele aan de IJssel, the Netherlands) subcutaneously adjusted to their weight (0.1 mL Carprofen l per 10 gram) to prevent discomfort. After surgical intervention, the animals were housed separately in clean DVC to optimize healing of surgical wounds. During the post-surgery period (35 days) it was not necessary to clean the cages due to single-housing. Furthermore, physiological parameters as well as stroke related disturbances in motor function during the recovery period were monitored for each individual mouse. Body weight did not differ between experimental groups, however, during the first week post-stroke, Fortasyn fed mice ate significantly more than Control animals although the diets were isocaloric. No further diet effects on both body weight and food intake were found during the poststroke weeks 2–5. Body weight increased in weeks 2 and 3 and stabilized in week 3 and 5 to baseline levels (Wiesmann et al., 2018).


[image: image]

FIGURE 1. Study design. Acclimatization, behavioral training and baseline behavioral experiments started 35 days before tMCAo. Immediately after stroke induction (day 0), diets were switched to either Fortasyn multinutrient diet (n = 11) or to an isocaloric diet (n = 12). Additionally, all animals were individually housed in DVC to monitor their locomotive behavior, including activity, distance moved, velocity, turns and laterality. Until 35 days post-surgery, behavioral tests [pole test, prepulse inhibition (PPI), grip test, Open Field, novel object recognition test (ORT)] were performed and animals underwent two MRI scanning sessions.




Ethics Statement

Our study was in concurrence with the European regulations on ethics and responsible conduct regarding scientific communication as previously described (Wiesmann et al., 2018). Experiments were performed according to Dutch federal regulations for animal protection and the European Union Directive of 22 September 2010 (2010/63/EU). They were approved and pre−registered by the Animal Ethics Committee (called the Dierexperimentencommissie; DEC, RU−DEC 2014−171) of the Radboudumc. Furthermore, our experiments were performed according to the (updated) recommendations made by the Stroke Therapy Academic Industry Roundtable (STAIR) for the preclinical development of therapies for ischemic stroke (Fisher et al., 2009) and ARRIVE guidelines (Kilkenny et al., 2010). All applicable international, national, and institutional guidelines for the care and use of animals were followed. Our study was also in concurrence with the European regulations on ethics and responsible conduct regarding scientific communication.



Data Analysis

Mouse tracking was performed using DVC collecting data 24/7 every 250 ms via capacitance sensors placed underneath the home-cage. The raw data of mouse position centroids and activity were provided by Tecniplast. The data was analyzed with Traja.


Coding

Traja was written using Python 3.6 and several Python libraries for data management and analysis, with links and descriptions provided in Supplementary Table S2.



Software

The software and documentation for Traja are freely available for download at: http://traja.readthedocs.io or from the repository https://github.com/justinshenk/traja (Shenk, 2019). It is compatible with Microsoft Windows, Mac OSX and Linux.



Statistical Analysis

Before analysis, data was aggregated for Fortasyn and Control groups. Unless otherwise stated, data were pooled within experimental groups by days from surgery and split into nighttime (7 p.m. – 7 a.m., light off) and daytime (7 a.m. – 7 p.m., light on). Furthermore, effects found across 24 h are considered as overall effects. All data are presented as mean ± SEM, unless otherwise stated. Statistical significance was set at p < 0.05. Effects and interactions of longitudinal data were calculated by generalized linear models treating time and diet as fixed effects with the Python statsmodel software package (program items are in Supplementary Table S2). Moreover, for our GEE regression additional statistical measures are provided in the Supplementary Material (e.g., number of observations/clusters, min./max./mean cluster size, skew and kurtosis, standard errors, z-values) clarifying our statistical approach.



RESULTS


Activity

Recovery following stroke induction was monitored by analyzing mouse activity during day- and nighttime. In the first 3 days after surgery, Fortasyn fed animals were overall significantly more active than the Control group (p < 0.050; Figure 2A). In the same day range, activity increased in all animals during daytime (p < 0.001; Figure 2A). Both groups showed increased activity over time between day ranges 1–7 [daytime (p < 0.001); nighttime (p < 0.001); overall (p < 0.001)] and 1–33 (nighttime, p < 0.017; Figure 2B). Contrary to nighttime activity, daytime activity decreased between day 1–33 in both groups (p < 0.020; Figure 2B).
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FIGURE 2. Mean activity measured in Control and Fortasyn fed animals during day- and nighttime between day ranges 1–7 (A) and 1–33 (B). (A) Fortasyn fed animals were overall significantly more active between day 1–3 (p < 0.050). (A,B) In both groups, activity increased over time during daytime [days: 1–3 (p < 0.001), days: 1–7 (p < 0.001)], nighttime [days: 1–7 (p < 0.001), days: 1–33 (p < 0.017)], and overall (days: 1–7 p < 0.001). During daytime activity decreased in Control and Fortasyn animals between day 1–33 (p < 0.020).




Distance

In all animals the average distance traveled was observed to increase during daytime between day ranges 1–3 (p < 0.038) and 1–7 (p < 0.012; Figure 3A). Between day 1–33 an increase in traveled distance was observed during nighttime (p < 0.001) and overall (p < 0.001; Figure 3B). No diet effects were found over time.
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FIGURE 3. Average distance traveled by Control and Fortasyn fed animals during day- and nighttime between day ranges 1–7 (A) and 1–33 (B). (A,B) In all animals the distance traveled increased over time during daytime [days: 1–3 (p < 0.038), days: 1–7 (p < 0.012)], nighttime (days: 1–33 p < 0.001), and overall (days: 1–33 p < 0.001).




Velocity

All animals displayed increased mean velocity over time during daytime between day ranges 1–3 (p < 0.004), 1–7 (p < 0.001), 1–33 (p < 0.001), and also overall between day range 1–33 (p < 0.008; Figure 4B). A diet effect was detected between day 1–3 during daytime (Figure 4A). In detail, Fortasyn fed animals were significantly faster in comparison to the Control group (p < 0.008; Figure 4A).


[image: image]

FIGURE 4. Average velocity measured in Control and Fortasyn fed animals during day- and nighttime between day ranges 1–7 (A) and 1–33 (B). (A) Average velocity was significantly higher in the Fortasyn group compared to Control during daytime between day ranges 1–3 (p < 0.008). (A,B) In all animals walking velocity increased over time during daytime [days: 1–3 (p < 0.004), days: 1–7 (p < 0.001)], nighttime [days: 1–33 (p < 0.001)], and overall [days: 1–7 (p < 0.059), days: 1–33 (p < 0.008)].




Turns and Laterality

No significant diet or time differences were found regarding the number of right and left turns during day- and nighttime (Figure 5). Laterality is defined as proportion of right turns over all turns, thus laterality < 0.5 indicates left turn preference (Figures 6A–C). No significant effects due to diet or time were found between groups. In both experimental groups Traja was able to detect left and right turns. Laterality index was observed to be consistently around 0.5, indicating similar number of left and right turns during recovery.
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FIGURE 5. Number of turns measured in Control [(A) 1–7 days, (C) 1–21 days] and Fortasyn [(B) 1–7 days, (D) 1–21 days] group during day- and nighttime between different day ranges. No effect of time or diet was detected.



[image: image]

FIGURE 6. Visualization and analysis of turns. (A) Laterality in Fortasyn and Control group during daytime (A) and nighttime (B) following stroke. (C) Polar bar chart of angular movement of one mouse over the period of one day produced by Traja, visualizing laterality.




DISCUSSION

We have demonstrated several capabilities of Traja relevant to behavioral analysis of a stroke mouse model. An increasing number of sensors for animal tracking in recent years has led to a plethora of possibilities to analyze activity, each having advantages and disadvantages (reviewed in Chaumont et al., 2018). Monitoring single housed mice in their home-cages allows to increase the validity of observations for ongoing experiments. The disruption of mouse activity caused by cage changes has been previously documented (Pernold et al., 2019). It is clear that home-cage analysis is useful to monitor interference effects of novel environments. Testing animals in an environment consistent with daily living is thus crucial to maximizing the validity of behavioral assays, and Traja supports analysis of such data.

In the present experimental setting, we investigated the effect of a dietary intervention with Fortasyn acute after stroke induction in female, wildtype C57BL/6JRj mice (Wiesmann et al., 2018). Parameters, including activity, distance, velocity, and laterality were analyzed based on DVC metric measures with Traja to detect differences in recovery between intervention and Control group. Aforementioned parameters were analyzed between different day ranges to explore stroke or diet effects on short term (day range 1–3, 1–7) and long term post-surgery (day range 1–33). Traja calculated a subtle increase in overall activity and daytime velocity in the Fortasyn group compared to the Control group between day 1–3. Previous studies have clearly shown that Fortasyn has neuroprotective effects after an ischemic stroke, however, short-term effects have not been shown before and need to be further investigated (Wiesmann et al., 2017, 2018). Further diet effects were negligible regarding distance, turns and laterality. Both, the Control and Fortasyn group showed progressive recovery from stroke over time. More precisely, in both diet groups Traja calculated an increase of activity, distance, and velocity on short-term and/or long-term after stroke induction. In contrast, activity was overall found to be decreased during daytime (day range 1–33). This lower daytime activity is likely to be the consequence of the many behavioral tests which were performed during daytime on several days during the experiment (detailed overview in Supplementary Figure S2; Wiesmann et al., 2018).

In comparison to standard behavioral tests as the OF, automated analysis of DVC trajectory data with Traja was able to detect differences in walked distance and velocity in the present female stroke animal model during the post-surgery period (Wiesmann et al., 2018). Previously, neither time nor diet differences on locomotion (distance, velocity) have been found in the OF (Wiesmann et al., 2018). In future, further exploration of hyperparameters for laterality (i.e., distance threshold and turn angle range) could improve observation of stroke-induced turn preference, thus potentially providing a quantitative measure of impairment and recovery. In conclusion, the generated data provide a proof-of-concept of Traja as novel automated analysis method of activity measured via home-cage sensors in DVC to quantify several locomotive parameters in a stroke mouse model.

Automated home-cage 24/7 monitoring is an active area of research and a step forward for reproducible behavioral analysis, accompanied by rapid advances in technology and advanced methods such as machine learning (ML). While researchers seek to control many factors in experimental settings to understand biological and pathological processes, there is still much opportunity to extract and analyze large datasets in an experiment. As the amount of data available to researchers grows beyond the capacity of researchers to process and analyze it, tools which support automated pattern recognition are becoming increasingly relevant to neuropsychiatric research and disease treatment. As an open source, Python-based software, Traja supports collaboration between behavioral researchers for both classical hypothesis testing as well as complementary advanced analytical techniques for pattern detection such as unsupervised ML. Based on these findings, we suggest that Traja can be used to gain insight into mouse locomotion in movement disorders and stroke research.

In future, by combining sensor data provided by devices like DVC with open source tools such as Traja, researchers will be able to gain a deeper insight into underlying cognitive processes relevant to neurological conditions like stroke as well as ordinary behavior. Further potential extensions of this software include development of a graphical user interface to increase the usability to researchers with minimal computer skills. Researchers can use tools like Traja to generate highly reproducible and transparent analysis and visualizations of spatial trajectory data collected through virtually any tracking data source.
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We measured indirect calorimetry and activity parameters, VO2 and VCO2 to extract respiratory exchange ratio (RER) and energy expenditure in both sexes of 30 inbred mouse strains of 6 genetic families at 9–13 weeks during one photophase and the subsequent scotophase. We observed a continuous distribution of all traits. While males had higher body weights than females, we observed no sex difference for food and water intake. All strains drank and fed more during the night even if they displayed no day–night difference in activity traits. Several strains showed absent or weak day–night variation in one or more activity traits and these included FVB and 129X1, males of 129S1, SWR, NZW, and SM, and females of SJL. In general females showed higher rearing and ambulatory activity with 6 and 9 strains, respectively, showing a sex difference. Fine motor movements, like grooming, showed less sex differences. RER underlied a strong day–night difference and no sex effect. Only FVB females and males of the RIIIS and SM strain had no day–night variation. Energy expenditure underlies a large day–night variation which was absent in SWR and in FVB females and RIIIS males. In general, female bodies had a tendency to higher energy expenditure values, which became a significant difference in C3H, MAMy, SM, DBA1, and BUB. Our data illustrate the diversity of these traits in male and female inbred mice and provide a resource in the selection of strains for future studies.

Keywords: respiratory exchange ratio (RER), sexual dimorphism, inbred mouse strains, indirect calorimetry assessment, phenotype screening


Significance Statement

The use of inbred mouse strains in combination with genetic approaches has made an enormous contribution to our understanding of the genetic background of particular behavioral traits and diseases. Continuous assessment of the phenotypic diversity in inbred strains will therefore aid to the study of the physiology of particular traits and disease pathomechanisms.



INTRODUCTION

Basic physiological and metabolic parameters are influenced by the genetic background and environmental factors and have a large impact on the outcome of behavioral and other experimental studies in mice. The majority of experimental animal studies in the past was based on the C57BL/6J mouse strain. In the last decades the availability of genetically diverse inbred mouse strains has increased, allowing the selection of specific inbred mouse strains for the investigation of the genetics of particular traits and for the development of suitable transgenic mouse models for diseases, provided that strain-specific information on relevant traits and physiological parameters are established. The information on phenotypic traits is constantly increasing and many of them are collected in the mouse phenome database1. Nevertheless, so far there is little comprehensive information on the genetic variability and on sex differences of the basal metabolic rate in combination with food and water intake and on home-cage activity at near-normal housing conditions. Since these parameters are of importance for the selection of inbred strains for studies related to obesity, nutrition, metabolism, locomotion and pharmacological drug dosing as well as for the development of suitable disease models, the goal of this study was to provide normative data of these parameters during day and nighttime and for both sexes. We screened male and female mice from 30 commonly available inbred mouse strains in a standardized metabolic cage system for ca. 48 h to extract one complete day–night cycle after at least 12 h of adaptation (one scotophase) in the home cage. Fully automated experimental setups help to eliminate confounding effects and support to establish strain-specific norms for other non-anesthetized and non-restrained murine models. They also add-on to classical mouse ethograms2. The strains in our study are representative for a wide range of genetic origins and belonged to 6 of the 7 mouse groups separated based on SNP analysis (Petkov et al., 2004): Bagg Albino Derivatives: A/J, AKR/J, Balb/cJ, C3H/HeJ, C3H/HeOuJ, CBA/J, LG/J, MRL/MpJ; Swiss mice: BUB/BnJ, FVB/NJ, MA/MyJ, NOD/ShiLtJ, RIIIS/J, SJL/J, SWR/J; Japanese and New Zealand inbred strains: KK/HlJ, NON/LtJ, NZB/BINJ, NZO/HlLtJ, NZW/LacJ; C57/58 strains: C57BL/6J, C57BL/6NJ, C57BL/6NCrl, Castle’s mice: 129S1/SvImJ, 129X1/SvJ, BTBR T Itpr3/J, LP/J; and the C. C. Little’s DBA and related strains: DBA/1J, DBA/2J, SM/J. Most of the strains are used in gene mapping and functional genetic analyses and rely on a valid and comprehensive characterization of behavioral traits including falsification and exclusion of potential confounding factors. Principally, variability of resting metabolic rate and physical activity may indirectly affect the readout of other phenotypic analysis. The availability of such data represents a valuable tool for experimental designing based on the selection of particular mouse strains and for correlation analysis.



MATERIALS AND METHODS


Animals

Twenty-nine inbred mouse strains were purchased from the Jackson Laboratories (Bar Harbor, ME, United States) and one strain from Charles River (Sulzfeld, Germany), and colonies were established via brother × sister or offspring × parent mating at the preclinical research center of the Universitätsklinikum Erlangen. We used, in most strains, 12 male and 12 female mice aged youngest 48 and oldest 101 days of the F1 and F2 generations. A narrower age range was not possible due to space restrictions. The occurrence of significant age differences between some groups were non-intentional and disclosed in the results. Age and body weight were distributed across the strains as summarized in Table 1. The mice were housed in sex- and strain-matched groups of at least two and maximal five animals, according to FELASA recommendations (Rehbinder et al., 1996; Nicklas et al., 2002). All mice were kept under a 12:12 h light:dark cycle regulated between 4:30 a.m. and 4:30 p.m. Ambient temperature and humidity were kept at 22 ± 2°C and 55 ± 10%, respectively. Food and ozonized tap water were available ad libitum. All research and animal care procedures were reviewed by the local animal ethics committee (University of Erlangen) and approved by the local district government (Regierung von Unterfranken) under registry 55.2 2532-2-240. Experiments were conducted in accordance with the Guidelines of the European Parliament Council (directive 2010/62EU). The study conforms to the local as well as ARRIVE (Animal Research Reporting of In Vivo Experiments) guidelines (Kilkenny et al., 2010).


TABLE 1. Thirty inbred strains were screened in metabolic cages.
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Experimental Design

Mice were monitored in the PhenoMaster automated home cage Phenotyping setup (TSE Systems, Germany) equipped with high-speed indirect calorimetry, as previously described (Chevessier et al., 2015). Experimental animals were transferred to the testing room at least 7 days before the beginning of the experiment and were kept in regular IVC Sealsafe Plus GM500 cages (Tecniplast S.p.A., Italy) in their usual environment with up to 4 littermates. The PhenoMaster experiments lasted 48 h and started latest at 4 p.m. with one scotophase, which served to adapt the mice to the environment of the newly provided home-cage within the PhenoMaster system/setup. The data acquired during the following day—night cycle were used for analysis. Light was generated by standard neon lights and, during the day, the intensity in the room was 1,000 lux and in the cage 400 lux. The experiment ended during the second day when a new group of mice was adapted in the cages.



Automated Phenotyping Using Intra-Home-Cage Technology

The PhenoMaster system for mice automatically screens mice for several behavioral and metabolic parameters in a home-cage-like environment with a high temporal and spatial resolution. Data are continuously collected from single experimental animals under conditions that maximize the likelihood of natural behavior to take place, thus representing a refinement of the use of laboratory animals for research and delivering a “no-touch-ethogram” obtained from standardized experimental procedures.

The PhenoMaster measures indirect calorimetric parameters (Bode et al., 2009) and is based on conventional Sealsafe Plus GM500 cages equipped to individually monitor one mouse per cage. Ad libitum food and water intake are measured with specific sensors and cumulative consumption calculated by the system. A catch tray underneath the food hopper minimizes food spillage. Calorimetric parameters are assessed by continuously measuring the O2 and CO2 concentration in the cages through an open-circuit. The airtight PhenoMaster cage lids allows a stable airflow through the cage. Locomotor activity is measured by a lightbeam-based device, in which two infrared sensor frames lay on top of each other and surround the home cage. The lower one is fixed approximately 2 cm above the bedding (∼70 g of wood shavings, LTE E-001, ABEDD, Austria) and records horizontal locomotion of the mouse in X- and Y-plane (walking) whereas the upper one measures vertical movements (rearing) or exploration in Z-plane. Each frame contains sensor pairs with a beam wavelength of 950 nm that are arranged in strips for horizontal (X = 25 beams and Y = 16 beams) and vertical (Z = 25 beams) detection. Mouse movements or activity induced light beam breaks were counted in a user-defined time interval during the experimentally defined period of time (e.g., 48 h and light and night cycles, respectively). Analysis of these data was achieved by further sub-dividing beam-break counts into fine movements or stationary movements, like fidgeting or grooming (XF and YF), resulting from the repeated interruption of the same light beam and, ambulatory movements (XA and YA) which were counted as the consecutive interruption of different beams. The total number of Z-axis breaks was monitored and classified as rearing (Z). Only interruptions of the light beams classified as one of the above-mentioned behaviors were evaluated, so that minimal motions (such as breathing) were omitted. We analyzed physical activity as the cumulated total number of rearing events (Z) as well as of fine movements (XF + YF) and of ambulatory movements (XA + YA).

One pair of dedicated O2/CO2 sensors per cage enabled a continuous and simultaneous calculation of O2 consumption (VO2), CO2 production (VCO2), respiratory exchange ratio (RER) and energy expenditure (EE). Sensors were calibrated once a week with calibration gas mixtures (CO2, 0.05%, O2 20.895% in N2; CO2 0.950%, O2 20.00%, in N2; both from Linde, Germany) and the sample airflow adjusted to 0.25l/min. The entire flow amounts 0.35l/min. The feeders were filled with standard laboratory chow V1124-300 (Sniff lab chow pellets; Germany) and water bottles were filled with ozonized tap water, obtained values are indicated as “Feeding” and “Drinking.” The cage temperature (Temp) was measured continuously via a high-end temperature sensor located inside the cage lid. Temp was previously identified to have a correlation with body temperature in the rat system (Urbach et al., 2014). Body weight (g) and age (days) of all mice was noted at the first experiment day. The animals were then placed in the cages and data acquired for up to 8 animals in parallel for the following 48 h. Disturbance during the testing period was kept to a minimum, entries into the room were recorded and the experimenter entered only once a day to control the PhenoMaster setup, inspect the status of the animals and refill water bottles/feeders, if necessary. After each experiment, all animals were returned to their original social groups, and transferred to the regular holding room.



Data Mining and Analysis of Data Obtained With the PhenoMaster

All measurements were acquired using the PhenoMaster software, Version 4.8.9 (2013–4854), supplied by TSE. Raw data are compressed within the PM-system and can be exported with a time resolution defined by the experimenter. All variables were acquired at a resolution of one data point per minute. RER was calculated as the exhaled VCO2 (ml/h/kg) divided by the consumed VO2 (ml/h/kg) per min. Feeding (g) and drinking (ml) was derived as the amount of food and water consumed in total during the entire day (12 h) or night cycle (12 h). Whenever water bottles leaked, respective data were excluded from the analysis. The energy expenditure (EE) was acquired as kcal/h. For calibration reasons, calorimetric data of each cage were measured against an empty room temperature reference cage once in 3 h for 9 min. At these time intervals no values were acquired, and the missing data were not substituted, because the minute resolution was averaged to 20-min time intervals for further processing of data and figures.



Data Analysis and Statistics

From the 20 min interval data, day and night means were calculated for each individual animal. Day and night means of each parameter were then subjected to an outlier analysis based on the 2.2-fold of the interquartile range, the IQR (Hoaglin and Iglewicz, 1987). The quartiles were calculated using weighted averages (SPSS) and the outliers were identified and removed with Excel. The heat maps were generated from effect sizes (see below) using R 3.5.1. The data were analyzed with SPSS. The groups for each of the eight traits (drinking, feeding, the three activity traits, cage temperature, RER, EE, all measured at day and night) consisted of 30 strains and were measured at two time points. These groups, including body mass, were separated by sex and subjected to the Kolmogorov–Smirnov normality test. Ninety one percent of the grouped data were normal distributed. Age was not expected to show a normal distribution. In the following, ANCOVA was considered robust enough to these few violations. Data mentioned in text refer to the respective values with the SD while figures illustrate error bars which represent the standard error of the mean.

(1) Day–night cycle, strain, sex effects, and interactions were assessed with repeated measures analysis of variance with covariates (RM-ANCOVA). First, main factors were day–night cycle (repeated-measures variable), strain and sex were between-subjects factors and, age and weight were registered as covariates (see Table 2). Effects are expressed as F-ratio and level of significance are indicated for each trait. Partial Eta squared [image: image] was used to express how much of each factor contributed to the variance of each trait value and, to calculate the effect size f.

(2) Day–night cycle effects were assessed with RM-ANCOVA for collapsed strain and strain-separated data, respectively. Effects at the level of the individual strains were assessed as sex-collapsed and for males and females separately. If necessary, a Bonferroni correction for multiple comparisons was included in the ANCOVA. To quantify effect size, Cohen’s D was calculated as the daytime mean subtracted from the nighttime mean, divided by the pooled standard deviation D = [image: image]. The effect sizes were defined as small D ≥ 0.2; medium D ≥ 0.5; large D ≥ 0.8; very large D ≥ 1.2 and huge D ≥ 2.

(4) Sex effects were calculated based on RM-ANCOVA for collapsed strains as well as separated strains. To quantify the effect size in repeated measures, Cohen’s effect size f was calculated from partial Eta squared [image: image] as f = [image: image] and defined as large effect > 0.4, medium effect > 0.25, and small effect > 0.1.

(5) Between-strain effects were assessed with ANOVA in combination with a Tukey post hoc test to identify the strains with homogenous means. The distinction was made based on a p = 0.05. Depending on whether the trait underlay a sex-effect (see Table 2), we obtained and illustrated the analysis either for collapsed sexes or males and females separately. Due to the negligible sex effect for feeding the respective figure displays pooled sexes.

(6) Correlations between the traits were assessed by Pearson product-moment correlations. To judge significance, a Bonferroni-corrected p-value of p = 0.000292 was applied, as there were 171 possible comparisons of 19 traits.



RESULTS


Body Weight Is a Sexual Dimorphic Trait and Highly Variable With the Strain Background

Body weight showed a broad distribution across the strains and, as expected, underlay a highly significant strain and sex effect (Figures 1A,B). We calculated an univariate ANCOVA with sex and strain as between-subjects factors and age as covariate. Strain accounted for 90.8% and sex for 52.7% of the variance of body weight (partial Eta squared, see Table 2A). The sex effect on body weight corresponds to a large size effect of f = 1.06. The influence of strain and sex on body weight were F = 207 and F = 681 with a significant interaction of strain and sex (F = 2.90, partial Eta squared 12.1%, Table 2A).


[image: image]

FIGURE 1. Body weight is a sexual dimorphic trait and varies with the strain background. Body weight distribution among females in red (A) and males in blue (B) of the 30 inbred strains and quantified sex difference (C). In all strains, males (shown as blue bars) had higher body weight than females. Horizontal bars on columns in (A,B) represent standard errors of the mean and in panel (C) the standard error of the difference. The vertical lines in (A,B) connect groups with homogenous means according to Tukey’s post hoc test. The age-adjusted sex difference for all strains is illustrated in cyan. “n.s.” not significant sex difference in body weight, all other strains are significant at a p-level < 0.05. Asterisks and bold font indicate a significant age difference, *p < 0.05, **p < 0.001.



TABLE 2A. Influence of main factors strain and sex on the respective traits reported as F-values and partial Eta squared.

[image: Table 2A]The average age of mice investigated in the study was 74.5 ± 11 days. We assessed the influence of age as covariate on all traits and identified, as expected, a significant influence of age on body weight (F = 86.91), accounting for 12.5% of the observed variance, but no other trait was sensitive to the differences in age. Due to the limited number of metabolic cages, the high number of strains and the variable breeding performance of each strain, we analyzed mice aged from on average 62 (MAMy) to 92 days (SJL, Table 1). The average body weight and age per strain are displayed in Table 1. The differences in mouse age became significant in 9 strains, including 129S1 (p = 0.0022), C57NJ (p = 0.036), CBA (p = 0.011), DBA1 (p = 2.3E-4), MAMy (p = 7.4E-5), MRL (p = 0.0029), NZO (p = 7.8E-5), NZW (p = 0.0088) and SMJ (p = 3.7E-4).

The sex difference in body weight was highly significant overall and the strain means were for females 23.6 ± 6.9 g and males 28.3 ± 7.1 g. A strain-separated ANCOVA with age as covariate indicated two exceptions that did not display any sex difference: C57J (p = 0.079; 3.04 ± 1.65 g) and DBA1 (p = 0.054; 1.84 ± 0.90 g). The effect size f indicated a large size effect of sex on body weight for all other strains (f > 0.46, p < 0.046) and the largest sex effect was observed in Balb (f = 3.24), MAMy (f = 2.27), SJL (f = 2.16), and C3H (f = 2.09). Figure 1C quantifies the actual sex difference with correction for age according to ANCOVA.

The lowest mean body weight in males occurred in SM with 18.44 ± 3.44 g and in RIIIS females with 15.43 ± 1.35 g. The NZO was the strain with the highest mean body weight in both males and females (43.66 ± 7.95 g in females and 46.33 ± 5.52 g in males, Table 1 and Figure 1). The strain comparison of mean body weight values resulted in 11 homogenous groups in females and 13 groups in males. The homogenous group with the lowest body weight in males included SM, RIIIS, DBA1, and LP, which also represented the 4 strains with the lowest body weight in females. In both sexes, the group with the highest body weight comprised the three strains LG, MRL, and NZO. Notable, female NZO mice were significantly heavier than MRL and LG females (see Table 3). Figures 1A,B illustrate the distribution of body weight for both sexes across the strains and indicate the homogenous groups. For the further analysis of all other traits, body weight was included as a covariate in the ANCOVA. For most traits its effect seemed small or negligible, except for EE and RER.



Food and Water Intake Are Strain-Dependent, but Not Sexual Dimorphic Traits

Although body weight is sex-dependent, we observed only a small sex difference for food (F = 4.91, p = 0.03) and no influence of sex on water intake (Table 2). Sex difference explained only 0.8% of the variance in food intake. In contrast, the F-values of strain influence were 12.53 and 8.81 for food and water intake, respectively, which accounts for 38.2 and 30.4% of the observed variability (Table 2). As expected, the differences between diurnal and nocturnal food and water intake were large (Figure 2); the differences between the diurnal and nocturnal means were 1.42 (food) and 1.31 (drink) fold larger than the pooled standard deviation (see Table 3) which classifies as very large effect according to Cohen (Sawilowsky, 2009).


[image: image]

FIGURE 2. Food and water intake are strain-dependent but not sexually dimorphic. Distribution of diurnal (A,E) and nocturnal (B,F) feeding (A,B), and drinking (E,F) behavior among 30 inbred strains. The values are given as mean ± SEM averaged from both sexes. The vertical lines in (A,B,E,F) connect groups with homogenous means according to Tukey’s post hoc test. (C,G) Day–night differences were ranked and Cohen’s D calculated. Significant differences at p < 0.03 are indicated with asterisk and p-levels < 0.001 were not marked; “n.s.” not significant. The effect sizes ranged between D = 0.46 (FVB, drinking) and 4.54 (NON, drinking) and are illustrated in light green (D = 0.46 and D < 2) or in dark green (D ≥ 2). (D,H) Sex differences were only apparent for food intake in three strains at a p-level of p < 0.05. The strains are ranked from largest to smallest sex difference for the scotophase, beginning, at the top, with strains, where females (red) consumed more water or food than males, while blue columns illustrate the opposite. To the left, nocturnal values are associated with the respective diurnal values and are displayed in light colors. All values are displayed as means ± standard error of the difference. Asterisks and bold font indicate significant sex differences, *p < 0.05.


Similar to body weight, food and water intake were continuously distributed across the strains and the overall means for diurnal and nocturnal feeding were 1.0 ± 0.78 g and 2.83 ± 1.24 g, and for drinking 1.0 ± 0.83 ml and 3.02 ± 1.55 ml, respectively (Table 3). A strain analysis resulted in distribution in 7 homogenous groups for day and nighttime feeding and 10 and 11 homogenous groups for daytime and nighttime drinking, respectively. The group with the least food intake during the night included RIIIS, SWR, A, SM, LP, C3H, DBA1, NZB, and 129X1 which were all in the group with the least food intake during the day except for FVB. The group with the highest food consumption at night included BTBR, NZO, and NON, which were, except for NON, also at daytime in the group with the highest consumption (Figures 2A,B).

Due to the high correlation between feeding and drinking [R = 0.72 (day) and 0.82 (night), see Table 4] the strain distribution was very similar for drinking. In detail, the largest amount of water was consumed at night by NZO, BTBR, MRL, BUB, and KK (NZO: 6.50 ± 1.33 ml; BTBR: 5.05 ± 0.82 ml). There was little correlation between daytime drinking and nighttime feeding values (see below), therefore the group distribution was different during the day and the strains with the highest diurnal water consumption were LG, NZW, BUB, SJL, and BTBR (LG: 2.32 ± 1.25 ml; NZW: 2.05 ± 0.65 ml). SWR, RIIIS, FVB, C3H, SM, and LP consumed the least water at night (SWR: 0.90 ± 1.36 ml; RIIIS: 1.32 ± 0.54 ml) and A and AKR during day (A: 0.35 ± 0.52 ml; AKR: 0.37 ± 0.23 ml). Similar to water consumption, BTBR and NZO consumed most food at night (BTBR: 4.91 ± 0.80 g; NZO: 4.65 ± 0.93 g) and SJL and NZW during the day (SJL: 1.85 ± 0.93 g; NZW: 1.98 ± 0.85 g). In contrast RIIIS and SWR consumed least during the night (RIIIS: 1.38 ± 0.74 g; SWR: 1.50 ± 1.22 g) and A and AKR, including DBA1 consumed the least during the day (A: 0.34 ± 0.35 g; AKR: 0.34 ± 0.25 g; Figure 2).

To visualize the day–night differences in feeding and drinking behavior, we ranked the strains in the order of increasing day–night difference (Figures 2C,G). As for drinking behavior, in almost all strains, with the exception of FVB and SWR, all observed effects were at least medium size effects and associated with p < 0.024. The largest day–night differences were observed in the NZO and BTBR strain with 5.26 ± 1.28 ml and 3.35 ± 1.20 ml. NON (3.08 ± 0.68 ml difference) and NZO showed the largest effect size (D = 4.54 and 4.10; p < 1.5E-12), and the least effect and difference occurred in SMJ and LG (0.66 ± 1.23 and 1.24 ± 1.79 ml difference; D = 0.54 and 0.69; p < 0.024). In terms of feeding, the largest day–night difference concerned NZO and BTBR (3.59 ± 1.18 and 3.14 ± 1.29 g) and the least FVB and SWR (0.43 ± 0.94 and 0.71 ± 0.88 g). The KK strain showed the largest effect size (2.07 ± 0.50 g difference; D = 4.12) and, the FVB strain the smallest effect (0.43 ± 0.94 g difference; D = 0.46, p = 0.021).

The observation of the negligible sex effect for feeding behavior and the absence of any difference for drinking seemed to contrast the impressive weight differences between males and females. At the individual strain level, the absence of a sex effect was largely confirmed. For feeding only NZO (p = 0.001), SM (p = 0.04), and C3H (p = 0.02) had a marginal sex effect and with respect to drinking KK (p = 0.01) and C3H (p = 0.02) (Figures 2D,H).



Physical Activity Traits

Locomotion is linked to complex traits such as general health, exploratory behavior, anxiety and novelty seeking, which is the desire to experience novel stimuli and events, and thus the potential future preference for drugs of abuse (Wahlsten et al., 2006; Wingo et al., 2016). In so far, variability in physical activity are highly relevant for behavioral readouts in psychological and other behavioral tests that aim to quantify these parameters and aim to define environmental and genetic contributing factors. Our measurement setup allowed us to differentiate three types of physical activity: (a) fine motor activity which includes stationary movements like grooming (measured when the same light beam is interrupted more than once); (b) ambulatory activity, which comprises locomotion in the horizontal plane like walking (counted with consecutive interruption of different beams) and, (c) rearing, which is counted when the upper of two light beams is interrupted and this trait includes vertical movements usually considered as exploratory behavior.


Fine Motor Activity Is Strain-Dependent but Is Not a Sexual Dimorphic Trait

Of the three behavioral traits, fine motor activity showed no sex difference, but a strong influence of strain background with F = 22.33 (Table 2A). Partial Eta squared indicated that strain background accounted for 51.7% of the variability. The differences between diurnal and nocturnal fine motor activity were highly significant (Figures 3A–C) and classified as very large size effect (D = 1.57). The trait values were evenly distributed across the strains and the overall means were 14.41 ± 4.69 during day and 26.05 ± 6.93 during nighttime with female activity levels being one unit higher than males, respectively (see Table 3).
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FIGURE 3. Strain, day–night and sex differences of fine movements. Strain-dependence of diurnal (A) and nocturnal (B) fine movements. The values are presented as mean ± SEM, averaged from both sexes. The vertical lines connect groups with homogenous means according to Tukey’s post hoc test. (C) Day–night differences were ranked and Cohen’s D calculated. Significant differences at p < 0.0016 are indicated with asterisk and p-levels < 0.001 were not marked; “n.s.” not significant. The effect sizes ranged from D = 0.80 (LG) to D = 4.96 (C57J) and are indicated in light green (D = 0.8 and D < 2) and dark green (D ≥ 2). (D) Sex differences in fine-motor behavior were apparent in five strains at p < 0.05. The strains are ranked from largest to smallest sex difference for the scotophase, beginning, at the top, with strains, where females (red) were more active than males, while blue columns illustrate strains with more active males. To the left, nocturnal values are associated with the respective diurnal values and are displayed in light colors. All values are displayed as means ± standard error of the difference. Asterisks and bold font indicate significant sex differences, *p < 0.05.


Day- and nighttime fine motor activity in the 30 strains was represented in 13 and 14 homogenous groups, respectively (Figures 3A,B). The group with the highest number of nocturnal fine motor counts comprised the strains BUB, C57J and C57NCrl, C3HOu, NOD, and CBA. C3HOu and BUB were also among the strains with the highest activity during daytime, together with LG, SM, and Balb. FVB showed the highest daytime activity and was the only strain with no day–night difference for this trait (p = 0.84). The smallest, but still significant day–night difference were identified in NZW, SWR, SJL, and LG, while the highest differences were measured in C57J, DBA1, and AKR. In all strains with significant day–night difference the observed effect size was large (D > 0.80), very large or huge (p < 0.0015; Figure 3C). The nocturnal activity levels ranged between 36.06 ± 1.07 (BUB) and 17.11 ± 0.96 counts/min (NZB) and the diurnal extremes were between 20.74 ± 0.97 (FVB) and 8.77 ± 0.51 (DBA1). When we assessed the day–night difference at the sex-separated level, we noticed that not only mice of the FVB strain lacked a day–night difference in activity, but also LG females (p = 0.066) and males of the NZW (p = 0.076), the SM (p = 0.09) and SWR strain (p = 0.19).

Regarding the individual strain level, we identified five strains with sex difference (f ≥ 0.50). These strains were DBA2 (p = 0.044), C3H (p = 0.030), C57J (p = 0.023), C3HOu (p = 0.013), and RIIIS (p = 0.0081). In most cases female mice were more active than males (Figure 3D).



Ambulatory Activity and Rearing Share Large Strain and Small Sex Effect

Ambulatory motor activity and rearing both had very large strain (F = 32.51 and F = 25.54) and robust sex effects (F = 25.86 and F = 42.77, see Table 2A). Strain background accounted for 61.0 or 55.7%, respectively, of the variability and sex difference for 4.1 or 6.8%, respectively. For both traits we also observed robust strain∗sex interactions (see Table 2A). The differences between diurnal and nocturnal activity were highly significant in both traits (Figures 4, 5) and classified as very large size effect (D = 1.29 and D = 1.26, Table 3). The trait values were continuously distributed across the strains and the overall means were for ambulatory counts 23.53 ± 11.71 during day and 50.07 ± 21.86 during nighttime with the females having on average 3 and 7 counts higher values than the males at day and nighttime, respectively. For rearing the counts were lower with 3.10 ± 2.68 during day and 8.27 ± 4.29 during the night with females having one count higher values than the males in both measurements (see Table 3).
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FIGURE 4. Strain, day–night and sex differences in ambulatory activity. (A,B) Strain-dependence of diurnal (A) and nocturnal (B) ambulatory motor activity. The values are given as mean values averaged from females (left, red) and males (right, blue) with standard errors of the mean. The vertical lines connect groups with homogenous means according to Tukey’s post hoc test. (C) Day–night differences were ranked and Cohen’s D calculated. Differences were indicated with one asterisks at p < 0.05; p-levels < 0.001 were not marked; “n.s.” not significant. The effect sizes ranged from D = 0.48 (FVB males) to D = 5.09 (C57J females) and are indicated in light green (D = 0.48 and D < 2) and dark green (D ≥ 2). (D) Sex differences were apparent in nine strains at p < 0.05. The strains are ranked from largest to smallest sex difference for the scotophase, beginning, at the top, with strains, where females (red) were more active than males, while blue columns illustrate strains with more active males. To the left, nocturnal values are associated with the respective diurnal values and are displayed in light colors. All values are displayed as means ± standard error of the difference. Asterisks and bold font indicate sinificant sex differences, *p < 0.05.
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FIGURE 5. Strain, day–night and sex differences in rearing. (A,B) Strain-dependence of diurnal (A) and nocturnal (B) rearing activity. The values are given as mean values averaged from females (left, red) and males (right, blue), both sexes with standard errors of the mean and the vertical lines connect groups with homogenous means according to Tukey’s post hoc test. (C) Day–night differences were ranked and Cohen’s D calculated. Significant differences at p < 0.05 are indicated with asterisk and p-levels < 0.001 were not marked; “n.s.” not significant. The effect sizes ranged from D = 0.66 (Balb females) to D = 5.35 (CBA females) and are indicated in light green (D = 0.66 and D < 2) and dark green (D ≥ 2). (D) Sex differences were apparent in six strains at p < 0.05. The strains are ranked from largest to smallest sex difference for the scotophase, beginning, at the top, with strains, where females (red) were more active than males, while blue columns illustrate strains with more active males. To the left, nocturnal values are associated with the respective diurnal values and are displayed in light colors. All values are displayed as means ± standard error of the difference. Asterisks and bold font indicate significant sex differences, *p < 0.05.


Day and nighttime ambulatory activity in the 30 strains was represented in 10 and 12 homogenous groups in females and 9 and 8 in males, respectively (Figures 4A,B). The distribution appeared rather continuous and the highest number of daytime ambulatory counts occurred in FVB and Balb females and in LP, NOD, and C3HOu males. FVB was again the only strain with no day–night difference for this trait (p = 0.51). During nighttime the strains with the highest counts were, similar to fine motor behavior, males and females of C57 strains, BUB, NOD, and Balb. The smallest, but still significant day–night difference occurred in NZW (D = 0.64) and SM (D = 0.84) and the largest differences were observed in C57J (D = 3.92) and A (D = 3.91). The nocturnal activity levels ranged in females between 21.65 ± 6.84 (NZO) and 87.43 ± 19.65 counts/min (NOD) and in males between 21.12 ± 3.55 (129S1) and 78.33 ± 18.42 counts/min (C57J). The diurnal extremes were in females between 11.43 ± 4.28 (KK) and 58.96 ± 9.52 counts/min (FVB) and in males between 10.00 ± 4.66 (NZB) and 33.60 ± 9.56 counts/min (C3HOu; Figures 4A,B). When we assessed the day–night difference at the sex-separated level, we noticed that FVB males, but not the females, had a day–night difference (p = 0.02, D = 0.48). Furthermore, males of 129S1 (p = 0.14), LG (p = 0.051), NZW (p = 0.18), SM (p = 0.16), and SWR (p = 0.22) lacked the day–night difference in ambulatory activity.

At the individual strain level, we identified six strains with sex difference and these are outlined in Figure 4D. These strains were, in order of decreasing effect size, FVB (p = 0.0022), NON (p = 0.022), RIIIS (p = 0.033), C57NCrl (p = 0.020), C3H (p = 0.024), DBA2 (p = 0.045), C57J (p = 0.044), C3HOu (p = 0.044), LG (p = 0.049). In most cases the females classified with higher activity. As Figure 4D illustrates, the sex effect is mostly attributed to nighttime differences. These specific strains showed large size sex effects (f ≥ 0.47).

Diurnal and nocturnal rearing motor behavior in the 30 strains was represented in 7 and 11 homogenous groups in females and 6 and 9 in males, respectively (Figures 5A,B). The highest number of daytime counts occurred likewise in FVB and Balb. FVB appeared again without day–night difference for this trait (p = 0.83) and 129X1 were marginally significant, but, when analyzed at the sex-separated level, both sexes lacked a day–night difference. Similar to fine motor and ambulatory behavior, males and females of the C57 strains were among the strains with high numbers of nighttime counts. The smallest, but still significant day–night difference occurred in SJL (D = 0.55) and SM (D = 0.64) and the largest differences were observed in KK (D = 3.19) and DBA1 (D = 2.86). The nocturnal rearing activity levels were comparable in both sexes and ranged in females between 2.98 ± 0.61 (129S1) and 14.33 ± 4.91 counts/min (MRL) and in males between 3.14 ± 2.25 (129X1) and 14.65 ± 4.62 counts/min (Balb). The diurnal extremes were in females between 0.99 ± 0.38 (DBA1) and 13.78 ± 3.51 counts/min (FVB) and in males between 0.68 ± 0.36 (129S1) and 7.47 ± 4.89 counts/min (FVB; Figures 5A,B). When we assessed the day–night effect at the sex-separated level, we noticed that not only males and females of FVB lacked a day–night difference in activity, but also males and females of the 129X1 strain (p = 0.08 and 0.10) and SJL females (p = 0.09) as well as, similar to both other activity counts, males of the SM and SWR strain (p = 0.48 and p = 0.14; Figure 5C).

We identified six strains with robust sex difference and these are outlined in Figure 5D. These strains were, in order of decreasing effect size, CBA (p = 0.0024), NZB (p = 0.0068), C57NCrl (p = 0.0069), NZW (p = 0.011), C3HOu (p = 0.024), and RIIIS (p = 0.044). In all cases the females classified with higher activity and the sex effect appeared more obvious during nighttime (Figure 5D). These effects were all classified as large size effects (f ≥ 0.55).



RER Varies With Strain and Body Weight, but Is Not Sexual Dimorphic

Respiratory exchange ratio represents the metabolism’s oxidative capacity in combusting carbohydrates or lipids or a mix of both. The value signifies the ratio between the amount of CO2 produced and O2 used in metabolism. A value of 0.7 is indicative of fatty acids as predominant source of substrate, while values of 1 or larger indicate carbohydrates as the principal fuel source while any value in between represents a corresponding ratio of the two components.

In the present study, the variability in RER underlay a predominant strain effect (F = 7.39), a small body mass effect (F = 5.81), but no sex effect (see Table 2A). Therefore, strain background accounted for 26.3% and body mass difference for 1.0% of the observed variance, respectively. The differences between diurnal and nocturnal RER were highly significant and classified as very large size effect (D = 1.45, Table 3).

We obtained a continuous distribution of RER values across the strains with 8 and 6 groups for the day and night values, respectively (Figures 6A,B). A was the strain with the lowest nocturnal (0.70 ± 0.06) and diurnal values (0.78 ± 0.09) and NZW had the highest (0.88 ± 0.08 and (0.96 ± 0.07). To the group with the lowest RER during day and night belonged also C3H, LP, DBA2, MAMy, and NZB. The group with the highest RER comprised 15 strains during day and 14 at night and included, e.g., SJL and 129S1. All strains increased the RER during the night, but when we analyzed the day–night difference at the sex-separated level, FVB females (p = 0.98) and males of the SM (p = 0.11) and RIIIS (p = 0.10) strains showed no difference in substrate choice. The smallest change between diurnal and nocturnal RER was a medium size effect observed in FVB (0.03 ± 0.01, D = 0.54, p = 0.0052) and the largest occurred in AKR (0.15 ± 0.008, D = 3.71, p = 3.1E-13; Figure 6C). The average overall values for diurnal and nocturnal RER are given in Table 3. We identified 5 strains with significant sex difference. These strains were, in order of decreasing effect size, RIIIS (p = 0.039), C57J (p = 0.019), BUB (p = 0.033), NON (p = 0.035), and NZB (p = 0.040). These effects were all classified as large size effects (f ≥ 0.49; Figure 6D). BUB, NZB, and NON were the strains where males had a higher RER than females.
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FIGURE 6. Strain, day–night and sex differences in RER. Distribution of diurnal (A) and nocturnal (B) RER values. The values are given as mean values averaged from both sexes with standard errors of the mean and the vertical lines connect groups with homogenous means according to Tukey’s post hoc test. (C) Day–night differences were ranked and Cohen’s D calculated. Significant differences at p < 0.006 are indicated with asterisk and p-levels < 0.001 were not marked. The effect sizes ranged from D = 0.54 (FVB) to D = 3.71 (AKR) and are indicated in light green (D = 0.54 and D < 2) and dark green (D ≥ 2). (D) Sex differences were apparent in five strains at p < 0.05. The strains are ranked from largest to smallest sex difference for the scotophase, beginning, at the top, with strains, where females (red) had higher RER than males, while blue columns illustrate the opposite. To the left, nocturnal values are associated with the respective diurnal values and are displayed in light colors. All values are displayed as means ± standard error of the difference. Asterisks and bold font indicate significant sex differences, *p < 0.05.




Energy Expenditure

Energy expenditure of laboratory mice is fractioned into the energy required for basal metabolic rate (assessed in resting and fasted animals at thermoneutrality of 29–31°C), thermogenesis (shivering and non-shivering), nutrient digestion (the thermic effect of food) and activity-related energy demands. Our mice were all housed several degrees below thermoneutrality and obtained food ad libitum, therefore the total and resting metabolic rates are considered more than two times larger due to the demand for thermogenesis (Even and Blais, 2016). Apart from that, differences in body mass and body composition influence the metabolic rate and contribute to the strain differences.

We interpreted the strain and sex differences in EE after weight adjustment of the EE values with the ANCOVA. The figures therefore display the ANCOVA-predicted values for EE (kcal/h) and the tables show the estimated marginal means.

ANCOVA-adjusted EE showed a very large strain effect (F = 13.04) but no significant sex effect (F = 2.28, see Table 2A). While age did not influence EE, body weight did largely (F = 54.54). Taken together, strain background accounted for 38.8% of the variability, sex difference for 0.4%, and body mass for 8.4%.

The differences between diurnal and nocturnal EE were highly significant and classified as very large size effect (D = 1.65, Table 3 and Figures 7A–C). The estimated marginal mean for pooled sexes was 0.397 ± 0.0018 kcal/h at daytime and 0.472 ± 0.0024 kcal/h at nighttime. Females showed, on the strain-separated level, on average slightly higher predicted values than males during both day and nighttime (see Table 3 and Figure 7D).
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FIGURE 7. Strain, day–night, and sex differences in energy expenditure. EE was measured as kcal/h and adjusted for body mass and age differences by ANCOVA. (A,B) ANCOVA-predicted values of EE illustrate the differences of diurnal (A) and nocturnal EE (B) between the inbred strains. The values are given as mean values averaged from collapsed sexes. Error bars represent standard errors of the mean and the vertical lines connect groups with homogenous means according to Tukey’s post hoc test. (C) Day–night differences were ranked and Cohen’s D calculated. Significant differences at p < 0.004 are indicated with asterisk and p-levels < 0.001 were not marked; “n.s.” not significant. The effect sizes ranged from D = 0.62 (LG) to D = 4.97 (C57J) and are indicated in light green (D = 0.62 and D < 2) and dark green (D ≥ 2). (D) Sex differences were apparent in five strains at p < 0.02. The strains are ranked from largest to smallest sex difference for the scotophase, beginning, at the top, with strains, where females (red) had higher EE than males, while blue columns illustrate the opposite. To the left, nocturnal values are associated with the respective diurnal values and are displayed in light colors. All values are displayed as means ± standard error of the difference. Asterisks and bold font indicate significant sex differences, *p < 0.05.


Diurnal and nocturnal adjusted EE was represented in 13 and 10 homogenous groups (Figures 7A,B). EE was highly correlated between day and night (R = 0.89, Figure 8A), therefore strain ranks between day and night were rather similar. The highest values occurred at day and nighttime in the strains which also appeared to have the highest body weight which included NZO, LG, and MRL. The highs occurred in NZO and were 0.64 ± 0.062 kcal/h during night and 0.56 ± 0.059 kcal/h during the day. The lowest EE appeared in strains which also shared a low body mass. These strains included SM, LP, DBA1, MAMy, and 129X1. The lows occurred in SM and were 0.40 ± 0.024 kcal/h during night and 0.32 ± 0.023 kcal/h during the day, (Figures 7A,B).
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FIGURE 8. Regression slope visualization of strain-associated effects on EE. (A) Nocturnal and diurnal EE are highly correlated. (B) Nocturnal EE plotted against body mass with the regression lines for the 30 strains in gray shows striking interaction effects. (C,D) Differences in EE plotted for strains with opposite phenotypes for body mass (C) or opposite phenotypes for EE but similar body mass (D) illustrates non-homogeneity of the regression slopes suggesting that strain-differences in EE are not the same for all body weights. Pearson’s R are indicated for the respective strains to describe the magnitude of the respective linear relationship between EE and body mass. The asterisks indicate the level of significance (*p < 0.05, **p < 0.001).


The only strain without day–night difference was SWR (p = 0.10). All other strains showed a day–night difference for this trait with at least p ≤ 0.002. FVB and LG appeared with a medium size effect (D = 0.70 and 0.62) and the largest differences were observed in C57J (D = 4.97) and KK (D = 4.67). When we assessed the day–night difference at the sex-separated level, we noticed that FVB lacked a day–night difference in females (p = 0.11), but also males of RIIIS (p = 0.05) and both sexes of SWR (p = 0.11 and p = 0.83, Figure 7C).

At the individual strain level, only five strains showed a sex difference as shown in Figure 7D. These were SM (p = 0.016, f = 0.73), MAMy (p = 0.019, f = 0.68), BUB (p = 0.014, f = 0.66), C3H (p = 0.010, f = 0.64), and DBA1 (p = 0.011, f = 0.64). Remarkably and as visible from Figure 7D, the females appeared in the majority of strains with higher energy expenditure values.

In our study we observed body weights in a large range from 16 to 45 g. Because the metabolic rate does not linearly increase with body weight, the ANCOVA model is per se insufficient and becomes probably less accurate in strains with high body weight differences. The magnitude of the relationship between EE and body weight resulted high with R = 0.75 (day) and 0.67 (night), but we observed a non-negligible strain∗weight interaction (see Table 2B). This led us to analyze the regression slopes across the strains in order to validate the ANCOVA results for groups of strains with significantly different EE. As visible from Figure 8B, the slopes of the 30 strains appear very different and are not parallel which means that the differences in EE which we observed across strains (Figure 7) may not be constant for the full range of body weights. This may be due to inhomogeneity of variances in some of the strain groups. When comparing strains with very large differences in EE such as NZO, MRL and LG and SM, RIIIS and LP, we note that the regression lines cross (Figure 8C). Therefore, e.g., the significant differences in EE observed by ANCOVA between RIIIS, SM and LP with LG are restricted to the body weight differences and not necessarily due to other strain-induced differences. In contrast the differences in EE observed between the C57 strains and RIIIS (Figure 8C) or between BUB or AKR and AJ, C3H and SWR (Figure 8D) are true for the entire range of body weights and likely induced by strain differences independent of body mass because the lines are parallel.


TABLE 2B. Strain and body weight interaction are present in activity traits and EE.

[image: Table 2B]


Cage Temperature

Cage temperature shares a good correlation with body temperature, as previously identified in rats (Urbach et al., 2014), however, such a validation is lacking for mice. Like, RER, cage temperature underlay a strain effect (F = 7.28) and a small sex effect (F = 13.24, see Table 2A and Figure 9). Strain background accounted for 25.7% of the variance and sex difference for 2.1%. Furthermore there was a small, but significant influence of body mass (F = 4.08) which accounted for 0.7% and it was represented in a correlation of day or night cage temperature with body weight of R = −0.13 (Figure 10). The differences between diurnal and nocturnal cage temperature were significant, but in contrast to all other traits underlay a medium size effect (D = 0.54, Table 3). The temperatures in the cage were consistently warmer during the light cycle, on average by 0.08°C which is in contrast to our previous study in rats (Urbach et al., 2014). 129X1 were the only strain where the opposite was the case, an effect which may have to do with low numbers in this strain (Table 1). The day and nighttime cage temperature distributed in 5 and 8 homogenous groups, respectively. A was the strain with the lowest value during both night (21.40 ± 0.52°C) and day (21.45 ± 0.52°C) and DBA2 with the highest values (22.38 ± 0.35 and 22.22 ± 0.66°C; Figures 9A,B). There were 5 strains without a day–night difference, and these were 129S1 (p = 0.88), C57NCrl (p = 0.22), DBA1 (p = 0.73), KK (p = 0.59), and NZB (p = 0.15). The largest difference occurred in DBA2 (0.25 ± 0.06, D = 0.81) and the smallest, still significant difference was observed in C57J (0.04 ± 0.13, D = 0.55, Figure 9C). The observed small sex effect was based on significant differences between only two strains, DBA1 (p = 0.033, f = 0.53) and LG (p = 0.036, f = 0.50), but, as visible from Figure 9D, females of most strains had the higher cage temperatures.
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FIGURE 9. Strain, day–night, and sex differences in cage temperature. Distribution of diurnal (A) and nocturnal (B) cage temperature values (°C). The values are given as mean values averaged from both sexes with standard errors of the mean and the vertical lines connect groups with homogenous means according to Tukey’s post hoc test. (C) Day–night differences were ranked and Cohen’s D calculated. Significant differences at p < 0.05 are indicated with asterisk and p-levels < 0.001 were not marked; “n.s.” not significant. The effect sizes ranged from D = 0.33 (C57NJ) to D = 1.65 (129X1 and SM). (D) Sex differences were apparent in two strains at p < 0.04. The strains are ranked from largest to smallest sex difference for the scotophase, beginning, at the top, with strains, where females (red) had higher cage temperatures than males, while blue columns illustrate the opposite. To the left, nocturnal values are associated with the respective diurnal values and are displayed in light colors. All values are displayed as means ± standard error of the difference. Asterisks and bold font indicate significant sex differences, *p < 0.05.
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FIGURE 10. Pearson correlation matrix for selected traits. Illustrations of the relationships between day and nighttime activity parameters (A) and cross-correlation of different nocturnal activity traits, all measured as number of light beam breaks per minute (B,C). Body mass correlation with nocturnal water (D) and food (E) intake, nocturnal ambulatory activity (F) and cage temperature (G). Each point represents data from one mouse during one scotophase and its body weight. (H,I) The relationships between nocturnal food intake and water intake with RER. Female mice are shown in red and male mice in blue. The correlations of all other parameters are shown in Table 4, the p-value was corrected to p < 0.000292.



TABLE 3. Influence of day–night variation and sex on the behavioral traits.
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Pearson Correlations Reveal Strong Relationships Between Food Consumption, RER, and Energy Expenditure

For all traits, we identified moderate to high correlations between nocturnal and diurnal measurements (Table 4). For the day–night correlation of the three types of activity, the R-values were moderate and between 0.24 and 0.38 (Figure 10A). Diurnal and nocturnal RER were correlated with R = 0.73 and diurnal and nocturnal EE with 0.89 (Figure 8A). Cage temperature, feeding and drinking had the highest R-values for day- and nighttime data of R = 0.96. Therefore, we delineate that in general, activity-related experiments conducted at night or daytime should be correlated, although the results will differ quantitatively.


TABLE 4. Correlations among the traits based on collapsed-strain and collapsed-sex data.

[image: Table 4]The equipment of the cages with light beams in the horizontal and vertical plane and the analysis with respect to timing of beam breaks allows separation of the activity parameters in three subtypes. Nevertheless, the correlation analysis, showed a high correlation among them, with fine movements and ambulatory activity having the highest correlation of at least R = 0.80. In contrast, rearing was higher correlated with ambulatory movements (at least R = 0.68) than with fine movements (at least R = 0.51, Figures 10B,C and Table 4).

As expected, both drinking and feeding had high correlations with body weight (R = 0.46 and R = 0.38; Figures 10D,E). In addition, body weight was negatively correlated with physical activity (R = −0.26 and R = −0.22 for ambulatory and fine movements, respectively), except for rearing which was not related with body weight. In the figure it is clearly discernible that the lightweight females are more active and that heavier bodies are less prone to be physically active with probably reduced contribution to the total energy expenditure (Van Klinken et al., 2012) (Figure 10F). Last but not least and as expected, body mass had a moderate negative correlation with cage temperature (Figure 10G and Table 4).

Respiratory exchange ratio was not correlated with body weight (Table 4), but interestingly, RER had a high correlation with both diurnal and nocturnal food and water intake (at least R = 0.55 and 0.51), thus, reasonably, with increasing chow consumption, RER increased and the predominant source of substrate shifted from fatty acids to carbohydrates (Table 4 and Figures 10H,I). In contrast higher levels of activity were not correlated with increased RER. We identified a remarkable correlation between food intake or drinking and ambulatory activity, rearing and fine movements, such as grooming, which was restricted to the day, i.e., during the day higher levels of activity were related with larger amounts of consumed food and more drinking or vice versa (Table 4).

We observed a high positive correlation between the energy expenditure with increasing food and water consumption (nocturnal R = 0.38 and 0.47; Table 4). This observation provides the link to the thermic effect of food and to diet-induced adaptive thermogenesis. Therefore, an increase in white adipose tissue leads to an increase in functional active brown adipose tissue, which lowers the energetic efficiency of feeding. The increase in energy-expenditure that results from diet-induced adaptive thermogenesis is mediated via a recently discovered hypothalamic NPY-dependent circuitry, which signals independent of the cold-induced BAT thermogenesis activation (Zhang L. et al., 2018).



DISCUSSION

Our survey in 30 inbred mouse strains provides a large and comprehensive dataset including in-cage activity parameters, feeding, drinking, RER and measures of EE at normal housing conditions. As expected, for all traits, we found an enormous variability between strains, and, for particular traits, such as body weight, rearing and ambulatory activity also a large difference between sexes. The strain- and sex-separated statistical analysis then identified the particular strains with diurnal or nocturnal behavior and those strains with sex difference. Furthermore, the correlation analysis, based on more than 650 individual data points per trait, delivered a few remarkable insight into associations between specific traits.

The RM-ANCOVA summarized in Table 2, identified that most of the variation in the behavioral traits were due to strain differences, thus explained by genetic effects. Nevertheless, inclusion of body mass as additional covariate attributed some of these effects to strain-body mass interactions. Sex effects became apparent, specifically with regard to body weight, and activity traits (ambulatory and rearing locomotor behavior). One contributor to the variance in body weight was identified to be age, but also litter size contributes (and was not regarded here) because mice from litters with fewer sibling are larger (Cowley et al., 1989). The RM-ANCOVA using weight as cofactor recognized that a large part of the variance observed for EE is due to weight differences, unfortunately we cannot provide a more accurate adjustment of EE, because we have not acquired data on lean body mass to allow for a more advanced analysis (Fernandez-Verdejo et al., 2019). A previous study on body composition in inbred strains showed that heavier mice have more body fat. Fat is poorly metabolically active and contributes less to the energy expenditure than lean body mass (Reed et al., 2007; Tschop et al., 2011; Fernandez-Verdejo et al., 2019). The influence of differences in body composition on EE are therefore probably most pronounced in the strains which are heaviest and have the largest amount of body fat, which include KK, MRL, LG, NON, and NZO [in these strains percent body fat ranges between 25–35%, (Reed et al., 2007)]. These strains may therefore have lower EE than predicted with the RM-ANCOVA here (Figure 7).

We did not generally identify sex as a large contributor to EE (Table 2). Nevertheless, sex differences in EE are the subject of intensive research and recently a study based on a novel 5-HT2CRCRE mouse line identified a specific population of pro-opiomelanocortin hypothalamic neurons expressing 5-hydroxytryptamine 2c receptors to drive a large sex difference in physical activity, energy expenditure and the development of obesity (Burke et al., 2016).

The 30 inbred strains here included the most common strains available from the Jackson Labs, and as far as the C57BL/6NJ strain is concerned also the breed provided by Charles River laboratories termed the C57BL/6NCrl. The 30 strains belonged to 6 genetically related families (Petkov et al., 2004) and in order to align the differences between strains and sexes, we used the effect sizes and summarized sex, day–night difference, weight and age differences in a heat map (Figure 11) based on the effect size calculated as D or from partial Eta squared similar in method to a previous publication (Timotius et al., 2019).


[image: image]

FIGURE 11. Heat map summarizing for all traits and strains, sex effects and day-night differences for pooled and separate sexes. (A) Day–night-differences are given as Cohen’s D, sex effects, weight effect on EE and age effect on body weight are given as f and calculated from partial Eta squared [image: image]; (B) day–night- differences as Cohen’s D reported for separate sexes. White boxes represent insignificant differences.


The C57-related strains exhibited a quite comparable behavior and belonged in virtually all traits to the same homogenous group. Some small differences appeared for fine movements where the C57J exhibited a sex difference and had markedly lower activity levels during daytime than the C57NJ and C57NCrl. Concerning ambulatory movements, the C57 strains belonged to adjacent homogenous groups, but all three C57 strains showed a robust sex difference with females being more active. In all activity traits, the C57 strains were strongly nocturnal, exhibiting the largest day–night difference of all strains. Thus for, e.g., the measurements of voluntary behavioral traits, such as treadmill exercising, both findings seem of particular importance (Gibb et al., 2016). An important difference between the C57J and C57NJ strains concerns the glucoregulatory response and the control of glucose homeostasis. In this respect the C57J strain is highly susceptible to develop a diabetes mellitus type 2 phenotype with obesity and hyperglycemia in response to a high fat diet. Furthermore, C57J mice develop glucose intolerance on a regular chow diet, a phenotype which is attributed to a loss of function mutation in the nicotinamide nucleotide transhydrogenase gene. While these differences develop stimulus-induced, they don’t seem to overtly affect EE and preferred substrate combustion (RER) in C57 strains (Fergusson et al., 2014).

Other frequently used strains in laboratory research are strains derived from the 129 lineages of Castle’s strains. The availability of multiple stem cell lines derived from 129 strains facilitated their use for most null mutant and transgenic overexpression lines as background strain (Petkov et al., 2004). Related with this lineage are also the BTBR and LP strain. Remarkably the BTBR strain, which stand out by absence of the corpus callosum and an autism spectrum disorder–like phenotype (Wahlsten et al., 2003; Meyza and Blanchard, 2017), were at the extreme of the food and water consumption and markedly different from the three other strains. BTBR were recently identified to have a taste receptor mutation in the inositol triphosphate receptor 3 gene which makes them indifferent to sweet and other tastes and it was concluded to also influence their macronutrient choice due to impairment of the detection of nutrients in the diet (Tordoff et al., 2012; Tordoff and Ellis, 2013). In a survey of voluntary calcium intake, the BTBR were also among the strains with the highest consumption of calcium solutions relative to water, in contrast they were the strain that resisted alcohol consumption and always preferred water to alcohol or to sweetened alcohol (Tordoff et al., 2007; Yoneyama et al., 2008). With respect to the activity traits, the BTBR strain behaved comparable to the 129 strains and they were in homogenous groups concerning fine motor behavior and rearing at both day and nighttime. Concerning ambulatory activity, the LP strain differed from the other three and was markedly more active, especially during the light cycle. The 129 strain appeared previously in an analysis of avoidance conditioning as one of the strains with the slowest reaction time and the least amount of correct avoidances together with Balb (Royce, 1972). Therefore, it seemed not surprising that 129S1 and 129X1 had the least amount of rearing counts during both day and night and were also at the low end of the scale for ambulatory behavior. In addition, we observed a sex difference where males of the 129S1 strain lacked a day–night difference for ambulatory behavior and female mice proved more active in general. A recent study of anxiety assessment confirmed a hypoactive phenotype in 129S1 with low locomotor, rearing and exploratory activity (Kulesskaya and Voikar, 2014) and another study corroborated a lack of habituation of anxiety-like behavior in several 129 substrains and attributed a general vulnerability in coping with environmental changes to the 129 genetic background (Boleij et al., 2012). Altogether these findings make 129S1 a difficult strain for behavioral tasks that rely on voluntary behavior, motivation, exploration of novel environments and probably locomotor activity in general.

We included three strains from the CC Little’s DBA and related strain lineage which were DBA1, DBA2, and SM. DBA1 and DBA2 originate from the same lab and differ by only 5.6% at the single nucleotide polymorphism (SNP) level which seem to be the cause of a number of metabolic and lipid phenotypes, such as differences in the triglyceride and HDL plasma levels (Stylianou et al., 2008). In our study the strains of this lineage did not differ in body weight, food and water intake, RER and EE. However, SM differed in its diurnal activity behavior from DBA1 and DBA2 in all three locomotor traits, while for nocturnal locomotor activity the strains shared homogenous groups. Most remarkably, in these locomotor traits, the males of SM showed a lack of day–night difference in all traits, fine motor, ambulatory and rearing activity, while the females were clearly nocturnal. A previous study compared activity rhythms between males of the SM and A strain (females were not included in the study) and found that, while A started activity almost at the time of lights-off, SM became active at 3 h before the lights-off and with respect to daily activity counts, the SM were more active than A. This difference, although based on measures of free-running and wheel-running activity, matches our finding for daily ambulatory activity, where males of the A strain showed much less activity than SM (Suzuki et al., 2000).

A are an albino strain of the Bagg albino lineage. From this family we also measured the agouti-colored C3H, C3HOu, and CBA and the albino Balb, AKR, MRL, and LG strains. Very remarkable is that mice of the A strain, which are classified as obesity-resistant strain when on a high-fat diet, have the lowest value for RER both during day and night and belong to the group with lowest amount of chow consumption during day and night of all measured strains. Seemingly they rely on lipid oxidation during the day with some additional combustion of carbohydrates during the night when they increase feeding. In fact, when weaned in thermoneutrality, A mice, in contrast to C57J, become hypothermic on 4°C cold exposure on a low fat diet and are rescued when they have access to a high fat diet. In A mice this causes leptinemia and induces fatty acid oxidation in muscle and brown fat as part of non-shivering thermogenesis (Kus et al., 2008). In our study, A was among the strains with relatively low EE and when directly compared to obesity-prone C57J, the EE was not significantly lower during day and night (compare Figure 8D, A, and C57J were also indifferent in body weight in our study). This finding seems in accordance with previous findings (Bardova et al., 2016). In part the low energy expenditure may account for the lower nocturnal activity levels observed in A. Bardova et al. (2016) also found that, after fasting, A were capable to switch to glucose oxidation faster and more extensively in comparison to C57J and they suppose that the higher levels of leptin observed in A may contribute to the higher metabolic flexibility of A mice and they suggest that leptin is also involved in increasing metabolic preference toward triacylglycerol hydrolysis and fatty acid oxidation (Harris, 2014).

The Balb strain is a frequently used mouse model for behavioral studies. While they share the phenotype of slow-conditioning with 129S1 (Royce, 1972), their locomotor behavior in the present study were rather opposite and Balb belonged to the group of mice with high levels of fine motor movements, ambulatory and rearing activity. With respect to fine and ambulatory activity, the females had lower values than the males. Previously Balb were described to have lower sociability as for example C57J (Sankoorikal et al., 2006) and were recognized for highly aggressive inter-male behavior (Dow et al., 2011). The latter trait is similar to NZB and opposite to A and intercross studies were successfully conducted to investigate genomic loci with influence on aggressive behavior (Dow et al., 2011).

The CBA and C3H strains are agouti-colored. C3H substrains resulted from crosses of Balb and DBA. C3H and C3HOu are characterized as genetically very similar, but differ for example in a mutation in the toll-like receptor 4 gene which make C3H endotoxin resistant (Watson et al., 1977). Here, unexpectedly, and unlike to the C57 substrains, there were remarkable differences in C3H substrains. These included nocturnal drinking, fine motor behavior, ambulatory activity, rearing in females and in males during the night, but not EE or body weight. In the named traits, the C3HOu had higher values. Both substrains and CBA share a homozygous mutation in the retinal degeneration 1 mutation Pde6brd1 which makes them blind at the age of weaning (Foster et al., 1991; Chang et al., 2002) and is believed to affect learning and memory in these strains (Clapcote et al., 2005). This mutation affects only classical photoreceptor-based vision and not light sensing as it is required for sustaining a light dark cycle, because we found the three strains to be pronounced nocturnal strains in both males and females. The three strains are known to be melatonin-proficient strains. In our analysis, which is based on averaging data from one photo- and one scotophase, they also did not differ in nocturnal and diurnal average values from the melatonin-deficient C57 strains. Nevertheless, this does not rule out that differences between the strains are present at periods that don’t become evident from 12 h averaging (Stehle et al., 2002; Zhang Z. et al., 2018).

The MRL strain is a remarkable strain due to its regenerative abilities that lead for example to scarless healing of punch holes in the ear, replacement of injured heart muscle with normal tissue architecture and enhanced healing responses after spinal cord hemisections that lead to fast and complete recovery of motor function (Thuret et al., 2012; Podolak-Popinigis et al., 2015). Here, they were part of the group with the highest body weight in both males and females which is likely due to their higher fat mass in contrast to other strains, such as SJL (Srivastava et al., 2006). We found them among the strains with the highest EE. In the past they served as intercross with SJL mice to research QTLs for total body fat mass and obesity (Srivastava et al., 2006), because they have opposite phenotypes in serum levels of cholesterol, HDL, TG, and body fat mass. Like MRL, AKR, and LG are heavyweight strains in this lineage. LG were bred and selected for large growth and, as intercross with SM, are used as model to study complex polygenic traits such as body size, skeletal morphology, obesity and response to dietary fat intake (Ehrich et al., 2003).

In a previous study on body composition in 40 inbred strains conducted with Dual-energy X-ray absorptiometry in carcasses, AKR, as well as several strains from the Japanese and New Zealand lineage, which are also included here, such as NZW, NZO, NZB, NON, and KK, appeared all among the heavyweight strains similar to one previous study (Reed et al., 2007). Similar to intercrosses of LG × SM and A × C57, the AKR x SWR intercross is selected for phenotype dissimilarity in diet-induced obesity (West et al., 1994; Ehrich et al., 2003; Collins et al., 2004). Nevertheless, these strains are not the heaviest laboratory mouse strains, because previous selective breeding studies (Bunger et al., 2001) produced strains with much heavier body weight than reported for the strains used here or in previous studies (Reed et al., 2007). Several strains of the Japanese and New Zealand mice are used in studies of obesity. KK mice are a polygenic obese mouse model for diabetes mellitus type 2 due to their inherited glucose intolerance and insulin resistance. They develop DMT2 in response to high fat diet and usually during aging (Ikeda, 1994; Herberg and Coleman, 1977; Berndt et al., 2014). Similarly, NZO develop an early onset DMT2 due to obesity and are used as model for peripheral neuropathy and treatment of diabetic neuropathic pain (Zhang et al., 2013). In our study, NZO were the heaviest and among the strains with the largest water consumption, the latter one potentially being a symptom of polydipsia in DMT2. Obesity in this strain is extreme and fat depots exceed 40% of total body weight at 6 months of age. This results from a combination of a moderately increased food intake (hyperphagia), reduced thermogenesis resulting in a reduced body temperature by 1.5°C, reduced EE and reduced voluntary running wheel activity (Jurgens et al., 2006). In our study, NZO were the heaviest strain and had the largest EE. This previous study also compared the energy expenditure of NZO with the closely related lean NZB strain and found that the heavier NZO have higher EE, but they also noted that NZB consume 2.3 g more food (very similar to the 2.2 g in our hands) which makes a comparison difficult. They hypothesized that the total EE in NZO may be lower than in lean NZB due to the lower body temperature and the lower lean mass (Jurgens et al., 2006). In our hands, alongside with KK, NZB, and NZW the NZO were also the least active strains during both night and day. NZB were used as intercross with SM due to their diverging phenotypes in a large number of metabolic phenotypes, body composition and size (Stylianou et al., 2006). This intercross led to the identification of QTLs affecting for example HDL cholesterol and atherosclerosis (Korstanje et al., 2004a, b). Here, NZB among KK, NZW, and NZO appeared to be in the group with the least fine motor and ambulatory movements during the night (Lightfoot et al., 2004). When compared for nocturnal EE, NZO, NON, KK, and NZW were among the strains with the highest values and all significantly higher than NZB.

From the Swiss lineage, we measured the albino strains MAMy, RIIIS, SJL, SWR, FVB, BUB, and NOD. In this lineage, most strikingly, several strains had a weak or absent day–night difference in some of the traits and appeared similar to SM. FVB had no day–night difference in all three activity traits. SWR, SJL, and RIIIS had a relatively weak day–night difference in ambulatory and rearing locomotion. In SWR, similar to SM, this was based on a lack of day–night difference in males and, in addition, SWR had no difference in nocturnal and diurnal EE. Similar to C3H and CBA, SJL and SWR carry the Pde6brd1 mutation leading to rod receptor dysfunction while RIIIS carry the ldis1 mutation resulting in cataract formation, but, although blind to visual images, they are capable of maintaining a regular circadian rhythm due to intact photosensing retinal ganglion cells (Pugh et al., 2004).

In a previous study, AKR and SWR were compared in their activity and energy metabolism because in contrast to SWR, AKR are susceptible to diet-induced obesity. SWR were more active (in an open field test), due to increased activity levels during the photophase, but the strains did not differ in the scotophase. SWR dissipate excess energy on a high fat diet by higher activity levels and thermoregulatory behavior as well as subsequent reduction of food intake (Hesse et al., 2010). In our study, SWR had similar activity levels during the photophase as compared to AKR, therefore the in-cage activity readout differs in these strains from the activity in an open field test. Nevertheless, when we correlated the open field Pletcher1 dataset from Jackson Lab’s mouse phenome database with our total diurnal ambulatory activity, we found, based on male mice of 22 strains which overlapped in our studies, a significant correlation with total distance traveled in the open field (R = 0.56, p = 0.006) and a significant negative correlation of time spent in the center of the open field (R = −0.49; p = 0.017). The discrepancy may be due to the finding that in the dataset from Pletcher1, AKR, and SWR are found relatively close together and, that we only analyzed average values during photo- and scotophases which may blur stronger differences among the strains.

As far as FVB are concerned, disruption of the usual light-dark cycle has been described and, in addition to the rd mutation, a defect in the photosensing cells in the retina is suspected (Foster et al., 1991). Therefore this strain failed in test such as the Morris water maze where spatial learning is required, but also in other tests like fear conditioning and they show altered social behavior with increased aggression (Bolivar et al., 2001; Pugh et al., 2004).



CONCLUSION

This survey demonstrated that naturally occurring genetic variations modulate various innate activity behaviors, substrate combustion and EE in mice. However, for all observed traits the distributions turned out to be rather continuous and illustrate that a large number of genes and likely also interactions between genetic regions are shaping opposite phenotypes. Nevertheless, the present catalog of comparative behaviors and responses will help to select opposite phenotypes for activity and metabolic studies and thus enable the discovery of causal genes contributing to the modulation of neural and metabolic pathways.
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Amyotrophic Lateral Sclerosis (ALS) is a devastating neurodegenerative disease that affects both central and peripheral nervous system, leading to the degeneration of motor neurons, which eventually results in muscle atrophy, paralysis, and death. Sleep disturbances are common in patients with ALS, leading to even further deteriorated quality of life. Investigating methods to potentially assess sleep and rest disturbances in animal models of ALS is thus of crucial interest. We used an automated home cage monitoring system (DVC®) to capture irregular activity patterns that can potentially be associated with sleep and rest disturbances and thus to the progression of ALS in the SOD1G93A mouse model. DVC® enables non-intrusive 24/7 long term animal activity monitoring, which we assessed together with body weight decline and neuromuscular function deterioration measured by grid hanging and grip strength tests in male and female mice from 7 until 24 weeks of age. We show that as the ALS progresses over time in SOD1G93A mice, activity patterns start becoming irregular, especially during day time, with frequent activity bouts that are neither observed in control mice nor in SOD1G93A at a younger age. The increasing irregularities of activity pattern are quantitatively captured by designing a novel digital biomarker, referred to as Regularity Disruption Index (RDI). We show that RDI is a robust measure capable of detecting home cage activity patterns that could be related to rest/sleep-related disturbances during the disease progression. Moreover, the RDI rise during the early symptomatic stage parallels grid hanging and body weight decline. The non-intrusive long-term continuous monitoring of animal activity enabled by DVC® has been instrumental in discovering novel activity patterns potentially correlated, once validated, with sleep and rest disturbances in the SOD1G93A mouse model of the ALS disease.
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INTRODUCTION

Amyotrophic Lateral Sclerosis (ALS) is a devastating neurodegenerative disease that affects both central and peripheral nervous system, and it is characterized by the degeneration of upper and lower motor neurons that will result in muscle atrophy, paralysis and death within 2–5 years after diagnosis (Kiernan et al., 2011). Death usually comes from respiratory failure. Along with progressive voluntary skeletal muscle weakness and atrophy, symptoms include dysphagia, dysarthria, respiratory dysfunction and sleep disturbances. Sleep disruption is very common in ALS and it is often related to hypoventilation, hypoxia, hypercapnia, restless legs, immobilization, nocturnal cramps, and pain (Lo Coco et al., 2011; Boentert, 2019). Sleep disturbances are also very common in other neurodegenerative diseases, as Alzheimer’s, Parkinson’s and have an enormous impact on the quality of life of patients (Iranzo, 2016; Falup-Pecurariu and Diaconu, 2017; Winer et al., 2019). Circadian and sleep dysfunctions are often premorbid and can serve as early diagnostic markers of neurodegeneration.

Some studies in animal models of neurodegenerative diseases tackle this important issue (Vanderheyden et al., 2018; Medeiros et al., 2019) but few are specific for ALS models. It is therefore crucial to provide evidence of this early symptom and to propose a suitable tool to investigate circadian and sleep related disruption in a classical mouse model of ALS as the SOD1G93A transgenic strain (Gurney et al., 1994). The SOD1G93A mouse model we used expresses multiple copies of the human mutated form of the SOD1 gene (on a C57BL/6J background) and it recapitulates the progressive symptomatology of the disease starting around 14–16 weeks of age: muscle weakness, tremors, body weight loss, limb paralysis, respiratory failure and death around 160–170 days or 24–25 weeks of age and it also presents ALS characteristic neurobiological substrates (cortical and spinal cord motor neuron degeneration, gliosis, neuroinflammation) (Leitner et al., 2009; Mina et al., 2018).

To study activity and rest in the SOD1G93A mouse model during the pre-symptomatic and symptomatic stages of the disease we adopted a technology capable of monitoring animal activity directly in the home cage (Richardson, 2015; Bains et al., 2018; Pernold et al., 2019). Such systems are generally designed with the aim of collecting animal activity data 24/7, without interfering with nor handling the animals. This has the potential to unveil animal behaviors occurring at any time during the day (Richardson, 2015) and over extended observation periods ranging from days to months and years (Pernold et al., 2019). The application of 24/7 long term home cage animal monitoring is particularly promising in the field of neurodegenerative diseases, especially the ones that potentially manifest complex modifications of the activity behaviors as the disease progresses over time, and that can be potentially hard to capture when observing animals outside the home cage as in conventional testing procedures (e.g., open field, rotarod, grid hanging, etc.). In this experiment we monitored animals for several months, using the home cage monitoring system, referred to as Tecniplast DVC® (Iannello, 2019), which enables automated and non-intrusive long term data collection.

The main goal of this paper is to explore and better understand disease progression over time while keeping animals in a familiar environment (i.e., the home cage) for most of their life. This may lead to unveil activity patterns that would be hardly measurable otherwise. Particularly, we developed a new digital biomarker to potentially detect rest disturbances by observing animals for extended periods. We considered non-activity as a measure of rest, similar to Pack et al. (2007) in which video-based locomotion has been correlated to EEG measurements to monitor rest and sleep. In addition to home cage monitoring, we also performed tests commonly used in assessing ALS-related symptoms, such as body weight loss and neuromuscular decline (grid hanging, grip strength tests, and monitoring of splay reflex). We demonstrated that the use of home cage monitoring allowed us to capture rest-related disturbances at the symptomatic stage with a peak in good correlation with other symptoms of the disease.



MATERIALS AND METHODS


Subjects

Male B6.Cg-Tg(SOD1∗G93A)1Gur/J mice carrying a high copy number of mutant human SOD1 allele (Gurney et al., 1994) were purchased at the Jackson Laboratories (Bar Harbor, ME, United States, stock n. 004435) and a mouse colony was established in-house at the CNR-EMMA-Infrafrontier-IMPC facility (Monterotondo, Italy) by crossing hemizygous transgenic males with C57BL/6J females. Progeny was genotyped by standard PCR following the Jackson Lab protocol1. Litter- and sex-matched pups were raised group-housed in standard cages (Thoren, Hazleton, PA, United States) enriched with a transparent red polycarbonate igloo house (Datesand, Manchester, United Kingdom) and with wood shavings contained in single cellulose bags, used as nest paper material (Scobis Uno bags, Mucedola, Settimo Milanese, Italy). Food (Standard Diet 4RF21, Mucedola, Italy) and water were available ad libitum on the top of the cage. Room temperature was 21 ± 2°C, relative humidity was 50–60%, and mice were kept in a 12 h light/dark cycle with lights on at 07:00 am until 07:00 pm. Animals were subjected to experimental protocols approved by the Local Animal Welfare Committee and the Veterinary Department of the Italian Ministry of Health (Aut. #914/2016-PR), and experiments were conducted according to the ethical and safety rules and guidelines for the use of animals in biomedical research provided by the relevant Italian laws and European Union’s directives (Italian Legislative Decree 26/2014 and 2010/63/EU). All adequate measures were taken to minimize animal pain or discomfort. Extra wet food was provided inside the cage when the animals were showing a body weight loss of approximately 10%.



Experimental Design

Male and female wild-type (WT) and transgenic (SOD1G93A) littermate mice at the age of 7 weeks were transferred to the DVC® rack (see below), housing two mice per cage of same sex and genotype and assigned to the following experimental groups: (1) Males, WT n = 18 (9 cages); (2) Males, SOD1G93A (TG) n = 18 (9 cages); (3) Females, WT n = 22 (11 cages); (4) Females, SOD1G93A (TG) n = 20 (10 cages). Experiments have been conducted testing three separate cohorts of mice (Cohort I N = 18, Cohort II N = 30, Cohort III N = 30), coming from three breeding generations.

From the age of 7 weeks, all mice were weighed weekly and tested for neuromuscular function using the grid hanging (weekly) and grip strength (every 2 weeks only for the cohort II and III) tests. Hind limbs splay reflex was monitored weekly from the age of 8 weeks to determine disease onset and progression. Grip strength and splay reflex results are presented in the Supporting Information. Mice of the first cohort were sacrificed at 22 weeks of age based on failure on the grid hanging test. Mice of the second and third cohort were monitored until humane endpoint (body weight loss > 20% or loss of righting reflex), around age 24 weeks, and thus sacrificed according to current laws and regulations. Cages were changed every 2 weeks for cohort I (due to mouse facility management priorities) and once a week for cohort II and III, we verified that this difference did not affect data outcome.



Home Cage Activity Monitoring: Digital Ventilated Cage (DVC®) System

All mice were housed in a Digital Ventilated Cage (DVC®) rack, which is equipped with a home cage monitoring system capable of automatically measuring animal activity 24/7 (Iannello, 2019). DVC® rack is installed on a standard IVC rack (Tecniplast DGM500, Buguggiate, Italy) by adding sensing technologies externally to the cage, so that neither modifications nor intrusion occur in the home cage environment. Animal locomotion activity is monitored via a capacitance sensing technology by means of 12 contactless electrodes, uniformly distributed underneath the cage floor, which record animal movements based on their presence in each electrode surrounding. In this work, animal activity is captured, similarly, to the activation density metric defined in a previous study (Iannello, 2019), and by choosing to aggregate measurements in bins of 1 min (raw activity data). For simplicity, we refer to this metric as activity throughout the paper. Since this study lasted several months (compared to the 1-min binning), we decided to condense the 1-min raw activity into two distinct measurements per week: (i) average activity during night time (i.e., by averaging all 1-min bins within night period in each week); (ii) average activity during day time. Furthermore, we also investigated the average activity pattern across the entire day (24 h) by observing the minute-based activity. We considered the minute-based activity time series (1440 min across 24 h), smoothed it with a moving average of 60 min and normalized it to peak activity so that the maximum value is one. We then considered the average of this smoothed and normalized curve across all days of the period of interest and for all the cages for each group. Finally, we also analyzed the least active consecutive hour, which may relate to a longer period of rest. The least active hour, for each cage and for each day, is determined by selecting the 60 consecutive min with the lowest average activity across that day (24 h). We found that all least active hours always lie within day time, as shown in the histogram in Supplementary Figure S1.



Regularity Disruption Index (RDI)

In this paper, we introduce the use of a novel digital biomarker, referred to as Regularity Disruption Index (RDI), which has been developed to capture irregular animal activity patterns. To quantitatively capture these patterns, we designed RDI based on the sample entropy (Richman and Moorman, 2000) as the core metric, in which we set parameters m = 2 and r = 0.2 (as per notation in Richman and Moorman, 2000), which has been used in some studies to analyze locomotor activity data (Hauge et al., 2011). We computed the sample entropy of the minute activity during day time (i.e., N = 720 being the sequence length, that is, the number of minutes in 12 h). Before computing the sample entropy of the time series, we set activity below a given threshold (λ = 0.005) to zero and then applied a Butterworth band-pass filter (independently for each day), whose parameters have been derived with Python library SciPy v.1.1.0. We used a filter of the fourth order and with normalized cut-off frequencies (flow = 1/2000 and fhigh = 1/300). We practically observed that band-pass filtration enables more stable results than that without filtering. As for the DVC® activity (see above), we considered the weekly average RDI throughout the paper. We used the same approach to compute RDI during night time (N = 720). Similar to the minute-based 24 h activity pattern (with 1-min granularity), we considered the 24 h pattern of RDI. Here, we computed a central moving RDI with a window of 60 min: for each minute t, moving-RDI is obtained by computing RDI of the minute activity during the 1 h interval centered in t (N = 60). Finally, we also computed RDI within the least active consecutive hour (N = 60), for each cage and day.

It is worth to mention that RDI is a metric that measures irregularities of a time series (home cage activity in this paper), and it is not influenced by the absolute amount of the activity itself. As an example, a period of activity (divided in 1 min bins) in which all minutes have similar activity levels, gives an RDI approaching 0. Furthermore, RDI is scale invariant: if we multiply the activity levels by a scalar value, RDI does not change. Instead, when minutes of activity are very different with each other, then RDI tends to be large, regardless of the average activity in the period of interest.



Neuromuscular Function and Body Weight Assessments


Grid Hanging Test

Mice were tested weekly from the age of 7 weeks. Each mouse was placed in the center of a wire grid (1-cm squares) raised about 50 cm from a bench covered with sawdust bags. After gentle shaking, the grid was rotated upside down and the mouse was left hanging on it. The latency to fall from the grid was recorded over two trials of 60 s each, with an inter-trial interval of approximately 30 min (Olivan et al., 2015). For each time point (age in weeks) the sum of the two trials was used for the analysis. When the total latency of two trials was under 10 s the test was terminated for that mouse.



Grip Strength Test

Mice of the second and third cohort were tested on the grip strength meter apparatus (Bioseb, France) every two weeks from the age of 7 weeks until 21 weeks. Each mouse was held gently by the base of its tail over the top of the grid with its torso in a horizontal position, then it was pulled back steadily until it could no longer resist the increasing force and the grip was released (Mandillo et al., 2008). The grip strength meter digitally displays the maximum force applied as the peak tension (in grams) once the grasp is released. For each mouse the grip test consisted of three trials with forelimbs and three trials with all four paws with an inter-trial interval of 60 s. For each time point (age in weeks) the mean of the three trials was taken as an index of forelimb and all four paws grip strength. Results of four paws measures in this test are in Supporting Information.



Body Weight, Splay Reflex, Disease Symptoms, and Humane Endpoint Assessment

Body weight (BW) was measured weekly from age 7 weeks and after each behavioral test. Data were expressed as percentage variation of weight compared to the first measure taken at 7 weeks of age. Hind limbs splay reflex was scored weekly in transgenic mice from the age of 8 weeks. Each mouse was lifted by the tail for 2 s and a score from 0 (full hind limbs extension) to 4 (absence of righting reflex, humane endpoint) were assigned based on the degree of legs extension from the body’s lateral midline (Leitner et al., 2009; Deitch et al., 2014). Symptoms like tremors, loss of splay reflex, BW decline, delayed righting reflex were daily monitored at the late stage of the disease and used to determine the humane endpoint (BW loss > 20%, complete loss of righting reflex).



Statistical Analysis

Since the same subjects were assessed over time, we performed non-parametric repeated measures analysis on most datasets with Genotype and Sex as between-subject factors and Age (weeks) as within-subject factor (see Pernold et al., 2019). We used the rank-based analysis of variance-type statistic (ATS), as implemented in the nparLD R Software package (Noguchi et al., 2012). We performed the statistical tests until age 20 weeks because after that time some subjects were missing. We ran post-hoc analysis where possible, using two-sample T-tests. Since the conventional Bonferroni correction is too conservative for strongly correlated repeated measures (in our case measurements are taken quite frequently with respect to the time scale of development of the disease), we used the D/AP procedure to correct tests for multiple comparisons (Sankoh et al., 1997). This method considers correlation between outcomes and is equivalent to no correction for perfectly correlated measures and to Bonferroni correction for completely independent measures. For reference, we reported tables with different correction methods (no correction, Bonferroni correction, D/AP correction) in the Supporting Information. We performed post-hoc analysis for both DVC® and conventional measures until the age of 20 weeks in which all the cages or mice were still present. In all other cases presented in the paper, not involving repeated measures, we performed two-sample T-test.

We used Python to process and visualize data and R to run all statistics (version 3.4.3), with significance level α = 0.05. For the analysis of DVC® metrics (activity and RDI) the statistical unit is the cage, while for the analysis of physical assessments (BW, grid hanging test, grip strength test, splay reflex score) the statistical unit is the individual mouse. Days of cage changing were excluded from the analysis. Moreover, since a male WT mouse died during the experiment at week 16, we excluded its cage from the analysis of DVC® metrics. Data are generally presented as mean ± SEM (relatively to cages for DVC® metrics and to mice for tests outside the cage).



RESULTS


DVC®-Based Activity and RDI Patterns

The DVC® system monitored night and day time activity of mice 24/7 for about 4 months. As expected, mice are more active during the night period (Pernold et al., 2019) particularly closer to light/dark transitions (Figures 1, 2).


[image: image]

FIGURE 1. Heat maps of activity. Left panels depict 24 h activity across 7–24 weeks of age in a cage of WT (A) and a cage of SOD1G93A (C) male mice (n = 2 per cage). Dotted boxes represent activity during day time between age 16–20 weeks, which are then zoomed in the respective right panels (B,D). Weekly cage change related peaks of activity appear clearly as red stripes.
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FIGURE 2. Activity and moving-RDI patterns over 24 h. Panels (A–D) show the minute-based activity time series over 24 h, smoothed with a moving average of 60 min and normalized to peak activity (=1.0), then averaged across cages of the same group and weeks of the same 3-weeks period. Panels (E–H) show the central moving RDI computed on the minute-based activity with a sliding window of 60 min, then smoothed with a moving average of 60 min and averaged across cages of the same group and weeks of the same 3-weeks period. Lights-on at 07:00 AM (hour 0), lights-off at 07:00 PM (hour 12).


In Figure 1 heat maps of two representative cages of male wild-type (WT) and SOD1G93A (TG) mice (2 mice per cage) show how the activity is distributed across the 24 h (Figures 1A,C) along the experiment (from age 7 until 24 weeks of age). While the activity of WT mice is very stable across the whole experiment, we observed a clear reduction of nocturnal activity in SOD1G93A cages around 19 weeks of age, corresponding to the fully symptomatic stage in this mutant strain (tremors, hind limb weakness, overt weight loss). Interestingly, from around 16 weeks of age we observed an atypical pattern of day time activity in the SOD1G93A cages compared to WT littermates (highlighted with the dotted boxes in Figures 1A,C). This pattern is also visible during the night time hours when the mice show lower activity (4–2 h before lights-on). In Figures 1B,D we zoomed in the day time activity of mice to better appreciate the difference in the activity pattern in a period in which mice usually rest. In Figure 1B the peaks of activity (in red) during routine weekly cage changes are evident.

To qualitatively observe these activity-based patterns for all the cages, we show the average time series of normalized activity and moving-RDI over 24 h in Figure 2. As expected, the overall activity is higher during night time and interestingly we observed qualitative differences in the peaks of activity between males and females. All groups show very low activity during day time and interestingly also during some hours of the night, right before the response to lights-on (hours 20–22), suggesting that mice may have a resting stage during the lights-off phase, too.

In Figure 1, we observed that TG mice (developing ALS) start showing activity patterns that become irregular, with frequent activity bouts, which are not seen in control groups or TG mice at a younger age. The activity anomalies observed especially in the diurnal pattern of activity in SOD1G93A cages led us to develop RDI as a digital biomarker to quantitatively measure the irregularities of these patterns. To qualitatively observe how this index changes during the 24 h, we first show the average moving-RDI time series for each group and over time (Figures 2E–H). The pattern of moving-RDI of WT mice and TG mice at a younger age is similar to the activity pattern, with low values during the most inactive hours and peaks corresponding to peaks of activity (when activity is very variable on a minute-by-minute basis). In both male and female TG mice (Figures 2F,H), we show that the average curves arise with increasing age. The increase is remarkable during day time: although the average activity remains very low (Figures 2B–D), the moving-RDI index becomes as high as the periods with high activity (e.g., peaks during the night), showing that it is the activity pattern that changed, i.e., minutes become largely variable between each other, and thus irregular, and not the amount of activity, which remains substantially unchanged. The increase of the TG curves is also visible during night time, especially during periods in which the average activity is lower than the peaks.

After qualitatively observing activity and RDI over 24 h, we quantitatively summarized these metrics in the following sections.



DVC® Monitoring of Day and Night Activity

We show the average weekly cage activity during night (Figure 3A) and day (Figure 3C) time over the course of the experiment (age 7–24 weeks). We observe a decreasing trend of both day and night activity in TG mice compared to WT, that however, is not statistically significant for night activity since we had to limit the analysis up to week 20 to have all the animals for all the weeks, due to repeated measures testing that require all subjects at all time points. For day activity, we instead found a significant interaction between genotype and age (nparLD test, Genotype × Age interaction: Statistic = 6.415, df = 4.161, p < 0.001). To further investigate the trend of activity in TG mice, starting at age 16–17 weeks and continuing even after the 20th week, we computed the linear regression on the night and day activity between weeks 16 and 24, by considering only weeks with two mice in the cage. The slopes of the regression lines are shown in the bar plot of Figure 3B (night) and Figure 3D (day). As expected, the slope for night activity (Figure 3B) for both TG males and females are considerably larger than those of the control mice (two-sample T-test, males: T = 3.802, df = 15, p < 0.01; females: T = 5.470, df = 19, p < 0.001). For day activity, we found a significant difference in the slope only in males (Figure 3D, two-sample T-test, males: T = 3.876, df = 15, p < 0.01; females: T = 0.233, df = 19, p > 0.05).
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FIGURE 3. Night and day time activity. Average weekly activity (±SEM) over night (A) and day (C) time across 7–24 weeks of age in male (M, blue squares) and female (F, red circles) cages of WT (open symbols) and SOD1G93A (TG, filled symbols) mice. N of cages per group: M WT = 8; M TG = 9; F WT = 11; F TG = 10. We found no significant D/AP post-hoc test (until week 20) when comparing day activity between WT and TG with both males and females. Since we found a significant Genotype X Sex X Age interaction for day time activity (nparLD test, Genotype X Sex X Age interaction: Statistic = 2.356, df = 4.161, p < 0.05) we compared TG males with TG females with D/AP post-hoc procedure in C (*p < 0.05, **p < 0.01, black stars). We observed a clear decreasing trend of day and night activity in TG mice compared to WT, but we could not perform tests after week 20, since some cages were missing. Panel (B) shows the slope of the linear regression computed for the weekly night time activity points in weeks of age 16–24, while panel (D) shows the results for day time activity. (**p < 0.01, ***p < 0.001 two sample T-test).




Regularity Disruption Index (RDI)

To quantitatively capture the increase of irregular patterns of activity in SOD1G93A cages over the development of the disease (Figure 1), we computed RDI during the 12 h of day time, when mice are more inactive and where we observed a higher increase of moving-RDI in Figures 2F,H. Figure 4 clearly shows how this index is rapidly increasing over weeks of age and is remarkably high in both male and female TG mice with a peak around 20 weeks of age, while remaining essentially flat in WT mice (nparLD test, Genotype effect: Statistic = 10.054, df = 1, p < 0.01; Genotype × Age interaction: Statistic = 25.459, df = 6.429, p < 0.001). Note that RDI curves for TG mice are bell-shaped, meaning that after an increase and a peak, then follows a decline. The reasons need to be further investigated, but it is likely due to the fact that, after the peak, around 20 weeks, TG mice neuromuscular functions deteriorate, and their ability to move is severely impaired. Consequently, the chance to be inactive increases, and thus the RDI decreases. The average RDI curves for TG males and TG females show similar but shifted patterns (Figure 4C). We thus computed the cross-correlation (Lewis, 1995) between the two curves and found that they are maximally similar (i.e., maximum of the cross-correlation) when the curve of TG females is anticipated by 1 week. However, onset of RDI, defined as the age at which TG mice differ significantly from WT (D/AP Post-hoc test), is 16 weeks both in males and females.
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FIGURE 4. Day-time Regularity Disruption Index (RDI). Average weekly RDI curves (±SEM) across 7–24 weeks of age in (A) males, (B) females, (C) TG males and females measured during day time. N of cages per group: M WT = 8; M TG = 9; F WT = 11; F TG = 10. In males (A) and females (B) *p < 0.05, **p < 0.01, ***p < 0.001 WT vs. TG, D/AP post-hoc procedure. Since we found a significant Genotype X Sex X Age interaction (nparLD test, Genotype X Sex X Age interaction: Statistic = 3.084, df = 6.429, p < 0.01), we compared TG males with TG females with D/AP post-hoc procedure in (C) (*p < 0.05, **p < 0.01, black stars).


To better observe RDI during potential resting periods, we also calculated RDI within the least active consecutive hour (Figure 5), which may relate to a long period of rest. In this time window, we found that both activity and RDI in TG mice increase over weeks, with a peak at around 20 weeks of age (nparLD test for activity, Genotype × Age interaction: Statistic = 18.928, df = 7.542, p < 0.001; nparLD test for RDI, Genotype × Age interaction: Statistic = 13.909, df = 7.053, p < 0.001). Particularly, Figures 5A,B show that there is always a consecutive hour of the day when the activity is approximately zero for WT mice, as opposed to TG mice. The least active hour is found always during the lights-on period (Supplementary Figure S1). The scatter plots in Supplementary Figure S2 show the direct relationship between the average weekly activity and RDI in the least consecutive hour, for all the cages.
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FIGURE 5. Activity and RDI within the least active hour. Average weekly activity and RDI curves (±SEM) across 7–24 weeks of age in (A,C) males, (B,D) females, measured during the least active hour of the day. N of cages per group: M WT = 8; M TG = 9; F WT = 11; F TG = 10. In males (A,C) and females (B,D) *p < 0.05, **p < 0.01, ***p < 0.001 WT vs. TG, D/AP post-hoc procedure.


Since we observed an increase of moving-RDI also during night time (Figure 2), we also analyzed the night time RDI (Supplementary Figure S3). This index is higher than day time RDI for WT mice and TG mice at young ages, because resting periods are less frequent and thus activity is more irregular during lights-off hours. Still, we observe an increase of night-time RDI for TG mice, that becomes significantly higher than WT mice (see Supplementary Material).



Classical ALS Model-Related Measures: Neuromuscular Function and Body Weight Assessments

Beside the deficit in body weight gain, SOD1G93A mice show the expected decline in neuromuscular function assessed by grid hanging and grip strength tests and splay reflex score (Figure 6 and Supplementary Figures S4, S5).
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FIGURE 6. Grid hanging test and body weight gain. (A) Latency to fall per mouse (average time ± SEM) of mice hanging from an inverted grid. (B) Average percentage of body weight gain ± SEM (per mouse) calculated from initial weight at age 7 weeks. Measures were taken weekly (weeks 7–22) in male (M, blue squares) and female (F, red circles) WT (open symbols) and SOD1G93A (TG, filled symbols) mice. N of mice per group: M WT = 17; M TG = 18; F WT = 22; F TG = 20. In each sex group (males = blue stars, females = red stars) *p < 0.05, **p < 0.01, ***p < 0.001 WT vs. TG, D/AP post-hoc procedure. Since we found a significant Genotype X Sex X Age interaction in the grid hanging test (nparLD test, Genotype X Sex X Age interaction: Statistic = 11.630, df = 5.206, p < 0.001) we compared TG males with TG females with D/AP post-hoc tests in A (*p < 0.05, **p < 0.01, ***p < 0.001, black stars).


In the grid hanging test (Figure 6A), the nparLD analysis revealed a significant effect of Genotype, Sex and Age factors and all their interactions (p < 0.001). In particular, male TG mice show a significant reduction in grid hanging duration compared to WT starting at 16 weeks of age (D/AP Post-hoc tests) while female TG mice show a reduction starting much later (20 weeks of age).

We expressed body weight as percentage of weight gain calculated from initial weight at 7 weeks of age (Figure 6B). While WT mice show a constant weight gain over time, TG mice show a slower weight gain since early ages (nparLD test from week 8–20, Genotype factor: Statistic = 33.778, df = 1, p < 0.001; Genotype × Age interaction: Statistic = 39.300, df = 4.408, p < 0.001). Female TG mice weigh consistently and significantly less than WT starting at week 12 while TG male weigh significantly less than WT starting from week 13 (Figure 6B).

We measured grip strength only in mice of the second and third cohort (N = 59) and, as expected, TG mice showed a decrease in grip strength over time, and a significant difference between WT and TG mice at early ages (9 weeks of age for males and 11 weeks of ages for females, as in Supplementary Figure S4). We also observed in SOD1G93A mice the loss of hind limbs splay reflex at the age of 14–15 weeks (Score = 1; Supplementary Figure S5), the score increased with age implying a progressive severity of this neurological deficit, worse in males than in females.



Effects of Husbandry and Experimental Procedures on Activity and RDI

As an additional investigation, we assessed the impact of procedures such as cage change, grid and grip tests, and body weight measurements on activity and RDI metrics. We separated the average activity and RDI measured during weekends (when no procedures are performed) and weekdays in which either cage change or experimental procedures are performed (cage change day or weekdays) (Figure 7).
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FIGURE 7. Impact of procedures. Day time activity (A) and RDI (B) curves across weeks 7–24 in WT (open symbols) and TG (filled symbols) (males and females) during cage change days (red triangles), weekdays (green crosses, 2 days in which procedures as grid test or body weight assessment were performed) or weekends (orange diamonds, Saturday and Sunday, without procedures). Data are mean ± SEM. N of cages per group: WT = 19; TG = 19. No differences were observed in RDI between weekdays and weekends in both genotypes. RDI is not influenced by personnel activity in the room nor by experimental procedures.


We performed the nparLD test with Genotype as between-subject factors and Age (weeks) and Day_type (weekdays or weekend) as within-subject factor. Cage change days as a within-subject factor could not be included in the statistical analysis due to different periodicity in the two cohorts (cage change every two weeks vs. weekly). As expected, day time activity on weekdays is higher than weekends (Figure 7A; nparLD test, Day_type factor: Statistic = 212.245, df = 1, p < 0.001). Day time activity is also strongly impacted by cage change procedures, as already observed in Pernold et al. (2019), and clearly visible in Figure 7A. For this reason, we remind that days of cage changing were excluded from all the previous analyses. Interestingly, RDI does not show a significant difference between weekdays and weekends (nparLD factor, Day_type factor: Statistic = 1.690, df = 1, p > 0.05; Day_type X Genotype interaction: Statistic = 0.034, df = 1, p > 0.05), and similarly, the RDI is not substantially affected during cage change days (Figure 7B).



DISCUSSION

In this paper, we presented a novel digital biomarker with the aim to provide a non-invasive method for the identification of ALS-related symptoms in male and female SOD1G93A mice. We monitored animals in their home cage via the DVC® system, which is capable of non-intrusively detecting animal locomotor activity 24/7. We considered previously developed metric such as DVC® activity (Iannello, 2019; Pernold et al., 2019) and developed a new metric, referred to as Regularity Disruption Index (RDI), which is designed to capture irregularities in the activity pattern of mice. We also collected measurements on the grid hanging test, grip strength test, hind limbs splay reflex and body weight, which are classically used to monitor the progression of the disease (Knippenberg et al., 2010; Deitch et al., 2014; Olivan et al., 2015).

We showed that RDI is a digital biomarker capable of detecting ALS-related symptoms, similarly, to the decline of neurological and motor functions. The peculiarity of RDI is that it is derived from the raw home-cage activity, thus avoiding handling animals compared to other commonly used procedures such as the grid hanging or the grip strength tests. Moreover, RDI is a robust measure that it is not substantially impacted by cage changing or other procedures performed during day time.

The fully symptomatic stage in which most of the disease related phenotypes are represented can be positioned in the time window 16–22 weeks of age. In this critical interval the RDI-related significant difference WT vs. TG is in fairly good alignment/correspondence with the decline of night time activity, neuromuscular functions, body weight and progressive loss of splay reflex. All these phenotypes appeared earlier in males than females as already reported in other studies (Mccombe and Henderson, 2010). In summary, we thus confirm the phenotypes, onsets and the expected sex differences observed in previous studies, by monitoring SOD1G93A mice using both DVC® activity and classical measures.

We observed that the rise of RDI in TG mice is remarkable especially when computed during day time (in which mice, a nocturnal species, are mostly inactive). The increase of irregularity in day activity pattern in TG mice could reflect disturbances in their rest/sleep behavior. To further investigate this potential relation, we show that RDI increases also within the least active hour of the day, in which mice probably rest most of the time (Huber et al., 2000). The activity of TG mice also increases in this time interval, while it remains approximately zero for WT mice, suggesting that WT mice are almost completely inactive and rest at least for an hour, as opposed to TG mice. All these findings suggest that RDI is an additional marker to detect symptoms of the disease automatically and non-invasively and, once validated, could potentially detect ALS-related sleep fragmentation at the symptomatic stage.

In general, we believe that observing animals in the home cage 24/7 provides clear advantages to experimental data collection, as it allows constant animal monitoring, during both resting and active periods, no animal handling and, crucially, metrics are based on algorithms that are objective and replicable across experiments and sites. This differs from tests performed outside the home cage, which require animal handling during animal resting periods, and often measurements are impacted by operator subjectivity. In addition, we showed that RDI is substantially not influenced by external procedures taking place in the animal room during the day.

The RDI metric, that we suggested being able to capture potential rest/sleep disturbances in ALS models, could be useful as a digital biomarker to detect disease-related phenotypes also in other neurodegenerative disease models. Circadian rhythm and sleep disruption are in fact recognized as common symptoms that negatively affect the quality of life in many diseases such as Parkinson’s, Alzheimer’s, schizophrenia (Iranzo, 2016; Falup-Pecurariu and Diaconu, 2017; Winsky-Sommerer et al., 2019) and also ALS (Lo Coco et al., 2011; Boentert, 2019). Often these disturbances have been recognized as premorbid signs of the disease and are also typical in the aging population (Leng et al., 2019).

In ALS patients, sleep disruption is often caused by respiratory dysfunction and nocturnal muscle cramps and fasciculations accompanied by pain (Ahmed et al., 2016; Boentert, 2019).

Very few studies have explored a sleep- or circadian activity-related phenotype in ALS animal models. Sleep fragmentation has been observed in a TDP-43 Drosophila model (Estes et al., 2013). A study in FUS mutant rats reported sleep and circadian rhythm abnormalities that precede cognitive deficits (Zhang et al., 2018). In SOD1G93A mice have been observed sleep-related EEG/EMG abnormalities that increase with age (Liu et al., 2015). Additionally, always in SOD1G93A mice, melatonin has been shown to increase survival (Weishaupt et al., 2006) while light-induced disruption of circadian rhythm anticipated disease onset and reduced survival (Huang et al., 2018). Our findings, though not measuring sleep directly, suggest a surge of rest fragmentation in both male and female SOD1G93A mice at the symptomatic stage. Additional investigations will be planned in order to validate the RDI to consider it a true sleep disturbance index, for example by using electroencephalographic measures and video recordings of sleep behavior.

Overall, we believe that digital biomarkers associated with long-term monitoring of animals affected by neurodegenerative diseases, such ALS, can shed light on behavior and activity patterns that are either unknown or not easily available with conventional, non-continuous animal monitoring. Moreover, the advantages become even more evident when these digital biomarkers can be extracted via technologies capable of non-intrusively monitoring animals 24/7 for several weeks and months. We also envision that digital biomarkers such as RDI, can be successfully applied to other diseases where sleep/rest disturbances appear over time, and that they can be used to preliminary assess the efficacy of treatments in large experiments. In fact, systems such as DVC®, can be used to monitor hundreds of cages simultaneously and thus would be very helpful for large-scale mouse phenotyping endeavors as the one undertaken for example by the International Mouse Phenotyping Consortium (IMPC) (Meehan et al., 2017; Brown et al., 2018; Joshi et al., 2019).
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Basic research of fear and anxiety in rodents has historically utilized a limited set of behavioral paradigms, for example, Pavlovian (classical) fear conditioning, the elevated plus-maze, or inhibitory (passive) avoidance. These traditional paradigms measure a limited selection of variables over a short duration, providing only a “snapshot” of fear and anxiety-related behavior. Overreliance on these paradigms and such behavioral snapshots ultimately lead to a narrow understanding of these complex motivational states. Here, we elaborate on the closed economy; a seldom-used paradigm that has been modified to comprehensively study fear and anxiety-related behavior and neurocircuitry in rodents. In this modified “Risky Closed Economy (RCE)” paradigm, animals live nearly uninterrupted in behavioral chambers where the need to acquire food and water and avoid threat is integrated into the task. Briefly, animals are free to acquire all of their food and water in a designated foraging zone. An unsignaled, unpredictable threat (footshock) is introduced into the foraging zone after a baseline activity and consumption period to model the risk of predation, which is then removed for a final extinction assessment. This longitudinal design, wherein data from a multitude of variables are collected automatically and continuously for 23 h/day over several weeks to months, affords a more holistic understanding of the effects of fear and anxiety on day-to-day behavior. Also, we discuss its general benefits relevant to other topics in neuroscience research, its limitations, and present data demonstrating for the first time The Risky Closed Economy’s viability in mice.
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INTRODUCTION

Neuroscience techniques are becoming exponentially more sophisticated, allowing researchers to measure and manipulate the brain at larger scales with more precision and specificity. However, in rodent fear and anxiety research, what appears to remain static is the use of a limited set of behavioral paradigms in which these new technologies are being employed (Mobbs and Kim, 2015; Kim and Jung, 2018). Examples include Pavlovian (classical) fear conditioning and the freezing response (Fanselow, 1980), the elevated plus-maze and time spent in open arms (Pellow et al., 1985), and inhibitory (passive) avoidance and latency to enter a shock-associated dark compartment (Venable and Kelly, 1990; Deakin and Graeff, 1991). While such paradigms have yielded invaluable insights, they are usually short (typically minutes) and measure a narrow range of behaviors, in effect providing only a “snapshot” of a given phenomenon (Pellman and Kim, 2016). For example, this brief sampling of behavior excludes temporal aspects of fear and anxiety, including how fear and anxiety-related behavior vary over time, as well as how fear and anxiety affect circadian/infradian rhythms and long-term, risky decision-making.

On one hand, the continued use of these customary paradigms allows researchers to focus on thoroughly mapping and characterizing the neurocircuitry of a small set of well-known, predictable behaviors. On the other hand, their overreliance leads to gaps in knowledge regarding the behaviors and neurophysiology associated with fear and anxiety in rodents and thus a restriction on translational potential (Pellman and Kim, 2016). What is needed also are paradigms that can more comprehensively model in rodents the complexities of normative fear and anxiety. One such paradigm that provides the foundation for a more holistic approach to studying rodent behavior is the “closed economy”; a paradigm in which animals obtain their daily food exclusively through operant responding and typically live in the operant chambers themselves (Collier et al., 1972; Collier, 1983). By introducing an aversive component to the closed economy—namely, context-dependent, unpredictable footshock lasting several weeks (Fanselow et al., 1988; Helmstetter and Fanselow, 1993)—a unique, naturalistic chronic approach/avoid conflict is engendered; “The Risky Closed Economy (RCE)”. With the addition of modern animal tracking and automation technologies (Kim et al., 2014), the RCE allows for fear and anxiety-related behavior to be expansively studied.



HISTORICAL ORIGINS

In economic terms, a closed economy refers to an ideal state in which daily consumption is the result of the equilibrium of supply and demand. As it applies to animal research, a closed economy refers to a scenario in which the animal’s consumption of food (demand) results solely from its interaction with schedules of reinforcement (supply); that is, the animal controls its total food intake via operant responding without experimenter food supplementation (Hursh, 1980). This contrasts with an “open economy,” where food is supplemented outside of the operant session and thus behavior within the session is independent of total daily consumption of the reinforcer (Hursh, 1980, 1984). Also, characteristic of animal closed economy experiments are long measurement sessions—typically 23 h per day over several days—sufficient within-session reward densities suitable for survival and deprivation levels that are determined by the animal’s within-session food intake (Timberlake and Peden, 1987; Posadas-Sanchez and Killeen, 2005; Figure 1A). Collier et al. (1972) were the first to characterize rats’ foraging behavior as a function of effort in a closed economic system and showed that male rats exhibit robust operant responding for food pellets at unusually high reinforcement schedules when daily food consumption was made entirely contingent on the animals’ behavior, as would be the case in the animals’ natural environment. They additionally demonstrated that rats tend to decrease eating bouts while increasing pellets obtained per eating bout in response to increasing schedule demands, following optimal foraging strategy, which postulates that animals strive to maximize caloric intake while minimizing energy and time costs (MacArthur and Pianka, 1966; Figure 1B). Importantly, these results contrast with studies that show that animals are far less willing to engage similar schedules of reinforcement when food is supplemented outside the testing session, emphasizing the notion that the animal’s total reinforcer economy and their experience outside of the testing session are crucial determinants of operant behavior within the testing session (Hursh, 1978, 1980; Kearns, 2019; but see Timberlake and Peden, 1987). Since these original studies, much research has been dedicated to exploring the influences of open economies vs. closed economies on operant behavior in a variety of species (for review see Posadas-Sanchez and Killeen, 2005; Kearns, 2019).
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FIGURE 1. Traditional closed economy concepts and The Risky Closed Economy (RCE). (A) In “closed economies,” food and/or water is not supplemented after testing; animals must earn all of their food and/or water during the testing session, reflecting naturalistic conditions. Closed economy experiments also typically utilize long testing periods. This contrasts with “open economies” where food is supplemented (e.g., food restriction) after brief tests. (B) The use of chained schedules of reinforcement in closed economy experiments (e.g., fixed ratio-continuous reinforcement) allows for discrete eating bouts (“meals”) and the number of pellets per eating bout (“meal size”) to be measured. Under optimal experimental parameters, closed economy animals characteristically decrease the frequency of meals and increase meal size in response to increasing food procurement costs. (C) In the RCE, pseudo-random footshock is integrated into a longitudinal closed economy framework as a means to model naturalistic risky foraging with predation threat. Use of an unsignaled (no cue) or signaled (cued) shock allows one to investigate the effects of diffuse, anxiety-evoking, or imminent, fear-evoking threat, respectively, on circadian and infradian behavior. Red arrow thickness and quantity of red plus signs represent the impact of shock condition on the listed behavioral variables under optimal experimental parameters (i.e., from rat studies mentioned in the text). Darting: sudden activity bursts exceeding 23.6 cm/s.





NATURALISTIC QUALITIES

The closed economy approximates a naturalistic foraging scenario. As mentioned above, the animal alone dictates its daily nutrition but must exert effort to obtain sustenance. This effort component arises from a chained schedule of reinforcement, which is used to model the time/energy costs associated with initially procuring the food item and the subsequent energy/time costs associated with manipulating and consuming the food item while foraging (Collier, 1983). In completing the procurement phase of the schedule (first chain component; e.g., fixed-ratio 50, FR50), the animal initiates a “meal” and then transitions into the consumption phase (second chain component; e.g., continuous reinforcement, CRF), where it may obtain food as long as it continues to emit operant responses. A meal ends when the animal fails to respond after a set amount of time in the consumption phase, which resets the schedule and ends the meal. The amount of food obtained during a meal is referred to as the “meal size.” Therefore, in response to shifting foraging constraints, the animal can choose to alter its foraging strategy by changing parameters such as daily meal frequency, meal size, and response rate (Collier, 1983).

The closed economy is further made naturalistic when a risk component is added to the foraging experience. In nature, animals must often leave the safety of their nests to forage in potentially dangerous locations (Lima and Valone, 1986). Fanselow et al. (1988) housed female rats in operant chambers that included a safe “Nest Zone,” comprised of sawdust bedding and a water bottle, and a risky “Foraging Zone,” which contained a shock grid floor and the operant lever/food port. After a baseline foraging and activity period, unsignaled but escapable footshocks were administered in the Foraging Zone for several weeks to model an additional cost associated with naturalistic foraging: predation (Krebs, 1980). These unpredictable shocks were then terminated for a “Post-Shock” (“Extinction”) assessment. Rats responded to this persistent threat by decreasing meal frequency but compensated caloric intake by increasing meal size (Figure 1B). This strategy, coupled with a strong avoidance of the risky Foraging Zone during the “Shock” phase, allowed animals to continue to gain weight and minimized the amount of daily footshock received. The results of this study and future studies expanding on this paradigm (Helmstetter and Fanselow, 1993; Kim et al., 2014; Pellman et al., 2015, 2017) support the ethological theory that animals integrate the risk of predation in their daily foraging and activity decisions (Lima and Dill, 1990). Note that footshock is not intended to represent predatory encounter per se, but is used to broadly model the risk of predation while foraging. The incorporation of risk into the closed economy framework and longitudinal design form the basis of the RCE and enhance the paradigm to achieve greater ethological relevance (Figure 1C). In the RCE, the need to acquire food and water while avoiding unpredictable threat is integrated into the animals’ lives—an ubiquitous scenario in nature (Mobbs and Kim, 2015). The naturalistic qualities and longitudinal design of the RCE provide unique benefits compared to traditional methods (Table 1) as discussed in the proceeding sections.

TABLE 1. Advantages of the Risky Closed Economy (RCE) paradigm relative to traditional fear and anxiety paradigms, such as Pavlovian (classical) fear conditioning, the elevated plus-maze, and inhibitory (passive) avoidance paradigms.
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UTILITY IN FEAR AND ANXIETY RESEARCH

When shocks are delivered unpredictably, the Shock phase of the RCE most suitably evokes anxiety (Fanselow et al., 1988; Helmstetter and Fanselow, 1993; Kim et al., 2014; Pellman et al., 2015, 2017; Figure 1C, top right). According to Predatory Imminence theory, which proposes that organisms’ momentary perception of predation risk determines their defensive behavioral topography (Fanselow and Lester, 1988), the subtle changes in meal patterns and avoidance resulting from these shock parameters in the RCE resemble “pre-encounter” defensive reactions to threat (Fanselow et al., 1988; Helmstetter and Fanselow, 1993). The pre-encounter phase is defined as a situation in which there is a possibility of harm but is low in the probability or distant and is accompanied by anxiety-like reactions such as avoidance, risk assessment, and vigilance meant to decrease the chances of encountering danger (Perusini and Fanselow, 2015). The diffuse and unpredictable nature of shock using these parameters and the observed defensive behavior also aligns well with the “sustained fear” concept of anxiety, where the defensive behavior maintains long after the aversive stimulus is removed (Davis et al., 2010).

In a general sense, this paradigm shares features with traditional punishment-based approach-avoid conflict paradigms used to screen anxiolytics, such as the Vogel Conflict Test (Vogel et al., 1971) and Geller-Seifter test (Geller et al., 1962). It therefore may be useful for studies investigating the longitudinal effects of anti-anxiety medications on factors such as avoidance, decision-making, feeding behavior, and sleep/wake cycles. The RCE also shares qualities with the platform-mediated avoidance paradigm (Bravo-Rivera et al., 2014) where rats are trained to lever press for food then receive tone-shock pairings, such that when the tone is presented animals escape the shock-grid to a nearby platform. Likewise, when a signaled shock is utilized in the RCE, the paradigm contains elements found in condition suppression tasks, where the presence of a cue paired with shock terminates lever-pressing behavior (Estes and Skinner, 1941). However, these acute behavioral paradigms do not afford a comprehensive picture of the effects of threat on day-to-day behavior, measure fewer variables over shorter periods, and involve food restriction/supplementation (open economy) which can affect operant behavior (Hursh, 1980; Table 1).

The use of a discrete cue preceding shock in the Foraging Zone, such as a light, may be used to invoke fear (Figure 1C, bottom right). Fear is typically conceptualized as a defensive state resulting from the imminent, predictable threat with behaviors and neural substrates dissociable from that of anxiety (Davis, 1998; Perusini and Fanselow, 2015; Robinson et al., 2019). Indeed, when threat cues are utilized within the RCE, the foraging and activity level changes seen in the standard unsignaled shock condition are near absent, as active avoidance takes precedence over passive avoidance responses (Pellman et al., 2015). The paradigm may therefore be used to study continuously the development of Pavlovian instrumental transfer under more naturalistic conditions, or in the case of consecutive unsignaled to signaled Shock phases, whether a neural manipulation disrupts both contextual and/or discrete cue learning.

The RCE affords researchers a means to study facets of fear and anxiety-related behavior typically not feasible in the predominant paradigms mentioned above. One facet includes the spatiotemporal dimension of fear and anxiety. In segmenting the apparatus into distinct “risky” vs. “safe” zones and by continuously measuring the animal’s behavior for extended periods, one can investigate how context and prolonged exposure to aversive stimuli interact to shape the animal’s day-to-day behavior. For example, it has been shown that threat associated with the Foraging Zone during the dark portion of the dark/light cycle can change rats’ foraging and overall activity to occur primarily during the light portion of the dark/light cycle, essentially reversing the animals’ typical circadian activity patterns (Pellman et al., 2015). The paradigm may therefore be of use in research centered on fear and anxiety’s disruptive effects on circadian rhythm, which is known to be dysregulated in human anxiety and mood disorders (Amir and Stewart, 1998; Roybal et al., 2007; American Psychiatric Association, 2013; Walker et al., 2020). Given that anxiety disorders emerge early on in life (Pine, 2007), the RCE could also be used in developmental research investigating the impact of chronic, unpredictable threat or cyclic threat on anxiety, fear, and decision-making behavior in different age groups, or as an initial screening for individual differences in trait anxiety. Finally, due to the delineation of safe vs. risk zones, risk assessment behaviors such as a stretched, attentive posture toward the source of threat (Blanchard et al., 1990; Choi and Kim, 2010) may also be examined in addition to standard freezing and avoidance metrics (Figure 1C).

The naturalistic qualities of the RCE facilitate the assessment of fear and anxiety in decision-making (Mobbs et al., 2018), a form of executive functioning (Robinson et al., 2013). Aside from the aforementioned changes in meal patterns and avoidance, other forms of decision-making under risk can be examined with the creative use of the operant devices and reinforcement contingencies used to simulate the work component of foraging. Kim et al. (2014) incorporated two operant levers; one located close to the safe Nest Zone and another located on the same wall of the apparatus but at the distal end of the Foraging Zone. Results indicated that amygdala lesioned rats with an initial preference for the farther lever failed to switch to the closer, safer lever during the Shock phase unlike sham lesioned controls. In this study, the authors varied lever distance to probe the animals’ distance gradient of fear and its influence on appetitive behavior, but similar methods can be used to study a variety of other cognitive processes. For example, one could utilize two levers equidistant from the nest area that offer either high reward at low probability or low reward at high probability, respectively, to examine how the risk of shock influences impulsivity under closed economy conditions (Green and Myerson, 2004). In a broad sense, the RCE can also be used to examine in rodents human behavioral economic principles, such as those outlined in Kahneman and Tversky’s Prospect Theory (1979), which proposes that decisions under risk are subject to the influence of past outcomes and cognitive biases that promote or inhibit risk-taking behavior. For example, one can examine how different levels of anxiety/fear interact with different levels of weight loss over time to promote risky foraging or avoidance.



VIABILITY IN MICE

Studying fear and anxiety using the RCE is also feasible in mice, thus opening the door for use of transgenic mouse models. Figure 1C (left) depicts the mouse-adapted RCE. The animal position is tracked via a mounted infrared camera connected to a central computer running ANY-maze tracking software (RRID: SCR_014289). The software also quantifies lever presses/licks, triggers the pellet dispenser (ENV-310W, ENV-251M, ENV-203M-45; Med Associates, Fairfax, VT, USA) to deliver 20 mg dustless precision food pellets (F0163; Bio-Serv, Flemington, NJ, USA), and triggers the precision animal shocker to deliver shocks to Forging Zone steel grid floor (H13–15, H10–11M–XX–SF; Coulbourn, Holliston, MA, USA). One central computer with ANY-maze software and interface accommodates four chambers. Mice (N = 7) proceeded through Lever Shaping, Baseline, Shock, and Extinction phases as outlined in Figure 2A. Figures 2B–G show adult (3 months) male C57BL/6 mouse (IMSR Cat# CRL_27, RRID:IMSR_CRL:27) data. Custom Python scripts were used for data aggregation and the formation of custom variables. Parametric data were analyzed with one factor repeated measure ANOVAs followed by Bonferroni-corrected Dunnett’s post hoc comparisons in Prism (GraphPad Prism, RRID:SCR_002798). Greenhouse-Geisser corrected degrees of freedom were used when the sphericity assumption was violated (Mauchly’s test). Non-parametric data were analyzed with rank-based repeated measure ANOVAs followed by Bonferroni-corrected multiple comparisons using the R package nparLD (Noguchi et al., 2012). All statistical tests were performed with an alpha level set to 0.05.
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FIGURE 2. Mice are a viable alternative to rats in RCE experiments. (A) Upon arrival, animals were immediately housed in RCE Chambers distributed between two rooms (four chambers/room). Mice were then shaped to lever press for food at a fixed ratio 25-continuous chained schedule of reinforcement (FR25-CRF), wherein each press beginning at FR25 results in one pellet/press. The schedule resets after 1 min of lever inactivity. A “meal” occurs when the FR threshold is met and continues until the scheduled reset. Shaping begins at FR1 and doubles every 2 days until FR25 (except FR16 transitions to FR25). Baseline foraging and activity level assessment follow until 7 days of stable behavior are obtained. Unsignaled, pseudo-random (~2/h) footshocks (0.5 mA, 10 s or until escape to Nest Zone; 48 shocks/day max) are introduced in the Foraging Zone for a 2-week Shock phase. Finally, shocks are terminated for a 2-week Extinction phase. (B–G) shows the daily average (black line) with individual mouse data (gray lines; top) and weekly average ± SEM (bottom) for daily total time spent (minutes) in the Foraging Zone (B), meal frequency (or the number of meals/day; C), food pellets consumed (D), water lick meter beam breaks (E), meal size (food pellets/meal; F), and animal weight (grams; G) of adult male C57BL/6 mice (3 months old upon arrival; N = 7) across Baseline (BL), Shock (S) and Extinction (E) phases (*p < 0.05, **p < 0.01, ***p < 0.0001 vs. Baseline).



The introduction of unsignaled, pseudo-random (~2/h) footshocks (0.5 mA, 10 s or until escape to Nest Zone; 48 shocks/day max) significantly reduced time spent per day (F(4,24) = 17.89, p < 0.0001; Figure 2B) in the Foraging Zone during both Shock and Extinction phases relative to Baseline (p’s < 0.0001). Footshock also reduced the daily meal frequency (F(2.425) = 2.802, p < 0.05; Figure 2C) and food pellets consumed (F(1.521,9.125) = 11.11, p < 0.01; Figure 2D) during the first week of shocks (p’s < 0.05), which recovered to Baseline levels by week 2 of the Shock phase. Footshock significantly decreased the number of water licks per day (F(2.557) = 11.191, p < 0.0001; Figure 2E) throughout the Shock phase and first week of Extinction (p’s < 0.0001) but was not significantly different from Baseline by Extinction week 2. There were no significant changes in meal size (F(1.556, 9.337) = 2.744, p = 0.1224; Figure 2F). Finally, footshock depressed weight (F(1.884) = 33.228, p < 0.0001; Figure 2G) during the Shock phase, which returned to baseline levels during the first week of Extinction and exceeded Baseline levels by Extinction week 2 (p’s < 0.01). Ultimately, mice behaved similarly to adult female Long-Evans rats in the RCE that experienced comparable shock frequency (Pellman et al., 2017); mice did not increase the number of pellets consumed per eating bout to offset the decreased eating bouts per day during the Shock phase, lost weight, and did not extinguish avoidance of the Foraging Zone after the shock was removed. The shock frequency selected based on the performance of male rats in previous studies conducted in our laboratory proved too aversive for our male mice and likely prevented them from displaying the abovementioned meal alterations (Helmstetter and Fanselow, 1993). Given that footshock strongly inhibited foraging, the reduction in aversion resulting from avoidance likely negatively reinforced the behavior to a degree that prevented the extinction of avoidance when the shock was terminated (Mowrer, 1939). Thus, the data presented here may not reflect an optimized version of the task; future experiments adjusting lever contingencies and/or shock intensity and frequency are warranted.



DISCUSSION

The RCE’s unique longitudinal design and ethological qualities serve to expand both the animal’s behavioral repertoire and what can be measured in a controlled laboratory setting. Data obtained from such goal-oriented (Tolman, 1932), “big picture” analyses can be used to further refine our understanding of rodent fear and anxiety and subsequently aid in mapping their behavior onto human behavior to enhance translational relevance. Similarly, by studying neural mechanisms under more ethological conditions, a more accurate understanding of how these mechanisms naturally operate may be achieved. Understanding how these mechanisms operate in situations they likely evolved to handle can pave the way for understanding how they malfunction in mental illness. With recent advances in tracking software, reversible, time-specific neural manipulation techniques, wireless recording/optogenetics technologies, and increased feasibility of big data analysis, the RCE has the potential to generate a wealth of knowledge regarding the neural circuitry of fear and anxiety-related behavior.

The RCE concept and apparatus offer benefit applicable to behavioral testing in general. Our design (Figure 1C) allows for automated acquisition and scoring of behavioral variables, reducing experimenter biases that negatively impact a study’s validity and reproducibility (Barber and Silver, 1968). This automation further assists in the RCE’s “hands-off” approach that minimizes experimenter-subject interaction. For example, in our procedure, animals are removed from their chambers for only 1 h/day for apparatus maintenance and health checks; animals are left undisturbed the remaining 23 h of the day. Importantly, limiting experimenter-subject interaction reduces potential stress on the animals (Hurst and West, 2010; Sorge et al., 2014), which improves overall animal wellbeing and reduces study variability. Unlike other relatively chronic tasks in rodents, such as “touchscreen” paradigms (Delotterie et al., 2014), no training is required to perform the task, as animals are autoshaped to procure food and water and no food deprivation is imposed. Lastly, because the animal’s home cage is the testing apparatus itself and behavior are measured nearly continuously for extended periods, post-surgery changes in baseline behavior can be screened before testing animals under new experimental conditions. This helps clarify test results and interpretations and is especially relevant to research incorporating irreversible neural manipulations, such as electrolytic, chemical, or genetic lesions.

Although we encourage the implementation of the RCE in neuroscience research, we acknowledge that the paradigm has limitations that make it impractical for certain research projects. The most obvious is that by design, RCE experiments take a substantial amount of time to complete (Figure 2A). Thus, for those seeking to adopt the paradigm, multiple chambers should be constructed (at least 8). We also recognize that in its current configuration (Figure 1C), the RCE introduces social isolation as a factor. This can be partially ameliorated by having clear, perforated acrylic chamber walls where animals can both see and smell each other and by group-housing animals during the daily 1-h removal period. The longitudinal aspect and enclosed chamber also make the use of certain tools, like tethered optogenetics and electrophysiological recording, challenging. However, careful planning and wireless alternatives can overcome this obstacle to provide future studies a powerful means by which to study the neural mechanisms of complex behaviors over time. For example, pharmacological and/or chemogenetic tools such as Designer Receptors Exclusively Activated by Designer Drugs (Armbruster et al., 2007) are suitable for use in RCE experiments; treatment may be given on alternating days (A-B-A-B design) either manually through injections/infusions or remotely with programmable minipumps (see iPRECIO Programmable Infusion Pump; ALZET Osmotic Pumps, Cupertino, CA, USA). Finally, given the viability of mice in the RCE, transgenic strains may also be taken advantage of. In sum, the RCE provides both unique advantages and opportunities relative to more traditional fear and anxiety paradigms and general benefits applicable to other subfields within neuroscience research.
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Animal models of neurodegenerative and neuropsychiatric disorders require extensive behavioral phenotyping. Currently, this presents several caveats and the most important are: (i) rodents are nocturnal animals, but mostly tested during the light period; (ii) the conventional behavioral experiments take into consideration only a snapshot of a rich behavioral repertoire; and (iii) environmental factors, as well as experimenter influence, are often underestimated. Consequently, serious concerns have been expressed regarding the reproducibility of research findings on the one hand, and appropriate welfare of the animals (based on the principle of 3Rs—reduce, refine and replace) on the other hand. To address these problems and improve behavioral phenotyping in general, several solutions have been proposed and developed. Undisturbed, 24/7 home-cage monitoring (HCM) is gaining increased attention and popularity as demonstrating the potential to substitute or complement the conventional phenotyping methods by providing valuable data for identifying the behavioral patterns that may have been missed otherwise. In this review, we will briefly describe the different technologies used for HCM systems. Thereafter, based on our experience, we will focus on two systems, IntelliCage (NewBehavior AG and TSE-systems) and Digital Ventilated Cage (DVC®, Tecniplast)—how they have been developed and applied during recent years. Additionally, we will touch upon the importance of the environmental/experimenter artifacts and propose alternative suggestions for performing phenotyping experiments based on the published evidence. We will discuss how the integration of telemetry systems for deriving certain physiological parameters can help to complement the description of the animal model to offer better translation to human studies. Ultimately, we will discuss how such HCM data can be statistically interpreted and analyzed.
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INTRODUCTION

Animal models represent a unique source of in vivo data for various fields of biomedical research. A recently published summary of statistics from the European Union revealed that between 2015 and 2017 more than nine million animals were used yearly for research purposes in the member states (Report from the Commission to the European Parliament and the Council, 2020). Mice comprise more than 60% of this number. There are several reasons for mice being the most preferred species. The most important factor is the well-known and thoroughly studied genetics of the mice. Different gene targeting techniques are the major tools and methods in modern biomedicine for discovering gene functions and disease mechanisms. Also, the cost-effectiveness and efficiency of mouse studies cannot be underestimated (for example, rapid breeding and smaller animals cost less).

A substantial part of in vivo research using mice focuses on the animal locomotor activity as a tool to monitor the animal welfare or to characterize the behavioral profile of the animals for revealing the effects of procedures and manipulations. In such studies, however, some significant variables can remain undervalued: (i) rodents are nocturnal animals, but mostly tested during the light period; (ii) the conventional behavioral experiments take into consideration only a snapshot of a rich behavioral repertoire; and (iii) environmental factors, as well as experimenter influence, are often underestimated.

To run a behavioral core unit, such biases should be considered. Moreover, the need and even demand for novel technology for behavioral analysis have been expressed more than a decade ago (Tecott and Nestler, 2004). An obvious suggestion has been to apply more ethological methods to capture the behavioral repertoire of test animals in their natural environment—the home-cage (Spruijt and Devisser, 2006; Spruijt et al., 2014; Peters et al., 2015).

In the following review, we will discuss the possible solutions for the systematic phenotyping of mouse models by offering a brief overview of technologies available and used for building home-cage monitoring (HCM) systems (summary provided in Table 1). We will then focus our attention on two HCM systems, based on our extensive experience in developing and using these systems. Importantly, the presented solutions can be viewed as additional means for high-throughput phenotyping although not preventing detailed and hypothesis-driven testing. Also, we propose the workflow for longitudinal and continuous monitoring of animals in automated home-cages with the possibility to combine it further with the measure of basic physiological parameters.

TABLE 1. List of commercial systems available for Home Cage Monitoring categorized by platform used.
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Ultimately, a brief discussion of how to handle HCM generated data statistically would also help to create a sort of guideline for experiments using the systems based on our experience.



TECHNOLOGIES USED FOR MONITORING AND RECORDING ANIMAL BEHAVIOR VIDEO-BASED SYSTEM

In behavioral neuroscience, video-based analysis systems are still considered the gold standard for many paradigms. The clear advantage is based on the fact that animal behavior is live tracked as well as recorded for later evaluation/assessment (offline). More complex systems (e.g., Phenotyper from Noldus BV) can be used in combination with operant walls to assess performance in complex behavioral tasks. Additionally, recent advancements in artificial intelligence have helped the researchers to recognize natural behavioral states and actions from video-recordings. These can be used as indicators of animal welfare or disturbing behavior. The limitations of such systems are the amount of data produced and storage especially for longitudinal studies as well as the number of animals that can be used in a single unit. Most of the video-based systems apply to single housed animals. However, according to European legislation, this should be avoided. Some systems can distinguish two to four animals with different fur colors (natural or by applying visible or fluorescent dye). One of the limitations or obstacles for proper video recording may be that the cages must normally contain some enrichment items for the proper species-specific environment (e.g., nest material, and shelters), which can hide the animals from the cameras. A combination of video recording with RFID tags has been used by a few systems as an attempt to overcome problems with group housing and cage enrichment. In general, although everyone would like to have evidence for what the animals are doing in their cages (documented by videos), these systems present several limitations regarding the housing of animals, light conditions, camera positions, and importantly, management of large amounts of data.



INFRARED BASED SYSTEM

Recording animal position and activity in space by infrared beams is one of the most traditional methods for automating the behavioral testing. Briefly, an array of infrared beams is surrounding the cage at the animal level, sometimes completed by the second row at a higher level for detecting “vertical” activity (rearing events). Based on the density of the beams, the beam breaks can be interpreted also for finer behavioral outputs (grooming, stereotypic behavior). The major advantage of such technology is the ease of use and the relatively low amount of raw data produced. Therefore, it can be well used for gross circadian rhythm evaluation. However, single housing is always the case here and the duration of monitoring is usually limited to 7 days maximally because of welfare regulations. Moreover, similar to video tracking the infrared systems can be even more vulnerable to problems caused by nesting and bedding material or any other cage enrichment.



RFID BASED SYSTEM

Individual identification of animals can be feasibly achieved by RFID (radiofrequency identification) transponders (Zeldovich, 2016). These tags are usually implanted subcutaneously (either dorsally or ventrally, depending on the system) under brief anesthesia. The transponders remain passive (no data transmission) until it enters into the electromagnetic field generated by the corresponding RFID antenna. Consequently, it is activated and replies with its unique animal ID number information.

Some RFID based systems leverage this information to uniquely identify the animal when performing a specific task (e.g., occupying the running wheel, or accessing water or eating areas). In this case, this technology works well to facilitate the analysis of single animal behavior in a group-housed situation because reading one animal at a time when approaching the designated area.

Conversely, other RFID-based systems employ an array of RFID antennas entirely mapping the bottom of the area (i.e., the cage) where animals are together. The main goal, in this case, is to track any individual automatically to reconstruct its trajectory while animals are living in a welfare favorable group-housed situation.

This latter design is, unfortunately, prone to more drawbacks because of technological problems. Whenever two (or more) animals are too close to each other, the corresponding RFID antenna located in that area is not capable anymore of reading data because of collision issues between transponders. Moreover, there are more technical issues related to the polling of the array of RFID antennas that cannot be activated all together because otherwise generating cross-talk problems. In the end, the designer of the system has to trade-off between the accuracy of the system and its sensitivity. The more accurate the trajectory would like to be reconstructed, the less sensitivity of reading the system can face, and possibly more missing readings can occur.

Therefore, based on the biological questions being asked, those aspects should be taken into considerations.



SENSOR PLATE SYSTEMS

A few technologies have been also developed based on sensor plates that detect not only animal basic distance traveled but also more complex behavior such as circling behavior (important for stroke), wake-sleep (active/inactive) patterns. Such systems offer via a relatively low data amount a categorization based on the modules that are available in the system and being purchased. The limitation of such systems is that some behaviors remain unclassified and because of missing of the recordings cannot be confirmed. Additionally, only a single animal per system can be used limiting the number of animals that can be studied simultaneously.



“DO-IT-YOURSELF” SYSTEMS

Several groups and laboratories have developed their own equipment based on the combination of above mentioned or additional technologies (Goulding et al., 2008; Shemesh et al., 2013; Genewsky et al., 2017; Balzani et al., 2018; Forkosh et al., 2019; Singh et al., 2019; Anpilov et al., 2020). These systems can be very useful and ingenious for addressing various more or less specific questions related to animal behavior. However, most of this work is carried out by specialized laboratories, and these systems may not be feasible for users in the broader community, especially in core facilities where the balance should be maintained between throughput, training of users, a wide array of questions from different areas of research, etc.



CAN HOME-CAGE MONITORING CONTRIBUTE TO ENHANCED REPRODUCIBILITY?

The issues of reproducibility in research have been heavily debated during the last decade. For behavioral analysis, the problem is not new—if not before, then since the publication of the seminal article by Crabbe et al. (1999), the issue has been on the table. It is believed and suggested that by using the automated monitoring in the home cage and most importantly, by reducing human bias and interference, the reproducibility can be improved and indeed, quite many supportive evidence exist (Krackow et al., 2010; Robinson et al., 2018; Arroyo-Araujo et al., 2019; Pernold et al., 2019). In the following part, we provide a review of the development and application of two systems where we have substantial hands-on experience within our core/behavioral units.



AUTOMATED HOME-CAGE MONITORING IN STANDARD INDIVIDUALLY VENTILATED CAGE

A patented novel solution named DVC® (Digital Ventilated Cage by Tecniplast, shown in Figure 1) has been developed to track the locomotor activity of rodents in near real-time, 24/7 while housed in their home-cage in single- or group-housed conditions. This technology is non-invasive (Iannello, 2019) and proved to be safe both on animal behavior (Burman et al., 2018) and their well-being (Recordati et al., 2019). It can track single animals (distance traveled, velocity) or provide an average percentage of locomotion at the cage level (which corresponds to the average locomotion of single animals). Additionally, the environment in which the animals are tested is the individually ventilated cages (IVC) in which mice are born—a true home-cage environment. This is fundamentally different compared to the other commercially available system where the animals have to be moved in novel, “artificial” cages or testing environments. In fact, it has been shown that changes in the environment (e.g., new olfactory or acoustic cues) or moving to completely new testing device or cage (non-IVC) might produce drastic changes in behavior (Pernold et al., 2019; hyperactivity for 3–4 h) as well as perturbation of the animal’s physiology (e.g., exaggerated heart rate response; Gaburro et al., 2011; Camp et al., 2012).
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FIGURE 1. The figure depicts the data flow from racks and mice that via moving on the electrode grid on the DVC® boards generate events that then are summarized and displayed through remote access in any browser of choice.



The DVC® technology is considerably new in the field (available in the facilities for about 5 years) and here we will summarize recent data from this short period. The major limitation of the system is that the group-housed animals cannot be distinguished and therefore the derived data are always considered as an average of the cage and not a singular activity of the animals (discussed further at the end of the review). Therefore, if many animals (e.g., n = 4) are in the cage some behaviors can be masked by the average activity of the animals and significant behavioral events might be missed.



BEHAVIORAL STUDIES

Most behavioral studies on rodents use a battery of behavioral tests that should serve to describe the phenotype(s) of the animals mainly associated with the gene-, environmental- or stress-induced changes mimicking symptoms observed in humans. Such methods are generally based on the assumption that the tested animals have similar baseline locomotor activity. In the open field, a common behavioral test for exploratory activity and locomotion of animals, the main parameter supposed to reflect anxiety-like behavior is time spent and distance traveled in the center of the arena as compared to total activity (Kraeuter et al., 2019). Thus, more anxious animals spend less time in the center of the arena (aversion to the open area) yet total activity should be similar to control animals, otherwise, there is a high probability that the time spent in the center of the arena can be masked or confounded by differences in general locomotor activity.

In the open field, like in other major behavioral tests, most of the variables that could influence the behavior should be controlled, but environmental factors remain an issue in terms of data reproducibility. For instance, a recent multi-center study aimed at large-scale phenotyping using DVC® for HCM demonstrated that even though all factors were controlled (age, sex, breeder, strain, and controlled cage change), the baseline locomotor activity profile of the animals in the three centers differed significantly. The main reason for the unexpected result, despite all the controlled factors, ended up being the environment where the animals were kept and the different schedules of cage change (apparent only after the execution of the experiments; Pernold et al., 2019). In accordance, this article further adds emphasis on what has been reported in the past regarding data reproducibility across labs for in vivo preclinical space (review in Kafkafi et al., 2018).

In another study, the researchers aimed at testing the effect of a multi-nutrient diet on recovery in a surgically induced stroke model. Recording the locomotor activity of animals in the HCM-system after inducing the stroke revealed an increase in activity over 3 weeks as an indication of recovery. However, detailed monitoring in the home-cage showed that a special multi-nutrient diet improved the behavioral performance as compared to animals not receiving this diet (Wiesmann et al., 2018; Shenk et al., 2020). Conversely, the same groups of animals exposed to the open field did not display a difference in activity between the 1st and 21st day after surgery. These findings substantiate the fact that testing animals in the home-cage are not only important to gather more reliable scientific results, but also that locomotor activity can serve as a marker to refine surgical practices by improved observation during the recovery period, thus adhering to legislation and the 3Rs principle.



METABOLIC STUDIES

Research on understanding the brain-gut interaction has gained a lot of interest among the scientific community in the past decade. Especially, transferring the microbiome of patients affected by a specific psychiatric disorder into germ-free animals (animals deprived of their microbiome) and then studying their behavior helps to dissect out molecular mechanisms underlying such pathology (Cryan and O’Mahony, 2011).

In recent work, scientists from Radboud University (NL) used the microbiome of ADHD patients in mice and analyzed the anxiety-related behavior to see whether the high anxiety level present in patients could be reproduced in animals. Baseline locomotor activity measured by HCM-system did not reveal any difference, and that was confirmed by testing animals in an open field, where only a decrease in time spent in the center of the arena (indicative of increased anxiety-related behavior) was revealed. The researchers could then also perform imaging studies to identify brain areas to correlate to the ADHD findings (Tengeler et al., 2020).



NEURODEGENERATIVE DISORDERS

Neurodegenerative diseases, such as Alzheimer’s or Parkinson’s disease are characterized by behavioral symptoms that are often recognized only in the considerably late phase of the disease progression. Although etiologically different, the two neurodegenerative pathologies share common key symptoms that can be modeled in animals.

One key symptom that can be reproduced is sleep pattern loss. The animal models of Alzheimer’s or Parkinson’s disease show diurnal hyperactivity during the day resembling the patient’s situation of sleep deprivation. The expression of this phenotype can be connected to degeneration in brain areas associated with the regulation of the biological clock.

In fact, in other animal models for neurodegenerative diseases (e.g., amyotrophic lateral sclerosis, ALS), the loss of sleep (or sleep fragmentation) seems to be a preserved symptom. Recently, a mouse model of ALS was characterized using the DVC® technology and the researchers were able to observe that a week before any behavioral manifestations, the sleep pattern measured in the home-cage was already perturbed (Golini et al., 2020). In line with the study, in the same mouse model, using continuous EEG measurement produced a similar observation, corroborating the findings of HCM as well as EEG-based study (Liu et al., 2015; Golini et al., 2020).



TIME SHIFT STUDY CHANGE AT CIRCADIAN RHYTHM

For studying the mechanisms of disturbed sleep (e.g., sleeplessness, jet-lag) in animal models, the circadian activity has to be swapped or shifted. Unfortunately, habituation of the animals to a reverse light/dark cycle or a shift is not, so far, objectively measurable. It is commonly believed that mice can swap their circadian rhythms within 2–3 weeks. In recent work, an adaptation of mice to a time shift (from 7 AM-7 PM to 12 AM-12 PM light) in the circadian rhythm was studied. The DVC® system was used to show that all experimental animals changed their locomotor activity within 2 weeks before commencing with the behavioral test in the afternoon time (Goltstein et al., 2018). It is also possible to use the HCM-systems to assess the duration of transition to a new light/dark cycle. The red-colored (non-transparent for mice) cages with an in-cage light- and a time-controlled system called Leddy™ can be used to reverse the light-dark phase of the animals. Animals were placed in the DVC® to check their light/dark inversion objectively. Overall, locomotion patterns could be used to detect how quickly the animals adapt to a change or shift in circadian rhythm (Dauchy et al., 2013).



AGING STUDIES

Aging and associated cardiovascular morbidity are research areas that heavily interest the scientific community because of a global aging population. Ongoing studies are showing that as C57BL/6J mice become older, a general overall reduction in the day/night locomotor activity excursions (amplitude) can be observed by HCM. Current preliminary studies are demonstrating that different strains develop subtle different locomotor activity patterns based on their age, genetic background, and environment. In this regard, a large study has been started using outbred mice, recently suggested to be more relevant for the translational purpose (Tuttle et al., 2018), to identify endophenotypes more relevant to the patients (Santin et al., 2020).



FROM BASELINE ACTIVITY INTO COMPLEX BEHAVIORAL PARADIGMS

In summary of the first part, the DVC® is not meant for the detection of very subtle behaviors but rather finds its best use in longitudinal studies in which even a small change in disease progression can be identified. For instance, in mouse models of Huntington’s disease and prion disease, the changes in activity as measured in the home cage can be detected already before clinical symptoms (Steele et al., 2007). In the behavioral core facility, the mice are generally tested (depending on the expected phenotype) through a battery of behavioral tests starting from general locomotor activity to more complex behavioral tests addressing several aspects of the putative model. The DVC® (and other HCM-systems) can be seen as suitable tools for establishing and monitoring the baseline activity before and during the behavioral test batteries, but also for detecting the reaction and recovery of animals being exposed to standard tests outside of the home-cage. The acquisition of baseline data can be especially useful when the mice are purchased from any breeder or another institution and subjected to quarantine or general adaptation, usually for 10–14 days before experiments. Therefore, coping-behavior with the new environment (facility), eventual adaptation to the light/dark cycle, human interactions, or other factors that are largely unknown could be addressed already at the cage level. This could help to decide whether the mice need less or more time for adaptation before entering any behavioral experiment.

Based on our experience, we would like to suggest a workflow (Figure 2) in which the next system, namely the IntelliCage (more detailed presentation in the next section) is introduced. Before starting any experiments on animals, they need time for adaptation in a new facility. This adaptation period can be used for measuring the baseline activity of the animals. If DVC® is complementing the IVC cage, animals can be monitored, and cage activity can be tracked (baseline definition). For individual identification in the IntelliCage, the animals need to be equipped with a radiofrequency identification (RFID) tag (see “IntelliCage” section). After this small procedure and before transfer to the IntelliCage, the animals are monitored for 1–2 days in their home cages to verify that the transponders were not removed or any other side-effects occurred.
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FIGURE 2. Temporal representation of a hypothetical experimental workflow in a core facility for testing animals with the DVC® system and the IntelliCage. Several phases are incorporated to gather the most of information by combining two systems (bold black line showing the days from the arrival of animals, thinner pink arrow representing the different phases of monitoring—testing in the IntelliCage may contain different protocols for learning, impulsivity, taste preference, stress, et cetera as explained in the text).





INTELLICAGE


Basics

IntelliCage (shown in Figure 3) is a brand name for the system which allows automated monitoring of behavior in group-housed mice (or rats) for long periods (IntelliCage by NewBehavior, TSE-Systems, Germany). Importantly, no human interference (handling of animals) is needed during experiments. This is a rather unique system among other home-cage solutions. In this system, the mice can be maintained in groups while many different behavioral or cognitive characteristics can be tested without removing animals from the cage. This contrasts with many other systems where single housing is required and/or only recording of spontaneous behavior is feasible. The properties comparing the advantages and limitations of different systems are presented and discussed elsewhere (Richardson, 2015; Bains et al., 2018).
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FIGURE 3. Characteristics and setup of the IntelliCage. (A) General view of the IntelliCage and mice in the cage; (B) movable version of two cages + laptop on a trolley; (C) mice standing on the shelters and reaching the food; (D) mice entering the corners; and (E) inner view of the conditioning corner (note two holes for nose poke, closed on the left and open on the right side, with nipple visible there).



The roots of the IntelliCage are in the field station for ecological and comparative brain research, which was located in the western part of Russia (Dell’Omo et al., 2000; Lipp et al., 2001). Transponder technology was applied for detecting the activity and learning ability of small rodents in naturalistic settings (Dell’Omo et al., 2000; Vyssotski et al., 2002). Based on these experiments, the downscaled version of the outdoor pen was created (Galsworthy et al., 2005). Just 1 year before this publication, Tecott and Nestler (2004) expressed concern that “Optimal use of the rapidly escalating numbers of mouse lines engineered for these purposes (elucidating pathophysiology and treatment of neuropsychiatric diseases) is hindered, however, by practical and theoretical limitations of common behavioral analyses” and called for new strategies combining automated behavioral monitoring and information technologies.

The hardware of the system consists of four conditioning corners. In each of these corners, the animal can make a nose poke to the hole on the left or right side and access the nipple of the bottle for drinking. Importantly, these holes can be blocked by doors, and opening requires certain conditions to be met. Thus, everything is based on instrumental conditioning.

The setup is not a home-cage in its literal meaning. The animals need to be transferred to the new cage, which is substantially larger than the “normal” home-cage in the colony room. However, in most cases, the same type of bedding and enrichment material as in colony housing can be used. One advantageous difference from the other HCM systems is that the cages can be flexibly moved in the facility (see Figure 3). It is possible to keep up to 16 mice in the large cage (the floor area available for mice is 1,612 cm2, the required minimum for mice over 30 g is 100 cm2). In the case of female mice, the groups can be formed just before testing, whereas for male mice it is recommended to keep the group smaller (eight animals) and to form the group as early as possible after weaning to avoid aggression between the subjects (based on personal communications and experience). Another procedure before starting the experiment is the injection of transponders (RFID-tags) subcutaneously (on the back). The procedure is done under brief anesthesia.

RFID-tags are needed for individual recognition—only one animal at a time can enter the conditioning corner. Based on the animal number, the events and actions in the corner are controlled. The sensors of the hardware record the following events: (1) visits (entering the corner—start, end, duration); (2) nose pokes (number, side, duration); and (3) licks (number and duration of tongue contacts with nipple). The IntelliCage has four corners, each with two sides, and each corner and side can be defined as correct, neutral, or incorrect. Eventually, there are several possibilities to create a design for the behavioral tasks—from simple place (corner) preference to more complex patrolling designs, but also to measure the aspects of attention, impulsivity, taste preference, etc. One of the main limitations of using the IntelliCage is that animals are detected only if they enter the corner, thus the general activity outside the corners is missing.



Adaptation to the Cage

As the mice are transferred to a novel space (larger cage, conditioning corners) containing familiar items (bedding, enrichment), some time is needed for adaptation. Briefly, during the adaptation phase, the mice can freely enter all corners where both doors are open—there is no restriction for drinking (this is called the free adaptation period). The most important procedural goal to achieve before continuing with more demanding cognitive tasks is that animals will learn to enter the corners and drink there. However, data collection can be started immediately, and the first hours and days provide valuable information about neophobia, exploratory activity, spatial preference and stereotypy, circadian, and other spontaneous patterns of activity. It has been shown that behavioral profiles created using individual component scores were highly characteristic for different inbred strains or different lesion models of the nervous system. Therefore, careful analysis of the adaptation period of 7 days can contribute significantly to the high throughput prescreening of mutant mice (Vannoni et al., 2014). The next phase (nose poke adaptation) is a step towards operant conditioning—the doors in the corners are closed, the door will be open only upon the first nose poke at the respective hole. The door remains open for 5–10 s (programmable)—this is a time allowed for drinking during a given visit, to open the door and drink again the animal has to leave the corner and start a new visit.



Learning, Memory

Learning always requires some motivation. Protocols for conventional tests of learning and memory (e.g., radial arm maze, T-maze) often involve food deprivation, followed by using the food as a reward during training and testing. In IntelliCage, water (drinking) is a reward, therefore the learning tasks are carried out during drinking sessions. The drinking session means that animals have most typically two slots during their active (dark) period when the doors in the corners can be opened by nose pokes. The mice adapt very quickly to such timing (temporal conditioning) and can be maintained on this regime for a long time without any detectable problems for welfare (Voikar et al., 2018). It has been shown that mice tolerate water deprivation much better than food deprivation (Tucci et al., 2006). Another obvious improvement and refinement are that learning sessions can always be conducted during the active period of the animals, regardless of the actual light cycle in the facility.

There are several possibilities for applying the place learning tasks. The simplest version is to make water accessible only in one corner of the cage, followed by reversal (rewarding the opposite corner). However, this appears to be an easy task even for mice with a hippocampal lesion (Voikar et al., 2018), although some models show impaired or slower acquisition. It is important to remind that not all mice in the cage do not need to be trained to visit the same corner, it is better to counterbalance the rewarded corner. Learning to visit the same corner may lead to group learning which can be another interesting feature for testing. For instance, it has been shown that transgenic mice modeling Alzheimer’s disease was capable to learn normally when co-housed with wild-type control mice. However, impaired learning became evident when the transgenic and control mice were housed in separate cages (Kiryk et al., 2011). The system allows easy implementation of complex and challenging learning tasks requiring sequential visits to different corners during drinking sessions to get access to water. These tasks are called patrolling, chaining, or flexible sequencing (Endo et al., 2011; Kobayashi et al., 2013; Voikar et al., 2018). We have shown that a bilateral lesion to the hippocampus does not affect simple place preference, whereas tasks that are more complex revealed gradually impaired performance, depending on the task difficulty (Voikar et al., 2010, 2018).

In addition to positively rewarded (appetitive) learning it is also possible to apply punishment in the IntelliCage for incorrect actions (visit, nose poke, and lick). For this purpose, an air-puff is used as a negative reward (Voikar et al., 2010). Importantly, this is not a noxious stimulus and therefore has much better compliance with the 3Rs principle (compared to several other behavioral tests where for instance electric foot-shocks are applied).



Impulsivity

Assessment of impulsivity has been challenging in mouse models. The most popular method is the five-choice serial reaction time task (Robbins, 2002). However, this task is characterized by a lengthy training period (several weeks to months) before testing is possible, moreover, food restriction, and single housing are often applied. We have developed the protocols for motor impulsivity and delay discounting in the IntelliCage (Kobayashi et al., 2013; Mätlik et al., 2018). These designs provide a substantial refinement to conventional methods.



Testing Taste and Addiction-Related Behavior

As licking (drinking) is one of the actions recorded, and one cage can contain up to eight drinking bottles (two in each corner) it becomes obvious that the system has a great potential in measuring the gustatory functions (taste preference) which otherwise need to be carried out by a two-bottle choice test (Patrikainen et al., 2014). Also, the intake of alcohol and other substances can be controlled and combined with behavioral tasks (Radwanska and Kaczmarek, 2012; Smutek et al., 2014; Koskela et al., 2018).



Social Behavior

Maintenance of animals in social groups for behavioral tasks can be viewed as either a potential for discoveries or a limitation for interpretation of the results. Undoubtedly, the interaction between mice of different genotypes will affect their behavior, as has been shown for inbred strains and disease models (Kiryk et al., 2011; Heinla et al., 2018). With special design and custom analysis, it is feasible to get insight into the social behavior of the mice (Kulesskaya et al., 2013; Nowak et al., 2013; Puścian et al., 2014; Smutek et al., 2014).



Studies on Stress

Finally, an excellent set of experiments (resembling chronic unpredictable mild stress) has been conducted for studying the mechanisms of depression, the action of antidepressants, and the role of the environment (Branchi et al., 2013a,b; Alboni et al., 2016, 2017). It is good to keep in mind here and in general that the IntelliCage represents an enriched environment (social interaction, large space, conditioning corners, and procedures). The effect of environmental enrichment to alleviate, reverse, or delay pathological symptoms in mouse models is well known (van Dellen et al., 2000). Therefore, the interpretation of phenotypic differences between conventional tests and IntelliCage should be done cautiously.



Standardization and Reproducibility

The last decade in science has been heavily influenced by a “reproducibility crisis.” For behavioral neuroscience, one of the landmark articles to open the discussion about reproducibility and standardization was published in 1999 (Crabbe et al., 1999), where the authors showed systematic differences in mouse behavior across three laboratories despite extensive standardization. Since then, the need and meaning of standardization for animal research have been debated (Würbel, 2000, 2002; van der Staay and Steckler, 2002; van der Staay et al., 2010; Crabbe, 2016; Voelkl and Würbel, 2016) along with some solutions offered (Richter et al., 2010; Kafkafi et al., 2018; Voelkl et al., 2020). Not very surprisingly, it was convincingly shown that one of the major factors contributing to the variability of data could be the experimenter (Chesler et al., 2002; Bohlen et al., 2014) and handling methods (Gouveia and Hurst, 2017), along with the autonomic stress-response displayed by mice when handled and placed in novel arenas (van Bogaert et al., 2006). Therefore, one could hypothesize that reproducibility can be enhanced by reducing the handling and human interference during the experiments. Several studies carried out during validation of the IntelliCage confirmed this idea—consistent strain differences were detected in multiple laboratories when similar procedures were applied (Krackow et al., 2010; Endo et al., 2011; Codita et al., 2012). Extreme standardization of the environment is not possible; moreover, it is against the principle of external validity of basic research. However, the standard versions of commercially available HCM-systems are the same in each laboratory, collecting the data in a standardized manner. Therefore, these data are comparable between the laboratories and not affected by human observer nor by differences in equipment.



Combination of Behavior and Physiological Parameters

The integration of behavior and physiology has become more feasible year by year. A quick search in PubMed with keywords “Animals AND Physiology AND Behavior” revealed a constant increase from 1984 (first telemetry probe produced) up to 2018 in the number of publications (up to 600.000).

In animal behavior, most of the studies focus on identifying and understanding the neuronal correlates of a specific behavioral repertoire. However, in the stage of a behavioral test battery where the goal is to phenotype the rodents for their genetic changes or drug effects, this is mostly not applicable. In high throughput behavioral research, the most applied technology is telemetry because animals can be studied in their home-cage as well as long-term studies, without interfering with animal behavior. Several studies proved that the implantation of a telemeter did not affect behavioral performances as compared to control animals. More importantly, those telemeters (e.g manufactured by DSI—Data Sciences International, TSE-Systems, Emka Technologies) provide recordings of the most commonly used physiological stress markers: heart rate, blood pressure, and body temperature. Those markers have been extensively studied in models of post-traumatic stress disorder (PTSD; Gaburro et al., 2011; Camp et al., 2012), depression, and neurodegenerative diseases (Kuzdas et al., 2013). In particular, heart rate variability, which assesses the variation of the heart rate/time and can be calculated in several ways, has proved to be far more sensitive than behavioral outputs to provide insights about disease progression before behavioral manifestations or responses to a specific drug for proper dosage (Stiedl and Meyer, 2003; Gaburro et al., 2011; Vandendriessche et al., 2014; Agorastos et al., 2019). These approaches can be highly translatable to humans. However, the major limitation of such an assessment is the complexity and quantity of data. Therefore, good tools for analysis are required for handling such an amount of data for reasonable interpretation. In a typical behavioral battery, telemetric characterization can sometimes represent a challenge because either the telemeter does not cover a long-range and therefore impact the arena performances, or on the other side do not warrant a continuous (24/7) signal needed to fully characterize the behavior. Additionally, synchronization of several systems is mostly needed (through TTL signals or other output) to warrant that behavioral changes can be correctly assigned to the specific change in the physiological marker currently studied.

Overall, the telemetric assessment in a behavioral unit would be mostly assigned to study whether the genetic modification or the drug to be studied is potentially having an unspecific behavioral outcome on the one side (e.g., changes in sleep patterns, seizures) or where long-term effects have to be evaluated (neurodegenerative diseases). However, telemetry is not performed as a standard procedure due to the complexity of data, invasiveness, and cost.



Statistical Analysis of HCM Data—Facility-Based Experience

The problem of single or group housing of animals, especially for behavioral neuroscience experiments, has become a serious trade-off between welfare and the scientific result (Nagy et al., 2002; Martin and Brown, 2010; Kappel et al., 2017; Jirkof et al., 2020). The findings suggest that depending on biological factors (sex, age, strain) the different housing conditions (single vs. group) can have a substantial effect on the phenotype and therefore it should always to be considered in study design and interpretation (Voikar et al., 2005; Kulesskaya et al., 2011; Lander et al., 2017). Especially in male mice, the social hierarchy, aggressive behavior, and fighting may play an important role and hurdle (Lidster et al., 2019). However, it has been shown that male mice prefer the social proximity independent of their social rank (van Loo et al., 2004), therefore the decision should be made case-by-case and weighed against the scientific objectives to be tested (Kappel et al., 2017).

Therefore, even if limited by confounding factors (uncontrolled social interaction of group-housed animals) but promoted by welfare obligations, we would like to briefly address how the data from in-between subject indistinguishable behaviors (“cage behavior”) or single (RFID tagged animals) distinguishable animals’ behavior(s) in group-housed conditions could be statistically analyzed. The problem of identifying the experimental, observational, and biological units for analysis should be carefully considered in each individual study by researchers and reviewers (Lazic et al., 2018).

One of the main advantages of home monitoring systems is that the mice can be observed for a long period, allowing researchers to perform aging studies or to assess the evolution of slow diseases (Golini et al., 2020). This kind of studies needs proper statistical testing for repeated measures, that can be parametric (Repeated Measures ANOVA, provided the parametric assumptions are not violated) or non-parametric like a nonparametric test for longitudinal data (nPARLD) ANOVA type statics (ATS; Noguchi et al., 2012). Linear mixed-effects models are also a good tool for modeling and testing longitudinal data, especially with many repeated measurements. This is important if there is the issue of missing data (which can easily occur during long experiments). In the framework of a repeated measure, post hoc analyses require a proper and careful approach. The conventional Bonferroni correction is often too conservative for strongly correlated repeated measures and a large number of comparisons, possibly increasing the number of false-negative results. Alternatives have been proposed in the literature, for example, Dubey and Armitage-Parmar (D/AP) Procedure (Sankoh et al., 1997) and different versions of False Discovery Rate (Benjamini and Yekutieli, 2001).

Another issue that is worth considering is the reduction in sample size because of group housing. As stated before, the DVC® system can measure the aggregated level of activity, when mice are placed in a group, and not the individual behavior of each mouse. Consequently, each cage is considered as one subject, or experimental unit, independent of the number of animals in the cage) which differs from the number of biological or experimental units (Lazic et al., 2018). The sample size (N) is therefore reduced, even though it does not necessarily scale down exactly with the aggregation factor, due to the intra-cage correlation (Barcikowski, 1981). Animals housed together in the same cage may show similar behavior and this should be considered also in “traditional” studies where mice, after being housed together in multiple cages, are considered as the experimental units for the analysis, potentially leading to incorrect results (Basson et al., 2020).

Additional future studies should investigate how to evaluate the adequate sample size in DVC®-like studies, where cages are the units of analysis, based on the level of the dependency intra-cage, the required statistical power, and the effect size.

Regarding the Intellicage or RFID-based similar systems, provided the data to be analyzed following the statistical parametric test assumptions, as the mice are uniquely identified with the RFID antenna placed e.g., at the corners, according to study design, and analysis of variance with covariates test could be utilized to assess the asked hypothesis. Statistically speaking, the sample size is given by the animal (experimental units equal to biological and observational units). However, to limit the dependency of the animal to another, due to the social environment and for study design, one should consider additional mixed groups (e.g., mixing treated and control animals as a third cage) for better testing of the question being asked. Importantly, should also animal activity be uniquely tracked with RFID antenna and without video, because of previously mentioned RFID technology limitation, the readings/data are more prone to violate the assumptions of parametric data (i.e., data dependency). In this case, the cage (not the animal) is considered as an experimental unit. Therefore, a similar analysis of those explained for the DVC® could be employed. In general, conventional behavioral testing often does not consider the time as a factor (e.g., animals tested at a different time of the day/season; Chesler et al., 2002) or that the animals are in groups before entering a behavioral test and shortly after (according to baseline), therefore home-cage base activity around the standard behavioral test could aid to take account for unwanted events across groups.



Automated Monitoring to Help Facility Management at Critical Times—Example of Covid-19

Although by law [Directive 2010/63/EU on the protection of animals used for scientific purposes (Parliament, 2010)], the health status of animals has to be checked daily, there may be situations when this is complicated. Recently, several articles reported the reduction and culling of the animal colonies because of the lockdown applied due to the Covid-19 pandemic (Nowogrodzki, 2020; Pullium, 2020). This is still a problem as experiments have to restart from the beginning and throwback experimental research for several years. In the first place, each animal facility needs to have a crisis management plan, which would help to meet and deal with such situations. Good management combined with HCM could significantly alleviate the burden. In this respect, Tecniplast carried out a survey (in 12 facilities) regarding contingency management during Covid-19 time, to understand if and what alternatives are considered to culling. It appeared that almost 50% of the participants managed to organize their work in shifts instead of culling the colonies. Also, more than half of the participants would consider a video or alternative system to help with the workload while limiting the exposure of the personnel to unwanted risks (Gaburro, 2020).

If the vital parameters (drinking, feeding, anomalies in locomotor activity as an indicator of animal welfare) can be detected remotely, it would be possible to reduce the personnel entering the animal facilities during critical times. Moreover, monitoring of environmental parameters and cage characteristics can add flexibility for the timing of cage changes and performing other care-taking activities. Thus, at least some time could be gained for planning further steps instead of immediately culling the colonies. Additionally, the power of running the study and continuous collection of the data without the presence of an experimenter cannot be underestimated.




SUMMARY

Animal research is still an important part of basic biomedicine and studies on physiology and behavior in live animals are increasing (note—the number of animals has remained rather stable over the last years, but new technology allows more efficient and versatile use of animals). Efforts are being made to ensure and enhance animal welfare, the principle of 3Rs, scientific and translational validity. Technology for monitoring the animals and measuring behavior is developing very rapidly and we believe that these advancements will contribute to achieving the goals mentioned above. However, having an all-in-one system is probably too complicated and idealistic—each development will have pros and cons, strengths, and limitations. In this review, we provided evidence for the application of two different HCM systems for mouse phenotyping, based on published literature and personal experience. We suggest that comprehensive long-term monitoring will substantially contribute to enhancing the scientific validity of the experiments, as this could eventually offer the best way to evaluate for expression and/or progression of symptoms and endophenotypes of disease models.
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In previous phenotyping studies of mouse and rat exploratory behavior we developed a computational exploratory data analysis methodology including videotaping, tracking, preparatory methods for customized data analysis, a methodology for improving the replicability of results across laboratories, and algorithmic design for exposing the natural reference places (origins) used by animals during exploration. We then measured the animals’ paths in reference to these origins, revealing robust, highly replicable modules termed excursions, which are performed from the origin into the environment and back to the origin. Origin-related exploration has been claimed to be phylogenetically conserved across the vertebrates. In the current study we use the same methodology to examine whether origin-related exploration has also been conserved in human pre-walking typically developing (TD) and a group of non-typically developing (NTD) infants in the presence of their stationary mother. The NTDs had been referred to a center for the early treatment of autism in infancy by pediatric neurologists and clinicians. The TDs established a reference place (origin) at mother’s place and exhibited a modular partitioning of their path into excursions performed in reference to mother, visiting her often, and reaching closely. In contrast, the NTDs did not establish a distinct origin at the mother’s place, or any other place, and did not partition the exploratory path into excursions. Once this difference is validated, the differences between the human infant groups may serve as an early referral tool for child development specialists. The absence of distinct modularity in human infants at risk of autism spectrum disorder can guide the search for animal models for this disorder in translational research.

Keywords: behavioral homology, ASD, autism, mother related exploration, homebase, ASD prodrome, excursions


INTRODUCTION

A conspicuous spatial regularity in the exploratory behavior of many organisms is that of a reference place in relation to which they explore the environment. In the wild, many animal species have a home site to which they return regularly after exploring their home range or territory, be they, for example, wolves (Fritts and Mech, 1981), small mammals (Brown, 1966), ants (Martin and Rudiger, 1988) bumble bees (Woodgate et al., 2016), or millipedes (Hoffmann, 1984). In behavioral neuroscience experiments, rats have been shown to explore the experimental arena from a reference place, from which they perform excursions into the environment (Eilam and Golani, 1989). The high accumulation of time spent across a large number of visits also characterizes the reference place of, for example, mice (Fonio et al., 2009), zebra fish (Stewart et al., 2010, 2011), and infant rats (Loewen et al., 2005). This reference place, often termed a “home base,” exerts its influence on the organism’s behavior across the entire exploratory basin. Visits to the home base partition the path into separate excursions in the environment. The latter are further partitioned into progression segments and staying-in-place (lingering) episodes (Drai and Golani, 2001). In moment-to-moment behavior in a novel environment the excursions grow in extent (Benjamini et al., 2011) and differentiate from simple excursions to complex ones (Benjamini et al., 2011).

The performance of exploratory excursions has also been reported in the wild in infant primates – rhesus monkeys (Berman, 1980), baboons (Altmann and Samuels, 1992), and chimpanzees (van de Rijt-Plooij and Plooij, 1987). As the infants of these primates develop, they perform increasingly longer excursions from mother into the environment and back to mother. While the mother is often on the move during the performance of such excursions, the excursions nevertheless involve both exploration and active management of distance in reference to an origin or base by the infant, be it a mobile or stationary mother.

Using an arsenal of computational and statistical tools, we set out to study whether the establishment of an origin at mother’s place, and a modular organization of behavior in reference to this origin indeed applies to human pre-walking infants exploration of a novel environment (with the mother stationary in it); whether this architecture also applies to non-typically developing (NTD) infants; and whether mother-related exploration is homologous to origin-related exploration performed in reference to, e.g., home base behavior in vertebrates.

In the current study we compared the behavior of five TD human infants to that of seven NTD infants. The latter were referred to the Mifne Center for the early treatment of autism in infancy (Alonim, 2004): Four infants were referred for developmental assessment by expert clinicians and three were referred for treatment by pediatric neurologists. All the NTDs had primary assessment due to parental concerns regarding their infants’ development. For six of these seven infants we have current information (at least 2 years after the session): four are in special education schools and 2 are in mainstream schools following one or 2 years of intensive therapy. The parents of the five TDs were similarly contacted, and reported to have no developmental problems in recent years, and all TDs attend mainstream schools. For more details about NTDs see Supplementary Material.

All infants were recruited at the pre-walking stage of stable crawling, and each participated with the respective mother in a video-taped half-hour session conducted in a medium-sized room. In each trial the mother entered the room carrying her infant, sat on a mattress near the wall, and then seated the infant or let him or her slide down next to her. The mother was requested to remain seated and allow the infant to act freely; and mothers complied. Two video cameras were used throughout the session: one capturing a view of the whole room including the infant and the mother (Figure 1); and another zooming in on the infant and following it. The behavior of the infant was video-taped and then tracked (see section “Materials and Methods”). In the analysis, we explicitly ignored the infants’ or the mothers’ behavior at the scale of segmental articulations, facial expressions, and vocalizations, focusing on path structure of the infant.
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FIGURE 1. Mifne Treatment room. Before (left) and after transformations (right). Note the furniture, toys, mother’s location (here with infant sitting on her lap), on the right side near the wall, and two doors (on the left – exit doorway and on top door leading to bathroom).


In our preliminary observations of the path properties we were impressed by the contrast between the strong modularity and partitioning of the TD infants path-session into excursions from the mother and back to her, and the paucity or even absence of excursions in the behavior of the NTD infants. Having studied and reviewed exploratory behavior in a wide range of species and situations (Golani and Benjamini, 2018) we have not encountered so far a similar deficit and contrast. The wide taxonomic distribution of origin-related exploration, furthermore, marks it as a candidate behavioral homology. We thus tuned our efforts to establish the following two hypotheses.

Our first hypothesis in this exploratory study is that mother-related exploration in TD infants is partitioned into excursions performed in reference to an origin established at mother’s place. The quantitative properties of this behavior can be measured and analyzed, supporting our theory that this structure of exploration is homologous across species and situations. Such evidence would increase the translational value of measures compared across human infants and prospective animal models.

Our second hypothesis is that NTDs exhibit a deficit in the establishment of an origin at mother’s place, and in the partitioning of exploration into mother-related excursions. Once supported by quantitative evidence, this deficit can be used as an early warning signal for child development specialists. The novel algorithms designed by us to examine these hypotheses are necessary for understanding the organization of exploratory behavior and are part of the results of this study.

Plotting the path traced by infants in the presence of a stationary (Hoch et al., 2018), or a moving (Thurman and Corbetta, 2017) caregiver has been performed previously, aiming at various functional aspects, but ignoring the modular partitioning of behavior into excursions. One study, plotting the path traced by 5.8 ± 3.1 years old children in two 3 min sessions revealed that those on the autism spectrum tended to remain at a distance from their parents, exhibiting a longer latency to approach them (Cohen et al., 2014).

The presence of mother-related exploration across the primates, and the structural architecture it shares with other instances of origin-related exploration (Golani and Benjamini, 2018), prompts us to also examine its translational status as a behavioral homology across the vertebrates. Our results provide not only a glance into a conserved, relatively universal structure regardless of the specific functions it fulfills in human infants, but also a glimpse into the distinct operational worlds of the TDs and a sub group of NTDs, and into the ways in which the infants attend to the world and come to grips with it.



MATERIALS AND METHODS

Subjects were twelve 8–18 months-old pre-walking infants recruited to participate in a videotaped half hour session conducted at the Mifne Center. All infants were boys except for one NTD girl (Adva). All infants were documented at the stage of stable crawling. Using an age criterion for this type of exploratory study was problematic because infants reach a stable crawling stage at a somewhat variable age. This also reduced the concern for equal crawling proficiency across groups [but note the claim that autism does involve motor and locomotor deficiencies and abnormalities which are of its essence (Teitelbaum et al., 1998; Torres et al., 2013; Buja et al., 2018)]. Five were TD infants whose parents had volunteered to participate. The TD infant parents had not raised any concerns regarding developmental problems. The research procedures, the methods of analysis, the storage of data and the use of fictitious names were approved by the Ethics Committee of Tel Aviv University. The parents were asked to sign a form of consent, consisting of their informed consent, agreeing to participate in the experiment and allowing use of the data collected. The form included a description of the research and was approved by the Ethics Committee of Tel Aviv University. Informed consent for the publication of Figure 1 was obtained from the mother and father of the infant presented in that figure. All methods were performed in accordance with the relevant guidelines and regulations. The NTD infants underwent external expert developmental assessments, including the verification of inclusion and exclusion, detailed family history, perinatal, medical, and developmental history, and physical and neurological checkups. (While diagnosis at this early age has been controversial, recently issued NIH RFAs “encourage research that would develop and validate new screening methods for autism spectrum disorders (ASD) that can be used in infancy at 0–12 months of age”: grants.nih.gov/grants/guide/rfa-files/RFA-MH-19-120.html: R01; grants.nih.gov/grants/guide/rfa-files/RFA-MH-19-121.html: R21).

The mother entered the trial room carrying her infant, sat on a mattress in the periphery of the room, and then seated the infant next to her. The mother was requested to remain seated within the area of the mattress and allow the infant to act freely for a 30-min session. Some sessions were stopped earlier if the infant appeared to be distressed, but all were filmed and tracked for at least 20 min.

Common to all NTD mothers had been a concern about their infants’ health, so it could be argued that the poor modularity exhibited by their infants is a property of the NTD mother-infant interaction. We are, however, prevented from describing the observed paucity of excursions as an interactional property. Because we intentionally minimized maternal responsiveness, our assessment was not dyadic, and our study is descriptive, having no pretense to causal mechanisms.

A video camera capturing a static view of the whole room including the infant and the mother (Figure 1), and another zooming in on the infant and following it, were used. The static camera was situated at a high side view angle, so the 2D coordinates in the video image (Figure 1, left) were transformed to a top view (Figure 1, right), using a projective transformation (implemented in Matlab) which was calculated from 4–5 points whose coordinates were known for both bases. Data were prepared for segmentation (Drai et al., 2000; Drai and Golani, 2001; Hen et al., 2004) and were analyzed by SEE, a publicly available Software for the Exploration of Exploration developed and elaborated by us over the course of many years1 (Drai and Golani, 2001). Room: The infants were tracked in a medium-sized, 3.65 m by 5.45 m room. Tracking: The tracking of the infant was done manually using a specifically dedicated program in Matlab. The infant’s location was tracked every ∼15 frames; missing coordinates were completed using linear interpolation. Since asking mothers to remain passive and tracking them would have been counterproductive we refrained from tracking mother’s (stationary) location. One feature of the current study was a focus on the structure at the path scale, neither the infants’ nor the mothers’ movements of the parts of the body, vocalizations, etc., were tracked.

We resorted to the use of manual tracking after exhausting other possibilities: different tracking algorithms had failed due to bad image quality, multiple object moving and the fact that an infant is a large object, so even when tracking was successful, there was jitter across the infant’s body.


The Ring Algorithm for Defining a Visit to a Place

A ring is centered at the place, with inner circle of radius rin and outer circle of radius rout > rin. A visit at the place starts by entering the inner circle and ends by leaving the outer circle. Since visits at places are often associated with lingering, this algorithm screens re-entrances resulting from noisy behavior within the ring. The radia routandrin were varied to ensure results comparing number of visits defined this way do not rely critically on the particular pair of values used.



Cumulative Dwell-Time Maps (Heat Maps)

The construction of the heat maps involved several steps:


(1) Obtaining the original coordinate data from the Matlab tracking.

(2) Smoothing the coordinates using the SEE program (see footnote text 1).

(3) Dividing the room into a grid, in which each cell is a 1(cm)∗1(cm), and calculating time spent in each cell according to 2.

(4) Smoothing the cells using 2D Gaussian smoother: calculating for each cell a new value according to the weighted average of the cell itself and its neighboring cells. The weights are given by a 2D Gaussian kernel withσ = 14 (truncated 31 cm away).

(5) Finding local maxima of the smoothed dwell time and discarding the 96% of maxima’s with lower values.

(6) Calculating the number of visits to each local maxima, using the ring algorithm with (rin = 30, rout = 50).





Physical Proximity of Centers of Mass Plots

The proximity plot exhibits the timing, duration, and extent of the infant’s being in proximity with mother and with furniture and doors in the room. Each set of concentric circles exhibits the behavior of a specific infant. Starting at twelve o’clock and proceeding clockwise for the session’s duration, the arc traced on the circle’s circumference and the colored section of the circle, designate the time of start, the time of end, the duration in session percentage, and the extent of the entry into mother’s or any other large object’s close proximity (the infant seemingly casts a shadow on the peripheral area separated from the circle by its entry). The color of the polygon stands for the visited object, with mother being colored in black. Furniture items are designated by specific colors. For radius R, time t and for object j a point is drawn according to I(Dj,t < R), Dj,t being the distance of the infant at time t from the center of object j. In order to compare multiple pieces of furniture of different sizes, the distance drawn on the plot are the distance of the infant from the object minus the radius of the object. See Supplementary Figure S1.



Segmentation to Excursions

To partition the infant’s path across the session into excursions (forays away and back to the mother, roundtrips), we needed to define for each mother a customized circumscribed place she occupied. The length of the radius tracing the boundary of mother’s place in reference to mother’s center influenced the number of visits paid by the infant to mother across the session: the smaller the radius the fewer the number of visits. To obtain a customized place around the location defining mother’s center, we used the ring algorithm to define the visits varying rin from 30 to 120 cm from the mother’s center of mass, and keepingrout = 1.1rin. Counting the number of visits paid to mother for each rin, the longest radii interval in which there was no change in the number of visits served as an indication for a region of stability. The smallest radius of that interval was used as rin of the ring that defines a visit at the mother, and thereby allows the segmentation into excursions, and the calculation of the number of visits paid to mother and thereby also the number of excursions performed from her into the environment.



Statistical Testing

All testing results are reported by observed p-value. We used the term statistical significance when the p-value was ≤ 0.05, but further adjusted for multiplicity using the Benjamini–Hochberg (BH) procedure (Benjamini and Hochberg, 1995) controlling the false discovery rate at 0.05. For the comparison of endpoints and for comparisons of the number of excursions per minute to mother (see Table 1), the Wilcoxon rank sum test was used. The effect size is measured as [image: image], where X represents the measures of the TD group, Y the measure of the NTD group. [image: image] is the pooled variance, [image: image] For these, some of the original measures were transformed as detailed in Table 1, to increase the symmetry of the distributions and allow informative visualizations (note that such monotone transformations do not affect the Wilcoxon rank sum test results). For all tests nx = 5, ny = 7. For comparison of the dwell time with the mother and the number of excursions from the mother per minute as a function of the defining distance of mother’s proximity, permutation test was used (see Supplementary Table S1). The test utilizes the fact that under the null hypothesis there should be no difference between the TD infants and NTD infants’ curves.


TABLE 1. Summary of statistical comparisons between the TD and NTD infants.

[image: Table 1]


RESULTS


Dwell Time Distribution Across the Room

Figures 2, 3 present a visual representation of the smoothed cumulative dwell-time that both the TD and NTD infants spent in different locations across the observation room and the number of visits paid by them to those neighborhood locations exhibiting peak dwell times (see section “Materials and Methods”). Dwell-time is represented by colored contour lines forming a topographical map. For example, comparing the TD infant Alon with the NTD infant Tom (all names provided in this study are fictitious), reveals that dwell time displays a patchy distribution across the room in both infants. However, whereas for Alon (TD) there was a single peak, located near mother, which stood out in terms of dwell-time (signified by a yellow center), for the NTD infant Tom there were two peaks of relatively the same dwell-time and both were located away from mother. Alon (TD) spent time over the whole room whereas Tom (NTD) adhered to the upper half, hardly lingering in the lower half of the room. Similar differences were revealed for most of the infants in the respective groups: all the TDs exhibited a single preferred place in terms of dwell-time, located near mother, whereas the NTDs tended to exhibit more than one preferred dwell-time place, located away from mother.


[image: image]

FIGURE 2. Spatio-temporal summary of location for typically developing (TD) Infants. The TDs most preferred place was located near mother and they visited it regularly paying it the highest number of visits. The figure presents the smoothed cumulative dwell-time spent in different locations across the observation room, and the number of visits paid by the infants to neighborhood locations exhibiting peak dwell-times. Number of visits is obtained using the two concentric circles method (rin =  30cm, rout = 50cm, see section “Materials and Methods”). Dwell-time is represented by colored contour lines forming a topographical map. The contour lines are spaced at the quantiles (0.1, 0.2, 0.3,…) of the smoothed cumulative dwell-time (see section “Materials and Methods”). Note that in these heat maps the color is proportional to the dwell time of each specific infant. Spokes wedges and stars respectively stand for single visits, visit durations, total number of visits to that place, and relative timing starting at twelve o’clock, all extended over the normalized session time (see Figures 5, 6).



[image: image]

FIGURE 3. Spatio-temporal summary of location for non-typically developing (NTD) Infants. The NTDs’ most preferred places were not located near mother and the infants did not visit these places regularly, nor paying to them the highest number of visits. Furthermore, none of the NTDs established any other location marked by both highest cumulative dwell time and highest number of visits. For further explanation see Figure 2.


Whereas the TD infants tended to establish preferred places also near furniture, the NTDs often established places away from both walls and furniture. Most of the NTDs established peak dwell-time places in the open space with their bodies facing their mother yet always keeping a distance from her. Two NTDs (Shuval and Alexey), established peak dwell times vis-à-vis the door leading out of the room.

While the TDs tended to cover the whole room, the NTDs tended to adhere to only part of the room (see section “Endpoint Summaries” – proportion of room covered). TD median coverage 0.042 vs. NTD median coverage of 0.017 (see Table 1).


Visit Distribution Across High Dwell-Time Places

Figures 2, 3 provide a spatio-temporal summary of the process by which dwell time was allocated across the session to the main places. The stars on top of the peak places represent the number, order, and duration of the visits (see section “Materials and Methods”) to the respective peak dwell-time places. Starting at 12 o’clock, the circumference of the stars represents the session’s normalized length. Proceeding clockwise, each wedge presents a visit to this location, with its start and end times given by the orientation, and its duration thus presented by the arc’s length. For very short visits the wedge appears as a single spoke. Almog (TD), for example, visited the most preferred place, located by his mother, 14 times, thus paying the highest number of visits to the place near mother and accumulating time near mother in a piecemeal manner, whereas Dean (NTD) visited his most preferred place only 3 times, ignoring that place for a third of the session and visiting mother only twice. These differences in visit management apply between most of the two groups of infants: all TDs most visited place was near mother for the highest number of times; whereas all the NTDs’ most visited places were located away from mother and each was typically ignored for substantial parts of the session. In summary, the NTDs did not show sustained attention to any place, or object as expressed in spread-across-the-session visits. In both groups visits to most places (except for the TDs mothers’ places) were sparse and not evenly distributed. Both Alexey and Shuval (NTDs) paid the highest number of visits to the exit doorway.

It should be noted that the number of visits to peak dwell-time places does not exhaust the number of visits to mother, and therefore does not disclose the full number of excursions performed from the mother; these visits merely refer to one or at most two places in her vicinity. The infants might, and indeed did, visit mother’s vicinity from other, less visited directions, not necessarily belonging to the peak dwell time places.

The observations of (i) the stable preference of the TDs for the place located near the mother, (ii) the absence of a preferred place near the NTDs’ mother (Figures 2, 3), and (iii) the absence of any other preferred place (marked by both highest dwell time and highest number of visits across the session) implied that the NTDs did not establish any other origin, nor any other origin-related behavior. This justified an examination of all the infants’ path-sessions in explicit reference to mother’s location (see section “Endpoint Summaries” – # of excursions per minute to mother and proportion of time spent near mother).



The Itinerary, Duration, and Extent of Physical Proximity Between the Centers of Mass of the Infant and the Mother During Visits to Mother

For the duration of the entire session, we plotted in the correct order, the relative time of start and end, the duration in session percentages, and the extent of the infant’s proximity to mother; noting whether the infant merely approached the mother, had direct contact, and/or climbed on mother (see section “Materials and Methods”). As shown, Alon (TD, Figure 4a) visited mother’s place 12 times, sometimes only approaching her and at other times climbing on her; whereas Tom (NTD, Figure 4b) spent the first few seconds at the very start of the session near mother and then later slightly approached her three times. More generally, the TDs came to close, extended, and persistent grips with mother, whereas all the NTDs tended to avoid mother’s proximity for extended parts of the session. Adva and Alexey, two NTDs, did visit mother across the session, but for a relatively small number of visits, without penetrating deeply into the space she occupied. Note that in many infants the last extended visit involved climbing mother, yet it has been absent in four of the NTDs. The difference in the extent of physical proximity to mother is also evident in the plots presented in Supplementary Figure S3 of both the average proportion of time spent, and the number of visits paid at distances starting from zero centimeters from the center of her position (Supplementary Figure S3).


[image: image]

FIGURE 4. Management of time and distance from mother. The typically developing (TDs; A) visit mother frequently and persistently, exhibiting close physical proximity of their two centers of mass and for long durations, whereas the non-typically developing (NTDs; B) visit mother rarely; and when visiting they typically merely approach and do not touch mother. The physical proximity of centers plots exhibit the timing, duration, and extent of the infant’s being in close proximity with mother. The concentric circles are centered on mother’s location, spanning a radius of 120 cm around the center. Starting at twelve o’clock and proceeding clockwise for the session’s duration, the arc traced on the circle’s circumference and the colored section of the circle designate the times of start, end, and duration, and the extent of physical proximity to mother (see section “Materials and Methods”).




The Infants’ Management of Distance From Mother

We parsed the infant’s path into excursions by using the zero crossing of the infant’s path with the horizontal line marking the boundary occupied by mother’s customized place (Figures 5, 6). Thereby, touching, or crossing the line on the way down and on the way up defines a visit to mother. A segment of the path located above the horizontal line and bounded by two zero crossings defines an excursion. As demonstrated in Figure 5, the most noticeable feature of the TD’s exploratory path is its partitioning into excursions. Four of the TDs (Alon, Almog, Dan, and Yoram) started the session with short duration excursions (marked by sharp peaks) and then proceeded to excursions that involved extended lingering episodes (marked by flat-topped peaks).


[image: image]

FIGURE 5. Distance from mother partitioned to excursions of typically developing (TD) infants. A plot of the TD infants’ management of distance from mother highlights the partitioning of the exploratory path into multiple modules, the extent of proximity between the centers of mass of the infant and the mother (sections below the horizontal line imply climbing on mother), and a tendency to start the session with sharp peaks (short durations of staying at the far end of excursions) and continue with flat-topped peaks (extended durations of staying at the far end of excursions. Once mother frees the infant, at the session’s onset, all infants except Omri move immediately away. Blue line plots distance from mother, black horizontal line marks mother’s customized boundary, and black vertical lines segment the plot into modular excursions.



[image: image]

FIGURE 6. Distance from mother partitioned to excursions of typically developing (TD) infants. A plot of the non-typically developing (NTDs)’ management of distance from mother highlights few if any visits to mother, low proximity to mother (hardly any sections below the horizontal line), and a tendency to start the session with flat-topped peaks (long durations of staying at a specific distance, indicating long staying in place episodes). At the session’s onset, once mother frees them, all infants move away immediately. Only three of the infants end the session on mother’s lap. Red line plots distance from mother, black horizontal line marks mother’s customized boundary, and black vertical lines segment the plot into modules.


In contrast, the NTDs (Figure 6) performed very few if any excursions from mother: two excursions per session versus the median of 12 for the TDs. After adjusting for the different duration of the sessions the values were 0.397 and 0.118 excursions/min for the TDs and NTDs respectively, with effect size 0.33, and statistically significant (p-value 0.00253, Wilcoxon rank sum test).

The NTDs plots are characterized by long straight lines that maintain a relatively fixed distance in reference to the mother’s location, indicating that these infants are walking away from mother and staying away for long durations; whereas, the TDs plots are more dynamic and bounce back and forth across the line marking mother’s customized boundary (see section “Endpoint Summaries” – Average speed outside of mother’s vicinity). It should also be noted that the maximal distance from mother is much higher in the TDs, except for Shuval whose mother is located, unlike all the other mothers, at the opposite end of the room (see Figure 3). Unlike the TDs, who tend to terminate the session by climbing into mother’s lap, four NTDs terminate the session by the infant crying eliciting retrieval by mother.



Physical Contact With Mother

Although visits to mother do not necessarily imply physical contact, a major difference between the TDs and NTDs is the amount of physical contact they established with their mother (see section “Endpoint Summaries” – contact episodes per minute and proportion of contact time). All the TDs end the session with a relatively long contact episode (see Figure 7). In the NTDs only two infants end the session that way. Some of the short physical contact episodes were initiated by the mothers, who leaned forward and established physical contact with their nearby passing infant.


[image: image]

FIGURE 7. (A) The blue (TD) and (B) red (NTD) dotted lines, represent episodes of infants’ physical contact with mother. Management of physical contact with mother. The duration and frequency of episodes involving physical contact with the mother were high in the typically developing (TDs) and low or almost absent in the non-typically developing (NTDs). The vertical black lines represent the end of the respective infant’s session.




The Itinerary, Duration, and Extent of Physical Proximity of Centers of Mass Between the Infant and Furniture Items During Visits to Furniture in the Room

The TDs visited the furniture items frequently and persistently, invading their respective places deeply and for long durations; whereas, the NTDs’ visits to the furniture tended to be infrequent and shallow (For elaboration of this aspect see Supplementary Figure S2 and accompanying text in Supplementary Material).



Endpoint Summaries

For the seven quantitative endpoints summarized per infant, their values for one group versus the other are visualized by boxplots in Figure 8, and the differences are summarized numerically in Table 1. It can be seen that the differences between the TD and the NTD are consistent and large in all endpoints with effect sizes bigger than one, except for the average progression speed where even there it is 0.8. In spite of the small number of infants in each group, the differences for (i) the number of excursions from mother per minute, (ii) proportion of time near mother (iii) proportion of contact time with mother (iv) number of contact with mother episodes (v) and average speed outside mother’s vicinity, and (vi) proportion of contact time except for average progression speed and logit of proportion of room covered, the differences between the TDs and NTDs are statistically significant (at level 0.05, Wilcoxon rank sum test) and remain so after BH adjustment for the multiple comparisons (Benjamini and Hochberg, 1995). Moreover, for the number of excursions from mother per minute and for the proportion of time near mother there is complete separation between the TD and the NTD groups.
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FIGURE 8. Endpoint summaries. Boxplot summaries demonstrate significant differences between the typically developing (TDs) and non-typically developing (NTDs) behavioral endpoints. All comparisons were conducted using Wilcoxon rank sum test. Except for average progression speed and logit of proportion of room covered, in all endpoints the differences between the TDs and NTDs are statistically significant (at significance level 0.05) after Benjamini–Hochberg (BH) adjustment for multiple comparisons (Benjamini and Hochberg, 1995).


We also study the effect of age as a covariate, using regression analyses. The effect of age is not statistically significant in any of the regressions (with p-values 0.15–0.85), and the membership in the TD or NTD groups have age-adjusted effects of the same direction and similar in size to the unadjusted differences (see Supplementary Table S3).



Excursions Versus One Un-Partitioned Path

The animations presented below demonstrate the partitioning of the path into excursions in two selected TDs:

Animation: Partitioning of Almog’s (TD) path into excursions (Supplementary Movie S3).

Animation: Partitioning of Alon’s (TD) path into excursions (Supplementary Movie S1).

Animations of partitioning of the paths of all the TDs are presented in the Supplementary Material [Alon (Supplementary Movie S1), Omri (Supplementary Movie S2), Almog (Supplementary Movie S3), Dan (Supplementary Movie S4), Yoram (Supplementary Movie S6)]. The TDs exhibit a highly mother-centered organization involving modular partitioning into excursions.

The animations of the paths of two selected NTDs presented below illustrate how the NTD paths tend to avoid mother’s place.

Animation: Partitioning of Yuri’s (NTD) path into excursions (Supplementary Movie S11).

Animation: Partitioning of Tom’s (NTD) path into excursions (Supplementary Movie S10).

Animations of half-hour, un-partitioned paths of all the NTDs are presented in the Supplementary Material [(Alexey (Supplementary Movie S5), Adva (Supplementary Movie S7), Dean (Supplementary Movie S8), Evyatar (Supplementary Movie S9), Tom (Supplementary Movie S10), Yuri (Supplementary Movie S11), Shuval (Supplementary Movie S12)].



DISCUSSION


Mother Related Exploration

Mother-related exploration has been previously described in human infants in several studies: reinforcing Bowlby’s attachment theory with ethological data, Ainsworth observed that human infants use mother as a secure base for exploration (Ainsworth and Bowlby, 1991). Similarly, Mahler’s psychoanalytic separation-individuation theory on the psychological development of the human infant is largely supported by observations of the infants using mother as reference and “home base” (Mahler et al., 1975). Human infant performance of increasingly longer exploratory excursions has also been reported (Rheingold and Eckerman, 1970), and plotted (Vitelson, 2005), previously. The majority of these studies aimed at elucidating intrapsychic processes, such as symbiosis (Mahler et al., 1975), separateness, identity (Stern, 2009), self, object relationships, attachment, security, or separation anxiety (Ainsworth, 1969), on a day-by-day or month-by-month developmental scale (Rheingold and Eckerman, 1970; Jones, 1972) using verbal reports of behavior (Mahler et al., 1975). The current study complements these reports by introducing a phenotyping approach, using continuous kinematic observables for obtaining a comparative, structural, phylogenetic perspective on human infant exploration.



The Two Basic Elements of Our Approach

Leaving the infants to their own devices had a profound effect on their behavior. Finding themselves in a novel, relatively pleasant environment, without being continuously bombarded by social stimuli, yet under the relatively silent visual attention of mother, the infants were entrusted with the full management, at their own pace and for an extended period of time, of their own location, distance, opposition (Eshkol and Wachman, 1958; Yaniv and Golani, 1987) contact, and extent of physical proximity with mother, furniture, and toys. In this way they disclosed to the observer through their behavior the endogenous constraints that shaped their attention, perception, and engagement with the physical and parental environment (Supplementary Figure S2A,B). By (i) mildly reducing the mother’s retrieval response in a safe environment and (ii) quantifying kinematics in a natural frame we uncovered commonalities as well as disparities between the TDs and the NTDs.



The Hypotheses Supported by This Study

These two elements provide the computational and statistical evidence that support the hypotheses presented in the introduction: (1a) in a situation involving a mother and an infant where the mother attends passively to the infant from a stationary location, the exploratory behavior of pre-walking TD human infants is partitioned into natural modules called excursions, performed in reference to mother. (1b) The demonstrated architecture of TD human infant exploration, being composed of lingering episodes, progression segments, and origin-related excursions appears to be homologous to animal origin-related exploration, indicating the potential translational value of this behavior. (2a) This modularity is weak or even absent in NTDs, who came for assessment and treatment to a center for the early treatment of autism in infancy and (2b) these differences can be quantified by measuring properties of the paths performed by the infants in the two respective groups. Weak modularity can thus (2c) be used as an early warning signal.



Exposing the Structure of TD Infants’ Behavior

Making no prior assumptions regarding mother-infant relationship, we first established each infant’s most preferred place in the environment and required that dwell-time would be incrementally accumulated in that place through the sequence of multiple visits. Having established the preference for mother’s proximity in the TDs, we found that the TDs paid a higher number of visits to mother. Furthermore, the TDs came to extensive grips with mother, not only by physically touching her during visits (Figure 7) but also by climbing into her lap as indicated by their distance shrinking to 0 (Figures 4–6). The parallel between the extensive and deep engagement of the TDs with mother and with the furniture items, versus the infrequent and shallow engagement of the NTDs with mother and with the furniture items is worth noting (see Supplementary Figure S2 and accompanying text in Supplementary Material).

Visits to mother were then used to partition the overall path into excursions that started and ended in mother’s vicinity (vertical bars in Figures 5, 6). Some of the TDs, like Almog, performed simple excursions with monotonical outbound and inbound portions. Others, like Alon also performed complex excursions that included several back-and-forth shuttles (Fonio et al., 2009) on the inbound portion of the excursion.



The Homologous Primitives and Modules of Origin-Related Exploration

In comparative developmental anatomy, homologies are defined as modules sharing the same architectural plan [the same connectedness between primitives according to Saint-Hilaire’s (1822) principle of connections, and the same ancestral origin (Wagner, 2018)]. In the absence of behavioral fossils, homologies must, however, be defined in behavior, for the time being, as modules sharing the same connectedness (Golani, 1992; Gomez-Marin et al., 2016). In vertebrates, partitioning of exploratory behavior into excursions going away from an origin and returning to it is almost universal. The origin can be a home site in wild animals (Brown, 1966; Fritts and Mech, 1981; Hoffmann, 1984; Martin and Rudiger, 1988; Woodgate et al., 2016), a home base in adult laboratory rodents (Eilam and Golani, 1989; Wexler et al., 2018), a huddle of siblings in infant laboratory rats (Loewen et al., 2005), a place near the entrance door of an equestrian arena, where horses look out, pace and roll (Burke and Whishaw, 2020), or a mother in primates including human infants. Human TD infant exploration is thus first and foremost homologous to origin-related exploration across the vertebrates, because its architecture is the same as that of origin related behavior in vertebrates: in all the vertebrate taxa the primitives are lingering (staying-in-place) episodes and progression segments assembled into origin-related excursions, origin being defined as the place marked by highest cumulative time and highest number of visits (Golani and Benjamini, 2018). In addition, human TD infant exploration is homologous to primate mother-related exploration because in both primates and TD human infants mother’s location is used as the origin (van de Rijt-Plooij and Plooij, 1987). Our findings thus support the use of both origin and mother-related exploration as translational models.

The current study of homology is of explorative nature, merely portraying the contours of our future work-plan frame. To further support a homology between origin-related exploration in vertebrates, the excursion path should be parametrized in terms of further kinematic degrees of freedom that shape it – translation velocity, path curvature, and trunk orientation (Gomez-Marin et al., 2016). The excursion should also be segmented into progression segments and lingering episodes (Drai et al., 2000). It is also necessary to describe the relations among all the rigid moving parts of the kinematic linkage (Eshkol and Harries, 1998; Golani, 2012), including a continuous record of the infant’ and mother’ facing direction, recording their visual attention continuously (Sorce and Emde, 1981). The technology for this endeavor has just become available (Mathis et al., 2018).



The Deficit in Path Modularity in the NTD Infants

The NTDs exhibited differences from the TDs in structure and quantity of visits to mother. The places of high dwell time and high frequency of visits were in mother’ proximity in all TDs but in none of the NTDs (Figures 2, 3). Moreover, in contrast to TD mothers, most of the NTDs’ mothers were visited rarely if at all (see boxplot summaries Figure 8). The segmentation of the path into excursions revealed that the TDs performed a median of 12 excursions per session whereas the NTDs performed 2 excursions per session, or comparing in excursions/minutes 0.397 vs. 0.118 excursions/minutes; three of the NTDs did not perform any excursions at all.

In the absence of a preferred stable place, the NTDs paths could not be segmented into excursions: they were punctuated like those of the TDs’paths by lingering episodes, but these episodes tended to be situated away from mother. As soon as the session started, both TDs and NTDs slid down from mother’s lap and crawled away, but while the TDs tended to immediately progress back and forth in reference to mother, lingering briefly in several locations along the excursion’s path, the NTDs performed an extended staying-in-place episode as soon as they reached a piece of furniture or a toy (Adva, Tom, Evyater, and Shuval), or as they stopped in an empty space away from walls (Dean), and tended to stay in place at that location for extended durations (Figure 6). Such extended staying-in-place episodes are also performed by TDs, but typically much later in the session, only after performing a sequence of short staying-in-place episodes (Figure 5 Alon, Almog, Dan, and Yoram). Importantly, the NTDs did not exhibit origin-related exploration in reference to any place or object in the room (e.g., Tom and Yuri).



Early Signs of Autism?

The findings in the current study could lead us to associate the described behavior of the NTDs with early signs of autism, as these infants were referred to the Mifne Center for Early Treatment of Autism for assessment and/or treatment. We also were able to contact the parents of six of the seven NTDs: four of the six are in special education schools, and two of them are in mainstream schools following 1 and 2 years of intensive therapy. However, such a conclusion is beyond the capacity and confines of this study which is of exploratory nature. In order to make such an association it would be necessary to replicate (Kafkafi et al., 2017) the study with much larger groups of TDs and NTDs, concurrently performing follow-up developmental tests at older ages, and screening for developmental disorders, including ASD. The tracking and endpoint extraction should be completely automated and statistical analysis should be blinded from the group identity, with a clear pre-registered protocol. It may be also beneficial to shorten the session to 20 min as over longer period some mothers tend to reach toward their infants. Despite these limitations, we have, strictly speaking, found a candidate referral tool for child development specialists examining young pre-walking infants. Once having proved the replicability of this prodrome, machine learning classification using the relevant features could be extracted from videos of infants taken in an unforeseen natural environment, alerting for ASD risk in minutes (Tariq et al., 2018, 2019).



Current Absence of Animal Model Exhibiting a Deficit in Modularity

A main motive of the current study has been the comparative analysis of origin-related exploration in human infants and animal models. This implied the search for symptoms exhibited during exploration in mother’s presence by NTD human infants, and then a subsequent search for the same symptoms in, e.g., ASD mouse models free exploration within our experimental paradigm, consisting of a home cage connected by a doorway to a large arena allowing free exploration (Fonio et al., 2009). So far, however, we have not been able to identify a mouse model that would perform active investigation of the arena without referring back to its home cage, or while being relatively free of the attraction of its home cage.

The paucity or absence of excursions in the NTDs is remarkable in view of the presence of mother-related exploration in primates, the sharing of origin-related behavior in vertebrates and several arthropods, and our inability so far to reproduce a deficit in homing in an experimental setup allowing free exploration. This inability should, however, be reconciled with findings that do show deficits in homing (Ognibene et al., 2007) and in early communication deficits in rodent models of ASD (Scattoni et al., 2008).



Structure-First and Function-First Paradigms Are Complementary

Our interest has been to study the structure of human infant exploratory behavior in the presence of mother, isolate its candidate homological constituent measures, compare them across the TDs and NTDs, and use the differences in our search for corresponding translational animal models. This aim prioritizes the morphogenetic study of structure (Raff, 2012; Gomez-Marin et al., 2016), and views the mother-infant situation as a basic, natural situation requiring structural characterization and understanding before the application of experimental perturbations, while temporarily suspending judgment about function.

Infant carrying has evolved several times in the Primates and, once evolved, it has been conserved (Ross, 2001). Whereas in Primates carrying behavior is largely managed by the infant’s active riding behavior, in humans, due to the evolution of precociality, carrying is exclusively managed by the mother, allowing the infant to alternate between periods of utterly passive indulgent behavior and periods of initiation and active management of exploration. Precociality and active exploration of the environment coexist in human infants due to a partial delay in the onset of active infant exploration.

We do not deny the functions attributed to origin (Golani and Benjamini, 2018) or mother-related behavior: in rodents – the management of novelty and arousal (Fonio et al., 2009); in primates – socialization (Hinde and Simpson, 1975), in bumble bees – foraging (Woodgate et al., 2016), and in human infants – attachment and security (Mahler et al., 1975; Bowlby, 2012; Ainsworth et al., 2015), as well as peragration (Hoch et al., 2018). These studies complement other studies involving the motivation to explore (Berlyne, 1960), skilled action (Bruner, 1973), the ecological link between action and perception (Gibson, 1988), as well as current studies relating perception, development of locomotion, and exploration (Gibson, 1988; Adolph and Berger, 2007; Soska et al., 2010; Franchak et al., 2011; Kretch et al., 2014; Kretch and Adolph, 2017). The fact that a controversy between structure-first and function-first paradigms prevails for almost two centuries (Appel, 1987) in the study of biological phenomena including behavior, implies that both paradigms can be useful, depending on one’s aims.

Indeed, most classical researchers of human infant mother-related exploration prioritize the analysis of its functional aspects. Other studies engage with psychotherapy (Stern, 2009), psychoanalytic theory (Mahler et al., 1975), or the study of an infant’s emotional life (Bowlby, 2012), currently also in correlation to neural maturation (Schore, 2015). This includes, for example, the study of attachment (Ainsworth and Bowlby, 1991; Solomon and George, 1999; Bowlby, 2012), detachment (Rheingold and Eckerman, 1970), separation-individuation in the infant’s intrapsychic life (Mahler et al., 1975), sense of infant’s self (Stern, 2009), and inter-subjectivity (Trevarthen, 1979). Given their aims, these studies tend to ignore spatiotemporal continuity.

On the one hand, the excursion could be viewed as a manner of interaction between infant and mother (Stern, 2009), or even a joint attention (Moore and Dunham, 1995) affair managed mostly by the infant. For Mahler the “checking back pattern” part of the excursion is the most important fairly regular sign of beginning somato-psychic differentiation, being the most important normal pattern of cognitive and emotional development. This checking back pattern is, evidently, also a critical part of the excursion from a survival vantage point. Throughout primate history this behavior was required for survival by infants who were carried by their mothers, using her as an origin and haven during forays into the environment. On the other hand, the absence of origin related behavior in reference to any other place in the environment in the NTDs might reflect a wider deficit in organizing exploratory behavior. Either way, the homological status of this behavior suggests that like any other homology it is very hard to eradicate (Alberch, 1989), giving hope that it can be reactivated in young infants not showing it.
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In animal experimentation, welfare and severity assessments of all procedures applied to animals are necessary to meet legal and ethical requirements, as well as public interests. So far, the methods suggested for this purpose are time consuming and personnel intensive. Also, evidence-based biostatistical methods for this purpose are still rare. We here tested whether the classification of heart rate (HR) and activity (Act) data monitored by telemetry in the home cage by unsupervised k-means-based class-labeling and subsequent Support Vector Machine (SVM) analysis allows severity assessment and grading of experimental procedures of different domains, including surgery, injection, behavioral testing, and routine handling for maintenance. Telemetric devices were subcutaneously implanted in young adult male Crl:CD(SD) and BDIX/UImHanZtm rats. After recovery, rats were randomly subjected to different experimental procedures, i.e., handling and cage change as routine maintenance, Rat Grimace Scale, burrowing, and social interaction for welfare assessment, as well as repeated subcutaneous injections. Thereafter, rats were either intracranially implanted with electrodes or injected with tumor cells. Directly after each procedure, HR and Act were monitored by telemetry in the home cage for 4 h. Application of k-means and SVM algorithms on the obtained data sets from baseline (as no stress), cage change (exploratory Act), and intracranial surgery (as burden) measurements computed three classes described as low HR/low Act, high HR/high Act, and high HR/low Act, respectively. Validation of the SVM model by entering data from all procedures confirmed the allocation to the high HR/low Act class (burden) after surgery, which lasted longer after subcutaneous transmitter implantation than after intracranial surgery. The majority of data points from repeated injections, behavioral testing, and maintenance handling were allocated to the low HR/low Act and high HR/high Act classes. Overall, the SVM model based on HR and Act data monitored in home cage after procedures may be useful for the classification and grading of experimental procedures of different domains.

Keywords: intracranial surgery, behavior, injection, k-means and SVM algorithms, welfare, telemetry


INTRODUCTION

In animal research, effective management of pain, discomfort, and stress is necessary not only for ethical and legal considerations but also to achieve high-quality science free from confounding pathophysiological factors. In many countries, both prospective and actual severity assessments of animal experiments are legally required. This provides the basis for an ethical evaluation and the conclusion if an animal experiment is justified to be conducted. In the field of neuroscience, complex experimental settings are often used, involving neurosurgical intervention, repeated injections, and behavioral testing (Wu et al., 2018; Al-Afif et al., 2019; Elle et al., 2020). Complicating this issue, the burden an animal experiences during procedures not only seldom consists of only one dimension, such as pain after surgery, but also includes other dimensions, such as emotional components in potentially fear-provoking foreign settings. Therefore, robust and meaningful severity assessment schemes addressing both pain and emotional components are necessary (Bleich and Tolba, 2017).

So far, clinical scoring and body weight have been mostly used to assess animals’ well-being within an experiment, but other procedures that take into account species-specific behaviors, such as burrowing or facial expression measured with the Rat Grimace Scale, are increasingly regarded as important (Keubler et al., 2018). Most of these methods require interactions with experimenters, which may be problematic in flight animals since these hide their reduced general state (Stasiak et al., 2003). Instead, telemetry allows home cage-based contactless and observer-unbiased monitoring of physiological parameters, such as heart rate (HR) and activity (Act), and allows, therefore, evidence-based severity assessment (Kramer et al., 1993; Arras et al., 2007; Cesarovic et al., 2011; Seiffert et al., 2019). A further benefit of telemetry is the high temporal resolution to detect short-term deviations of parameters (Kumstel et al., 2020).

Elevated HR has been described not only as physiological indicator for postoperative pain in various species (Kramer et al., 1993; Arras et al., 2007; National Academy of Sciences US, 2009; Cesarovic et al., 2011; Kumstel et al., 2020) but also as response to restraint (Sharp et al., 2002; Meijer et al., 2006; Chen et al., 2009), as response to handling (Kramer et al., 1993; Baturaite et al., 2005; Van Bogaert et al., 2006), or as response to injections (Meijer et al., 2006; Van Bogaert et al., 2006), indicating a stress-like reaction. However, elevated HR is also a physiological reaction to enhanced Act, e.g., during exploration of a novel environment (Van Den Buuse et al., 2001) or after cage change (Sharp et al., 2002; Van Bogaert et al., 2006; Meller et al., 2011).

Another parameter that has been reported to be altered in burdensome situations is Act. A reduction of this parameter has been described after potentially painful transmitter implantation (Greene et al., 2007; Bourque et al., 2010; Cesarovic et al., 2011; Kumstel et al., 2020). Act measured as voluntary wheel-running in mice was also reduced after repeated restraint stress (Häger et al., 2018). However, an increase of Act is found during the exploration of novel and unfamiliar situations (Galani et al., 2001), after cage change (Van Bogaert et al., 2006), or as a response to handling (Clement et al., 1989).

Simply thresholding HR and Act for severity ranking of procedures, however, would not acknowledge the complex interaction between both parameters. It would not take into account that enhanced HR with normal or reduced movement may indicate “burden” of the animal, whereas enhanced HR, together with enhanced Act, would be normal physiological effects of normal Act. Because of the intense interaction of HR and Act, it is difficult to use these parameters individually.

More recently, distinct readout parameters have been assessed and combined by biostatistical methods for severity classification. Receiver operating characteristic curves and principal component analysis have been used to assess the performance of parameters in severity assessment (Möller et al., 2018; Abdelrahman et al., 2019). Furthermore, clustering of wheel-running and body weight data using a k-means algorithm enabled the grading of severity levels during acute colitis, as well as under restraint stress (Häger et al., 2018). Nevertheless, experimental procedures of different domains, e.g., invasive surgery and injection, as well as non-invasive handling for maintenance and behavioral testing, have not been compared and thereby graded within one setting, yet.

We here telemetrically measured HR and Act of eight adult male Crl:CD(SD) (SD) and seven adult male BDIX/UImHanZtm (BDIX) rats for after application of different experimental procedures routinely used in our laboratory. These comprise not only intracranial implantation of electrodes for stimulation and recording of neuronal Act (Elle et al., 2020) and intracranial tumor cell injection for testing anti-tumor effects of local therapeutics (Wu et al., 2018) but also repeated subcutaneous injection, behavioral procedures for severity assessment (e.g., burrowing, grimace scaling, social interaction), and routine animal maintenance (handling and cage change). Using HR and Act data recorded for 4 h after each procedure in the home cage, we developed and verified a Support Vector Machine (SVM) model to classify and grade the impact of these procedures in the context of severity. As focus was on the short-term consequences of different procedures, only measures of the first 4 h after each procedure were used for our algorithm.



MATERIALS AND METHODS


Ethics Statement

Experiments were approved by the Lower Saxony State Office for Consumer Protection and Food Safety (LAVES, license 18/2837). All efforts were made to minimize the pain or discomfort for the animals. All animal experiments followed the ARRIVE guidelines and were carried out in accordance with the EU Directive 2010/63/EU for animal experiments, including approval by local authorities and an animal ethics committee.



Animals

The data of 15 male adult rats (8 weeks, 180 g) of two different strains were used in this study, i.e., eight adult male SD obtained from Charles River (Charles River Laboratories, Germany) and seven adult male BDIX rats obtained from the Central Animal Facility (Hannover Medical School, Hannover, Germany). In order to meet the criterion of reduction of laboratory animals, this study was embedded in ongoing research projects. The SD rat strain is used as a standard in our laboratories for electrode implantation for neuronal recording and stimulation. For intracranial tumor model, the BDIX rat strain is used, because it is congenic to the BT4Ca cells and can therefore be used without immunosuppression (Wu et al., 2018). The rats’ health status was monitored by a sentinel program following the FELASA recommendations. Health monitoring included daily clinical scoring and weight measures.

The rats were single housed in Type III open cages with wood chip bedding material (Espentiereinstreu AB P3; AsBe-wood GmbH, Gransee, Germany) in a ventilated cabinet (ScanTainer®; Scanbur, Denmark) under controlled environmental conditions (22 ± 2°C and 55 ± 10% humidity) with a 14 h light–10 h dark cycle (06:00–20:00 lights on).

The animals were fed with pelleted diet (1,324 TPF from Altromin Spezialfutter GmbH&Co., KG, Lage, Germany) and tap water ad libitum. Cages were changed once a week. Access to the animal room was restricted to experimenters.



Study Design

After acclimatization in the animal facility, all rats were implanted with a telemetric device subcutaneously for continuous measurements of Act and HR. Following 2 weeks of recovery, rats were randomly subjected to different experimental procedures for maintenance (handling and cage change) and procedures for severity assessment (Rat Grimace Scale, burrowing, social interaction) with at least 1 day in between procedures. Four weeks after the implantation of the telemetric device, the SD rats were stereotactically implanted with two intracranial electrodes, whereas the BDIX rats received a stereotactic injection of BT4Ca cells for intracranial glioblastoma formation (Figure 1). Perioperatively, rats received subcutaneous injections of analgesics (Carprofen, RIMADYL®; Pfizer GmbH, Berlin, Germany), and rats with electrode implantation were additionally subcutaneously injected with antibiotics (Marbofloxacin, Marbocyl® FD 1%; Vétoquinol GmbH, Ismaning, Germany).
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FIGURE 1. Telemetric HR and Act data. Timeline of experimental setup, mean heart rate (HR; bpm), and summed activity (Act; counts/min) for 4 h after indicated procedures of SD rats (A–C) and BDIX rats (D–F). Data showed increased HR after surgery without increased Act and increased HR and Act after some experimental procedures. Colors indicate different procedures (turquoise—transmitter implantation, gray—experimental procedures, dark green—electrode implantation, purple—tumor injection). Significant differences are indicated by asterisk (*Friedman test, followed by Dunn’s multiple comparisons post hoc test against baseline; P < 0.05). Data are shown as mean + SEM.


At all days of interest, telemetric data of HR and Act were measured by Ponemah 6.41 (PhysioTel Telemetry System DSI; St Paul, MN, United States).



Surgery

For general anesthesia, chloral hydrate (Sigma-Aldrich Chemie GmbH, Steinheim, Germany; initially 360 mg/10 ml/kg intraperitoneally, reinjection: up to 1/3 of the initial dose) was used. Additionally, 2% xylocaine (AstraZeneca GmbH, Wedel, Germany) was administered as a local anesthetic. For analgesia, rats received Carprofen (5 mg/kg intraoperatively, 2.5 mg/kg for 2 days postoperatively) after each surgery. For SVM analysis, the day of surgery and the following 3 postoperative days were used.



Telemetric Transmitter Implantation

The telemetric device (ETA F10; PhysioTel Telemetry System DSI; St Paul, MN, United States) was subcutaneously implanted. A 2 cm long incision was made at the left abdominal side laterally to the spine, caudal to the costal arch, and a subcutaneous pocket was formed, where the transmitter was placed afterward. To build a derivation after Einthoven no. II, the electrodes were subcutaneously tunneled (the negative electrode was placed at the right pectoral region and the positive electrode at the end of the costal arch approximately 1 cm left laterally to the xiphoid). Both electrodes were fixed at their location by a single subcutaneous suture, and thereafter, the incisions were closed by sutures and suture clips. Although the transmitter device would allow recording of temperature, this data was not used for further analysis, because the subcutaneous temperature sensor did not give reliable measures.



Stereotactic Surgery for Intracranial Electrodes Implantation and Injection of Tumor Cells

For stereotactic surgery, rats were placed in a stereotaxic frame in a flat skull position. After incising the skin and preparing the surgical site, Bregma was defined and used as a reference for intracranial targeting.

The SD rats were bilaterally implanted with platinum–iridium electrodes into the subthalamic nucleus through burr holes (anteroposterior: -3.8 mm, mediolateral: ± 2.5 mm, dorsoventral: -8.0 mm). The electrodes were fixed to the skull by dental acrylic cement (Paladur®; Heraeus Kulzer GmbH, Hanau, Germany) and four anchor screws. Rats received a daily Marbofloxacin injection (6.6 mg/kg subcutaneously) for 8 days, starting at 2 days preoperatively.

BDIX rats received an injection of a cell suspension containing malignant neuroectodermal cells (104 BT4Ca glioma cells in 3 μl PBS) through a burr hole into the right frontal cortex (anteroposterior: +2.6 mm, mediolateral: +2.5 mm, dorsoventral: -2.8 mm). All incisions were closed by suture clips.

BDIX rats were euthanized and transcardially perfused when reaching the endpoint criterion of deteriorated clinical score and weight loss. SD rats were decapitated under CO2 anesthesia, and the brain was removed for molecular analysis.



Experimental Procedures


Maintenance

Handling included grasping the rats with both hands around the chest, as used, e.g., for weight measurements. For cage change, rats were placed into a new cage with fresh bedding once a week.



Procedures for Severity Assessment

To evaluate the impact of the procedure itself, rats naïve to all procedures were used. For the Rat Grimace Scale, the rats were placed in cubical boxes (21 × 10.5 × 9 cm), set into the spotlight, and filmed for 5 min. To assess species-specific burrowing behavior, animals were placed in an empty Type IV cage for 30 min. Thereafter, the burrowing tube (320 × 100 mm plastic tube filled with 2.5 kg of gravel) was placed into the cage. One hour later, the amount of gravel burrowed was weighed. For social interaction, an age-matched unknown partner was introduced to the experimental rats in an empty Type V cage for 5 min. For standardization, all procedures were performed at the same time of the day.



Injections

To evaluate the impact of subcutaneous injections, the first two injections of antibiotics (i.e., injection 2 days before intracranial surgery) were used.




Telemetric Data Analysis

The telemetric data of HR and Act were acquired by Ponemah 6.41 at days of interest. For evaluation, the telemetric data were split into three major groups: subcutaneous implantation of the telemetric device (displayed turquoise in figures), experimental procedures (gray; including procedures for maintenance, for severity assessment, and for subcutaneous injections), and intracranial surgery [which differs in both strains: SD rats—electrode implantation (dark green) and BDIX rats—tumor cell injection (purple)], see also experimental design in Figure 1.

Telemetric data measured were analyzed for 4 h after each experimental procedure. The HR was taken as mean in beats per minute (bpm), and the Act was taken as a sum of counts/min per indicated time interval. Recordings 2 weeks after transmitter implantation were taken as baseline measurements, as the animals are assumed to be fully recovered from the first surgery.

Within the 4 h period after each experimental procedure, the HR was plotted against the Act for the following time bins (colors coded in Figures 2, 3): 0–10 (red), 10–20 (orange), 20–30 (yellow), 30–60 (green; downscale to 10 min), mean of 60–120 (light blue; downscale to 10 min), mean of 120–180 (dark blue; downscale to 10 min), and mean of 180–240 (purple; downscale to 10 min).


[image: image]

FIGURE 2. Development of classification model in SD rats. Heart rate (HR; bpm) and activity (Act; counts/min) until 4 h after experimental procedures of baseline as no stress (A), cage change as stress-like response inducing procedure (B), and electrode implantation as distress (C). (A–C) served as training data set for development of Support Vector Machine (SVM) decision boundaries map (D) with blinded training data set (black symbols). SVM identified three classes: dark gray: high HR/low Act, midgray: high HR/high Act, light gray: low HR/low Act. Overlay of training data and decision boundaries (A’–C’). HR is shown as mean, and Act is shown as sum over 10 min starting at the indicated time points (color-coded). Symbols indicate different animals.
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FIGURE 3. Evaluation of SVM as tool to classify severity. Exemplarily validation data plotted on SVM decision boundaries (A–H): handling [(A) SD rats, (E) BDIX rats], social interaction [(B) SD rats, (F) BDIX rats], transmitter implantation d1 [(C) SD rats, (G) BDIX rats], electrode implantation d1 in SD rats (D), and tumor injection in BDIX rats (H). HR (HR; bpm) is shown as mean, and activity (Act; counts/min) is shown as sum over 10 min starting at the indicated time points (color coded) after the experimental procedure. Symbols indicate different individual animals. Three classes were identified by SVM: high HR/low Act (dark gray), high HR/high Act (midgray), low HR/low Act (light gray). Bars indicate fractions of data points allocated to different classes. Ranking of all experimental procedures according to the fraction of data points allocated to the high HR/low Act class [(I) SD rats, (J) BDIX rats].




Statistics


Training of the k-Means Class-Labeled SVM

Baseline data (no stress), cage change (as routine maintenance), and intracranial surgery (as burden, in SD rats 8 animals at 7 time bins/in BDIX rats 7 animals at 7 time bins) were randomly partitioned into a training and test set (70%/30%). All following analyses were performed using the R software [R Core Team (2019), R: A language and environment for statistical computing, R Foundation for Statistical Computing, Vienna, Austria]. A scree analysis, which was run with the training set, revealed three classes as an optimum number of clusters for both strains. The blinded training set was class-labeled with unsupervised k-means clustering. Following cluster analysis, an SVM with a radial basis kernel was trained on the class-labeled training data using 5-times repeated 10-fold cross-validation and hyperparameter tuning. The decision boundaries are shown as a “map” of different shades of gray. The SVM was validated using the test data.

To validate this model, the remaining data, measured after other procedures, were predicted using the SVM model. The fractions of data points lying in the different classes were counted, and procedures were ranked according to the allocation to the high HR/low Act class (Figure 3). The fractions of data lying in class high HR/low Act were ranked and statistically compared using a Fisher’s exact test performed in R (Figure 4).
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FIGURE 4. Statistical comparison of severity fractions of procedures. The fractions of data allocated to class high HR/low Act were statistically compared using a Fisher’s exact test; for SD rats (A) and BDIX rats (B); framed fields that are described in the section “Results”; *P < 0.05, **P < 0.01, and ***P < 0.001.




Statistical Analysis

Further statistical analysis was performed using GraphPad Prism® (v5, GraphPad Software, Inc., La Jolla, CA, United States). Values shown in Figure 1 are mean + standard error of the mean. In the remaining figures, data are shown for each animal. All data used in Figure 1 were analyzed to be normally distributed using the Shapiro–Wilk test, followed by Bartlett’s test to check for homoscedasticity, which revealed unequal variances (P < 0.05). Consequently, for statistical analysis, a non-parametric one-way repeated measure analysis of variance (one-way RM ANOVA, “Friedman test”) was carried out and in case of significance followed by Dunn’s multiple comparisons to baseline as a post hoc test. P < 0.05 was considered significant.





RESULTS

All rats well recovered from surgery without weight loss or deteriorated clinical conditions. Histology of BDIX rat brains after the study confirmed tumor growth in the prefrontal cortex of all rats. As the brains of SD rats were in total removed for molecular analysis, the location of the implanted electrodes was not analyzed. Nevertheless, previous studies showed correct placement of electrodes in about 90% of rats after stereotaxic implantation.


Monitoring of Heart Rates and Changes in Activity During Experimental Procedures

As outlined in the experimental setup (Figures 1A,D), HR and Act were monitored after transmitter implantation, after distinct experimental procedures, and after intracranial surgery in SD and BDIX rats. Clinical score and body weight were not affected by either procedure (data not shown). In SD rats, statistical analysis of HR with ANOVA showed elevated measures after subcutaneous transmitter implantation (d0–d3: χ2 = 106.2, P < 0.0001, post hoc P < 0.001), after the day of intracranial electrode implantation (d0: χ2 = 106.2, P < 0.0001, post hoc P < 0.001), as well as after burrowing (χ2 = 106.2, P < 0.0001, post hoc P < 0.01; Figure 1B). Analysis of Act ANOVA only showed enhanced measures after burrowing (χ2 = 102.8, P < 0.0001, post hoc P < 0.01; Figure 1C).

For BDIX rats, analysis of different procedures with ANOVA revealed enhanced measures on the day of transmitter implantation and the first postoperative day (d0–d1: d0–d1: χ2 = 80.07, P < 0.0001, post hoc P < 0.05), as well as on the day of intracranial tumor cell injection (d0; d0: χ2 = 80.07, P < 0.0001, post hoc P < 0.01; Figure 1E). Analysis of Act showed enhanced measure for the day after subcutaneous transmitter implantation, as well as for the first cage changes analyzed (χ2 = 58.35, P < 0.0001, post hoc P < 0.001) and burrowing (χ2 = 58.35, P < 0.0001, post hoc P < 0.001; Figure 1F).



Demarcation of Individual Time-Dependent Stress Reactions by k-Means Class-Labeled Machine Learning

Scatter plots of HR and Act with data during the first 4 h after baseline measurements, after cage change, and at the day of intracranial electrode implantation revealed stable HR and Act values during baseline and increased values up to 60 min after cage change. In contrast, after electrode implantation, HR was increased for more than 240 min but without increased Act (exemplarily for SD rats, see Figures 2A–C; BDIX rats, see Supplementary Figure 1).

For further analysis of a specific severity-related HR and Act pattern, a machine learning algorithm was applied. An SVM with radial basis kernel detected three classes within pooled and blinded data from baseline, after cage change, and after electrode implantation (exemplarily shown for SD rats in Figure 2D; for BDIX rats, see Supplementary Figure 1D). The respective classes are characterized by low HR/low Act (light gray), high HR/high Act (midgray), and high HR/low Act (dark gray).

Highlighting the training data sets (Figures 2A’–C’) from SD rats within the SVM model showed that baseline data are located in the low HR/low Act class, whereas the majority of data points after electrode implantation are allocated to the high HR/low Act class. The cage change data, however, were initially located in the high HR/high Act class, but returned to baseline values (low HR/low Act class) within the 4 h period.

The accuracy of the SVM for the training as well as the test set was 100% in both strains, with a 95% confidence interval of the training set (0.9315, 1) and test set (0.9687, 1) in SD rats [BDIX rats: training set (0.9229, 1); test set (0.9641, 1)].



Classification of Experimental Procedures Using the SVM Classification Model

Next, the applicability of the trained SVM as a tool for assessing the impact of different procedures on the animals, thereby classifying experiments based on their severity, was tested. Therefore, the SVM model was applied to validation data sets of the respective procedures (four procedures are exemplarily shown in Figures 3A–D for SD rats and Figures 3E–H for BDIX rats). The percentage of data allocations into the three classes enabled a ranking of the procedures according to the fractions within high HR/low Act class (Figure 3I for SD rats and Figure 3J for BDIX rats).

In SD rats, the first days after surgical procedures, especially after transmitter implantation, were ranked the highest (Figure 3I). The day of surgery (d0) of transmitter implantation had the most counts in the high HR/low Act class (100%), followed by electrode implantation d0 (98.21%) with no significant difference (Figure 4A; P > 0.05). The days after both surgeries (starting at d1) displayed significantly lower counts in the high HR/low Act class than d0 (P < 0.05). The postsurgical days after electrode implantation had significantly lower counts in the high HR/low Act class than the postsurgical days after transmitter implantation (P < 0.001). Days 6 and 7 after electrode implantation did not show significant differences to baseline, anymore (P > 0.05).

Data points of SD rats, which did not burrow, ranked higher than those of electrode implantation on d1, although this comparison did not reach the level of significant difference, whereas in comparison to all other tested experimental procedures, it was significant (P < 0.001). The other experimental procedures showed only a few allocations to the high HR/low Act class and did not significantly differ from each other (P > 0.05).

In SD rats, Carprofen was injected subcutaneously on days 1 and 2 after electrode implantation. Additionally, antibiotics were administered for 8 days starting at 2 days before intracranial surgery. Data after the first presurgical subcutaneous injection of antibiotics (in Figure 3I, “Injection I”) ranked higher than the following injection (P < 0.001). Interestingly, this second presurgical injection was not significantly different from baseline measurements.

In BDIX rats, the day of transmitter implantation ranked at the top, followed by the day of intracranial tumor injection with no significant difference (Figure 3J). Data of BDIX rats that did not burrow ranked significantly lower than those of the surgical days, but higher than all other days and experimental procedures (P < 0.05). The postsurgical days of both surgeries (starting at d1), as well as the experimental procedures, were, except for the first day after transmitter implantation, not significantly different from baseline.




DISCUSSION

In animal experimentation, laws and guidelines require the assessment of the actual severity experienced by an animal. Evidence-based and validated methods and practical guidance for this purpose are still missing (Bleich and Tolba, 2017). Recently, computational methods have been introduced for severity assessment in this context (Häger et al., 2018; Möller et al., 2018; Abdelrahman et al., 2019).

In the present study, we showed that k-means labeling of HR and Act data measured in the home cage at baseline, after cage change, and after intracranial surgery with subsequent SVM-based machine learning approach computed three classes of conditions in the context of severity: one with low HR/low Act (baseline), one with high HR/high Act (exploratory “activity” after cage change), and one with high HR/low Act (“burden”-related intracranial surgery). Subsequent allocation of HR and Act data of experimental procedures of different domains into these classes allowed ranking of experimental procedures. Data of most behavioral and maintenance procedures were allocated in the low HR/low Act and high HR/high Act classes, as expected during resting condition and exploratory or stress-like behavior (Galani et al., 2001; Van Den Buuse et al., 2001; Sharp et al., 2002), whereas after different surgical procedures, data were initially allocated to the high HR/low Act class, as expected during burdensome procedures (Kramer et al., 1993; Arras et al., 2007; Greene et al., 2007; Wright-Williams et al., 2007; National Academy of Sciences US, 2009; Bourque et al., 2010; Cesarovic et al., 2011; Kumstel et al., 2020). This indicates that k-means labeled SVM may be useful for the assessment and grading of scientific procedures of different domains. More detailed analysis, however, not only highlighted differences between surgical procedures or repeated injections but also revealed unexpected allocations of behavioral procedures, such as “burrowing” into the class of “burden,” which may be used as a basis for refinement of experimental procedures when working with rats.

Postoperative data measured directly after surgery primarily showed counts in the high HR/low Act class with no differences between intracranial surgery and subcutaneous transmitter implantation in both rat strains. This is likely pain-related since enhanced HR and reduced Act have been reported after painful procedures (Kramer et al., 1993; Arras et al., 2007; Greene et al., 2007; Wright-Williams et al., 2007; National Academy of Sciences US, 2009; Bourque et al., 2010; Cesarovic et al., 2011; Kumstel et al., 2020), but may, at least in part, also be due to side effects of the general anesthesia.

Interestingly, depending on the respective intervention, the recovery time varied. The SVM analysis revealed that SD and BDIX rats seemed to be more and longer affected by subcutaneous transmitter implantation than by intracranial surgery for electrode implantation or tumor cell injection. One aspect may be that the brain itself has no pain receptors (Monitto et al., 2011), and that the surgery does not affect mobile parts of the body. Intracranial surgery may, therefore, be less painful than the surgery on the abdomen after subcutaneous transmitter implantation. With that regard, implantation of electrodes for deep brain stimulation in human patients is usually performed in the awake patient only with local anesthesia, whereas subsequent implantation of the pacemaker, which involves subcutaneous tunneling of the electrode’s lead to the subclavicular region, is performed under general anesthesia (Chen et al., 2017).

Data analysis using the SVM model also enabled severity grading of intracranial surgeries with different complexity. From the first postoperative day on, data measured after intracranial injection of tumor cells through a cranial burr hole in BDIX rats did not differ from those of baseline and different behavioral and handling procedures. In contrast, after intracranial electrode implantation in SD rats, which requires several screws wound to the skull as reinforcement for a head stage, data analysis showed allocations toward the high HR/low Act class (burden) until Day 5 after intracranial surgery when compared with data from baseline and handling procedures.

Pain medication was only given on the first two postoperative days, but the allocation of measures to the high HR/low Act class did not differ from those without pain medication. This suggests that the Carprofen regime is not sufficient for pain relief after subcutaneous transmitter implantation and intracranial implantation of electrodes. Strain differences with regard to pain sensitivity may also play a role, since after subcutaneous transmitter implantation BDIX rats seem to be less affected by surgery than SD rats. Interestingly, clinical score and body weight were not affected by either surgery, indicating that the clustering of HR and Act with the k-means algorithm is highly sensitive. This method may allow detecting even slight deviations from normal conditions that a flight animal like the rat does not show with an observer close by.

Another important finding was that no cumulative effect of repeated injections could be detected. While the initial data of the first subcutaneous injection of antibiotics before surgery were allocated to the high HR/low Act class, measures after the second injection did not differ from that after baseline recordings. Nevertheless, subcutaneous injections of antibiotics for 5 days after electrode implantation may aggravate postoperative measures, since these days are classified as more severe than the following 2 days without injection. So far, only a few studies have reported on the effect of repeated injections. Using voluntary wheel-running to assess severity in mice, no negative effect of repeated injections was found (unpublished observations). Nevertheless, negative effects were shown when mice were injected three times per day (Jirkof et al., 2015). With that regard, rats may better cope with handling- and distress-related procedures as mice.

Except for burrowing, the impact of all handling and behavioral procedures used for severity assessment did not substantially differ from routine animal handling for maintenance. Most measures are initially located in the high HR/high Act class, as expected with procedures that trigger exploratory behavior or as a reaction to unusual events, but within the next 4 h gradually returned to the low HR/low Act class that represents baseline condition. Importantly, even the reaction to temporary restraint in enclosures for the recording of the Rat Grimace Scale (Langford et al., 2010; Sotocinal et al., 2011) did not differ from maintenance and handling procedures. With that regard, an increased HR is a typical response to stressors by an organism and does not necessarily harm an animal. Accordingly, it has previously been described as a stress-like response to cage change and other experimental procedures (Sharp et al., 2002).

The only exception in the experimental procedures tested here was the reaction to a burrowing tube placed into an empty cage that—as species-specific behavior—has recently been proposed to be useful for severity assessment in rats (Seiffert et al., 2019). When first exposed to the burrowing tube, all SD rats and almost all BDIX rats did not engage in burrowing at all. In these non-burrowing rats, telemetric measurements were allocated mostly in the high HR/low Act class. While postoperative allocation to the high HR/low Act class likely indicates pain, or distress-related states, when placed in the burrowing setup, measures in this class rather indicate a strong burden related to anxiety and discomfort in a foreign environment. This corroborates a previous study showing that in response to anxiety, HR was elevated, and Act was decreased (Zhang et al., 2004). Interestingly, data of rats that immediately started burrowing upon first exposure to the burrowing tube mainly resulted in an Act-related increase of HR when back in the home cage, similar to other behavioral procedures that triggered exploratory behavior. Furthermore, rats that were raised in highly enriched large cages, including repeated exposure to foreign and potentially threatening equipment, showed better performance in the initial phases of behavioral testing for cognitive function (Hoffmann et al., 2009). Our observation may, therefore, trigger the discussion of whether rats that will be exposed to behavioral testing should be housed in highly enriched cages to get used to new and potentially threatening behavioral setups.

The main limitation of this work is that so far, classification is based on eight SD and seven BDIX rats. Further recordings will likely result in more general and robust k-means clustering and more specific classification of different procedures. It also remains open to what extent age and sex will have an impact on classification since in the present study, only male rats with roughly the same age and weight have been used. In addition, because of technical constraints, all recordings were taken immediately after the actual procedure. Future studies should therefore also include measures during the actual procedure. Furthermore, the attribution of data to the high HR/low Act class only indicates deviation from the normal state of the animal. Whether this is related to pain (as likely explanation after surgery) or anxiety (as likely during testing in foreign behavioral setups) needs to be tested with more specific methods. Finally, since subcutaneous transmitter implantation is invasive itself and had more impact than intracranial surgery, this setup should only be used for grading of certain key animal models and experimental procedures and not as routine severity assessment method.

We are aware that using different neurosurgical procedures may be a limitation of the current study. Apart from intracranial surgery, however, both rat strains were subjected to the same procedures (transmitter implantation, maintenance procedures, and behavioral testing), which enable direct comparison of reactions between strains. In all procedures, BDIX rats were less affected than SD rats. The better outcome after intracranial injection of tumor cells in BDIX rats may therefore be related not only to the less severe surgery but also to the constitution of the BDIX strain. Differences of the autonomic system between strains may at least in part account for this different susceptibility to the different procedures. Accordingly, the algorithm defined clusters for each rat strain results in slightly different demarcation of clusters. Nevertheless, the allocation and ranking of procedures to the clusters in both strains were relatively similar and therefore allowed comparisons between strains.

Together, we here describe that SVM machine learning of HR and Act measured in the home cage may be useful for evidence-based severity assessment and ranking of experimental procedures of different domains, which is legally required, essential for a realistic harm/benefit analysis and development of refinement strategies. Furthermore, our model detects not only postoperative pain but also anxiety- and stress-related responses and thus provides a tool for the detection of multidimensional burden.
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Supplementary Figure 1 | Development of classification model in BDIX rats. Heart rate (HR; bpm) and activity (Act; counts/min) until 4 h after experimental procedures of baseline as no stress (A), cage change as stress-like response inducing procedure (B), and tumor injection as distress (C). (A–C) served as training data set for development of SVM decision boundaries map (D) with blinded training data set (black symbols). SVM identified three classes: dark gray: high HR/low Act, midgray: high HR/high Act, light gray: low HR/low Act. Overlay of training data decision boundaries (A’–C’). HR is shown as mean, and Act is shown as sum over 10 min starting at the indicated time points (color coded). Symbols indicate different animals.

Supplementary Figure 2 | Scree-plot and k-means. Results of scree-plot analysis for SD (A) and BDIX rats (C) as well as the results from the k-means class-labeling of the blinded data for SD (B) and BDIX rats (D). Colors indicate cluster allocations of data by k-means.



ABBREVIATIONS

AB, s.c. injection of antibiotics; Act, activity; BDIX, BDIX/UImHanZtm rats; bpm, beats per minute; BSL, baseline; BUR, burrowing; Ca, Carprofen; CG, cage change; d, day; EI, intracranial electrode implantation; Handl, handling; HR, heart rate; i.p., intraperitoneal injection; Inj., subcutaneous injection; min, minute; No BUR, animals that did not burrow; RGS, Rat Grimace Scale; s.c., subcutaneous injection; SD, Crl:CD(SD) rats; SI, social interaction; SVM, Support Vector Machine; TI, transmitter implantation; TuIn, intracranial tumor injection.
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Recently, hundreds of risk genes associated with psychiatric disorders have been identified. These are thought to interact with environmental stress factors in precipitating pathological behaviors. However, the individual phenotypes resulting from specific genotype by environment (G×E) interactions remain to be determined. Toward a more systematic approach, we developed a novel standardized and partially automatized platform for systematic behavioral and cognitive profiling (PsyCoP). Here, we assessed the behavioral and cognitive disturbances in Tcf4 transgenic mice (Tcf4tg) exposed to psychosocial stress by social defeat during adolescence using a “two-hit” G×E mouse model. Notably, TCF4 has been repeatedly identified as a candidate risk gene for different psychiatric diseases and Tcf4tg mice display behavioral endophenotypes such as fear memory impairment and hyperactivity. We use the Research Domain Criteria (RDoC) concept as framework to categorize phenotyping results in a translational approach. We propose two methods of dimension reduction, clustering, and visualization of behavioral phenotypes to retain statistical power and clarity of the overview. Taken together, our results reveal that sensorimotor gating is disturbed by Tcf4 overexpression whereas both negative and positive valence systems are primarily influenced by psychosocial stress. Moreover, we confirm previous reports showing that deficits in the cognitive domain are largely dependent on the interaction between Tcf4 and psychosocial stress. We recommend that the standardized analysis and visualization strategies described here should be applied to other two-hit mouse models of psychiatric diseases and anticipate that this will help directing future preclinical treatment trials.
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INTRODUCTION

Most psychiatric diseases such as autism spectrum disorder, major depression, and schizophrenia are thought to arise from complex interactions of genetic and environmental influences (Lai et al., 2014; Weinberger, 2017; Calabrò et al., 2019). Pre- and perinatal infections as well as psychosocial stress during childhood and adolescence are important environmental risk factors (Brown et al., 1999; Allswede and Cannon, 2018; Assary et al., 2018; Richetto and Meyer, 2020). Despite different clinical symptoms, psychiatric diseases share similar genetic factors and psychopathological characteristics (Calabrò et al., 2020). However, not much is known about the complex interactions of all these risk factors in the pathogenesis of psychiatric symptoms and diseases. While patient-derived induced pluripotent stem cells (iPSCs) are used to study the influence of a patient-specific set of multiple genetic factors at the cellular level, the impact of genotype by environment (G×E) interactions on behavior can only be studied in animals (Tsuang, 2000; van Os et al., 2010; Hosák and Hosakova, 2015).

In the past, advancing results from animal models into the clinic have frequently failed (Markou et al., 2009; Nestler and Hyman, 2010; Jones et al., 2011), emphasizing the need to improve the validity of disease models. For major depression and schizophrenia, it has been postulated that two hits, i.e., the combination of a genetic predisposition and an environmental impact, are necessary for developing these disorders (Maynard et al., 2001; Tost and Meyer-Lindenberg, 2012). Both diseases have a strong genetic background, but concordance rates in monozygotic twins are around 50–80% that indicates substantial environmental contributions as well.

The first hit, i.e., the genetic predisposition, has recently been addressed by several genome-wide association studies (GWAS), copy number variation analyses, as well as exome sequencing approaches and hundreds of risk gene loci with variable effect sizes have been identified (Marshall et al., 2017; Pardiñas et al., 2018; Li et al., 2020). Among the best, repeatedly found, “cross-disorder” pleiotropic risk genes for neurodevelopmental psychiatric disorders is Transcription Factor 4 (TCF4) that has been shown to be implicated in autism spectrum disorder, major depression, and schizophrenia (Forrest et al., 2018; Pardiñas et al., 2018; Amare et al., 2019; Calabrò et al., 2020). The gene product of TCF4 is a basic helix-loop-helix (bHLH) transcription factor involved in developmental and plasticity-related transcriptional programs in the CNS, including pathways essential for cognition and learning (Li et al., 2019; reviewed in detail in Quednow et al., 2014). TCF4 mediates cell proliferation and neurite growth-associated processes, influences excitability in manifold ways (D'Rozario et al., 2016; Rannals et al., 2016; Page et al., 2018), and acts as a transcriptional hub for several bHLH proteins (Quednow et al., 2014). TCF4 binding sides have been identified across a large repertoire of genes including many risk factors for schizophrenia and other neurodevelopmental disorders (Forrest et al., 2018). TCF4 is located on chromosome 18 in mice and humans. Haploinsufficiency leads to severe intellectual disability and retardation in the Pitt-Hopkins-Syndrome type of autism spectrum disorder (Goodspeed et al., 2018) and more 5′ located risk alleles associated with long TCF4 isoforms influence performance in certain cognitive tasks (Albanna et al., 2014). Tcf4 knock-out mice suffer from severe brain defects (Flora et al., 2007; Li et al., 2019), whereas moderately modulating the expression of long Tcf4 isoforms in gain and loss of function mouse models is known to cause cognitive impairments (Brzózka et al., 2010; Brzózka and Rossner, 2013; Quednow et al., 2014; Badowska et al., 2020).

The second hit are environmental conditions – non-genetic factors during vulnerable developmental phases (Schneider, 2013). The identification of such environmental influences is difficult, but several conditions have been associated with an increased risk of developing schizophrenia, including migration, urban upbringing, and childhood trauma, pointing at the contribution of psychosocial stress (Holz et al., 2020).

Cognitive impairments in Tcf4 gain and loss of function mouse models were indeed shown to be worsened by chronic psychosocial stress or isolation rearing, making this a promising two-hit mouse model (Brzózka et al., 2010; Badowska et al., 2020).

Another strategy to improve the validity of genetic animal models, particularly for genes that affect several diseases such as Tcf4, is to focus on neurophysiological endophenotypes instead of clinical symptoms. The Research Domain Criteria (RDoC) system offers a valuable classification framework for this (Insel et al., 2010) that consists of the following domains: cognition, social processes, sensorimotor systems, positive and negative valence, as well as arousal and regulatory systems (Morris and Cuthbert, 2012). These domains match brain phylogeny and are based on distinct biological brain systems and networks (Anderzhanova et al., 2017). The RDoC framework was specifically developed for improving the translational value of neurobiological and psychiatric animal models. However, no systematic evaluation in this context has been attempted so far. We are presenting here a comprehensive behavioral profiling in accordance with the RDoC concept using existing mouse models called PsyCoP (platform for systematic behavioral and cognitive profiling).

We have used PsyCoP to profile Tcf4 transgenic mice (Tcf4tg) subjected to social defeat at adolescence as a “two-hit” G×E mouse model. The test battery consisted of a diverse panel of well-established behavioral tests. For the R script based automated analysis according to the behavioral traits and domains defined in RDoC framework we have used family-wise group comparisons as well as dimension-reduction visualizations analyses. Using this workflow, we could demonstrate a strong synergistic contribution of psychosocial stress specifically on the development of cognitive dysfunction and novelty-induced hyperactivity in the Tcf4 overexpression mouse model. Whereas, sensorimotor gating was impaired by the genetic factor only and the positive and negative valence systems were solely affected by psychosocial stress. Moreover, we present a generalizable approach for improving the predictive validity and translatability of psychiatric mouse models.



MATERIALS AND METHODS


Animals and Husbandry

C57Bl/6N mice were obtained from Charles River Laboratories GmbH, Sulzfeld, Germany. The Tcf4 transgenic and wildtype mice were kept on a C57Bl/6N background.

Mice were kept under a 12:12 light/dark cycle matching the natural day/night cycle. Lights were switched on at 7 a.m. throughout the testing period. Food was provided ad libitum; water was conditionally restricted in the IntelliCage System only. Male Tcf4 transgenic (Tcf4tg) and wildtype (wt) littermate control mice were weaned at 21 days and group housing was established in groups of ~10 male animals of mixed genotypes. Separate groups were used for psychosocial stress and no stress control. Animals were kept in type IV cages (Tecniplast 2000, 612 × 435 × 216 mm, 2,065 cm2). Test mice were 9–14 weeks of age, when used for subsequent experiments.



Experimental Procedures

Experimental mice were moved with clear polycarbonate tunnels to avoid the stress induced by classical tail handling (Hurst and West, 2010). Mouse studies were conducted in accordance with the German Animal Protection Law. Animals were habituated in the experiment room for at least 10 min. All experiments were conducted during the light phase, except IntelliCage experiments, which ran continuously. Test equipment was cleaned using SDS solution and then ethanol before and after usage if not stated otherwise. Animals were exposed to the following tests consecutively (Figure 1).


[image: Figure 1]
FIGURE 1. Study design. (A) Timelines for Tcf4tg (tg) and wildtype (wt) mice subjected to social stress during adolescence (social defeat; sd) or not (no stress control, ns). Behavioral testing took place during weeks 9–14, then RFID chips were implanted, and the animals subjected to behavioral tests in order of increasing aversiveness. (B) Schematic overview of the analysis pipeline. After semi-automated data processing, single variables were visualized and overall neurocognitive profiles were generated by categorization in accordance with the RDoC framework, resulting in a heatmap and dimension reduction via canonical discriminant analysis (CDA), resulting in a dimension plot.




Social Defeat

The resident intruder social defeat paradigm of psychosocial stress was essentially performed as described in Brzózka et al. (2011), starting at an age of 34–42 postnatal days. FVB/N male mice, 45–70-week-old, were used as resident stressor mice. Male residents were primed by pairing with a female of the same age for 3 days and their attack latency was assessed with 8 weeks old C57Bl/6N wildtype male mice. Only residents with attack latencies under 20 s were used. On 21 consecutive days, starting at 5 weeks, experimental mice (intruders) were taken out of their home cage individually and inserted into a resident's home cage for a total of 21 sessions for each intruder test mouse. After the first physical attack, animals were protected by a perforated metal cage (75 mm × 115 mm × 60 mm) for another 60 min. None of the animals suffered bite marks or showed other signs of injury. The intruders were then identified by their ear tags, their tails marked with a waterproof pen, and put back into their home cage. Metal cages were cleaned with water and ethanol between sessions. The test time was randomized daily between 7 a.m. and 7 p.m. The pairing residents to intruders was rotated in order to avoid repeated contacts more than once within 12 days and more than twice total. The chronological order of intruder cages was changed daily. Mice from the no stress control groups were taken out of the cages and handled 3 times daily for the last 3 days of the social defeat period for habituation. As social defeat served the purpose of exposing animals to psychosocial stress, no data was collected, and animals were only observed by the experimenter.



Transponder Implantation

Test animals were identified by implanted RFID transponders using a handheld scanner and within the IntelliCage. The transponders were implanted after the psychosocial stress period and 1 week before starting IntelliCage experiments to ensure complete recovery from surgery. Mice were anesthetized using isoflurane and then shaved in a small area in the dorsocervical region. Eyes were covered with Dexpanthenol eye ointment, the skin was disinfected with 70% alcohol, the transponder (1.4 × 9 mm) was placed subcutaneously in the neck region, and the wound was closed with one to two stitches.



Open Field Test

Open field test was essentially performed as described previously (Hühne et al., 2020) except that testing was started at zeitgeber time (ZT) 2, 2 h after lights turned on. A short description of the standard operating protocol can be found in Supplementary Material.



Y-Maze Test

The Y-maze-Test was performed as described in Hühne et al. (2020). A short description of the standard operating protocol can be found in Supplementary Material.



IntelliCage System

The IntelliCage system (http://www.tse-systems.com/product-details/intellicage) consists of a frame put into type 4 cages as described above. The frame is composed of four corners with a door on each of two sides. When opened, mice could access a water bottle behind these doors. In case doors were closed, mice could open the doors (depending on the current paradigm) by poking at a given door, disrupting a light barrier. Only one mouse was usually present in a corner, at a time. Visits to a corner, nosepokes and licks at water bottle nipples were monitored continuously throughout all IntelliCage experiments.

Mice were introduced to the IntelliCage on the day of Y-maze-testing at ZT9. Cage assignments were maintained after transfer to the IntelliCage, as animals remained in the established groups.

The order of experimental phases was as follows (1 day referring to a timespan of 24 h, experiments were switched during the light phase):

▪ 2 days of Free Adaptation: open doors and free access to water bottles in all corners;

▪ 1 day of Free Adaptation, doors open on visit: doors open when a mouse entered a corner, free access to water bottles in all corners;

▪ 2 days of Nosepoke Adaptation: doors stayed closed until a mouse entered the corner and executed one or more nosepokes on a door; only the corresponding door opened and granted access to water for 7 s or until the mouse withdrew from the corner;

▪ 1 day of Nosepoke Adaptation at 50%: same procedure as for Nosepoke Adaptation, but doors only opened with a probability of 50% for each trial to counteract a bias for a specific corner by making it unreliable;

▪ 1 day of Nosepoke Adaptation at 30%: same procedure as for nosepoke adaptation, but doors only opened with a probability of 30% for each trial;

▪ 2 days place learning: each mouse was assigned to one of the four corners in a balanced fashion, ensuring equal distribution; mice could only get access to water after executing a nosepoke in their assigned corner;

▪ 7 days serial reversal learning: place learning with a new assignment of the drinking corner for each mouse every 24 hours, following a pre-defined order to make the new corner unpredictable for the mouse;

▪ 1 day sucrose preference: doors were open with free access to water bottles in all corners; one of the two bottles in each corner (each on the same side) was filled with a 4% sucrose solution, the other bottle contained normal drinking water.

Place and sucrose preference as well as nocturnality of general activity were measured using the preference score (A-B)/(A+B), weighted for random expectation, where A equals the number of correct trials (visits in the assigned corner with at least one nosepoke), the number of licks at a sucrose solution bottle or visits during nighttime and B equaling incorrect trials (visits with nosepoke in non-assigned corner), licks at a bottle containing plain water or daytime visits.

Sequential Probability Ratio Testing (SPRT) was used to calculate the learning criterion for the assessment of learning performance over the serial reversal learning phases and learning flexibility after the first reversal (Wald, 1945). The learning criterion is the number of trials—defined as visits with at least one nosepoke—needed to pass the upper bound, i.e., a predefined learning criterion. The SPRT upper bound was defined as random expectation plus 10% (35% for four corners), the lower bound was equal to random expectation (25% for four corners). Significance levels were set to 5% for both bounds. In case a mouse did not reach the learning criterion within the duration of a reversal phase (24 h), the total number of trials was used for downstream analysis and plotting instead. Overall, serial reversal learning performance was measured as the approximated area under the curve across all reversal phases.



Pre-pulse Inhibition

Pre-pulse inhibition was essentially performed as described in Hühne et al. (2020). Startle responses were assessed using software from SR-LAB (San Diego Instruments, San Diego, USA). In advance to the actual testing, mice were habituated to the test boxes for 10 min on three consecutive days. Testing was performed on day 4. A short description of the standard operating protocol can be found in Supplementary Material.



Tail Suspension Test

The tail suspension test was performed as described in Hühne et al. (2020). A short description of the standard operating protocol can be found in Supplementary Material.



Fear Conditioning

Fear conditioning was performed as described in Brzózka et al. (2016). A short description of the standard operating protocol can be found in Supplementary Material.



Statistical Analysis

In all experiments except for social defeat, IntelliCage experiments, and pre-pulse inhibition, mice were video-recorded and behavioral measures were quantified using the tracking software ANY-maze (Stoelting, Wood Dale, IL, USA). Raw data from different experimental software was analyzed using the R based, automated user interface FlowR (XBehavior, Dägerlen, Switzerland). Statistical tests were calculated, and graphs were plotted using RStudio (RStudio, Boston, MA, USA).

Eight animals had to be taken out of the experiment prematurely because of biting injuries. Due to technical errors, two obviously incorrect measurements had to be excluded from analysis.

Boxplots were created using the R function ggplot from the package ggplot2 (Wickham, 2016). Whiskers extend no more than 1.5 times the interquartile range (IQR) from their hinges. Datapoints with a distance of <3% of the total range were shifted horizontally by a random offset. P-values refer to two-way analyses of variance (ANOVA) with Type 2 sum of squares.

Briefly, a multivariate bifactorial linear model was fitted to the untransformed complete dataset and tested for normality with the E-test for multivariate normality implemented as parametric bootstrap in the energy R-package with 1000 bootstrap replicates as proposed in Székely and Rizzo (2005). Additionally, a QQ plot and a density plot of the scaled residuals can be found in Supplementary Figure 3. This model was tested in a multivariate analysis of variance (MANOVA) with F-values from a Wilk's lambda approximation. From the same, statistic univariate comparisons were derived, and the resulting p-values were adjusted for multiple comparisons by false discovery rate (FDR) adjustment. In case of a significant interaction term, the corresponding one-way ANOVA was calculated and indicated for each genotype level. This tests for an environment effect without any genotype influence. Detailed test results can be found in Supplementary Table 3.

For repeated measures two-way ANOVAs, a linear model was constructed and its residuals were tested for normality with an E-test with 1000 bootstrap replicates (Székely and Rizzo, 2005). F-values were calculated with Wilk's lambda approximation. Homogeneity was tested for the respective within group variable with Mauchly's sphericity test and p-values were corrected using the Huynh-Feldt procedure in case of a significant violation. After finding a significant interaction of the genetic and environmental factor, we conducted subsequent repeated measures one-way ANOVAs for each genotype level.

Heatmaps were created using the R function pheatmap from the pheatmap package. Data in Figure 5 was z-transformed for clustering. The applied clustering method for the groups used the complete linkage for hierarchical clustering of Manhattan distances (Strauss and von Maltitz, 2017), defining the distance of two clusters as the maximum distance between their individual components (Ward, 1963).

The color code refers to the distances of group mean z-scores to wt no stress control as reference. Column blocks were defined by RDoC domains (Anderzhanova et al., 2017). Variables were assigned to RDoC domains a priori based on the reference matrix provided by the National Institute of Mental Health (NIMH RDoC Matrix).

For the Principal Component Analysis (PCA) (Supplementary Figure 2), the R function nipals from the ade4 package was used. nipals executes a non-linear iterative partial least squares (NIPALS) algorithm for dimension deflation and imputation of missing values. It was used not only for PCA, but also to gain a reconstituted dataset with estimators for missing values, which was subsequently normalized by z-transformation for downstream analysis. For plotting, the R function ggplot from package ggplot2 (part of tidyverse) was used. Similar to CDA, two plots were generated for the first two principal components (PCs): one with single data points for Principal Components 1 and 2 as well as data ellipses; and one without individual data points, but the same ellipsoids for PCs 1 and 2 as well as vectors indicating the contribution of single variables (experiments) to each principal component.

For Canonical Discriminant Analysis (CDA), the R function candisc from the candisc R package was used and results were plotted with ggplot2. The z-transformed NIPALS-derived data matrix from the PCA workflow was used as input. Briefly, in a CDA, linear combinations (canonical components) of variables are calculated, providing maximal separation of groups. This is done in four steps: The pooled within-group covariance matrix is converted into an identity matrix; the group means of transformed variables are calculated; a Singular Value Decomposition (SVD) of the means is calculated, weighting for the sample size of each group; finally, the resulting eigenvalues are back-transformed to the original variable space, yielding canonical components. These components summarize variation between groups similar to the way PCA summarizes overall variation. The corresponding plots display the first two canonical components with, again, individual data points and data ellipses in the first, and with the same ellipsoids and vector representations of canonical coefficients in the second plot.

A heatmap of the canonical coefficients of the CDA for each term of the multivariate linear model was created with pheatmap.




RESULTS

In this study, we have developed a neurocognitive test battery and analysis workflow called PsyCoP and applied it to investigate the effects of a combination of genetic disposition and environmental impact in a psychiatric mouse model. The study was designed as a two by two (2 × 2) factorial experiment with wildtype animals kept as no stress controls during their adolescence representing the healthy control group (wt ns) and Tcf4 gain of function mice exposed to psychosocial stress as a putative disease model (tg sd; Figure 1A). Stressed wildtype mice (wt sd) as well as non-stressed Tcf4tg mice (tg ns) served as controls for the contribution of each of these factors alone. The behavioral tests were arranged in order of increasing aversiveness (Figure 1A). The whole dataset was analyzed by categorization into the corresponding RDoC domains and into neurocognitive profiles after dimension reduction (Figure 1B).


Cognitive Deficits of Tcf4tg Mice Are Increased by Psychosocial Stress


Cognitive Systems

To assess the working memory capacity of the mice, we applied the Y-maze test. The test exposes animals to simple and unforced choices between different arms they can enter within a Y-shaped maze. Spontaneous alternations describe the animal's success in choosing the arm they have not visited recently. We did not identify any differences between groups (Figure 2A), showing that neither Tcf4 gain of function nor social defeat influenced this trait.


[image: Figure 2]
FIGURE 2. Cognitive deficits but not sensorimotor gating impairments of Tcf4tg mice are increased by psychosocial stress. (A) The Y-maze test showed no significant differences in spontaneous alternation between groups. (B,C) First [B; E: F(1,49) = 11.0, p = 0.0065] and serial reversal [C; E: F(1,49) = 29.8, p = 4.47E-5] measures were lower for the social defeat (sd) than for the no stress control (ns) groups, while the genotype effect was only significant in serial reversal [G: F(1,49) = 7.18, p = 0.034]. (D,E) Fear conditioning (FC) revealed a highly significant reduction in contextual [E: F(1,49) = 38.26, p = 6.91E-6] and cued [E: F(1,49) = 22.3, p = 2.8E-4] memory measures in sd, which is additive to a similar reduction in Tcf4tg mice (tg) compared to wildtype (wt) mice [G: (D) F(1,49) = 13.0, p = 0.0043; (E) F(1,49) = 24.1, p = 2.8.E-5]. (F–I) Pre-pulse inhibition (PPI) measures were not affected by treatment but differed highly significantly between genotypes [G: (F) F(1,49) = 8.37, p = 0.023; (G) F(1,49) = 11.6, p = 0.0058; (H) F(1,49) = 13.9, p = 0.0040; (I) F(1,49) = 15.0, p = 0.0031]. Data are shown as box plots with whiskers extending to no more than 1.5-fold IQR; *p < 0.05, **p < 0.01, ***p < 0.001, n.s., not significant; p-values are FDR-corrected and refer to Wilk's lambda testing two-way ANOVA; n = 15/17/15/17. G, genotype term; E, environment term; G×E, interaction term; FC, fear conditioning; PPI, pre-pulse inhibition.


However, learning tasks performed in the IntelliCage revealed differences between the four groups: after 48 h in a place learning setup, in which animals were only granted access to water in an individually assigned corner, we altered assignments of individual corners for each animal. Learning flexibility was assessed by measuring the number of trials needed to reach a pre-defined learning criterion after a first reversal of the correct corner, whereas the dynamics of the learning progress were measured as the area under the learning curve over all six reversal phases. In both parameters a lower value indicates higher learning speed and thus better learning performance. Additionally, a pseudo-time course of the serial reversal learning experiment can be found in Supplementary Figure 1. While we did not observe significant differences between wildtypes and Tcf4 transgenic mice after the first reversal, social defeat had a clear impact (Figure 2B). Moreover, stressed Tcf4tg mice achieved a lower learning performance than stressed wildtype mice, indicating more severe deficits in learning flexibility. Similar deficits were observed when we continued altering corner assignments every 24 h for each animal over 6 days (serial reversal learning). Both genotype and environmental insult were found to decrease serial reversal learning performance [Figure 2C; G: F(1,49) = 7.18; p = 0.034; E: F(1,49) = 29.8; p = 4.47E-5]. Moreover, while we saw a more pronounced impairment in stressed Tcf4tg mice, suggesting an interaction of genetics and the environmental factor, this effect did not survive FDR adjustment [Figure 2C; G×E: F(1,49) = 3.51; p = 0.0674; p adjusted = 0.185]. Notably, in a repeated measures two-way ANOVA, where we tested for pattern differences of the learning curve, the interaction of genotype and environment was also suggested but not significant, as well [Supplementary Figure 1; G×E: F(1,57) = 3.53; p = 0.065]. Although this result should be treated with caution, because it was not adjusted for multiple comparisons and its equivalent in the main analysis pipeline did not survive the adjustment, together these results are suggestive for G×E interactions. The animal numbers in this pilot study were probably too low to provide the statistical power required for the large variable number of full behavioral phenotyping.

We further assessed fear memory function, i.e., the animal's ability to associate an aversive with a neutral stimulus when paired in a Pavlovian conditioning paradigm. We paired a visual context and an auditory cue with electric foot shocks and tested animals on two consecutive days for freezing behavior as a measure of fear. Stressed wildtype mice had a reduced freezing behavior in the contextual fear memory test 24 h after conditioning compared to non-stressed wildtype mice (Figure 2D). Comparing the two Tcf4tg groups, we further found that impairment of contextual fear memory was substantially enhanced in Tcf4tg mice exposed to psychosocial stress (Figure 2D). This is supported by a significant main effect of genotype (G) and environmental intervention (E) in a two-way ANOVA. Similar results were obtained for cued fear memory. The two-hit group of stressed Tcf4tg mice showed strongly reduced freezing behavior as compared to the healthy controls as well as both one-hit groups (Figure 2E). The absence of statistical interaction between the genetic and the environmental factor suggests a purely additive effect on contextual and cued fear memory.

In summary, these data suggest that psychosocial stress enhances cognitive deficits of Tcf4tg mice, especially in tasks assessing learning flexibility and strategy as well as fear memory.



Sensorimotor Systems

The sensorimotor gating network filters task-irrelevant information or stimuli and suppresses responses to them. To capture disturbances of sensorimotor gating, we performed the pre-pulse inhibition (PPI) test in our animals. Since patients suffering from schizophrenia often display deficits in PPI, this test offers high translational value and face validity (Greenwood et al., 2016).

We saw a decreased basic startle response in Tcf4tg mice, but no effect of psychosocial stress (Figure 2F). When assessing PPI with different pre-pulse sound levels, again we observed no differences between the two wildtype groups. The startle response in Tcf4tg mice, however, was increased compared to wildtype groups, independent of the environmental factor (Figures 2G–I). Interestingly, we found two potential subpopulations in the no-stress Tcf4tg group as well as three outliers with reduced PPI in the stressed Tcf4tg group at a pre-pulse level of 70 dBA. This might indicate that the mild overexpression of Tcf4 causes miswiring of the PPI-relevant circuit to a variable degree.

To summarize, sensorimotor gating is solely affected by Tcf4 gain of function. Psychosocial stress does not influence performance of wildtype nor Tcf4tg mice in a PPI test.




Psychosocial Stress Impacts Parameters of Positive and Negative Valence Systems


Positive Valence Systems

As described for learning flexibility, animals were subjected to a place learning paradigm in the IntelliCage. Positively reinforced spatial learning was assessed by a preference score reflecting the success rate. Learning performance did not differ between groups (Figure 3A).
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FIGURE 3. Impact of psychosocial stress on positive and negative valence systems. (A) Positively reinforced spatial learning (place learning) in the IntelliCage showed no significant difference between groups. (B) Preference for sucrose water and (C) frequency of directional change (rotations per distance traveled) in the open field test are reduced in the sd groups of both genotypes [E: (B) F(1,49) = 12.6, p = 0.0043; (C) F(1,49) = 19.32, p = 6.8E-4]. (D) Animals of the sd groups spent relatively more time in the brightly lit center of the open field arena [E: F(1,49) = 12.5, p = 0.004]. (E) Struggling behavior measured in the tail suspension test and (F) general freezing behavior in a novel environment (fear conditioning box) did not differ between groups. Data are shown as box plots with whiskers extending to no more than 1.5-fold IQR; **p < 0.01, ***p < 0.001, n.s., not significant; p-values are FDR-corrected and refer to Wilk's lambda testing two-way ANOVA; n = 15/17/15/17. G, genotype term; E, environment term; G×E, interaction term.


The learning paradigms were followed by a sucrose preference test to assess anhedonia in mice. For this paradigm, we replaced one of the two bottles in each corner with sucrose solution as a highly rewarding incentive and opened all doors for a 24-h period. Preference for the sucrose solution was quantified with a preference score, where positive values indicate preference while negative values represent avoidance, similar to place learning. While sucrose preference did not vary between genotypes, it did differ between non-stressed and stressed mice. We again observed a higher variance of responsiveness of stressed animals, which indicates a pronounced heterogeneity in the susceptibility to stress-induced behavioral alterations in groups of mice (Figure 3B).



Negative Valence Systems

In the open field test, animals were placed into white cubic boxes open at the top and with bright exposure as compared to the animal's home cages or the Y-maze. The frequency of directional changes (rotations) while ambulating inside the box, normalized to the total distance traveled, was used as an indicator of novelty or anxiety induced hyperactivity. Rotation rate was reduced for both groups exposed to psychosocial stress (Figure 3C). These groups also spent more time in the bright center of the test arena, suggesting less anxiety, while Tcf4 overexpression did not affect either parameter (Figure 3D).

The time mice spend immobile in the tail suspension test is an indicator of acceptance of aversive situations. We did not observe statistically significant differences between any of the groups although variance was higher for the stressed groups, which again points to different levels of susceptibility to stress in groups of mice (Figure 3E).

We also measured freezing behavior in the enclosures of fear conditioning boxes before actual conditioning as a proxy of anxiety in a novel environment. No group differences were detected (Figure 3F).

In summary, we show that positive and negative valence systems are affected by psychosocial stress, independent of Tcf4 overexpression.




Psychosocial Stress Increases Novelty-Induced but Not General Locomotor Activity


Arousal and Regulatory Systems

Moreover, PsyCoP includes several measures of arousal and circadian regulation:

Ambulation in the open field measures the response to a novel environment as the mean speed, i.e., the total distance traveled over the time of the experiment. While we did not observe differences between the two non-stressed groups, social defeat induced hyperactivity in Tcf4tg mice, but not wildtypes in the open field test (Figure 4A). Similar results were obtained from the Y-maze test, where we assessed the number of arm choices as a measure for novelty-induced activity without the aversion of brightness in the open field test (Figure 4B). Such overlapping measures between tests increase the robustness of our test battery and can compensate for potential confounding factors. Notably, the interaction of genetic (G) and environmental (E) factor for mean speed is statistically significant [Figure 4A; G×E: F(1,49) = 8.41; p = 0.048] and the corresponding one-way ANOVA for each genotype revealed a significant effect of social defeat in Tcf4tg mice but not wildtypes [Figure 4A; E: tgE: F(1,30) = 20.4; p = 8.99E-5; wtE: F(1,29) = 1; p = 0.256]. Therefore, we conclude that novelty-induced hyperactivity is driven by Tcf4 gene dosage and psychosocial stress in adolescence in a synergistic manner.
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FIGURE 4. Psychosocial stress increases novelty-induced but not general locomotor activity. (A) Mean speed in the open field test revealed a statistically significant interaction of genotype and environment [G×E: F(1,49) = 8.4, p = 0.020]. A subsequent one-way ANOVA for each genotype shows that social defeat induces increased mean speed only for tg animals [tgE: F(1,30) = 20.4, p = 9.0E-5]. (B) The number of choices in the Y-maze test were significantly increased by social defeat, as well, without a significant interaction with genotype [E: F(1,49) = 23.0, p = 2.8E-4]. (C) Overall activity in the IntelliCage over 5 days was found to be reduced in stressed mice [E: F(1,49) = 12.5, p = 0.0043]. (D–F) Nocturnality of activity in the IntelliCage did not differ significantly between groups. However, a repeated-measures ANOVA of hourly bins revealed that circadian allocation of activity was influenced by social defeat [ExZT: F(23,1,380) = 9.05, e = 0.52, p[HF] = 2.52E-16]. Data are shown as box plots with whiskers extending to no more than 1.5-fold IQR; *p < 0.05, **p < 0.01, ***p < 0.001, n.s., not significant; p-values are FDR-corrected and refer to Wilk's lambda testing two-way ANOVA; n = 15/17/15/17. G, genotype term; E, environment term; G×E, interaction term; ExZT, Interaction of environment and zeitgeber time; wtE, effect of environment in wt mice; tgE, effect of environment in tg mice.


To separate novelty-induced from general activity, we continuously monitored overall activity in the IntelliCage over several days. The frequency of corner visits was reduced in stressed mice compared to no stress controls, suggesting that psychosocial stress in adolescence induces novelty-induced hyperactivity while it might reduce general activity in adult mice [Figure 4C; E: F(1,49) = 12.5, p = 0.0043]. Additionally, circadian activity amplitude was assessed by calculating a nocturnality score, i.e., the preference for nighttime vs. daytime activity. A circadian phenotype might reduce the nocturnality score, however, we did not observe differences between groups (Figure 4D). However, possible differences might have been masked by the 12-h light-dark cycle during the whole experiment, for the circadian activity profile did reveal that the circadian allocation of activity, i.e., the change in activity throughout 1 day/night, was indeed altered by psychosocial stress [Figures 4E,F; ExZT: F(23,1,380) = 9.05, e = 0.52, p[HF] = 2.52E-16]. The main contributor to this effect is probably the sudden spike in activity of the stressed mice at dawn.

In summary, general activity was reduced in groups subjected to social defeat and circadian activity preference did not differ between groups, whereas novelty-induced activity is increased in mice previously exposed to psychosocial stress. Tcf4 gain of function alone does not affect the arousal and regulatory traits assessed in our testing pipeline. Notably, we found that hyperactivity in the open field test is explained by an interaction of Tcf4 gain of function and psychosocial stress.




The Two-Hit Disease Model Clusters Separately From Healthy Controls


Visualization of Neurocognitive Profiles in a Heatmap

In order to visualize the neurocognitive profile of different groups of animals, we created a heatmap. All data acquired in the behavioral tests were z-transformed and centered on the group means of the healthy control group, wt ns. Variables were grouped according to their corresponding RDoC behavioral domains (Figure 5). This heatmap offers a fast, intuitive, easy to understand first overview of the results.
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FIGURE 5. RDoC grouping of z-scored data reveals domain-specific differences in the contribution of Tcf4 gene dosage and psychosocial stress to behavioral and cognitive dysfunction. Unsupervised hierarchical clustering of group means of standardized (z-scored) behavioral data clusters primarily by environmental stress. The heatmap highlights changes relative to the healthy control group [wildtype no stress control (wt ns)]. The most prominent effects are seen for the two-hit disease group Tcf4tg mice subjected to social defeat during adolescence (tg sd). Particularly, deficits in the cognitive domain (“C”) are dependent on both genetic and environmental impact, in contrast to more generally stress-dependent abnormalities in the positive (“+”) and negative (“–”) valence as well as the arousal/regulation domain (“A”). The sensorimotor gating system (“S”) clearly separates animals based on Tcf4 gene dosage only. Column blocks are defined by RDoC domains; n = 15/17/15/17.


Hierarchical clustering separated the four groups primarily by environmental condition (ns vs. sd), underlining the stronger impact of psychosocial stress on cognition and behavior compared to mild Tcf4 overexpression (Figure 5). For the cognitive system (C), stressed Tcf4tg mice showed a clear separation from healthy controls, while for the sensorimotor system (S), Tcf4tg differ from wildtype mice independent of the environmental (Figure 5). For the positive valence system (+), place preference clearly separated all other groups from the wildtype no stress control (wt ns) (Figure 5). However, because of relatively high data variation no statistical significance for place preference was reached in a univariate ANOVA (Figure 3A). For the negative valence system (–), the time spent immobile in the tail suspension test was lower for all groups compared to wt ns. However, for the same reasons, this effect did not reach significance in a univariate ANOVA (Figure 3E).

In summary, we visualized distinct behavioral profiles of our two-hit disease model with all groups in a single, easily interpretable heatmap. It should be noted that not all visible differences are significant in standard statistical tests. Therefore, the presented heatmap should be regarded as a “soft” visualization tool suitable for easy and intuitive comprehension of complex data.



Dimension Reduction by Canonical Discriminant Analysis

Dimension reduction is commonly used to condense high-dimensional data without losing information. The most common procedure for dimension reduction is principal component analysis (PCA). However, in the context of the PsyCoP approach, we used Canonical Discriminant Analysis (CDA) to find linear combinations of variables (canonical components) that, in contrast to PCA, are optimized for separation of the experimental groups. From these, we calculated canonical scores for each animal and visualized them in a dimension plot (Figure 6A) and the structure of these components either as vectors (Figure 6B) or in a heatmap (Figure 6C). The dimension plots offer a condensed representation of the phenotypic space, in which all four groups are distinguishable, while visualization of the canonical coefficients additionally allows to judge the importance of single variables to group segregation. With the help of the dimension plots, a researcher can see how the groups are distributed in phenotypic space, while either method of visualization of the canonical coefficients tells at one glance, which traits are impacted in the disease model under investigation and to which research domain they belong. This gives the researcher a clear overview over the neurocognitive and behavioral profile at one glance.
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FIGURE 6. Canonical discriminant analysis reveals striking group differences modulated by genetic and environmental factors. (A) Canonical Discriminant Analysis (CDA) of the collective data reveals that the stronger canonical component 1 (Can1), which explains 67.1% of the total canonical correlation, separates the datapoints along the environmental factor, while the second component, amounting to 23.0% of canonical correlation, separates the datapoints according to Tcf4 gene dosage. Ellipsoids visualize 75% coverage of each group and each animal is depicted as correspondingly colored dot; n = 15/17/15/17. (B) The CDA dimension plot depicted without individual data points but with vector representations of canonical coefficients instead, indicates the contribution of single variables to the structure of each canonical component. Several measures of cognitive ability influence both components, among them contextual and cued fear memory, while novelty-induced activity, as measured with mean speed in the open field and choices in the Y-maze, mainly separate psychosocially stressed animals from controls. Sensorimotor gating disturbance appears to be a trait of Tcf4 gain of function, again. (C) A heatmap displaying the contribution of each variable to the separation along each term of the linear model of the CDA in a color code shows RDoC domain-specific differences in the contribution of gene and environment to the observed group separation. The asterisks indicate the adjusted p-value of significant terms of the univariate ANOVAs displayed in Figures 2–4. In summary, the MANOVA reveals a significant effect of gene dosage (“G”), in the form of Tcf4 overexpression, on the neurocognitive profile of our model [F(19,31) = 2.52, p = 0.011] as well as a clear effect of the environment (“E”), i.e., social defeat [E: F(19,31) = 7.83, p = 3.32E-7]. These effects appear to be additive, but overall, no statistical interaction of gene and environment (“G×E”) was found [F(19,31) = 1.41, p = 0.194]. Again, grouping of the variables in RDoC domains shows a strong influence of social defeat on positive (“+”) and negative (“–”) valence systems as well as regulatory and arousal systems (“A”). Tcf4 gene dosage has a major impact on sensorimotor systems (“S”). While G has no significant influence on arousal by itself, the G×E interaction is significant in Mean Speed. Both factors contribute to the separation of groups by their cognitive performance (“C”). Column blocks are defined by RDoC domains. n = 15/17/15/17. The F statistics given refer to a Wilk's lambda approximation based two-way MANOVA.


In our two-hit model, the first and strongest canonical component accounted for 67.1% of canonical correlation and distinguished groups by the environmental factor, while the second component, accounting for 23.0%, separated groups by genotype. Notably, the healthy control (wt ns) and the disease model (tg sd) showed no overlap. We also tested principal component analysis (PCA) as method of dimension reduction, but CDA gave better group separation as expected (Supplementary Figure 2).

Furthermore, the structure of each component can be used to study the contribution of single variables to the separation of groups along the respective dimension. Vector representations of the canonical coefficients visualize the contribution of each behavioral test variable to each canonical component (Figure 6B). The absolute values of these coefficients are weights for the contribution of the respective variable to the canonical score. As the canonical score represents the optimal linear combination of variables for group separation, the coefficients indicate the contribution of the respective parameter to group separation. In short, the length of the vectors shown in Figure 6B represent the importance of the corresponding variable for the segregation of groups in phenotypic space.

While cognitive traits seemed to influence both components and clearly separated stressed Tcf4tg mice from the healthy control, sensorimotor gating separated groups almost exclusively by Tcf4 overexpression. Novelty-induced activity separated groups by the environmental factor.

In order to further analyze the influence of Tcf4 overexpression and psychosocial stress, we analyzed the CDA of each term of the multivariate linear model individually. We visualized the canonical coefficients of the resulting canonical scores in a heatmap with the respective univariate ANOVA results indicated on top (Figure 6C).

A multivariate ANOVA of all variables confirmed that both the genotype and the environmental factor affect the behavioral and cognitive phenotype [G: F(19,31) = 2.52; p = 0.011; E: F(19,31) = 7.83; p = 3.32E-7]. Of note, the interaction term was not statistically significant [G×E: F(19,31) = 1.41; p = 0.1935].

As seen in the z-score based visualization, cognitive system measures separated groups both by genotype and by environmental factor. In contrast, pre-pulse inhibition as an RDoC element of sensorimotor systems distinguished groups based on genotype only (Figure 6C).

Positive and negative valence systems set apart stressed from control mice. While novelty-induced agitation as an RDoC element of the arousal/regulatory domain was mostly influenced by psychosocial stress, it also contributed to the separation of genotypes. Notably, mean speed was the only statistically significant interaction of the genetic and the environmental factor surviving FDR adjustment (Figure 6C; Supplementary Table 3).

In summary, CDA allows detecting relevant behavioral alterations between the experimental groups. For the Tcf4tg mouse model, it identifies the cognitive, sensorimotor, and arousal system measures as the strongest contributors to group differences. In addition, it validates findings from the simpler group comparisons and heatmap analyses, while revealing the deeper structure of our multi-dimensional data set.





DISCUSSION

In this study, we developed the PsyCoP workflow and applied it to the two-hit psychiatric disease mouse model of Tcf4 overexpression in combination with psychosocial stress in adolescence.

PsyCoP comprises an arrayed battery of 10 different behavioral tests generating 19 partially redundant behavioral parameters which were grouped into five research domains providing a rich behavioral repertoire of relevance for psychiatric diseases. The complete run time of all tests of the pipeline adds up to 5 weeks and when combined with a chronic social defeat paradigm that lasts 3 weeks, PsyCoP takes in total only 2 months. Of these 10 behavioral tests, 4 are conducted in the IntelliCage and are fully automatized because of the telemetric recordings that are independent of the daytime. The readout of all other tests is automatized by applying either video tracking or electronic recordings in case of the startle response measurements. Nonetheless, animals are individually handled and leave their home cage for the duration of the test, which is a limitation of the current setup. Thus, we refer to the PsyCoP platform as partially or semi-automatized solution. To overcome this limitation, handling could be further reduced in the future by connecting different types of cages into a so-called PhenoWorld setup, where transponder-responsive gates allow voluntary or controlled access of individual animals to different parts of the arena. Thereby, different automated home cage systems such as conditioning boxes and the digital ventilated cages from Tecniplast could be combined with IntelliCages as suggested in a recent review (Voikar and Gaburro, 2020). Such systems to completely automatize the analysis of behavior in a more naturalistic environment have already been developed for mice and rats and allow for simultaneous monitoring home cage behavior, locomotor activity, hedonic and social behavior as well as cognition (Castelhano-Carlos et al., 2014; Torquet et al., 2018). Further, the PsyCoP platform should be amended by testing of social behavior to completely cover the main research domain categories for psychiatric disorders as suggested by the NIMH (NIMH RDoC Matrix; Insel et al., 2010). Since alterations of the sleep-wake architecture are a critical hallmark of psychiatric disorders, telemetric EEG-recordings or other physiological parameter could be implemented in the future to further expand the behavioral repertoire of PsyCoP (Gaburro et al., 2011; Camp et al., 2012).

Severe cognitive deficits of stressed Tcf4tg mice are apparent from our RDoC categorized heatmap. The genotype and environment interaction term of most individual univariate ANOVAs did, however, not reach significance when corrected for comparisons across all variables. Although being a standard statistical procedure, stringent false discovery rate adjustments are generally not applied in the field of behavioral neuroscience but would certainly increase the robustness of conclusions. From our analysis, we conclude that group sizes should be more than 20 animals per group to detect changes of smaller effect size more robustly.

We showed that sensorimotor gating abilities are strongly influenced by Tcf4 gene dosage, reproducing and validating our previous findings (Brzózka et al., 2010). Additionally, the factor psychosocial stress affects arousal and regulation behavior. Cognitive traits, particularly deficits in flexibility learning as assessed in an automated reversal task in the IntelliCage, clearly separate the two-hit disease model from healthy controls. This is in agreement with independent Morris water maze results from our lab, demonstrating the robustness of the detected phenotype (Badowska et al., 2020).

The dimension plots derived from canonical discriminant analysis (CDA) show a clear separation of the experimental groups, particularly along the environmental risk factor, but also along the genetic factor axis. Moreover, the disease model group (Tcf4 × sd) clustered separately from the healthy control group, again emphasizing its distinct phenotype.

Overlapping measures from different tests contribute similarly to the latent variables as illustrated by vector representations in our dimension reduced visualizations (Figure 6), confirming the robustness of our pipeline.

With PsyCoP, we do not intend to model the entire symptom complex of schizophrenia and other psychiatric disorders simultaneously. We rather aim at identifying distinct endophenotypes, which can then be addressed individually in subsequent streamlined compound screens and treatment trials. These individual endophenotypes might be prevalent in different subgroups of patients and targeting them individually could lead to more effective treatments in the context of precision medicine (DeLisi and Fleischhacker, 2016). One endophenotype of high translational value is PPI, as disturbed sensorimotor gating is even found in unaffected relatives of schizophrenia and bipolar patients (Giakoumaki et al., 2007; Greenwood et al., 2016). Our 2 × 2 factorial analysis revealed that the PPI endophenotype observed in Tcf4tg mice is independent of environmental stress. It likely reflects wiring deficits established early in neuronal circuit formation. It will be interesting to see whether compounds can be identified that are capable of modulating such a “wiring-deficit” without undesirable side effects. Moreover, our two-hit Tcf4tg/social defeat mouse model addresses deficits in cognitive flexibility, a common feature of schizophrenia that still lacks effective pharmacological treatment options (Goff et al., 2011; Falkai et al., 2015).

We are currently using sensorimotor systems and cognition as selected domains for testing compounds in treatment trials. Additionally, we are currently incorporating additional RDoC dimensions such as the social domain. The current test battery is restricted to male mice because of the social defeat stress paradigm. It is known that the effects of stress in adolescence are sex dependent, so it would be important to be able to test both sexes. For that reason, we are evaluating other paradigms such as unpredictable chronic mild stress (Buhusi et al., 2017; Page and Coutellier, 2018).

Our new pipeline and analysis platform PsyCoP can be used to standardize data acquisition and analysis across different laboratories. We intentionally selected behavioral tests that are easy to perform, that are robust and that cover a broad spectrum of traits relevant in psychiatric disorders, while allowing a reasonably high throughput of disease models, as discussed in (Stephan et al., 2019). The analyses offer both, depth of insight as well as overview. It can be used to correlate psycho-affective endophenotypes with genotype and developmental or environmental factors. By placing all protocols and analysis scripts in the public domain, we hope that other research sites adapt this approach to their work.

In this study, we present PsyCoP, a standardized phenotypic behavioral profiling battery and data analysis pipeline. Overlapping measures from different tests as well as the analysis in the framework of the NIMH RDoC psychiatric classification scheme contribute to the robustness and predictive validity of our approach. We applied this workflow to the two-hit disease model of overexpression of the psychiatric risk gene Tcf4 in combination with psychosocial stress during adolescences. Our data show that Tcf4 overexpression and psychosocial stress synergistically affect cognitive traits and novelty-induced hyperactivity, while other behavioral domains are affected by single factors alone.

The PsyCoP workflow is well suited for two-hit models of psychiatric diseases and can guide phenotypic compound screens and preclinical drug development in areas of currently unmet therapeutic needs in the treatment of psychiatric diseases.
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Duchenne muscular dystrophy (DMD) is a severe, progressive neuromuscular disorder caused by mutations in the DMD gene resulting in loss of functional dystrophin protein. The muscle dystrophin isoform is essential to protect muscles from contraction-induced damage. However, most dystrophin isoforms are expressed in the brain. In addition to progressive muscle weakness, many DMD patients therefore also exhibit intellectual and behavioral abnormalities. The most commonly used mouse model for DMD, the mdx mouse, lacks only the full-length dystrophin isoforms and has been extensively characterized for muscle pathology. In this study, we assessed behavioral effects of a lack of full-length dystrophins on spontaneous behavior, discrimination and reversal learning, anxiety, and short-term spatial memory and compared performance between male and female mdx mice. In contrast to our previous study using only female mdx mice, we could not reproduce the earlier observed reversal learning deficit. However, we did notice small differences in the number of visits made during the Y-maze and dark-light box. Results indicate that it is advisable to establish standard operating procedures specific to behavioral testing in mdx mice to allow the detection of the subtle phenotypic differences and to eliminate inter and intra laboratory variance.
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INTRODUCTION

Duchenne muscular dystrophy (DMD) is an X-linked neuromuscular disorder that is characterized by progressive muscle weakening and wasting. About 1 in 5,000 newborn boys are affected by this disease (Ricotti et al., 2016). DMD patients lack the protein dystrophin, which connects the cytoskeleton with the extracellular matrix, and thereby protects muscle fibers from damage during contractions. In the absence of dystrophin, chronic muscle damage and inflammation, and impaired regeneration lead to replacement of muscle tissue by connective and adipose tissue (Deconinck and Dan, 2007). Most DMD patients lose ambulation before their teens and die in their third to fourth decade of life due to respiratory and cardiac complications (Aartsma-Rus et al., 2006).

DMD is caused by frame-shift or nonsense mutations in the DMD gene, which is the largest known gene in the human genome. It contains 2.2 Mb of genomic DNA and 79 exons that make up the coding sequence for full-length isoforms. There are seven promoters spread over the DMD gene that give rise to several dystrophin isoforms (Aartsma-Rus et al., 2006). Full-length dystrophin isoforms (Dp427c, Dp427m, and Dp427p) are lost in all DMD patients and, depending on the position of the mutation, one or multiple shorter isoforms are lacking as well. In muscle, only the full-length isoform Dp427m is expressed, while the majority of the other isoforms (Dp427c and p, Dp140, Dp71 and Dp40) are primarily expressed in the brain (Aartsma-Rus et al., 2006; Doorenweerd et al., 2017).

It is therefore not surprising that the absence of dystrophin in the brain also has implications on brain development, behavior and intellect. Many DMD patients have learning difficulties and delayed developmental milestones. There is a higher incidence of comorbidities with neuropsychiatric and behavioral disorders such as autism-spectrum disorder, attention-deficit hyperactivity disorder, obsessive-compulsive disorder, anxiety, and depression (Hinton et al., 2006; Waite et al., 2012; Banihani et al., 2015; Ricotti et al., 2016). DMD patients often have an intellectual disability, and an IQ of one standard deviation below the mean of the general population (Hinton et al., 2006; Banihani et al., 2015).

The most commonly used DMD mouse model is the mdx mouse. This strain lacks the full-length dystrophin isoforms due to a spontaneous point mutation in exon 23 of the Dmd gene. In contrast to DMD patients, muscle pathology of the mdx mouse is not severe and they have a near normal life expectancy (Chamberlain et al., 2007). Yet, it has been demonstrated that also mdx mice show emotional defensive behavioral abnormalities and impaired long-term memory retention due to the absence of dystrophin (Vaillend et al., 2004; Vaillend and Chaussenot, 2017; Comim et al., 2019). An interesting finding is that mdx mice show a freeze response upon fixation or a stress stimuli (i.e., foot-shock), which is rarely seen in wild-type mice (Sekiguchi et al., 2009; Vaillend and Chaussenot, 2017; Comim et al., 2019).

A study by Remmelink et al. investigated performance in several cognitive domains in female mdx mice. In an automated home-cage (PhenoTyper) setup, a relatively strong and distinct impairment in reversal learning (RL) following a discrimination learning (DL) task was observed (Remmelink et al., 2016). The aim of this study was to test whether this particular phenotype can also be found in mdx males, or if dystrophin deficiency affects behavior differently in male and female mice. Interestingly, we could not reproduce these abnormalities in cognitive flexibility in neither mdx males nor females. Since the automated home-cage system avoids human-animal interaction and ensures a standardized housing and testing environment, we conclude that this irreproducibility must be attributable to sources of variation that acted prior to cognitive testing. Therefore, we investigated both studies in detail and report here a number of factors that may have contributed to irreproducibility. This finding highlights that behavioral tests are subject to variation, identified potential sources of variation, and supports the notion that behavioral studies ideally deliberately incorporate potential sources of variation in order to test reproducibility and hence the robustness of the findings.



MATERIALS AND METHODS


Mice and Timeline of Behavioral Testing

Fifteen male and female mdx (C57BL/10ScSn-mdx/J) and fifteen male and female wild-type (C57BL/10ScSnJ) mice were bred from homozygous mdx and wild-type lines, respectively at the animal facility of the Leiden University Medical Center (Leiden, The Netherlands). Mice were housed in individually ventilated cages (Green line, Sealsafe Plus GM500, Tecniplast, Italy) with 12 h light/dark cycles, and had ad libitum access to water and standard RM3 chow (SDS, Essex, United Kingdom) under SPF (FELASA 2014) conditions. At the age-range of 8–16 weeks, mice were transported as one cohort to the behavioral facility of the VU University (Amsterdam, The Netherlands). Upon arrival, mice were kept in individually ventilated cages (Green line, Sealsafe Plus GM500) on sawdust bedding and enriched with cardboard nesting material in the same social groups and from each cage a blood sample of 1 mouse was taken to confirm health status. Four weeks later, after confirmation of the SPF (FELASA 2014) health status, mice were moved to a different floor where behavioral experiments were carried out. Here, mice were housed in Makrolon type II conventional open cages (Type 2 short, model 1284 or 1264, Tecniplast, Italy) on sawdust bedding and enriched with cardboard nesting material. Over the course of the experiments, males were housed individually, while females were socially housed in groups of 2–3 mice per cage, except for when mice went into the PhenoTyper cages in which all mice are individually housed. At the facility of VU University, mice were housed with 12 h light/dark cycles and were ad libitum provided with water and regular chow (2018 Teklad, Harlan Laboratories, Horst, the Netherlands). The experiments were approved by the Animal Ethics Committee of VU University and performed according to Dutch regulation for animal experimentation, and in accordance with EU Directive 2010/63/EU.

To accommodate and standardize differences in age at behavioral testing, mice were assigned to 3 different batches, with the oldest mice in the first batch and youngest mice in the last batch. Mice were subjected to a series of experiments. First, at an average age of 18 weeks (youngest 16 weeks, oldest 21 weeks) mice were housed in PhenoTyper home-cages for seven days in which their spontaneous behavior was tracked with a camera-system for two and a half days, followed by a four-day discrimination and learning phase experiment to assess cognitive flexibility. Mice then had a resting period of 1–2 weeks. Thereafter, dark-light box and Y-maze tests were done on two consecutive days. Mice were sacrificed one to three days after the Y-maze test (Figure 1).


[image: Figure 1]
FIGURE 1. Overview of behavioral tests. Mice started at the age of ~18 weeks in the PhenoTyper home-cage in which spontaneous behavior was tracked for 2.5 days. After the spontaneous behavior assessment, mice were subjected to the DL/RL task for 4 days. After a resting period of 1–2 weeks, the DLB and the Y-maze tests were executed. SB, spontaneous behavior; DL, discrimination learning; RL, reversal learning; DLB, dark-light box.




PhenoTyper Home-Cage

The PhenoTyper (model 3000, Noldus Information technology, Wageningen, the Netherlands) is an observation home-cage in which mouse behavior can be automatically tracked by integrated cameras, and hardware actions can be initiated through various triggers using the video tracking software controlling the cages (EthoVision XT version 11, Noldus Information Technology, Wageningen, the Netherlands). Cages (Length (L) = 30 cm x Width (W) = 30 cm x Height (H) = 35 cm) are made from transparent Perspex walls with an opaque Perspex floor covered with bedding based on cellulose. The cages are equipped with a water bottle, a food grid and a triangular-shaped shelter, fixed in one corner, that has two entrances and is made from non-transparent material (W = 17.5 cm, H = 10 cm, diameter entrances = 9 cm). In the opposite corner, a reward pellet dispenser protruded with an aluminum tube into the cage. During the DL and RL tests an opaque Perspex wall (CognitionWallTM, Noldus Information Technology, Wageningen, the Netherlands) with three entrances was placed in front of the pellet dispenser (W = 17 cm, H = 25 cm, diameter entrances = 3.3 cm, Supplementary Figure 1).



Spontaneous Behavior—Automated Home-Cage

Mice were housed in PhenoTyper cages during the light phase and video tracking started at 19:00 at the onset of the dark phase and continued for two and a half days to assess spontaneous behavior until 7:00 at the onset of the light phase of the third day in the cage. Regular chow and water were provided ad libitum during this period. Total distance moved per hour was extracted from the video tracking data. In addition, seventeen key parameters of spontaneous behavior (Loos et al., 2014) were extracted from the video tracking data. These parameters describe six domains; kinematic parameters of movement, shelter segments, habituation effects across days, the effect of the light/dark phase, anticipation of, and response to, light/dark transitions and activity bout characteristics (Supplementary Table 1).



Discrimination and Reversal Learning—Automated Home-Cage

At 10:00 on the morning when the recording of spontaneous behavior has finished, regular chow was removed from the food grid and any remaining food on the cage floor was removed. At this moment, the pellet dispensers were connected to the cage and a few food rewards (Dustless Precision Rodent Pellets, 14 mg, F05684, Bio-Serv, Flemington, NJ, USA) were dispensed into the cage to let the mice habituate to the smell and taste of these food rewards. At 16:00–16:30, a wall with three entrances was placed in front of the pellet dispenser in the PhenoTyper cage and at 16:30, the DL and RL task protocol was started (Supplementary Figure 1). During the two-day DL task, mice had to learn to earn their food by entering the left entrance of the wall. Entries through the middle and right entrance were registered, but not rewarded. Entrance bias was assessed for the first 30 entries in the DL task, during which no rewards were dispensed. Entries are registered once the mouse body, defined by more than half of the body, moves away from the entrance to avoid multiple entry registrations when mice remain inside an entrance during the experiment. The RL task followed immediately after the DL task and commenced at 19:00 on the 3rd day of the DL/RL task, i.e. 50.5 h after the start of the DL protocol. The RL task used the same protocol, however, now the right instead of the left entrance was rewarded. During both tasks, a pellet was dispensed for every fifth entry through the correct entrance (FR5 schedule of reinforcement).

To assess learning during DL and RL, the number of entries to reach a criterion of 80% correct entries in a moving window of the last 30 entries was calculated and plotted in a survival plot. During RL, perseverative errors were assessed by counting the number of entries in the previous rewarded entrance. The entries through the middle entrance were used as a measure of neutral errors. Activity was assessed as the total number of entries and the total distance moved during DL and RL.



Dark-Light Box Test

The dark-light box (DLB) procedure was performed as in our previous study (Remmelink et al., 2016). The DLB consists of a light and a dark compartment of equal sizes (L = 25 cm x W = 25 cm x H = 30 cm) separated by a motorized door. In this test, a mouse was introduced to the dark compartment (<10 Lux) and after 1 min the motorized door was opened and the mouse allowed to explore the light compartment (625 Lux). The motorized door was left open for 10 min and during this period the mouse's activity was tracked using the Viewer 2 software (BIOBSERVE GmbH, Bonn, Germany). The mouse was considered to be in the light compartment when its body center-point was at least 2 cm away from the door. Anxiety was assessed by the latency to light, the time spent in the light and the number of visits to the light compartment.



Y-Maze Spontaneous Alteration Test

Short-term spatial memory and alternation was assessed in a Y-maze (white PVC, arms L = 40 cm x W = 9.5 cm, H = 15.5 cm). A single white fluorescent light bulb illuminated the Y-maze. Mice were placed in the center of the maze and behavior was tracked for 10 min (Viewer 2, BIOBSERVE GmbH, Bonn, Germany). Spontaneous alterations were automatically recorded utilizing the Viewer 2 tracking software. Hereto, the Y-maze was divided into a center zone and three arm zones. The border between the center and arm zones was set at 3 cm into the arms. Zone visits were counted when both the nose and center of gravity crossed the zone border. Spontaneous alternation percentage was defined by the number of times a mouse visited all three arms without revisiting one of the arms (correct triad) divided by the total number of possible triads, three consecutive arm visits in a clockwise or counterclockwise manner (i.e., ABC, ACB, BCA, etc.). Re-entries in the previously visited arm were included in the calculation of spontaneous alternation percentage resulting, resulting in a chance level of 22.2% (2/9; Holcomb et al., 1999). Indeed, permutation analyses of the arm visits of arbitrarily selected mice resulted in a spontaneous alternation percentage 25 ± 7%, nicely corresponding to theoretical chance level.



Data Analysis

Data analyses were performed with GraphPad Prism (GraphPad Software, San Diego, California USA, version 8.1.1). Spontaneous behavior in the PhenoTyper cage was analyzed using the AHCODA data analysis platform (Sylics, Synaptologics B.V., Amsterdam, the Netherlands) after which the computed values were used for statistical evaluation.

All data was assessed for normality. Some spontaneous behavior parameters and the latency to visit the light and visits to the light compartment during DLB were not normally distributed for one or more groups. A non-parametric test was performed for these analyses.

Total distance moved and key parameters for spontaneous behavior were analyzed using a one-way analysis of variance (ANOVA) test to assess variance between groups; differences between mdx and wild-type mice for each gender were assessed with Bonferroni's multiple comparison test. In case of non-normality of the data, Kruskal-Wallis test was performed followed by a Dunn's multiple comparison test to compare between wild-type and mdx for each gender (Supplementary Table 1).

Entries needed to reach the 80% criterion in DL and RL tasks were analyzed with the Mantel-Cox test. A survival plot is used so that mice that do not reach the 80% criteria can also be included and visualized on the graph. The effect of genotype, gender and day on perseverative and neutral errors during RL were assessed with the three-way ANOVA. Total entries and total distance moved were analyzed with the one-way ANOVA; variances between mdx and wild-types were analyzed with the Bonferroni's multiple comparison test (Supplementary Table 2).

Latency and number of visits to the light compartment during the DLB were analyzed using the Kruskal-Wallis test. Differences between mdx and wild-type groups were compared with Dunn's multiple comparison test. Time spent in the light compartment was analyzed with a one-way ANOVA for all groups. Differences between mdx and wild-type groups were compared with Bonferroni's multiple comparison test (Supplementary Table 2).

Spontaneous alternation percentage in the Y-maze was analyzed using one-sample t-tests comparing the different groups to chance levels of 25%. Total arm entries were analyzed with a one-way ANOVA for variance between groups while variance between mdx and wild-type was tested with the Bonferroni's multiple comparison test (Supplementary Table 2).

All data are presented as mean ± standard deviation. A P-value of < 0.05 was considered significant.




RESULTS

Mice (n = 15 per gender per genotype) were tested in three batches starting with the PhenoTyper home-cages at an age of 18 ± 1.3 weeks and the DLB/Y-maze at an age of 21 ± 2.2 weeks. From the spontaneous behavior and DL/RL data, one mdx male was excluded by automatic quality control since the mouse was sleeping outside of the shelter and the data file of one mdx female lost. One wild-type female was found dead before the start of the experiments. One mdx male and one female were found dead before the start of the DLB and Y-maze test. While mdx mice are more sensitive to stress, it seems unlikely to be the cause of death since the mdx mice were found during the resting period and did not undergo extensive handling during this period.


Normal Spontaneous Behavior in an Automated Home-Cage

Spontaneous behavior was assessed in an automated home-cage for a duration of 2.5 days. No difference was found in the total distance moved between wild-type and mdx males, while wild-type females traveled a significantly larger distance than mdx females (Supplementary Figure 2).

A set of seventeen key parameters of spontaneous behavior were also studied. These parameters describe kinematics of movement, shelter segments, habituation effects across days, the effect of the light/dark phase, anticipation of, and response to, light/dark transitions and activity bout characteristics; and can detect changes in spontaneous behavior due to genetic differences (Loos et al., 2014). Gender differences and genotype differences were found for multiple parameters of spontaneous behavior (Supplementary Table 1). In male mice, no differences were found for key spontaneous behavior parameters. However, female mice showed differences in parameters for sheltering behavior. Based on the frequency distribution of the duration of shelter visits, it is possible to distinguish short, intermediate and long shelter visits. The short shelter visit threshold defines the upper limit of what is considered a short visit and this threshold was significantly lower in the wild-type females than in the mdx females (P = 0.0002). The long shelter visit threshold defines the threshold between intermediate and long shelter visits and this was also significantly lower in the wild-type females compared to mdx females (P = 0.0141, Supplementary Table 1). This indicates that female wild-types visited their shelter more frequently for shorter periods of time than female mdx mice.



Unaltered Discrimination and Reversal Learning in mdx Mice

Cognitive flexibility was assessed using a food-based reward task in the PhenoTyper home-cage. A CognitionWall with three entries was placed in front of the food pellet dispenser and standard food was removed. Mice had to learn that every fifth entry through the correct entrance led to a pellet reward, while passing through the other entrances did not. All mice showed a preference for the left entrance during the first 30 entries made of DL, except for female mdx mice (Supplementary Figure 3).

During DL, all mice reached the 80% performance criterion. There was no difference between mdx and wild-type mice, nor genders, in the numbers of entries needed to reach this 80% criterion (Figure 2A). During the subsequent RL phase, the correct entrance was changed to the opposite entrance and mice, regardless of their genotype or gender, needed more entries to reach the 80% performance criterion (Figure 2B). One wild-type and mdx male and two mdx females did not reach the 80% criterion. While mdx and wild-type mice did not differ in the amount of perseverative errors they made during the first day of reversal learning (RL1), for all groups, there was a significant decrease in the amount of perseverative errors made when comparing the first and last day of RL (RL2) (P < 0.0001, Figure 2C). The amount of neutral errors mice made during the RL task also significantly dropped between RL1 and RL2 (P = 0.0097, Figure 2D).


[image: Figure 2]
FIGURE 2. Performance in the DL and RL tasks. (A) Kaplan-Meier plot of DL showing the fraction of mice that reached the 80% performance criterium and the total number of entries needed to reach the criterium (WT ♂ n = 15; mdx ♂ n = 14; WT ♀ n = 14; mdx ♀ n = 15). (B) Kaplan-Meier plot of the proportion of mice reaching the 80% performance criterium for the RL task. One wild-type and mdx male and two mdx females did not reach the 80% criterion. (C,D) Number of perseverative and neutral errors made during day one (RL1) and day two (RL2) of the RL test. Errors were comparable for all groups for each day. A significant decline in perseverative (P ≤ 0.0001) and neutral (P = 0.0097) errors was observed during RL2 (visualized with $). (E) Total number of entries made through the CognitionWall during the entire DL and RL task. (F) Total distance moved in meters (m) during the entire DL and RL task. WT; wild-type. ** indicates P < 0.01.


We used total distance moved and total entries made as an assessment of the activity of mice during the DL/RL test. Total entries made is a more accurate measure of activity since the distance mice move behind the CognitionWall and inside the shelter are not measured. No differences were observed in the total amount of entries mice made during the DL and RL tests between the groups (Figure 2E). Mdx and wild-type males did not show a difference in the total distance moved during the DL/RL task whilst female wild-types moved significantly more than mdx females (P = 0.0095, Figure 2F). We did not assess differences between genders and genotypes for the light and dark phases during the DL/RL task. The idea of the PhenoTyper home-cage is that mice can perform the task whenever they want. Since mice are active during the night, most, if not all, entries will be made during the dark phase.



No Anxiety-Related Behavior Found in mdx Mice With the Dark-Light Box

Anxiety-related behavior was assessed in the DLB test. Mice were placed in a dark compartment, after 1 min a door opened to an equally sized brightly lit compartment and mice's explorative behavior was assessed in this light compartment as measure of anxiety. Wild-type and mdx mice did not show significant differences in the time it took before they entered the light compartment, the amount of time they spent in the light compartment and the number of visits to the light compartment (Figures 3A–C).


[image: Figure 3]
FIGURE 3. Measures of anxiety-related behavior in the DLB. (A) Latency to visit the light compartment in seconds. (B) Time spent in the light compartment. (C) Number of visits made to the light compartment. WT ♂ n = 15; mdx ♂ n = 14; WT ♀ n = 14; mdx ♀ n = 14.




Short-Term Spatial Memory Is Not Affected in mdx Mice in The Y-Maze

Spatial working memory was assessed in the Y-maze by measuring the alternation percentage between the three arms of the maze. All mice performed above chance levels during the 10-min trial in the Y-maze (Figure 4A). Wild-type mice visited more arms than mdx mice during the test (Figure 4B).


[image: Figure 4]
FIGURE 4. Measures of short-term spatial memory and alternation in the Y-maze. (A) Spontaneous alternation percentage. Spontaneous alternation percentage chance level of 25% is represented by a dashed line. (B) Total arm visits made during the Y-maze task. Asterisks indicate *P < 0.05, **P < 0.01. WT ♂ n = 15; mdx ♂ n = 14; WT ♀ n = 14; mdx ♀ n = 14.





DISCUSSION

While DMD is primarily characterized by progressive muscle wasting, the cognitive and behavioral implications of the loss of brain dystrophin isoform(s) have been investigated more frequently in recent years. A greater understanding of the pathological consequences of a loss of dystrophin isoforms in the brain of DMD mouse models like the mdx mouse, will facilitate the development of therapeutic approaches to treat the DMD brain. In this study, we compared behavioral and cognitive abnormalities between male and female mdx mice.

Learning disabilities are common in DMD patients, with incidences ranging from 18.6% to 44% in various cohorts studied (Banihani et al., 2015; Ricotti et al., 2016). Several tests have been designed to study learning abnormalities in mice. In our study, we investigated DL and RL in a PhenoTyper home-cage. We did not find any DL abnormalities in mdx mice regardless of their gender. This is in accordance with our previous study in female mdx mice (Remmelink et al., 2016). In line with this, other studies have not found abnormalities in DL, assessed in operant procedure tasks in which mdx mice received a food-reward for correct actions (Lewon et al., 2017; Dickson and Mittleman, 2019). However, it was found that mdx mice actually outperform wild-type mice after a food deprivation period hinting to an additional motivation to perform for a food reward (Lewon et al., 2017). Acquisition learning has also been studied in maze-based assays such as the Morris water maze in which mdx mice either did not show any difference in initial learning to find the platform (Sesay et al., 1996; Vaillend and Chaussenot, 2017) or showed an initial reduced performance during the assay but did not show overall impaired learning compared to wild-type mice (Chaussenot et al., 2015). In the Barnes maze (Remmelink et al., 2016) and the Radial maze (Chaussenot et al., 2015) mdx and wild-type mice's learning abilities were also comparable.

We previously observed that female mdx mice have impaired cognitive flexibility (Remmelink et al., 2016). In that study, four out of the nine female mdx mice included did not reach the 80% criterion during the RL phase of the DL/RL test. Furthermore, in this cohort we also found impaired flexibility in the RL phase of the Barnes maze test (Remmelink et al., 2016). In contrast, other studies in which serial reversal learning was either assessed in a food-reward based task and/or in a water maze or radial maze, did not observe impaired flexibility in mdx mice (Chaussenot et al., 2015; Dickson and Mittleman, 2019). In our current study, we did not detect a RL deficit in male mdx mice, nor could we reproduce our earlier findings of a deficit in the RL task in female mdx mice. As the task is fully automated and executed by the mice at night without human interference, we are puzzled about this discrepancy. We here discuss differences between our previous study, our current study and other studies that might have an influence on the discrepancies in behavioral abnormalities seen in the mdx mouse model.

Our previous results might have been affected by a small sample size. However, post-hoc power calculations showed that the power of that study was larger than 80%, which is typically accepted as a sufficiently powered animal study. Adding to the discrepancy, in the current study we observed a decrease in general activity and subtle differences in sheltering behavior of female mice during the days of spontaneous behavior, which was not detected in the previous study. Meanwhile we have performed the DL/RL tasks in well-powered n = 25 mdx mice (on a C57BL/6J genetic background), as part of another study, and again did not find RL deficits (manuscript in preparation). Taken together, the fact that two independent studies and our own follow up studies using the DL/RL task did not reproduce these findings show that in the mdx mouse reversal learning is unaffected and that our previous observation could have been caused by idiosyncratic factors.

In an attempt to identify these factors, we scrutinized the experimental protocols of the current and previous study. We could not identify obvious differences in the hygiene level of the mice. There were however differences in the breeding scheme and housing conditions. In the current study mice were bred from homozygous wild-type or mdx lines while in the previous study we had heterozygous breeding lines that resulted in wild-type, heterozygous and homozygous mdx mice. We also noticed that mice were shipped from the breeding location to the test location at a younger age in the previous study (8–11 weeks vs. 8–16 weeks in the present study). Due to the implementation of an additional health screening step in the test facility, mice were housed for an additional 4 weeks in IVC cages, whereas in the previous study mice were housed in open cages upon arrival at the testing facility. There were differences in the number of animals housed per cage. Male mice were housed individually and the number of females per cage was 2–3 mice per cage while in the previous study female mice were housed with 2 mice per cage. The age at which mice were subjected to the DL/RL task was 13 weeks in the previous study, and 18 weeks in the present study. Finally, in the previous study the home-cage testing protocol had an additional 2-day light spot avoidance test in between the 3 days of spontaneous behavior and the DL/RL task, which was not present in the current study. A comparison of the behavioral tests done in the current study and previous study can be found in Supplementary Table 3. In summary, we identified a number of factors that may affect mouse behavior and thereby an mdx phenotype.

Besides cognitive flexibility and activity, we also studied anxiety-related behavior in mdx mice in the DLB assay. While mice have a natural tendency to explore new spaces, this is hampered in the presence of stressors like bright light (Bourin and Hascoet, 2003). Mice with increased anxiety will therefore show more aversion to brightly lit new spaces than less anxious mice. The DLB is based on this principle and thus a good measure for increased anxiety. In our study, mdx mice showed a slight decrease in exploration of the new brightly lit compartment, but this decrease was not significant compared to the wild-types. This is in contrast to our previous study in which we observed an aversion toward the lit area in mdx females (Remmelink et al., 2016). This discrepancy cannot be explained by a difference in experimental setup since those are the same. Anxiety has only sporadically been studied in the DLB; one group found that mdx males showed increased anxiety-related behavior compared to wild-types (Vaillend and Chaussenot, 2017). However, in one of their previous studies, which used a different DLB setup, they did not see this decrease in time spent in the light compartment (Vaillend et al., 1995). Anxiety has also been studied in the elevated plus-maze in which mice can explore a maze that has two enclosed arms opposite of each other and two open arms. A decrease in exploration of the open arms is indicative for increased anxiety, which was not found in mdx males (Sekiguchi et al., 2009; Vaillend and Chaussenot, 2017). Taken together, the underlying cause of discrepancies in findings within and between distinct anxiety tests remains unclear and should be further investigated. Both nature and strength of the anxiogenic stimulus and intrinsic novelty-seeking motivations could be underlying factors.

The Y-maze was used to assess short-term spatial working memory. Rodents have a natural curiosity to explore new areas and thus the spontaneous alternation percentage in the Y-maze gives an indication on the functionality of short-term memory. Mice with a good working memory have a high spontaneous alternation percentage, or a bias toward exploring new arms located to the left or right of them, whereas low spontaneous alternation percentage indicates a poor working memory (Kraeuter et al., 2019). In our study, we observed that all groups performed above chance levels. While the Y-maze requires minimal animal handing due to its continuous nature, it might not be the best experiment to detect (subtle) abnormalities in the spatial working memory of mice (Hughes, 2004; Deacon and Rawlins, 2006). In our previous study, we assessed spatial working memory in the T-maze and observed no differences between mdx and wild-type females during a two-day period (Remmelink et al., 2016). Vaillend et al. also performed the T-maze test, using a longer protocol; one sample trial on the first day, two consecutive trials on the second day followed by a final trial either 6 or 24 h later (Vaillend et al., 1995). They observed no abnormalities in the spontaneous alternation percentage at 6 h, however mdx mice performed at chance levels while wild-types performed above chance levels at 24 h (Vaillend et al., 1995). Long-term, but not short-term spatial working memory might thus be primarily affected in mdx mice.

An outstanding question is which tests are most suitable to study the behavioral abnormalities and to detect efficacy of treatments targeting the brain of mdx mice. Ideally, these would be robust and sensitive tests, providing a large therapeutic window and being executed in a similar manner (using identical protocols) within and between labs to allow direct comparisons between outcomes. Generation of Standard operating procedures (SOPs) for a selection of such behavioral tests, as currently available for muscle functionality outcomes on the TREAT-NMD Alliance website (https://treat-nmd.org/research-overview/preclinical-research/experimental-protocols-for-dmd-animal-models/) could facilitate this and improve test reproducibility. Discrepancies described in our current study highlight the need of well-powered studies. This also holds true for tests that are performed in a fully-automated fashion without human interference. Some of the behavioral phenotypes in mdx mice appear to be subtle and sensitive to so far unidentified factors that have an impact on mouse behavior prior to the actual testing of the mice. The level of standardization of the present set of studies was obviously not sufficient to reach reproducible results. Given these subtle phenotypes, it is tempting to advocate for standardization of external conditions such as housing, handling etc. This could improve test reproducibility, however, given the uncertainty about which factors to standardize, further standardization might not be successful. Differences in the number of mice housed together can be found over the different studies discussed. Often male mdx mice are housed together with 2–5 littermates (mdx and wild-types) (Sekiguchi et al., 2009; Chaussenot et al., 2015; Vaillend and Chaussenot, 2017; Dickson and Mittleman, 2019), other times mdx and wild-type mice are caged separately but still socially with other male mice (Vaillend et al., 1995). In our study we decided to cage male mice individually. The reasoning behind this comes from observed aggression in male mice and since our mice are individually housed for an extensive period in the PhenoTyper cages, it is deemed more suitable to house male mice individually to reduce the potential aggressive behavior toward cage mates before and after the behavioral testing. Mdx mice have been shown to have an increased amount of aggressive encounter with wild-type mice after a period of single housing (Miranda et al., 2015). It is possible that the single housing influenced the mouse behavior and resulted in the observed discrepancy.

Furthermore, if a particular phenotype in mice can only be detected under very specific conditions, the question remains how generalizable any conclusions generated in such a model can be. Here we used mdx mice, the most used mouse model for DMD (Yucel et al., 2018). This model is however less severely affected than DMD patients and thus does not fully recapitulate human disease progression. Although muscle pathology is less severe, behavioral abnormalities such as increased stress and freezing response have been detected in this strain (Sekiguchi et al., 2009; Miranda et al., 2015; Comim et al., 2019; Razzoli et al., 2020). Other mouse models for DMD are available and could be interesting to study behavioral and learning abnormalities. The mdx4cv mouse model lacks multiple dystrophin isoforms and has a lower number of revertant fibers, fibers containing spontaneously restored dystrophin, than mdx mice. Although the muscle pathology appears to be very similar to that of the mdx and still less severe than DMD patients, the absence of multiple dystrophin isoforms makes it an interesting model to assess the effect of loss of one or more dystrophin isoforms on cognition and learning abilities (Yucel et al., 2018). Loss of multiple isoforms have been implied to result in a higher incidence of comorbidity with intellectual and emotional disabilities in DMD patients (Banihani et al., 2015; Ricotti et al., 2016). Another interesting mouse model for DMD is the D2-mdx mouse model. This mouse model was obtained by crossing mdx mice onto a DBA/2J background and resulted in a more severe muscle pathology compared to mdx mice (van Putten et al., 2019). Little is known about the effect of loss of full-length dystrophin on the behavioral phenotype of these mice.

To conclude, we do not see differences in spontaneous behavior and cognitive flexibility in mdx mice regardless of their gender. Since behavioral differences between mdx and wild-type mice seem to be subtle, large sample sizes, the search for more sensitive tests and the availability of standard operating procedures optimized for behavioral testing in mdx mice should be encouraged.
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Alzheimer’s disease (AD) is a progressive neurodegenerative disorder, with a long preclinical and prodromal phase. To enable the study of disease mechanisms, AD has been modeled in many transgenic animal lines and cognitive functioning has been tested using several widely used behavioral tasks. These tasks, however, are not always suited for repeated longitudinal testing and are often associated with acute stress such as animal transfer, handling, novelty, or stress related to the task itself. This makes it challenging to relate cognitive dysfunction in animal models to cognitive decline observed in AD patients. Here, we designed an automated figure-8-maze (F8M) to test mice in a delayed alternation task (DAT) in a longitudinal manner. Mice were rewarded when they entered alternate sides of the maze on subsequent trials. Automation as well as connection of the F8M set-up with a home cage reduces experimenter interference and minimizes acute stress, thus making it suitable for longitudinal testing and facilitating clinical translation. In the present study, we monitored cognitive functioning of 2-month-old APPswe/PSEN1dE9 (APP/PS1) mice over a period of 4 months. The percentage of correct responses in the DAT did not differ between wild-type and transgenic mice from 2 to 6 months of age. However, 6-month-old mice displayed an increase in the number of consecutive incorrect responses. These results demonstrate the feasibility of longitudinal testing using an automated F8M and suggest that APP/PS1 mice are not impaired at delayed spatial alternation until 6 months of age under the current experimental conditions.

Keywords: figure-8-maze, longitudinal behavioral assessment, APP/PS1 mice, Alzheimer’s disease, working memory


INTRODUCTION

Alzheimer’s disease (AD) is one of the most prevalent neurodegenerative disorders and the most common cause of dementia (Blennow et al., 2006). Pathologically, the disease is characterized by extracellular amyloid beta plaques and intracellular tau tangles (Braak and Braak, 1990). These neuropathological hallmarks are especially pronounced in the hippocampal formation (Hyman et al., 1984; Braak and Braak, 1991). Accordingly, hippocampal atrophy has been detected at an early disease stage and correlates with changes in the cognitive status of patients, progressing from normal functioning to mild cognitive impairment (MCI) and AD (Ikeda et al., 1994; Jack et al., 2000; Mueller et al., 2010; Andrews et al., 2013). However, the relation between these neuropathological features and disease etiology is still unclear and, consequently, treatment that modifies early disease mechanisms is not yet available (Herrup, 2015; Masters et al., 2015; Makin, 2018). To obtain a better mechanistic understanding of events during the clinical (8–10 years), as well as the long preclinical and prodromal phases (up to 20 years before disease onset) in AD (Masters et al., 2015), animal research is essential. Moreover, it is crucial to perform animal studies in which disease-relevant cognitive functioning is monitored over extended periods of time.

In view of the longitudinal measurement of cognitive functioning in AD mouse models, behavioral paradigms commonly used in the AD field might pose several challenges. First, behavioral tasks are often not suitable for longitudinal testing. The stressful nature of a task, for instance the stress induced by the shock in contextual fear conditioning, can influence behavior in subsequent sessions, making it difficult to study disease progression in terms of cognitive decline. Alternatively, tasks may be labor-intensive and difficult to automate, thereby complicating longitudinal monitoring of task performance. Second, performance in some behavioral paradigms may be significantly influenced by non-cognitive factors. For example, in the Morris water maze, the animal learns to use distal visual cues in order to locate a submerged platform in an open swimming arena. However, because the water is unfamiliar and aversive to the mouse, anxiety plays an important role in addition to cognition (Wolfer et al., 1998). This complicates the interpretation of task performance in terms of cognitive functioning, especially as altered sensitivity to stress has repeatedly been reported for several AD mouse models (Dong et al., 2004; Jeong et al., 2006; Carroll et al., 2011; Rothman et al., 2012; Baglietto-Vargas et al., 2015; Stuart et al., 2017).

Addressing these issues, we considered an experimental protocol that allows for consecutive longitudinal testing of cognitive function, while minimizing acute stress that is imposed onto the animal. The proposed protocol is based on the delayed alternation task (DAT), an assay used to test working memory (Dudchenko, 2004). Working memory refers to the temporary storage and simultaneous processing of information (Baddeley, 1992). The DAT is commonly performed in a T-maze. Importantly, the DAT does not impose acute stress as it makes use of the natural tendency of rodents to alternate, which is thought to arise from their willingness to explore novel environments in search for information or resources, such as food, water, or shelter, that will aid their survival (Dember and Fowler, 1958; Lalonde, 2002). A delay can be built into the task by confining the animal in the base of the T for a certain amount of time, which increases task difficulty. The DAT can also be performed in a modified version of the T-maze, a figure-8-maze (F8M), in which the side arms are connected to the base of the maze, so that the animal can follow a unidirectional trajectory in the shape of an 8. The F8M minimizes experimenter intervention and increases throughput, thus potentially making the DAT suitable for automation and longitudinal testing. Complete automation using computer vision (Pedigo et al., 2006) even eliminates the presence of an experimenter. Connecting the F8M to the animals’ home cage (Schaefers and Winter, 2011) can further reduce animal handling. In accordance with the role of both the hippocampus and the prefrontal cortex in working memory, F8M studies have indicated involvement of these brain regions in the DAT (Pedigo et al., 2006; Ainge et al., 2007; Yoon et al., 2008; Pioli et al., 2014).

In the present study, we test the proposed F8M protocol using the APPswe/PSEN1dE9 (APP/PS1) mouse strain (line 85), a widely used mouse model of AD (Jankowsky et al., 2004; Radde et al., 2006). This is a double transgenic model that harbors the 695-amino acid mouse/human amyloid precursor protein (APP) transgene with the Swedish mutation as well as a mutant human presenilin 1 transgene (PSEN1/dE9). Both mutations are associated with early-onset AD. Amyloid beta plaques have been detected at 6 months of age (moa) in this mouse model (Jankowsky et al., 2004) and cognitive deficits have been reported in multiple behavioral tasks such as the Morris water maze (Cao et al., 2007), contextual fear conditioning (Cramer et al., 2012), novel object recognition (Guo et al., 2015; Petrov et al., 2015), and the hole-board maze (Reiserer et al., 2007; Hooijmans et al., 2009) at around this time. Furthermore, already at 3–4 months of age, dysfunction of hippocampal circuitry and associated memory decline have been detected in these mice (Park et al., 2006; Vegh et al., 2014; Hijazi et al., 2019). We therefore performed a longitudinal experiment in APP/PS1 mice at 2–6 moa to identify symptom progression as a function of age. When comparing task performance of APP/PS1 mice to wild-type control mice, we found similar response accuracy for both genotypes. However, the number of consecutive incorrect responses made by APP/PS1 mice was increased at 6 moa. In light of these findings, we discuss several advantages and limitations of the automated F8M test set-up.



MATERIALS AND METHODS


Animals

Male APP/PS1 and APP/PS1-PV-Cre mice were used in this study. APP/PS1 mice [The Jackson Laboratory; strain B6C3-Tg(APPswe,PSEN1dE9)85Dbo/J with stock number 004462; MMRRC stock #34829] are double transgenic mice that express a chimeric human/mouse APP gene (Mo/HuAPP695swe) as well as a mutant human PS1 gene harboring a deletion of exon 9 (PS1dE9) under the control of a mouse prion protein promoter (MoPrP.Xho) (Jankowsky et al., 2001, 2003, 2004; Reiserer et al., 2007). APP/PS1-PV-Cre mice are a cross of APP/PS1 mice with PV-Cre mice [The Jackson Laboratory; Strain B6.129P2-Pvalbtm1(cre)Arbr/J with stock number 017320], which express Cre recombinase under the control of the endogenous parvalbumin (Pvalb) promoter. These mice were included to allow for future PV interneuron-specific interventions. In the absence of Cre-dependent interventions, APP/PS1-PV-Cre mice behave similar to APP/PS1 mice (Hijazi et al., 2019). Mouse lines were maintained on a C57BL/6JCrl background (Charles River Laboratories), and experiments were performed with individually-housed male mice. Wild-type and transgenic littermate mice were used in the study. Mice were kept on a reversed 12-h day–night cycle, with the dark phase starting at 9 am. Mice had ad libitum access to food, and during the training and test phases, they were water-deprived in the home cage for maximally 18 h preceding access to the F8M. All experiments were approved by the Central Committee for Animal Experiments (CCD) and the Animal Welfare Body of Vrije Universiteit Amsterdam in full compliance with the directive 2010/63/EU.



Figure-8-Maze Apparatus and Data Collection

The F8M (24.3 cm × 33.3 cm × 8 cm) has 4 cm wide corridors and is made of black Perspex that transmits infrared light (Figure 1). An infrared light box is positioned beneath the maze, which allows for tracking of the animal with a camera that is located above the maze. The entrance of the maze can be connected to the animal’s home cage. Three swing doors surrounding the entrance open in one direction only, thus ensuring that the animal always moved through the maze in the same direction. Two motorized doors at the T-junction are controlled by the computer and open horizontally. Mice received a drop (18 μL) of water supplemented with 1% sucrose upon entering the correct maze arm. Two 12-V HDI valves (cat. no. LHDA1231415H, Denis de Ploeg, Netherlands), controlled by the computer, automate the water supply at each reward location. Opening the first valve allows the water droplet to be formed; opening the second valve retracts the previously formed drop by creating a vacuum. The maze was cleaned with ethanol in between sessions.
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FIGURE 1. Home cage-based figure-8-maze (F8M) setup. (A) Photograph of the F8M. The maze is made of infrared-transmitting perspex (top lid not shown in photograph) and placed on top of an infrared light box. (B) Schematic drawing of the F8M. The F8M can be connected to the mouse’s home cage so that the mouse can enter the maze voluntarily (1). Once entered, three unidirectional swing doors (2) limit movement of the mouse to one direction as indicated by the arrows. The two motorized doors (3; shown in closed position) are under computer control. When the mouse makes a correct response, a sucrose water reward is delivered to either of two reward orifices (4) in precise preset quantities. Four computer-controlled valves (5) control the delivery of the reward, as well as its retraction by a vacuum pump into a container (6) when not consumed.


Using tracking software (Viewer17, Biobserve, Germany), the computer uses the camera input (cat. no. 18140P0005, Sunkwang Electronics, Korea) to control the maze’s motorized doors and valves based on the animal’s position within the maze. The software creates a time-stamped file with the executed commands and the animal’s responses and location.



Behavioral Task


Experiment Phases

The experiment consisted of a training phase and four test phases (Figure 2A). Two days prior to the training phase, two swing doors were placed in the animals’ home cage to familiarize mice with the doors. Then, mice underwent an 11-day training phase that consisted of habituation, shaping, and testing sessions. In the test phases following the training phase, the protocol was shortened to 5 days and consisted of testing sessions only.


[image: image]

FIGURE 2. Illustration of the delayed alternation task (DAT) procedure in the figure-8-maze. (A) After being exposed to swing doors (SDs) in the home cage for 2 days (green), mice performed a DAT training phase at 2–2.5 moa and were tested at 3, 4, 5, and 6 moa. (B) In the training phase, mice were exposed to the maze during two habituation sessions (red), performed 20 shaping trials (yellow), and had four testing sessions at each of the four delays (no delay, 10-, 20-, and 40-s delay) (blue). (C) Test phases consisted of four no-delay sessions and two sessions of the 10-, 20-, and 40-s delays. (D) During habituation sessions, mice were free to explore the maze with the motorized doors open and either 2 (day 1, left image) or 3 (day 2, right image) SDs present. Sucrose-containing rewards (blue drops in graphical representation) could be obtained at either side of the maze. (E) During the shaping session, mice performed 20 trials of forced alternation. (F) No-delay sessions consisted of a forced run (left image), followed by 20 free run trials, whereby the animal was rewarded when entering the arm that had not been visited on the previous run. (G) In delay sessions, the animal was contained within the middle compartment (second and fourth image) for a period of 10, 20, or 40 s before the motorized doors would open and it could make a response.




Habituation

Mice were first habituated to the maze in two 10-min sessions on subsequent days (Figure 2B). During the first and second habituation session, two and three swing doors were present, respectively (Figure 2D). In both habituation sessions, all motorized doors were open. Sucrose-containing water rewards were provided at either side of the maze.



Shaping

After the habituation phase, mice underwent 20 shaping trials during which the right and left motorized doors were opened in alternating order (Figure 2B). Each trial consisted of the animal starting in the center zone, entering the left or right arm of the maze, and then returning to the center zone (Figure 2E).



Testing

First, mice were tested in the F8M without a delay (Figure 2B). The session started with a rewarded forced-choice run into the right arm of the maze (Figure 2F). All 20 subsequent trials were free-choice runs in which the correct response was for the animal to choose the opposite arm from the one it had visited on the previous trial. A correct response was rewarded with a sucrose-containing water reward, whereas no reward was administered upon an incorrect response. During these no-delay sessions, the motorized doors would open when the animal entered the center zone and they would close once the animal had moved into either of the two side arms. The animal performed four sessions of one forced run followed by 20 free-run trials over 2 days. Performance was calculated as the percentage of correct responses per 20 free-choice trials.

Next, mice were tested with three different delay intervals built into the task: a 10-, 20-, and 40-s delay (Figure 2B). The delay, during which the two motorized doors remained closed, started when the animal entered the center zone (Figure 2G). When the delay time ended, both motorized doors opened and the animal could make its choice. Similar to the no-delay sessions, delay sessions started with a forced-choice run into the right arm of the maze, followed by 20 open-choice trials. During the training phase, mice would perform four sessions per delay interval divided over 2 days. These sessions consisted of 20 open-choice trials for the 10-s delay sessions, and 10 open-choice trials for the 20- and 40-s delay sessions. During the test phases, mice carried out only two sessions per delay (Figure 2C). Every test phase started with no-delay testing sessions to ensure that later task performance, when delays were introduced, would reflect the animals’ ability to alternate rather than the ability to remember task rules.




Data Analysis

Data were analyzed using MATLAB R2017b (MathWorks) and visualized using Prism 8.2.1 (GraphPad Software). Statistical testing was performed in Prism using a two-factor repeated measures ANOVA or mixed-effects analysis, combined with a Geisser-Greenhouse correction when the data were non-spherical. When significant differences (p < 0.05) were found, post hoc comparisons were performed using Bonferroni’s multiple comparisons test. For the analysis of response latencies, outlier values were removed using the ROUT method with Q set at 0.1% (Motulsky and Brown, 2006). Statistical details of experiments can be found in the respective results sections and in tables. Results and graphs report mean ± SEM. The number of animals used in each experiment is provided in the figure legends. Sessions in which mice did not complete 20 trials (for no-delay and 10-s delay) or 10 trials (for 20 and 40-s delay) within 1 h were excluded from analysis.




RESULTS


Response Accuracy

We first determined whether APP/PS1 and wild-type mice were both able to learn the DAT using the automated F8M protocol. During the training phase at 2–2.5 moa, correct responses reached 82.5 ± 2.5% and 80.0 ± 5.5% for APP/PS1 and wild-type mice, respectively, during the fourth no-delay testing session (Figure 3A), indicating that animals from both genotypes had successfully learned the task. Next, to determine whether performance was dependent on session or genotype during the training phase, a two-way repeated measures ANOVA was performed (Table 1). A significant main effect of session [F(5.39, 48.48) = 2.43, p = 0.04] was found, with Bonferroni’s multiple comparisons test showing significant differences in response accuracy between session 3–5 (p = 0.032), 4–5 (p = 0.0021), and 5–8 (p < 0.001), indicating an overall decrease in task performance upon introduction of the 10-s delay (session 4–5) and an improvement in performance toward the end of the 10-s delay sessions (session 5–8). Whereas test phase 1 at 3 moa did not reveal a main or interaction effect, test 2 at 4 moa showed a main effect of genotype [F(1,10) = 6.21, p = 0.03], indicating improved performance of APP/PS1 mice compared to wild-type controls. Test phase 3 at 5 moa revealed a main effect of session [F(4.57,44.71) = 4.4, p = 0.003]. Bonferroni’s multiple comparisons test showed differences in response accuracy between session 4–9 (p = 0.047) and 6–10 (p = 0.012), indicating a decrease in performance during the 40-s delay interval (session 9 and 10) compared to 0- and 10-s delay intervals. Lastly, test phase 4 at 6 moa did not reveal any significant differences. These results indicate that mice learnt the DAT in the current F8M set-up with a trend for a decrease in response accuracy as delay intervals were increased. Except for test phase 2, during which APP/PS1 mice performed better than wild-type mice, both genotypes performed the task at similar levels of response accuracy. To exclude the possibility that levels of response accuracy were influenced by the fact that these animals had been repeatedly tested over the course of several months, an additional group of mice was tested at 6 moa only (Supplementary Figure 1). No significant differences in response accuracy were found (Supplementary Table 1). Even though the group size was limited, these data suggest that also in that absence of repeated testing over the course of several months, 6-month-old mice of both genotypes can perform the task.
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FIGURE 3. DAT performance of wild-type and APP/PS1 mice at 2–2.5, 3, 4, 5, and 6 moa. (A) Response accuracy of wild-type (n = 6, blue) and APP/PS1 (n = 6, gray) mice during training and test phases. During the training phase, two-way ANOVA showed an effect of session (#), with significant differences between sessions 3–5, 4–5, and 5–8. In test phase 2, a main effect of genotype (*) was observed. Analysis of test phase 3 showed a main effect of session, with significant differences between sessions 4–9 and 6–10. (B) APP/PS1 mice showed an increase in the percentage of consecutive incorrect responses in test phase 4 at 6 moa. (C) Choice reaction time of APP/PS1 mice was significantly lower compared to wild-type controls in the training phase and test phase 3. (D) At 3, 4, 5, and 6 moa, APP/PS1 mice were more active than wild-type mice. Vertical lines indicate the start of a new delay interval. #main effect of session, p < 0.05; *main effect of genotype p < 0.05; ^interaction effect p < 0.05.



TABLE 1. Response accuracy.

[image: Table 1]


Error Perseveration

Next, the percentage of consecutive incorrect responses was analyzed since this parameter has been shown to be increased by hippocampal inactivation (Yoon et al., 2008) (Figure 3B). No main or interaction effects were found in the training phase, test phase 1, test phase 2, or test phase 3 (Table 2). Test phase 4, however, did show a main effect of genotype [F(1,10) = 5.00, p = 0.049], indicating that APP/PS1 mice make more consecutive incorrect responses than wild-type mice at 6 moa. Test phase 4 did not reveal a main effect of session or an interaction effect. These findings suggest that the percentage of consecutive incorrect responses might be a sensitive measure of hippocampal impairment in APP/PS1 mice.


TABLE 2. Error perseveration.
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Choice Reaction Time

Choice reaction time (CRT) was defined as the time period between the opening of the motorized doors and the moment the animal enters either maze arm. CRT showed a main effect of genotype during the training phase [F(1,9) = 6.76, p = 0.029], indicating a decrease in CRTs for APP/PS1 mice (Figure 3C). No significant differences were found in test phase 1 and test phase 2 (Table 3). Test phase 3 revealed a main effect of genotype [F(1,10) = 5.50, p = 0.041] and an interaction effect [F(9,84) = 2.05, p = 0.043]. Test phase 4 did not show any significant differences. Overall, these results indicate that APP/PS1 mice had reduced CRTs during the training phase and test phase 3.


TABLE 3. Choice reaction time.
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Activity

To determine whether differences in CRT between wild-type and APP/PS1 mice were related to changes in general activity levels, we analyzed overall activity of the mice (Figure 3D). During the training phase, a main effect of session [F(4.1,41) = 4.0, p = 0.0073] was found (Table 4). Main effects of session and genotype, as well as interaction effects, were found in test phase 1 [Session F(4.2,42) = 3.4, p = 0.0148; Genotype F(1,10) = 11, p = 0.0087; Session × Genotype interaction F(9,90) = 3.0, p = 0.0034], test phase 2 [Session F(3.8,38) = 16, p < 0.0001; Genotype F(1,10) = 115, p < 0.0001; Session × Genotype interaction F(9,90) = 3.2, p = 0.0021], test phase 3 [Session F(4.0,40) = 8.2, p < 0.0001; Genotype F(1,10) = 50, p < 0.0001; Session × Genotype interaction F(9,90) = 3.0, p = 0.0035], and test phase 4 [Session F(3.1,31) = 12, p < 0.0001; Genotype F(1,10) = 26, p = 0.0004; Session × Genotype interaction F(9,90) = 9.2, p < 0.0001]. These findings show that APP/PS1 mice are significantly more active than wild-type mice in all test phases.


TABLE 4. Activity.
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DISCUSSION

We designed an automated F8M to monitor cognitive function in AD mice in a longitudinal manner. Using this set-up, we tested APP/PS1 mice from 2 to 6 moa to determine the feasibility of longitudinal testing and the sensitivity of the task to monitor symptom progression as a function of age. Starting at 2 moa, mice were trained to perform a DAT with a 0-, 10-, 20-, or 40-s delay, after which they were tested once every 4 weeks until they were 6 moa. All mice learnt the task. While we did not find an age-dependent decrease in choice accuracy, APP/PS1 mice made more consecutive incorrect responses than wild-type mice at 6 moa. The current study demonstrates the feasibility of longitudinal monitoring of cognitive function using a DAT protocol in an automated F8M. Even though longitudinal studies on cognitive function in AD mouse models, and spatial memory in specific, have been performed previously, for example, assessing water maze performance of APP/PS1 mice (Ferguson et al., 2013), they are sparse.

Both wild-type and APP/PS1 mice learnt the task equally well. Response accuracies of APP/PS1 mice and wild-type controls (82.5 and 80%, respectively) during the last no-delay test session of the training phase were comparable to the percentages of correct responses reported in other F8M studies using mice (Schaefers and Winter, 2011; Shoji et al., 2012). The response accuracy tended to decrease with the introduction of delays into the task, indicating an increase in memory load as the mice had to keep previous arm entries online for an extended period of time. This is in line with previous studies showing a decrease in the percentage of correct responses with increasing delays (Pedigo et al., 2006; Schaefers and Winter, 2011; Shoji et al., 2012). Whereas we did not find impaired DAT response accuracy by APP/PS1 mice, we did observe that they made more consecutive incorrect responses at 6 moa. The number of consecutive incorrect responses has previously been linked to hippocampal functioning (Yoon et al., 2008). When the dorsal hippocampus (dHPC) was inactivated using muscimol, rats showed an increase in the percentage of double incorrect responses across delays compared to when the medial prefrontal cortex (mPFC) was inactivated. Thus, these findings suggest that the increase in the number of consecutive incorrect responses observed here might be an early measure of hippocampal dysfunction in the APP/PS1 mouse model. However, it is unclear whether perseveration of choice response reflects a memory deficit or whether it results from a change in behavior, for example, a change in the mice’s natural tendency to alternate. It would be interesting to see whether the increase in the number of double incorrect responses persists and increases with age. Besides an increase in the number of consecutive incorrect responses, we also found that CRT was decreased in APP/PS1 mice compared to wild-type controls during the training phase and test phase 3. One might hypothesize that shorter response latencies simplify the DAT for APP/PS1 mice by reducing working memory load, thereby masking subtle memory deficits at early disease stages. Even though we cannot exclude this possibility, other experiments suggest that decreased latencies do not necessarily translate to better performance. CaMKII+/– mice, for instance, show a decreased correct response rate compared to wild-type controls, even though their response latencies are decreased (Shoji et al., 2012). Potentially explaining the reductions in CRTs, we also found increased levels of activity for APP/PS1 mice. An increase in general activity levels of APP/PS1 mice has been reported previously (Lalonde et al., 2005; Filali et al., 2011; reviewed by Lalonde et al., 2012). It is not yet clear what causes hyperactivity in APP/PS1 mice. Hyperactivity might be related to hippocampal changes as mice with hippocampal lesions (Kleinknecht et al., 2012) or NMDA receptor blockade (Stiedl et al., 2000) exhibit increased locomotor activity with memory impairments. In addition, hyperactivity might be linked to a reduction in GABAergic neurotransmission, since hyperactivity emerges at the same time as seizure activity in APP751SWE mice (Dumont et al., 2004) and GABAA receptor antagonists injected into the hippocampus increase motor activity in rats (Bast et al., 2001). Changes in activity in mice may be reminiscent of neuropsychiatric symptoms in patients with dementia, such as apathy and agitation (Lyketsos et al., 2000, 2002). Mice have been suggested to be hypoactive as a result of apathy or hyperactive due to agitation (Lalonde et al., 2012). The hyperactivity observed in APP/PS1 mice could be related to an attention deficit. The literature on attention in AD mouse models is inconclusive (Romberg et al., 2013a; Shepherd et al., 2016), with some studies showing reduced attention in AD mice (Romberg et al., 2011, 2013b) and others showing no deficit (Bharmal et al., 2015; Kent et al., 2018; Shepherd et al., 2021). Even though Shepherd et al. (2021) did not observe reduced accuracy in the five-choice serial-reaction time task in 9–11-month-old APP/PS1 mice, they did not also find a change in general activity. It would be interesting to further investigate the relationship between hyperactivity and attention in future experiments.

Comparison of F8M performance of APP/PS1 mice to their wild-type littermates highlights several advantages as well as limitations of the current task set-up and testing protocol. APP/PS1 mice did not show impaired response accuracy at any delay at any age. We had hypothesized an age-dependent decline in response accuracy, considering previously reported hippocampal spatial memory deficits in APP/PS1 mice in the Morris water maze, radial arm water maze, and contextual fear conditioning at an early disease stage (Park et al., 2006; Vegh et al., 2014; Hijazi et al., 2019) and the role of the hippocampus in delayed alternation, specifically at non-zero delays (Wan et al., 1994; Hampson et al., 1999; Steele and Morris, 1999; Zhang et al., 2013). In specific, the F8M-based DAT has been shown to be hippocampus-dependent (Yoon et al., 2008; Pioli et al., 2014) and hippocampal lesions affect task performance in a delay-dependent manner (Ainge et al., 2007). Hippocampus lesioned rats showed a deficit when a 2- or 10-s delay was introduced into the task, but not in the absence of a delay. Our results here suggest that in contrast to the reported impairments in long-term spatial and contextual memory, short-term working memory as measured by DAT response accuracy in the F8M is not yet affected in APP/PS1 mice up to 6 moa. Other studies investigating spatial working memory in APP/PS1 mice have shown variable results, with some studies reporting working memory deficits (Kim et al., 2015; Wang et al., 2017) and others not finding a difference between wild-type and transgenic animals (Lalonde et al., 2004; Reiserer et al., 2007; Harrison et al., 2009). Whereas spontaneous alternation is a commonly used measure of working memory, studies on rewarded alternation with variable delay intervals in the APP/PS1 mouse model are sparse.

There are several potential explanations for the absence of an age-related decline in F8M response accuracy. First, it might be that even though the delayed alteration in the F8M is hippocampus-dependent, the hippocampal dysfunction previously observed in APP/PS1 mice is not sufficient to impair task performance. As working memory is thought to require communication between the hippocampus and prefrontal cortex (Jin and Maren, 2015), cortical mechanisms might be able to compensate for (mild) hippocampal dysfunction during a short-term working memory task.

Second, in the current test set-up, mice may be able to solve the F8M using strategies that are not hippocampus-dependent. One possibility is that, as the maze is opaque and testing occurs during the dark phase, mice might use egocentric navigation strategies that are not dependent on the hippocampus. Egocentric navigation makes use of internal cues (e.g., limb movement for speed, direction, and turns), optic flow, and signposts (Vorhees and Williams, 2014), as opposed to allocentric navigation, where space is encoded on the basis of distal cues (landmarks) and the relationship between those cues. Egocentric navigation seems to preferentially involve the dorsal striatum and connected structures, whereas allocentric navigation depends on the entorhinal cortex-hippocampal system (for review, see Buzsaki and Moser, 2013). However, these two systems are also thought to interact (Goodroe et al., 2018). For instance, hippocampal episodic memory mechanisms could play a role in egocentric route-oriented memory, as retrieval of routes can be considered as the retrieval of separate spatiotemporal events. Several other F8M studies have also tested animals during the dark phase (Pedigo et al., 2006; Yoon et al., 2008; Schaefers and Winter, 2011). Interestingly, Mair et al. (1998) tested hippocampus-lesioned rats on a delayed non-match-to-sample task in a three-arm radial maze with lights on and lights off. Lesioned rats showed a delay-dependent deficit that was present both when lights were on and off, suggesting that also in the dark the hippocampus is important for task performance. For future studies, it will be of interest to use a transparent or open version of the F8M so that AD mice can be tested both with lights on and off in order to distinguish between ego- and allocentric strategies, in particular because both types of navigation strategies have been reported to be affected in people with MCI or AD (Serino et al., 2015; Boccia et al., 2016; Tu et al., 2017; Coughlan et al., 2018). Another possibility is that mice may have performed the DAT using hippocampus-independent stimulus-response (S-R) associations rather than spatial learning. In S-R learning, also known as habit learning, mice respond to a stimulus (e.g., the T-junction of the maze) with a certain response (e.g., turn right) (Knowlton and Patterson, 2018). Several factors in the current task set-up may have promoted habit formation. First, the task consisted of continuous alternation (rather than having a forced run followed by a free run). Second, every testing period started with four no-delay sessions, and third, mice were repeatedly tested over several months. Habit formation depends primarily on the striatum (Packard et al., 1989; Packard and McGaugh, 1992; McDonald and White, 1994; Moussa et al., 2011; Smith and Graybiel, 2013), a brain structure that is only affected at a later stage of AD (Thal et al., 2002). However, when we trained an additional group of mice at 6 moa only, APP/PS1 mice still performed at wild-type levels, suggesting that mice of both genotypes can perform the task in the absence of procedural memory being formed due to repeated testing over the course of several months. In addition, we would not expect habit formation to be sufficient to perform the DAT with extended delays, as these delays interrupt the execution of continuous habitual motor programs. Nevertheless, a forced run-free run protocol as well as fewer or no no-delay sessions might be able to minimize the formation of procedural memory in future experiments.

Finally, a potential explanation for the absence of a memory deficit in the F8M is that the current task set-up minimizes stress. Several aspects of the task minimize the acute stress that is imposed on the animal. First of all, all testing is performed without experimenter intervention. Second, habituation and shaping sessions habituate the mice to the maze apparatus so that the maze environment is no longer novel and stressful. Third, the animals enter the maze voluntarily during their dark phase, when C57BL/6J mice are naturally most active and intrinsically motivated to explore as nocturnal species (Hager et al., 2014; Loos et al., 2014). Fourth, the task itself does not impose acute stress. Several studies reporting deficits in APP/PS1 mice, especially at young ages, have used tests that involve acutely inflicted stress, such as the Morris water maze and contextual fear conditioning. In these tasks, it has been shown that non-cognitive factors, such as anxiety, can influence task performance (Wolfer et al., 1998; Gerlai et al., 2002). Since multiple studies have suggested altered sensitivity to stress in AD mouse models (Dong et al., 2004; Jeong et al., 2006; Carroll et al., 2011; Rothman et al., 2012; Baglietto-Vargas et al., 2015; Stuart et al., 2017), deficits that have been reported at early disease stages may reflect an interaction between altered stress levels and spatial memory. Even though in the current study the task set-up itself minimizes stress, we cannot exclude the possibility that the periods of water deprivation used to motivate the mice to perform the DAT may have been stressful for the mice. To minimize stress due to water deprivation, mice had access to water during their dark phase, which is the period in which they naturally drink most (Kiryk et al., 2020). We did not detect changes in body weight due to water deprivation (Supplementary Figure 2), and mice were checked on a daily basis with no signs of stress or compromised health being observed. For future studies, it would be ideal to permanently connect the home cages to an F8M apparatus such that water deprivation is no longer necessary.

A limitation of the current study is that the F8M protocol has not been directly compared to other test procedures that could be used longitudinally. An increasingly used method to test learning and memory in mice is the automated touchscreen platform (Horner et al., 2013). Similar to the F8M procedure described here, touchscreen tasks minimize stress, allow for a high degree of automation and standardization, and thus facilitate longitudinal testing. In addition, they have been successfully used to detect early cognitive deficits starting at 3 moa in APP/PS1-21 mice (Van den Broeck et al., 2021), suggesting higher sensitivity than the DAT. The preferred use of different procedures will depend on the aim of the study. An advantage of the current task set-up is that the animal is confined to a spatial compartment during the delay phase of the DAT, thus making it difficult for the mouse to encode the correct choice option by the position of its body. In addition, when performing in vivo measurements during task performance, i.e., local field potential (LFP) recordings, neural activity can be linked to specific cognitive processes (i.e., keeping online a previous arm entry and decision making) taking place at particular locations in the maze to better dissect processing steps during precise moments of the task.

To conclude, we designed a DAT protocol for longitudinal testing in an automated F8M, which we tested by comparing task performance between APP/PS1 and wild-type mice over a 4-month period. We found similar response accuracy for wild-type and APP/PS1 mice, but an increase in the number of consecutive incorrect responses for APP/PS1 mice at 6 moa. How relevant these findings are for AD remains a matter of speculation. AD patients have been shown to be impaired at a DAT based on the animal DAT (Freedman and Oscar-Berman, 1986; Bhutani et al., 1992; Collette et al., 1999). In addition, during the clinical phase as well as in MCI, patients have been reported to have compromised working memory (Kirova et al., 2015; Garcia-Alvarez et al., 2019). The absence of a genotype difference in the percentage of correct responses might suggest that our mice are still too young to detect these (pre)clinical symptoms. Irrespective of how exactly DAT phenotypes translate to human AD, the added value of the current set-up and protocol is that it allows for longitudinal testing and keeps acute stress imposed onto the animals low, due to the high degree of maze automation and the connection of the maze to the home cage. Longitudinal testing is especially important in AD as the disease is characterized by progressive loss of cognition and has a long preclinical and prodromal phase. Longitudinal studies allow for a better understanding of disease mechanisms in relation to symptom onset and progression. In addition, they provide advantages to translational AD research. Longitudinal screening can facilitate linking the different stages of cognitive dysfunction in animal models to the various phases of cognitive decline observed in AD patients. Moreover, it could aid in identifying risk and/or protective factors in the progression of MCI to AD and in predicting the effectiveness of potential treatments in mitigating or preventing cognitive decline.
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The use of animal models for substance use disorder (SUD) has made an important contribution in the investigation of the behavioral and molecular mechanisms underlying substance abuse and addiction. Here, we review a novel and comprehensive behavioral platform to characterize addiction-like traits in rodents using a fully automated learning system, the IntelliCage. This system simultaneously captures the basic behavioral navigation, reward preference, and aversion, as well as the multi-dimensional complex behaviors and cognitive functions of group-housed rodents. It can reliably capture and track locomotor and cognitive pattern alterations associated with the development of substance addiction. Thus, the IntelliCage learning system offers a potentially efficient, flexible, and sensitive tool for the high-throughput screening of the rodent SUD model.
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INTRODUCTION

Understanding the neural mechanisms of complex human behaviors and the behavioral anomalies accompanying neurobiological disorders, including substance use disorder (SUD; or substance addiction), represents one of the most formidable challenges in behavioral and cognitive neuroscience research at present (Lynch et al., 2010; Gulinello et al., 2019; Kuhn et al., 2019). The past decade has seen a resurgence of studies using laboratory rodents, coupled with an impressive array of genetic modifications, providing unprecedented opportunities to generate suitable rodent models to research human pathologies. In contrast, behavioral assays, and their application to large numbers of animals, trailed behind in terms of throughput if compared with genetic advances for rodent models. Notwithstanding, there is a growing need for reliable and robust high-throughput behavioral assessment platforms to elucidate the cognitive and behavioral performances in both wild-type and transgenic rodent strains.

To address this issue, we focus on the IntelliCage system, a home-cage-based rodent behavioral assessment platform, and specifically, its utility to investigate the neurobehavioral underpinnings of SUD in rodent models. This fully automated live-in environment approach helps eliminate the confounding effects and considerable stress from environmental and experimental variables that may obscure the behavioral measures. Owed to its low-dependency on human interference, the IntelliCage system also enables investigators to monitor the multi-dimensional processes in group-housed mice regulated over longer time scales in a straightforward, time-, and cost-effective manner (Lipp, 2005; Lipp et al., 2005; Spruijt and DeVisser, 2006; Wolfer et al., 2012; Kiryk et al., 2020). Such an approach may not only improve throughput, but also provide new insights into the regulation of rodent behaviors that is not as practical with conventional behavioral assays.

In this narrative review, we provide an overview on several commonly employed animal models of SUD, describe the IntelliCage system apparatus and its application in modeling human neurological disorders, and provide in-depth reviews of the related SUD studies utilizing the IntelliCage in the assessment of multi-symptomatic animal physiology, behaviors, and cognitive functions.



COMMON RODENT MODELS OF SUBSTANCE USE DISORDER

Substance use disorder is a chronically relapsing disorder characterized by compulsive and uncontrollable substance-seeking and use, which persists even in the face of negative consequences (Koob and Volkow, 2010, 2016; Uhl et al., 2019). Animal models of SUD are recognized as indispensable tools in defining our current knowledge of the neurobiology and pathophysiology of addiction, and the neuropharmacological aspects of substances of abuse (Koob, 2014; Venniro et al., 2016; Wingo et al., 2016; Müller, 2018; Kuhn et al., 2019). Although animal models may not fully emulate and reproduce the complex human experience, they nevertheless provide means for the researchers to conduct addiction research under highly controlled conditions that may not be possible or ethical to replicate in humans. Earlier animal models of SUD emphasized on the use of operant paradigms in non-human primates and the mechanisms of acute reward. However, recently, these paradigms have been extrapolated and utilized in small rodents (namely, laboratory mouse and rat). Current research has also shifted to include consequent neuroadaptations in long-term or chronic substance abuse paradigms. The use of rodent models, together with the recent advancement, has provided significant new knowledge and understanding in the neurobiology of SUD.


Behavioral Sensitization

The behavioral sensitization model (i.e., experimenter-administered drug exposure) has been extensively used to assess drug-induced locomotor changes, and to identify key reward-related neurobiological substrates and the underlying neuroplasticity (Steketee and Kalivas, 2011; Kuhn et al., 2019). The model involves a progressive increase in the motor stimulatory effects that occur with a repeated, intermittent exposure to a specific drug. Depending on the experimenter’s timeline, sensitization can be rapidly induced to study the short-term drug-induced changes and/or long-term effects of chronic drug exposure. The development of behavioral sensitization has been hypothesized to represent a transition from drug “liking” to “wanting” that underlies compulsive substance use as reported to occur in response to morphine (Cheaha et al., 2017), amphetamine (Ridzwan et al., 2017), alcohol (Mitra and Nagaraja, 2020), nicotine, cocaine, and cannabinoids (Steketee and Kalivas, 2011; Venniro et al., 2016; Iman et al., 2017; Müller, 2018; Kuhn et al., 2019).



Drug Self-Administration Paradigm

Current animal models of SUD emphasize on the addictive drugs actions as positive reinforcing stimuli, much like food, water, and other “natural” reinforcers. Laboratory animals can voluntarily self-administer these addictive substances leading to intoxication, which mimics the drug-taking behaviors seen in human addicts (Panlilio and Goldberg, 2007; Kuhn et al., 2019). In a commonly used paradigm, the animals (typically a mouse, rat, or monkey) are trained in an operant chamber to obtain a drug reward for short daily sessions (1–3 h), and even up to several months in a more complex chronic drug training. Drug delivery is made dependent on the performance of either a fixed or progressive ratio operant response; typically, lever press or nose-poke is used in rodents. Compared to the other models of SUD, these procedures provide the most likely representations with addictive behavior that occurs in the natural environment, as evidenced by the short-, intermittent, and/or long-access to emulate drug-taking and drug-seeking experimental designs. Hence, this self-administration paradigm has a high degree of face validity and is considered to be the gold standard in examining the reinforcing properties of addictive substances in rodents (Panlilio and Goldberg, 2007; Koob, 2014; Kuhn et al., 2019). Furthermore, this close correspondence allows the details of the procedure to be modified in a variety of ways to model specific aspects of addiction. The behavior observed is also highly sensitive to the manipulations of specific environmental and pharmacological variables. Thus, this makes the self-administration paradigm a suitable test for a better understanding of the factors to model drug seeking behavior leading to addiction, and they can also provide a means of testing potential therapeutic agents with anti-addictive properties or even evaluate the abuse potential of novel psychotropic candidates (Panlilio and Goldberg, 2007; Lynch et al., 2010; Spanagel, 2017).



Conditioned Place Preference and Aversion Paradigm

Conditioned Place Preference (CPP) paradigm is a behavioral model commonly used to study the rewarding and/or aversive effects of natural and pharmacological stimuli, a learned behavior shown in many vertebrates, including humans (Huston et al., 2013). Although various designs and apparatuses are used to model CPP, the fundamental characteristic of this task involves the classical conditioning procedure where a particular environmental setting is associated with drug exposure, followed by the association of a different environment with the absence of the drug (or drug vehicle). After several environmental pairings, the drug-free animal is allowed to freely access both ends of the CPP paradigm, where the time spent in each environment will be measured. Theoretically, when addicted, the animals will exhibit a CPP for the environment paired with the drug reward that functions as a positive-reinforcer (i.e., spend more time in drug-paired vs non-drug environment) and avoid those that induce aversive states [i.e., conditioned place aversion (CPA)], frequently cued by a foot-shock punishment. This procedure permits the assessment of the conditioning of drug reinforcement, and provides information regarding the positive and negative reinforcing effects of drugs besides being relatively easy, quick, economical, and reproducible (Aris et al., 2012; Huston et al., 2013; Koob, 2014). Commonly abused substances such as morphine (Gibula-Tarlowska et al., 2019), cannabis (Clasen et al., 2017), amphetamines (Bardgett et al., 2020), cocaine (Carmack et al., 2013), nicotine (Muldoon et al., 2020), ethanol (Campos-Jurado et al., 2020), and 3,4-methylenedioxymethamphetamine (MDMA; Rodríguez-Arias et al., 2013) have been shown to readily establish a CPP and CPA paradigm in rodents. This paradigm is also considered a common and useful screening tool to assess the abuse liability of novel drugs due to its relative ease, economic, and reproducible set-ups (Huston et al., 2013).



THE INTELLICAGE SYSTEM

The IntelliCage system (Figure 1) is a social-group environment developed by Hans-Peter Lipp and colleagues of the University of Zurich, Switzerland primarily for the use of Neural Plasticity & Repair, National Centre for Competence in Research (NCCR) research groups (Lipp, 2005; Lipp et al., 2005; Kiryk et al., 2020). IntelliCage is the first fully automated cage system designed for the assessment of spontaneous activity, spatial learning, memory, and cognitive abilities of rodents living in social groups. It allows the individual recording of the long-term and multi-dimensional behavioral patterns of up to 16 animals simultaneously. Various experimental paradigms and protocols can be freely programmed and executed with this system, thus, allowing maximum flexibility in the experimental design. Data are recorded while the animals are housed in the IntelliCage system, which provides considerably more information for analysis compared to any conventional method. The IntelliCage system was designed to circumvent practical issues often encountered with the standard behavioral test paradigms (as summarized in Table 1). The automated generation and collection of data by standardized procedures allow for high data comparability and reproducibility between labs thereafter, permitting a reduced number of animal replications needed to obtain reliable findings. This system also minimizes the need for human or experimenter’s handling, thus, reducing external artifacts that interfere with the animals’ activities throughout the desired period of monitoring (Lipp, 2005; Lipp et al., 2005; Kiryk et al., 2020).


TABLE 1. Summary of refinement by the IntelliCage system compared to standard behavioral paradigms.

[image: Table 1]
[image: image]

FIGURE 1. An overview of the IntelliCage system. (A) The IntelliCage apparatus. (B) The IntelliCage apparatus is connected to a computer-based software used to design various behavioral protocols, as well as to measure and analyze mice behavioral patterns. (C) The motorized doors at each IntelliCage corner chamber which control access to water bottle nipples. (D) Schematic illustration of the IntelliCage. (E) Summary of IntelliCage parameters modified from Iman et al. (2017).


The IntelliCage system is a standard polycarbonate cage (55 cm width × 38 cm depth × 21 cm height) equipped with four triangular operant test chambers (15 × 15 × 21) fitted at each corner (Figure 1D). Animals are identified by the individual subcutaneously injected radio-frequency identification (RFID) tags (known as microtransponder; size: 12 mm × 2 mm) before being released into the IntelliCage system. Entry into each operant chamber is via the ring antenna which detects the animal’s unique RFID tags and records their visits. The round apertures on the walls of each chamber provide free access to water bottles. To date, mice have been reported to be supplied with tap water, sweetened water as a natural reward (i.e., sucrose or saccharin) (Radwanska and Kaczmarek, 2012; Iman et al., 2017; Heinla et al., 2018), aversive liquid (quinine solution) (Knapska et al., 2013; Smutek et al., 2014), or diluted liquid drug rewards (Radwanska and Kaczmarek, 2012; Marut et al., 2017; Skupio et al., 2017; Ajonijebu et al., 2018, 2019; Heinla et al., 2018). Small motorized doors at the aperture can be programmed too close to limit water access according to mice identification, time constraint, and conditioned action. Mice can be trained to perform a fixed or progressive ratio of nose-pokes at the door to allow access to water. The amount of liquid consumed is precisely measured by a lick-o-meter, while nose-pokes are measured by dedicated sensors. Three colored LEDs above the door in each corner provide visual cues. Aversive stimuli, or aversive reinforcement, employ the effective use of bitter tasting solution in one corner or brief air-puffs directed to the head of the mouse, therefore, eliminating the need for a more aggressive, painful, and fear-inducing stimulus (i.e., foot shock, vibration, loud noises). Four small triangular-shaped shelters are placed at the middle of the cage as a form of enrichment on which the mice could climb to reach for food (ad libitum). Shelters are red and transparent, but mice see red color as black so they are willing to hide inside which allows for their observation. The IntelliCage system also provides a continuous recording of the ambient variables (such as temperature and illumination) (Galsworthy et al., 2005; Lipp, 2005; Lipp et al., 2005).


The IntelliCage System to Model Human Disorders

The ability and efficiency for longitudinal and high-throughput behavioral monitoring allow researchers to develop animal models of human disorders using the IntelliCage system. In the last decade, increasingly sophisticated and specialized IntelliCage protocols had been employed and validated to characterize mouse models for Huntington’s disease (HD), Alzheimer’s disease (AD), Down syndrome, SUD, autism spectrum disorder (ASD), and other neurological and neuropsychiatric disorders (summarized in Table 2).


TABLE 2. Summary of selected studies using the IntelliCage system to model human neurological disorders.
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Furthermore, a modified and adjusted prototype of the IntelliCage system for rats has recently been tested with transgenic HD (Urbach et al., 2014) and valproate-induced autistic-like rats (Pelsöczi et al., 2020). The automated phenotyping using the IntelliCage and Phenomaster systems for rats successfully replicated the previously described behavioral phenotypes from conventional tests, and traced the novel physiological and behavioral aspects of transgenic HD rats, including circadian activity, anxiety, and rearing (Urbach et al., 2014). In addition, Pelsöczi et al. (2020) had successfully demonstrated the disrupted locomotion, circadian activity, and social hierarchy in a rat model of ASD, further indicating the IntelliCage system’s reliability and validity to measure rat ethological and activated behaviors. While extensive validations of the IntelliCage protocols for mice models have been reported thus far, its validation development seems slower for rat models. Rats have been described to commonly show more cautious locomotor exploration and avoidance features when placed in open field and maze-testing paradigms (Bertoglio and Carobrez, 2000; Alstott and Timberlake, 2009), thereby, could limit the interpretation using the IntelliCage data and warrants further extensive validation to merit a wider acceptance for research use.



PREVIOUS RODENT BEHAVIORAL STUDIES WITH THE INTELLICAGE SYSTEM

Substantial evidence has documented and recognized the practicality and effectiveness of the IntelliCage system for the short-term and/or long-term cognitive assessment of group-housed rodents. Earlier experiments with the IntelliCage system demonstrated its value for measuring spontaneous and simple conditioned behaviors. Ensuing studies developed and tested numerous parameters/protocols for the assessment of rodent social behaviors and cognitive functions, including spontaneous behavior and spatial navigation, learning and memory-related tasks, circadian activities, and place/drug preference or avoidance tasks. See Kiryk et al. (2020) for a more comprehensive description of the IntelliCage system parameters and protocols developed by approximately 80 research groups on a wide spectrum of rodent behaviors, to date.


Spontaneous Behavior and Spatial Navigation

Spontaneous behavior, or free exploration, is considered as the mandatory first-stage assessment of rodent in the IntelliCage system; during which, all drink bottles are always freely accessible for approximately one week. The free exploration paradigm provides a unique opportunity to systematically assess novel and general environment exploration, and provides an initial screen for neophobia, habituation, gross motor deficit, coordination, and cognitive states in rodents. A dynamic representation of these states are indispensable for establishing individual baselines and detecting behavioral anomalies as the indicators of the animal’s general well-being, health, and emotional state in an unrestricted open-field environment (Bailey and Crawley, 2009; Fonio et al., 2009; Jirkof, 2014; Hohlbaum et al., 2018), as provided with the IntelliCage system. One of the early works by Galsworthy et al. (2005) explored simple exploratory behaviors and learning paradigms between two sympatric wild-caught rodent species (i.e., wood mice and bank voles). Parameters included were initial exploration during the first 90 min of introduction into a novel arena, total habituated activity levels throughout the subsequent 8 days (based on the number of corner visits and water consumption), and circadian patterns. This study acknowledged the IntelliCage system as a valuable behavioral testing module for both wild and in-laboratory rodents, as well as for inter-species comparison (Galsworthy et al., 2005).

The IntelliCage system is reportedly efficient for the long-term monitoring of female mice, while males may eventually require supplementary compartment barriers, housing about three males (Lipp et al., 2005). Small enrichment shelters were then added to the system design to limit any male aggressive or stressful behaviors that may confound the behavioral analysis. However, many ensuing studies use females for their phenotyping strategies in an attempt to avoid male aggression and dominance issues typical in social-grouped mice (Kiryk et al., 2020), thereby, creating a potential female bias and overlooking the potential sex differences (Weber et al., 2017). Thus, the underrepresentation of males in the IntelliCage system research must not be disregarded to improve scientific validity.

In another study, the IntelliCage system statistically revealed the indistinguishable differences in standardized inter-laboratory tests of exploration and activity parameters of F1 B6D2, C57BL/6, and DBA/2 mice, compared to the open-field, elevated Null-maze, water maze, and object exploration tests (Lipp et al., 2005). Safi et al. (2006) successfully adapted a simple Vogel water-lick paradigm in the IntelliCage system to assess anxiety and anxiolytic drug effects of the control and Diazepam-treated C57BL/6 female mice. The study reported an efficient and robust analysis of the individual behavioral parameters indicative of anxiety elicited by an aversive stimulus (i.e., number and duration of visits, licks, and nose-pokes following air-puff punished visit) (Safi et al., 2006).

Knapska et al. (2006) tested the system for place preference (by the acquisition of sweetened water at a specific corner) and avoidance (by avoiding a corner associated with air-puff) tasks to balance aversive versus appetitive conditioning effects within the central amygdala of C57BL/6 female mice. Further refinement of the balanced appetitive/aversive training has been provided by the study by Knapska et al. (2013), in which discrimination learning between sweetened water vs. bitter-tasting water provided in the two bottles in one corner was compared. The IntelliCage system has also been used to investigate mouse physiology and behavioral phenotypes in various mouse models as part of the spontaneous behavior and spatial navigation (Goulding et al., 2008; Jaholkowski et al., 2009; Mechan et al., 2009; Krackow et al., 2010).



Cognitive Function

The most commonly used learning and memory-related protocol in the IntelliCage system is spatial/place learning for a specific IntelliCage corner associated with liquid reward. Thus far, results from the IntelliCage system, in the realm of cognitive and learning/memory functions, are parallel with those from standard behavioral assays, including Morris water maze and fear-conditioning tests (Kiryk et al., 2008; Konopka et al., 2010; Faizi et al., 2011; Vogel et al., 2020). A study by Onishchenko et al. (2007) focused on the long-term learning and memory effects of developmental exposure to methylmercury (MeHg) in pregnant C57BL/6 mice. The IntelliCage system was tested for spatial learning (learn to find water-rewarded corner) and reversal learning (learn to find newly placed water-rewarded corner) and patrolling behaviors. In the patrolling protocol, the water-reinforced corner was pre-programmed to change in a clockwise manner after each visit. Thus, mice had to learn to patrol to find the correct water-accessed corners, cued with a green LED light. This patrolling learning protocol in the IntelliCage system entails the involvement of mice visual discrimination, reference, and working memory challenge. This study also provided evidence that the IntelliCage system is more sensitive in the detection of behavioral alterations and learning paradigms in comparison to the Morris water maze, rotarod test, and forced swimming test (Onishchenko et al., 2007). The absence of mice social deprivation and any human interference with the IntelliCage system use may be the contributing factor to the sensitivity of the assessment.

More complex learning and memory protocols, including goal-directed behaviors (Gapp et al., 2014), serial reversal task (Endo et al., 2011; Kobayashi et al., 2013), chaining, and patrolling (Kobayashi et al., 2013), have also been successfully designed and employed using the IntelliCage system.



THE INTELLICAGE SYSTEM FOR ANIMAL MODEL OF SUD

Systematic phenotyping of rodent models in automated home-cage systems is presently receiving considerable attention as an effective means of monitoring general and complex activity parameters, as well as detecting perturbations in the neural circuitry function. These complex tasks are achieved while eliminating the tedious and error prone bias of human assessment over extended periods, allowing researchers to address and recognize larger arrays of behavioral outputs than those traditionally assayed. Indeed, the automated home-cage monitoring is a promising frontier for improving translational neurobehavioral research in rodents (Jhuang et al., 2010; Mingrone et al., 2020; Voikar and Gaburro, 2020), including in SUD models. In addition to the IntelliCage system, there are several other automated home-cage monitoring systems available at present (as summarized in Table 3).


TABLE 3. Summary of the available home-cage monitoring systems and their use in SUD in rodent models.
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The IntelliCage system allows for mimicking different aspects of human behavior to meet the addiction criteria defined in the Diagnostic and Statistical Manual V (DSM-V) of the American Psychiatric Association (Hasin et al., 2013). The DSM-V recognizes that individuals are not all equally vulnerable to developing SUD, and that SUD is a pattern of symptoms. DSM-V sets a diagnostic threshold of 2 or more out of 11 criteria to be met. The IntelliCage allows for examining the following criteria: withdrawal, tolerance, craving, amount of consumption, and time spent on seeking. By analyzing these measures, it is possible to differentiate animals in terms of level of compulsive drinking into low and high drinkers (Radwanska and Kaczmarek, 2012; Stefaniuk et al., 2017; Beroun et al., 2018; Skóra et al., 2020). Radwanska and Kaczmarek (2012) designed the first longitudinal study of animal models of addiction using extensive IntelliCage system parameters in BALB/cJ and C57BL/6 male mice. The study successfully elucidated the behavioral traits associated with alcohol addiction, such as: (i) novelty-seeking (number of corner visits in the novel IntelliCage system); (ii) impulsivity (inability to withhold nose-pokes at rewarding corners); (iii) anxiety (suppression of reward consumption at air-puff associated corners); (iv) motivation and persistence for natural reward (i.e., 10% sucrose); (v) withdrawal; and (vi) relapse in mice for a span of 128 days. This study corroborated the IntelliCage system as a reliable tool for an efficient, high-throughput screening of mice addiction-prone behavioral traits. The data suggested that high levels of anxiety-related traits (i.e., low novelty-seeking, low resistance to punishment, increased compulsivity and impulsivity) predicted addiction-like alcohol drinking in mice (Radwanska and Kaczmarek, 2012). Parkitna et al. (2013) later adapted this alcohol abuse model for a 3-month assessment of ethanol self-administration, abstinence, circadian pattern of chronic ethanol consumption, and cue-induced alcohol relapse. Ensuing studies utilized the IntelliCage system paradigms to develop more complex learning and memory procedures in alcohol addiction models, including intermittent-access schedule (Smutek et al., 2014; Koskela et al., 2018), delay-discounting impulsivity (Szumiec and Parkitna, 2016), motivation for alcohol-seeking behaviors (Stefaniuk et al., 2017), alcohol-deprivation-induced effects (Thomsen et al., 2017), and cue-induced conditioning procedures (Koskela et al., 2018).

Additionally, the IntelliCage system has been used for oral morphine self-administration (0.1–0.5 mg/ml) in a progressive ratio nose-pokes, with the co-administration of dexamethasone [a selective glucocorticoid receptor (GR) agonist], and CPP paradigms to evaluate the GR effects on the rewarding properties of morphine in mice. This model represents a novel approach for investigating the behavioral and molecular mechanisms underlying opioid addiction (Marut et al., 2017). In a follow-up study, Skupio et al. (2017) evaluated mice compulsive morphine self-administration features, including progressive ratio nose-pokes, intermittent-access schedule, enhanced resistance to punishment, withdrawal, and reinstatement of morphine-seeking behaviors, for over 100 days. More recently, to induce and assess symptoms of compulsive cocaine intake, similar paradigms were adapted to the IntelliCage by Ajonijebu et al. (2018). Compared with the control animals, cocaine-addicted C57BL/6J female mice exhibited a higher preference for natural reward and failure to discriminate rewarded from non-rewarded corners, suggestive of significant learning deficits with a prolonged cocaine exposure (Ajonijebu et al., 2018, 2019).

Overall, considering the flexible task design and longitudinal monitoring in a social cage environment, the IntelliCage system indicates invaluable and promising abilities to be a novel model for short-term and long-term SUD studies for other substances of abuse. Therefore, based on this knowledge, our laboratory had successfully designed a new protocol (Iman et al., 2017), which was an adaptation from Radwanska and Kaczmarek’s mice alcohol addiction model (Radwanska and Kaczmarek, 2012), for the study of extended behavioral and cognitive effects of socially interacting Swiss albino mice chronically exposed to the widely abused substances, i.e., morphine, Δ-9-tetrahydrocannabinol (THC), and mitragynine, a major alkaloid of Thai medicinal plant, kratom or Mitragyna speciosa Korth leaves, with psychostimulant and opioid-like properties (Suwanlert, 1975; Ahmad and Aziz, 2012; Hassan et al., 2013; Saingam et al., 2013; Iman et al., 2017). In brief, data collected from our IntelliCage sensitization model (Iman et al., 2017) effectively presented the behavioral and cognitive impairment evoked by the chronic administration of morphine, THC, and mitragynine, which are consistent with the reports from previous studies using conventional animal addiction assays (Justinova et al., 2009; Lu et al., 2010; O’Brien et al., 2013; Harvey-Lewis et al., 2015; Yusoff et al., 2016; Vanderschuren et al., 2017; Hassan et al., 2019).

In addition, the water bottles and programmable conditioning corners in the IntelliCage system would allow researchers to study hedonic behavior and multitudes of spatial learning and memory function in drug-addicted rodents, as well as compulsive behaviors after being punished with an air-puff. Different colored LEDs feature can be utilized to study cue-induced drug memory. The system also differs from conventional tests of SUD in that it examines behavior over an extended period of time. Nevertheless, it is important to note that the main drawbacks of the IntelliCage system include its upfront setting-up costs, regular maintenance, absence of visual tracking of in-cage behavior and social interaction, as well as male aggression issue in socially grouped rodents. However, extracting together the current data and the analysis from previous addiction-related IntelliCage studies, we can assert that the IntelliCage system provides an effective and reliable platform to detect and characterize addiction-related behavioral phenotypes of rodent, chiefly mice, in a social dimension.



CONCLUSION

In summary, current findings from the SUD mouse model characterize the IntelliCage system as a biologically valid, sensitive, and efficient system in the phenotypic detection of drug effects concurrently across multiple behavioral measures. Moreover, the IntelliCage system permits the assessments of behavior in a controlled environment for socially grouped rodents that minimizes human investigators’ interference. Concurrently, a fully valid model of substance addiction in the IntelliCage system can be further refined with more complex conditioning tasks and parameters, to complement other conventional behavioral assays. Thus, this platform can be beneficial in eliminating the bottleneck in rodent behavioral addiction studies. More importantly, it expands the opportunities to design better preclinical models of SUD to further elucidate the neurobiological mechanisms that contribute to addiction-related behaviors, as well as discovering related treatment options.
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Rodent behavioral tasks are crucial to understanding the nature and underlying biology of cognition and cognitive deficits observed in psychiatric and neurological pathologies. Olfaction, as the primary sensory modality in rodents, is widely used to investigate cognition in rodents. In recent years, automation of olfactory tasks has made it possible to conduct olfactory experiments in a time- and labor-efficient manner while also minimizing experimenter-induced variability. In this study, we bring automation to the next level in two ways: First, by incorporating a radio frequency identification-based sorter that automatically isolates individuals for the experimental session. Thus, we can not only test animals during defined experimental sessions throughout the day but also prevent cagemate interference during task performance. Second, by implementing software that advances individuals to the next test stage as soon as performance criteria are reached. Thus, we can prevent overtraining, a known confounder especially in cognitive flexibility tasks. With this system in hand, we trained mice on a series of four odor pair discrimination tasks as well as their respective reversals. Due to performance-based advancement, mice normally advanced to the next stage in less than a day. Over the series of subsequent odor pair discriminations, the number of errors to criterion decreased significantly, thus indicating the formation of a learning set. As expected, errors to criterion were higher during reversals. Our results confirm that the system allows investigating higher-order cognitive functions such as learning set formation (which is understudied in mice) and reversal learning (which is a measure of cognitive flexibility and impaired in many clinical populations). Therefore, our system will facilitate investigations into the nature of cognition and cognitive deficits in pathological conditions by providing a high-throughput and labor-efficient experimental approach without the risks of overtraining or cagemate interference.
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INTRODUCTION

Olfaction is a primary sensory modality for rodents. They learn olfactory stimulus–reward associations more readily than associations involving visual or auditory stimuli (Nigrosh et al., 1975). As a result, olfactory stimuli are highly suitable to investigate cognitive functions such as reversal learning (Eichenbaum et al., 1986; Schoenbaum et al., 2002), working memory (Winters et al., 2000; Kesner et al., 2011) and attentional set shifting (Birrell and Brown, 2000; Scheggia et al., 2014; reviewed in Slotnick, 2001). Of special interest in the context of cognitive functions is the phenomenon of learning set formation, which was first described in primates and children as the progressive improvement in performance after successive training on similar problems (Harlow, 1949). Underlying such improvement may be a transfer across problems resulting in the acquisition of a response rule such as “win–stay, lose–shift,” which makes learning set formation a higher-order cognitive function (Levine, 1959). Still, rodents’ ability to acquire a learning set through rule acquisition akin to primates has also been questioned in favor of more parsimonious explanations for performance improvements, such as the abandonment of inefficient response tendencies with extensive training (Reid and Morris, 1992, 1993). However, after multiple discrimination problems, rats display strikingly higher performance than after similar training on just one discrimination problem (Slotnick et al., 2000). This finding supports the presence of learning set formation and the acquisition of higher-order response rules even in rats. Further evidence of learning set formation in rodents comes from the identification of dissociable neural structures that may be involved (Whishaw, 1987; Lu and Slotnick, 1990; Bailey et al., 2003; Compton, 2004).

Another cognitive function of interest here is cognitive flexibility, which underlies performance in reversal learning. Reversal learning is a special case of discrimination learning in which reward contingencies between a previously rewarded stimulus and an unrewarded stimulus are switched. As reversal learning requires adapting to new reward contingencies and inhibiting pre-potent responses to previously rewarded stimuli, it is considered to be a measure of cognitive flexibility. Deficits in reversal learning are observed in many neurological and psychiatric conditions, such as schizophrenia (Waltz and Gold, 2007; Schlagenhauf et al., 2014), dementia (Freedman and Oscar-Berman, 1989; Rahman et al., 1999), depression (Robinson et al., 2012) and addiction (Ersche et al., 2011). This association with neurological and psychiatric conditions makes reversal learning in rodents a translationally relevant task.

The goal of the present study is to improve the methodology available to experimentally investigate cognition and cognitive dysfunction in mouse models. Despite a growing understanding of the mechanisms underlying cognitive functions, the current classification of psychiatric diseases is still mostly symptom based. Replacing this classification system with one based on pathophysiology will require many more animal model studies. When higher cognitive functions are targeted and a potentially complex and laborious training of the mice is involved, progress will depend on the availability of highly efficient methods for mouse behavioral training and testing. Such methods require fully computer-automated procedures, which are the topic of this study.

Olfaction-based behavioral experiments have often been carried out manually, which requires experimenter involvement at every step (Berger-Sweeney et al., 1998; Mihalick et al., 2000; Rushforth et al., 2010). Nowadays, computers control odor stimulus presentation, reward delivery and data acquisition (Slotnick and Risser, 1990; Bodyak and Slotnick, 1999; Larson and Sieprawska, 2002; Abraham et al., 2004; Qiu et al., 2014). A significant recent advance are experiments taking place in the home cage (Erskine et al., 2019; Reinert et al., 2019). Home cage-based studies decrease not only workload but also experimenter-induced data variability by eliminating the need to move animals to the operant chamber for each session (Galsworthy et al., 2005; de Visser et al., 2006; Maroteaux et al., 2012; Balci et al., 2013). Such variability is considered a contributing factor to observed inter-laboratory variance in rodent behavioral experiments (Chesler et al., 2002; Sorge et al., 2014), and thus data obtained via home-cage-based experimentation systems have low inter-laboratory variance (Lipp et al., 2005; Krackow et al., 2010; Endo et al., 2011).

One important distinction is whether such a system allows the researcher to group-house animals (Galsworthy et al., 2005; Knapska et al., 2006; Endo et al., 2011; Dere et al., 2018; de Chaumont et al., 2019) or if it requires the isolation of animals (Poddar et al., 2013; van Dam et al., 2013; Remmelink et al., 2016, 2017). Careful consideration must always precede the experimental design as group housing can lead to the formation of dominance relationships and aggression and may introduce asymmetric variation if different treatment groups are housed together (Blanchard et al., 1988; Kappel et al., 2017). Long-term social isolation on the other hand induces negative behavioral changes in rodents (van Loo et al., 2003; Arndt et al., 2009; Martin and Brown, 2010). Without contraindication group housing is therefore generally viewed as preferable, as it also allows for multiple animals to be tested in one system. Group-housed animals are commonly marked with subcutaneous ID chips (radio frequency identification [RFID] transponders) to allow individual experimentation.

In this study, we used an automated olfactory task and a home cage with a group of ID-chipped mice. We then connected the two compartments by an RFID-based animal sorter. This sorter allowed continuous testing throughout the 24-h period by giving mice individual access to the test compartment automatically. Experimental sessions were thus self-initiated and voluntary as well as free from the interference of cagemates. As shown previously, rodents readily adapt to the animal sorting process with minimal sorter training (Winter and Schaefers, 2011; Rivalan et al., 2017).

The experimental efficiency of our system further benefited from our implementation of immediate performance-based advancements in the behavioral schedule. Once a performance level was reached, an animal advanced to the next experimental stage on the same day, or even within the same experimental session, and without experimenter involvement. Such a feature has not been implemented in other home-cage-based olfactory testing systems. It saves experimental time by advancing the animal more quickly through the stages of a behavioral schedule. It also prevents overtraining, which might affect reversal learning (Machkintosh, 1962; Dhawan et al., 2019).

In this study we evaluated the potential of our system for research on cognitive functions by training mice on a series of two-odor discriminations with four odor pairs. This included initial acquisition of an odor pair and its subsequent reversal and allowed us to evaluate (i) learning set formation (i.e., the progressive improvement in task performance with each subsequent discrimination) and (ii) reversal learning (i.e., the expected decrease in performance during the reversal learning stage). Both are measures of higher cognitive functions.

We observed learning set formation and the expected performance decrease during reversal learning, which demonstrates the suitability of our approach for studying higher-order cognitive functions. Furthermore, the high degree of automation allowed fast, high-throughput and labor-efficient experimentation with minimal experimenter involvement.



METHODS


Animals

Twelve C57BL/6JRj male mice (Charles River, Germany) aged 8 weeks were housed in groups of six in standard EU type III cages (43 × 27 × 18 cm). Prior to study onset, they have received biocompatible RFID transponders (12.1 mm × 2.1 mm, Sokymat, Switzerland). Animals were kept on a 12 h light/12 h dark cycle at 23 ± 2°C and 45–55% rel. humidity in the experimental chamber, to which they were transferred 6 days prior to the start of the experiment for chamber habituation. Experiments were carried out with two groups of six animals in succession. Maintenance chow (V1535, Ssniff, Germany) was provided ad libitum throughout the experiment. During the chamber habituation period, water was provided from a bottle in the home cage. During the experimental phase, water was provided from the liquid feeder in the operant chamber. Water consumption was monitored daily, and mice that had drunk less than 1 ml received 30 min of access to a water bottle in a separate home cage. Furthermore, a daily visual inspection was performed on all mice.



Ethics

All procedures were conducted in compliance with the European Communities Council Directive 2010/63/EU and under the supervision and with the approval of the animal welfare officer at Humboldt University. Generally, our approach aims to maximize welfare by using undisturbed home-cage-based experimentation. Due to the study’s observational nature, the animals did not experience damage, pain or suffering.



Apparatus

The experimental system consisted of a home cage, an animal sorter (ID Sorter, PhenoSys, Germany) and the operant module with odor stimulation (Knosys olfactometers, United States). The software PhenoSoft Control (PhenoSys, Germany) controlled the system from a PC. Animals could enter the RFID-based sorter through a Plexiglas tube from their home cage. The basic principle of the animal sorter system has been described elsewhere (Winter and Schaefers, 2011). Briefly, it consisted of a U-shaped tunnel with a motor-controlled guillotine door at each end and three RFID readers to detect and identify a mouse (Figure 1). If a mouse was identified at RFID reader 1, then door 1 opened and the animal entered the sorter. Once the animal was registered at reader 3, door 1 closed. Thereafter, the animal remained within the sorter compartment for 30 s. During this interval, data from readers 2 and 3 were used to verify that only a single animal was within the sorter compartment, and if so door 2 opened and released the animal to the operant module. If a second mouse was detected, door 1 reopened and the sorting process was reinitialized. This sorting procedure worked reliably in the present study and animals were never observed to get stuck in the process. In a recent version of the ID sorter, not yet used in the current work, the sorting chamber always rests on a laboratory balance. As the weight immediately indicates the presence of multiple mice, this considerably speeds up the sorting process.


[image: image]

FIGURE 1. The animal sorter and the sorting process. The sorter connects the home cage with the operant module. (A) A mouse detected at R1 triggers the opening of door 1. (B) Door 1 closes again once the mouse is detected at R3. The mouse remains between closed doors for 30 s. R2 and R3 are used to verify that only a single mouse is inside the sorter (verification interval). (C) After single entry is verified, door 2 opens and releases the mouse to the operant module. R, radio frequency identification reader (mouse icon from Selman Design, CC BY).


The operant module functioned as an olfactory stimulus delivery port, a response sensor and a reward delivery port. From the mouse’s point of view, this was a small tubular compartment consisting of a wire mesh tube (3 cm diameter, 6.5 cm long) with a head entry opening at the far end (Figure 2). Through this opening the mouse had access to the water delivery port and could also sample the odor in the airstream passing the tube.


[image: image]

FIGURE 2. Setup and function of the operant module. A mouse positions itself in a wire mesh tube in front of the operant module head entry port. A photoelectric head entry detector detects any head insertion. A head insertion can trigger an odor stimulus release (odor generator not shown). Upon odor sampling, the mouse can then lick at the 13-gauge stainless-steel waterspout, thus signaling a “go” response. Licks are detected by a sensor jointly connected to the wire mesh tube and lick spout. Upon licks, a water reward may be released from the spout. A constant carrier airflow from bottom to top carries any injected odor stimulus through the glass tube to the nose of the mouse and then removes it through the exhaust tube (mouse icon by Vincent Le Moign, CC BY).


Odor stimuli were generated and delivered through a Knosys olfactometer system with eight odor channels (Bodyak and Slotnick, 1999). Briefly, PET bottles (polyethylene terephthalate, 240 ml, Container and Packaging Supply, United States) served as odor saturator bottles, which were connected through C-flex tubing (6 mm OD, Cole Parmer, United States) to the operant module. Airflow was controlled by pinch valves. During the 1-s odor preparation interval (Figure 3), an odor was flushed to the final delivery valve, where it was initially diverted to exhaust. Only upon stimulus onset did the final valve switch the odor to flow to the odor stimulus port. This presence of the final valve ensured that the timing of odor presentation was the same for all odors since the lengths of connecting tubes differed between bottles. The initial 100 ms after the onset of odor presentation was the lick suppression interval. Licks starting during the lick suppression interval aborted the trial. This approach ensured that mice perceived the odor stimulus before responding by licking.
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FIGURE 3. Flowchart of a trial during the two-odor discrimination task. Head entry triggers internal olfactometer odor release. During odor preparation, the odor gas fills the tubing up to the operant module. Odor is released to the operant module from the beginning of the lick suppression interval. Any lick starting during this interval leads to abortion of the trial. This ensures that a mouse actually perceives the odor before responding. Licks during the response window are counted, and eight licks to the S+ odor are rewarded (hit). A positive response to the S− odor (false alarm) is negatively reinforced by timeout. Not responding to S+ odor (miss) or S− odor (correct rejection) leads to an ITI (inter-trial-interval). Correct responses are green; incorrect responses are red.




Behavioral Procedure


Task Training

Mice went through four phases of training (Figure 4), which took a total of 3 days (except one mouse which took 4 days). In phase one, the sorter was open and served just as a walkthrough tunnel to the operant module. Mice learnt to obtain water from the waterspout. Each separate head entry was rewarded with 15 μl of water. Phase one lasted 1 day. From phase two, the sorting procedure was activated. After operant module entry, a session lasted 30 min. After exit, an individual was not allowed to re-enter for at least 1 h (minimal inter-session interval). In phase two, mice learnt to lick repetitively. A water reward was given after each set of eight licks. Phase two lasted 1 day. In phase three, mice also received a water reward for every eight licks. However, head retraction and head re-entry were required between rewards. Phase three lasted until a mouse had obtained 50 rewards.
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FIGURE 4. Flow chart of the training procedure. Mice learn, in phase one, to obtain water from the operant module at the end of the sorter; in phase two, to lick as a response to trigger water delivery; in phase three, to re-enter their head to keep initiating trials; and in phase four, to accustom themselves to odor valve clicking and suppress early licking. Mice trained in 3 days (except for one). The ITI was set to the minimal value of 1 s.


During phase four, mice became accustomed to the clicking of the odor valves and learnt to suppress licking during the initial 1.1 s when an odor stimulus would not yet be present. After head entry, odor valves clicked immediately, and they did so again after 1.0 s with audible clicks. Critical was the “lick suppression interval,” which was the 100-ms interval from 1,000 to 1,100 ms after head entry. Licks starting during this interval led to an aborted trial. This process taught mice to refrain from licking early. Instead, they learnt to lick only when a putative odor stimulus would also be perceivable. Despite odor valve operation, no odors were delivered during phase four. This phase was completed after 50 successful trials. The two-odor discrimination experiment then started on the next day.



Discrimination Task

During our experiment, mice went through a series of four two-odor pair discriminations. These were presented as an initial acquisition that was directly followed by a stimulus reversal, where the S+ odor became the S- odor, and vice versa (Table 1). Odor discrimination trials proceeded as the previous training phase four, now including odor stimulus delivery. Individual sessions lasted 30 min, re-entry after a session was blocked for 1 h, and the ITI (inter-trial-interval) remained at the minimum of 1 s. Mice had to respond to the positive stimulus with a “go” response (eight licks within 2 s), a “hit.” Accordingly, they had to suppress their response to the negative odor stimulus with a no-go response (fewer than eight licks within 2 s), considered a “correct rejection.” This no-go response toward the S- odor stimulus was a novel behavioral requirement of the discrimination task that had not been taught previously. A go response to an S- odor (“false alarm”) was negatively reinforced by a 30-s timeout. Not responding led to the ITI, both for correctly rejecting an S- odor and for missing an S+ odor. All hits and correct rejections were counted as correct responses (Figure 3).


TABLE 1. Experimental sequence in eight stages with odor pairs in an exemplary order.

[image: Table 1]The sequence of odor pairs and the initial S+ odor werepseudo-randomly assigned to the mice for counterbalancing. We firstcreated a 4 × 4 Latin square for all odor pairs across thenumber of discriminations and then replicated this Latin square withcontingencies reversed between S+ and S-. Therefore, if an animal had S+ anisole during the third initial acquisition, another animal had S+ eugenol during the third initial acquisition (from the anisole/eugenol pair). As we had 12 subjects, we needed two additional random sequences and their counter-balanced sequences. As one mouse that did not learn was excluded from the analysis, the data shown are for 11 mice. Both the initial acquisition and reversal stages ended when performance reached the criterion of 85% correct responses in 20 consecutive trials. The experimental switch to the next stage (reversal or next odor pair) occurred within ongoing sessions. We implemented this performance-based stage switching in the experimental control software so that it occurred automatically. Otherwise, as commonly done, a mouse could have advanced to the next experimental stage only on the next experimental day. This would have significantly extended the duration of the whole experiment. Also, maintaining training after the criterion is reached could lead to overtraining which may impact later training stages. The experiment ended for a mouse when it had completed all eight stages of odor discrimination learning and reversal. After finishing the experiment, the mouse stayed in the system and was re-started on its discrimination series until all the other mice had completed the experiment.



Odors

The eight odors were presented in four fixed pairs: (1) anisole–eugenol, (2) α- ionine–methyl salitate, (3) ethyl lactate–lemonine, and (4) dihydrojasmone–eucalyptol. Odors were obtained from Sigma Aldrich (Munich, Germany). All odorant liquids were used as undiluted pure substances. We did not dilute odor substances to equilibrate for equal vapor partial pressure or salience between odors. However, as we randomized and balanced our treatments across all odor this should not affect our presented results. Odor bottles were filled with 20–50 ml liquid. Two silicon tubes were inserted into each bottle. The air pump pressed air through the inlet tube into the odorant liquid to ensure odor saturation (Slotnick and Restrepo, 2005). The odorized air from the head space then left through the outlet to the operant module. During odor presentation, airflow through the respective odorant bottle was 0.05 l/min. Odorized air was then diluted with 1.95 l/min of clean air (Bodyak and Slotnick, 1999). As the odor liquids were undiluted in the bottles, the final stimulus was 2.5% saturated odorant vapor. Valves in this setup make a click noise as they activate specific individual odors. Mice should only respond to the odors and not recognize and discriminate between valve clicks. The necessary control experiment to show that in the presence of clicks but absence of odors mice remain at chance level performance has been demonstrated previously using the same model olfactometer (Bodyak and Slotnick, 1999).



Statistical Analysis

Number of errors to criterion (85% correct responses in 20 consecutive trials) was used as the performance measure. To normalize the distribution, number of errors was log transformed. A random intercept linear mixed effect model was fitted to the log-transformed data using number of discriminations and contingency (initial acquisition vs. reversal) as fixed factors and subject as a random effect. Since the interaction term number of discriminations and contingency did not reach statistical significance, it was not included. Furthermore, the model without the interaction term was a better-fit according to AIC (the Akaike information criterion [AIC] was higher than in the model without interaction, AICΔ = 4.99). Data analysis and visualization were performed using R 4.0.2 (R Core Team, 2020). Model fitting used the lme4 package (Bates et al., 2015), and degrees of freedom and p-values were calculated with the lmerTest package (Kuznetsova et al., 2017). Box plots show medians, 1st and 3rd quartiles, whiskers represent the 1.5 interquartile range.



RESULTS


Sorter and Task Training

With the beginning of the first day of training mice entered the sorter within 5 min after all doors had opened (median = 4.6 min, max. 12 min). For the rest of the first day, still without sorter functionality but with doors always open, mice entered the operant compartment and made an average of 180 individual head entries, collecting 2.7 ml (mean) of water.

The sorter was activated from phase two onwards. During training phases, mice were sorted into the operant compartment for between 2 and 9 sessions per day (median 5 sessions) and the operant module was occupied for nearly 14 h per day with mice performing sessions. Mice, especially at the beginning, tended to crowd together in the sorter, which led to the sorting procedure being aborted. Thus, for each successful visit to the operant compartment, a mouse needed an average of 5 entries to the sorter. A mouse completed 122 trials on average per day (98–167 trials). The minimum of 50 trials that were required for each of the training phases three and four were completed within a single day by all mice except one.



Odor Pair Discrimination Acquisition and Reversal

Mice completed the four initial odor pair discrimination acquisitions and their respective reversals in 6–17 days (median 11 days, Figure 5A). On average, they completed 149–224 individual trials per day (median 187, Figure 5B). When a mouse reached the criterion for a stage, it was advanced to the next stage (reversal or next odor pair) immediately—that is, within the same session. This performance-based advancement in the experimental schedule was conducted automatically by the software. If mice had to wait until the next day to advance in their task schedule, the four acquisition and reversal stages would have lasted 9–21 days (median 14 days)—in other words, 3–4 days longer.
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FIGURE 5. Time required for the acquisition of four successive odor pair discriminations and their reversals. (A) Days to complete all four acquisitions and reversals. Stage-criterion was 85% correct in 20 successive trials. (B) Mean number of trials per day, n, total number of trials; d, number of days. Colored dots represent data from the same individuals in (A,B); box plots show median, first and third quartiles, and whiskers indicate the 1.5 interquartile range. Data from n = 11 mice.


More errors were made during reversals compared to the initial acquisition stages (Figure 6A). Furthermore, errors decreased across discrimination stages for both initial acquisition and subsequent reversals. Statistical analysis of the log-transformed data confirmed this effect of contingency on performance from initial acquisition to the reversal stage [F(1, 75) = 37.29, p < 0.001] and also the effect of number of discriminations on performance [F(1, 75) = 13.46, p < 0.001, Figure 6B]. In Figure 6 the slope of a line shows the influence of the number of discriminations that a mouse has experienced. The difference in the intercepts of the lines shows the effects of the two experimental contingencies, here, initial acquisition and reversal stage. Along with p-values, we also report confidence intervals (Supplementary Figure 1).
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FIGURE 6. Performance during the acquisition of four successive odor pair discriminations and their reversals. (A) Number of errors until achievement of the criterion during the initial acquisition of an odor pair (blue) and its reversal (red). Mice made more errors during reversals. (B) Rearranged data from A with thick lines showing the model predictions. The number of errors decreased with each subsequent discrimination. Data are log-transformed to show model predictions as a straight line. Colored dots connected by dashed lines show individual mice. Box plots show median, first and third quartiles, and whiskers the 1.5 interquartile range. IA, initial acquisition, Rev, reversal. Criterion was 85% correct in 20 trials. Data from n = 11 mice.


To provide an overview of session distributions and stage progressions for each individual animal in the automated system, we plotted the duration of stages and start times of each session against the timeline of the experiment (Supplementary Figure 2). Furthermore, we visually investigated how the time of day was correlated with the number of trials performed within the session and with performance during the sessions (Supplementary Figure 3). Although performance during the sessions did not correlate with the time of day, it appears that during certain time bins within the dark cycle, mice performed more trials within sessions. However, we found no visible correlation between number of trials performed in a session and performance during the session (Supplementary Figure 4).



DISCUSSION

In this study we developed and validated an automated home-cage-based system to investigate cognitive function in mice using odor stimuli. Single individuals from group-housed mice voluntarily entered the operant module through an RFID-based sorter system to perform an odor discrimination task without cagemate interference. Once animals reached the criterion in one stage, they automatically proceeded to the next test stage within the same session, thus avoiding overtraining. Mice successfully completed four successive odor pair discriminations as well as their reversals within 6–17 days and showed hallmarks of learning set formation. Compared to conventional systems, which commonly require animal handling and water restriction before each session (Bodyak and Slotnick, 1999), our system minimizes experimenter-induced variability while increasing labor efficiency and animal welfare.

Analysis of mouse performance during subsequent odor discriminations indicated that animals not only successfully learnt to discriminate each odor pair but also formed a learning set, as the median number of errors between the first and forth odor pair discrimination acquisition halved. Very few studies have investigated olfactory learning set formation in mice to date; while one study reported a 70% decrease in errors between the first and second discrimination (Larson et al., 2003), two other studies observed effect sizes similar to those reported here (Larson and Sieprawska, 2002; Patel and Larson, 2009).

Compared to the initial acquisition stages, a hallmark of reversal learning is that animals make more errors, an effect that is caused by the additional difficulty of inhibiting the previously correct response (Dias et al., 1996; Clark et al., 2004). In the present study, the median number of errors increased by 36–277% depending on the reversal stage. The magnitude of this effect was similar to previous olfactory reversal learning studies in mice (Mihalick et al., 2000; Kruzich and Grandy, 2004) and also comparable to studies in which compound stimuli included odor as a dimension (Colacicco et al., 2002; Garner et al., 2006).

The RFID-based sorter is an integral part of the system as it enables access of a single identified mouse to the operant module. All mice readily explored the novel sorter environment within a couple of minutes and quickly learnt to use the sorter to reach the operant module. Furthermore, by voluntarily initiating approximately five sessions per day, all except one mouse were able to complete the four training phases within 3 days. Performance during the olfactory discrimination and reversal stages was quite variable between mice. While some animals completed all eight stages within 6 days, one mouse required 17 days. The learning rates that we observed are in line with previous findings (Mihalick et al., 2000; Reinert et al., 2019) in both automated and conventional experimental setups. Therefore, these individual differences in learning rates might well reflect typical variance in individual behavior, as we did not observe a correlation between the days to criterion and the mean trial number per day.

One of the new features that allowed mice in our setup to complete several training phases or test stages within a single day was the introduction of performance-based advancement in the experimental schedule not only within a day but also within a session. This automated progression through the stages reduced the median completion time by 3 days across the 20-day study, an advantage that is only expected to become more pronounced with longer discrimination series. In addition, immediate performance-based advancements prevent overtraining at any given stage. This is relevant since overtraining affects measures of cognitive flexibility, such as reversal learning and attentional set shifting (Capaldi and Stevenson, 1957; Brookshire et al., 1961; Garner et al., 2006; Dhawan et al., 2019), and differences due to varying overtraining can be misinterpreted as differences in cognitive flexibility across the individuals. Especially in a home-cage-based setting in which the degree of overtraining could vary massively between animals that reach criterion during the first or last session of a day, we believe that automated performance-based advancement is essential.

Taken together, the results for our home-cage-based system are comparable to those observed in previous conventional experiments. Our system is therefore well suited to study cognitive functions such as learning set formation and cognitive flexibility during reversal learning with the added advantage of a high-throughput automated home-cage-based approach.

To our knowledge, there is only one other home-cage-based olfactory discrimination system to date in which socially housed mice can be tested individually. In the AutonoMouse setup (Erskine et al., 2019), individual mice enter the behavioral area through a door. IR (infrared) detectors within the behavioral area signal occupation and prevent further animals from accessing the door while also triggering RFID tag detection in the behavioral staging area (Erskine et al., 2019). As we used a more stringent learning criterion (85% instead of 80% correct responses), results cannot be compared directly. However, re-analysis of our data using the 80% correct criterion revealed that compared to Erskine et al. (2019), in which only two discriminations were tested, in our system the median number of errors was one-third higher during the first discrimination stage and more than twice as high during the second discrimination stage. Several differences between the two studies may have contributed to this finding. First and foremost, different odor pairs were used. This is relevant because odor salience has repeatedly been shown to affect odor discrimination performance (Slotnick and Katz, 1974; Slotnick et al., 2000; Chu et al., 2016). Furthermore, mice in the cited study (Erskine et al., 2019) did not automatically proceed to the next stage once performance criteria were reached. This continuation of training past the performance criterion may solidify the learning set and decrease the number of errors in subsequent discriminations. Although it could be argued that mice in the present study were trained to a higher performance criterion and thus also past the 80% criterion, mice generally needed less than 10 additional trials to reach this higher performance criterion, while in the cited study (Erskine et al., 2019) mice were trained on a few hundred more trials to reach asymptotic performance. Training past the 80% criterion was thus much more pronounced in Erskine et al. (2019) compared to our study. In addition, in the present study a reversal stage was included after each initial acquisition stage. However, reversals (especially serial reversals) have been shown to facilitate learning set formation (Schusterman, 1964; Warren, 1966) and may thus not contribute to the observed differences. Nonetheless, given the differences between the two studies, the relevant experimental factors contributing to the differences in results require further investigation.

One advantage both systems offer is the prevention of cagemate interference during task performance. While in the AutonoMouse setup a rush of several mice resulted on rare occasions in the entrance of more than one mouse before the door closed, this was never observed in our system due to the verification period during the sorting process. The elimination of cagemate interference is important since it can affect the behavior of a mouse during task performance. Apart from disturbing an animal and drawing attention away from the task, social interference can modulate learning and memory (Knapska et al., 2010; Nowak et al., 2013), though this effect has mainly been studied in fear-conditioning paradigms. Furthermore, social interference can influence access to the operant module, especially if there are large differences in dominance, if there are many animals per operant module or if there is increased aggression between cagemates (e.g., due to genotype) (Nelson and Chiavegatto, 2000; Endo et al., 2012). Where hierarchies and competition might affect or bias results, individuals or treatment groups could still be kept separate in multiple independent home cages with multiple sorters connecting these to one jointly used operant system.

An additional advantage of our sorter system is that it provides temporal control of the session duration as well as the inter-session interval. Because mice are not allowed to immediately re-enter the operant module after a session, other cagemates have an opportunity to gain access to the operant module. Inter-session intervals are furthermore able to reduce “pseudo-sessions” in which animals initiate a session without engaging in the task (Rivalan et al., 2017).

Our results show that our home-cage-based system is highly suitableto efficiently study learning set formation and behavioralflexibility. In the future, a similar setup may be used to studyattentional set shifting. In this task, animals learn to shift theirattention from one dimension (e.g., odor) of paired two-dimensionalstimuli to another (e.g., texture) (Birrell and Brown, 2000; Colacicco et al., 2002; McAlonan and Brown, 2003; Tanaka et al., 2011; Marquardt et al., 2014). Papaleo’sgroup developed a two chamber, computerized version of this task inwhich mice learnt the first initial discrimination within 30 min forolfactory, visual, and tactile discriminations alike (Scheggia et al., 2014). Such acquisition speed with mice has, to our knowledge, not been reached by any other setup. Deficits in attentional set shifting have been reported in several disorders, such as schizophrenia, attention deficit hyperactivity and obsessive-compulsive disorder (Elliott et al., 1995; Watkins et al., 2005; Rohlf et al., 2012). We believe that further automation of the attentional set-shifting task by incorporating it into our home-cage-based test system will be beneficial to further research in this area and may facilitate pre-clinical high-throughput drug discovery studies.



CONCLUSION

In the present study, we demonstrated the potential of a home-cage-based olfactory discrimination system for studying cognitive functions by training mice on the initial discrimination and reversal of four odor pairs. We observed learning set formation as well as the expected increase in errors during reversals, thus proving that this system is well suited to study higher-order cognitive functions. Compared with other home-cage-based systems, our system especially benefits from temporally and spatially separated test sessions without cagemate interference, as well as the prevention of overtraining by automated and immediate performance-based advancement of individual mice through test stages. This system thus facilitates high-throughput, labor-efficient olfaction-based cognitive experiments with minimal experimenter involvement.
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The recognition of novel objects is a common cognitive test for rodents, but current paradigms have limitations, such as low sensitivity, possible odor confounds and stress due to being performed outside of the homecage. We have developed a paradigm that takes place in the homecage and utilizes four stimuli per trial, to increase sensitivity. Odor confounds are eliminated because stimuli consist of inexpensive, machined wooden beads purchased in bulk, so each experimental animal has its own set of stimuli. This paradigm consists of three steps. In Step 1, the sampling phase, animals freely explore familiar objects (FO). Novel Objects (NO1 and NO2) are soiled with bedding from the homecage, to acquire odor cues identical to those of the FO. Steps 2 and 3 are test phases. Herein we report results of this paradigm from neurologically intact adult rats and mice of both sexes. Identical procedures were used for both species, except that the stimuli used for the mice were smaller. As expected in Step 2 (NO1 test phase), male and female rats and mice explored NO1 significantly more than FO. In Step 3 (NO2 test phase), rats of both sexes demonstrated a preference for NO2, while this was seen only in female mice. These results indicate robust novelty recognition during Steps 2 and 3 in rats. In mice, this was reliably seen only in Step 2, indicating that Step 3 was difficult for them under the given parameters. This paradigm provides flexibility in that length of the sampling phase, and the delay between test and sampling phases can be adjusted, to tailor task difficulty to the model being tested. In sum, this novel object recognition test is simple to perform, requires no expensive supplies or equipment, is conducted in the homecage (reducing stress), eliminates odor confounds, utilizes 4 stimuli to increase sensitivity, can be performed in both rats and mice, and is highly flexible, as sampling phase and the delay between steps can be adjusted to tailor task difficulty. Collectively, these results indicate that this paradigm can be used to quantify novel object recognition across sex and species.

Keywords: novelty recognition, memory, exploration, odor, sex differences, ethological relevance


INTRODUCTION

It has long been noted that rats interact with a novel object more than they interact with an object they have previously been exposed to (Berlyne, 1950). This natural tendency led to the creation of the novel object recognition test (NOR) (Ennaceur and Delacour, 1988), a paradigm commonly used in rodents to assess both recognition memory for familiar objects and preference for novel objects. Compared to other tests of recognition memory, NOR is desirable because it requires no reinforcement or punishment to motivate behavior and does not require prolonged training before it can be performed. It also relies on a rodent’s natural inclination to explore its environment, and to approach and interact with objects that hold novelty value (Renner, 1990; Bevins and Besheer, 2006). A major advantage of the task is that it can be used in both rats and mice (Agarwal et al., 2020; Chang et al., 2020). Current iterations of the NOR paradigm are widely used to study memory (Cole et al., 2020), synaptic plasticity (Lee et al., 2020), impairment and/or recovery of function in brain disease (Grayson et al., 2015), TBI (Amoros-Aguilar et al., 2020), stress (Brivio et al., 2020; Glushchak et al., 2021), aging (Amirazodi et al., 2020), sleep (Shahveisi et al., 2020), autism (Batista et al., 2019; Gandhi and Lee, 2020), and epigenetics (Ellis et al., 2020; Sadat-Shirazi et al., 2020).

In a prototypical paradigm, the animal is first exposed to two of the soon-to-be familiar objects (“sampling phase,” A + A), and then returned to its home cage for a retention period. In the second phase, the animal is exposed to one familiar object and one novel object (“test phase,” A + B). This novel object may differ from the familiar object in shape, size, color, or any number of attributes. The amount of time the rodent spends exploring the novel object is then compared to the amount of time spent exploring the familiar object in the test phase [for examples of this procedure, see Ennaceur and Delacour (1988), Akkerman et al. (2012)]. When the animal spends more time with the novel object, at levels significantly above chance, we conclude that it has discriminated between the objects based on features that it is accustomed to in the familiar object, and features that it detects as unfamiliar in the novel object.

The many advantages of currently used NOR paradigms are offset by at least four significant limitations. First, they take place in an open field or specially-designed chamber (such as a Y-maze) (Hornoiu et al., 2020), to which the animal must become accustomed. This increases handling stress (during transfer from the home cage into the testing chamber) as well as novelty stress and the potential for distraction toward aspects of the chamber and away from the stimuli, thereby reducing interaction with stimuli (Ameen-Ali et al., 2015). While some have conducted NOR in the home cage (Kemppainen et al., 2015), this approach is not widely used. Second, current NOR paradigms generally utilize only two objects at a time to determine novelty recognition. Some versions of the task, such as the object-in-place task meant to assess spatial novelty, use more than two stimuli, but novel object tasks typically do not. This necessitates that an animal spends a lot longer with the novel stimulus to make it over 50% (chance level exploration) (Ennaceur, 2010). Third, detection of a novel object capitalizes on spontaneous rodent behavior, and therefore many of the current novelty preference paradigms utilize only one trial per day in order to maintain spontaneity. This low number of trials is a source of variability and decreases the amount of possible data, thereby increasing the necessary experimental n [for review see (Ameen-Ali et al., 2015)]. Fourth, there is no standardization of the objects used as stimuli. Functional properties of objects can have a major influence on a rodent’s baseline interest in an object and can be affected by whether the object is affixed or can be moved (Heyser and Chemero, 2012). Stimuli may also be overly large, or otherwise difficult for a rodent to climb on, pick up, manipulate, move around or chew, all of which are ways that they naturally show interest in an object (Dere et al., 2007). These differences can be difficult to predict or measure and could theoretically influence task difficulty [for images of various object used see (Gulinello et al., 2019)]. Moreover, stimuli are typically re-used between animals, necessitating sanitization between trials and between animals, in order to eliminate scent-marking and other odor cues. Ironically, use of a sanitizing agent itself introduces a powerful odor, one that experimental animals may find overwhelming, aversive, or both (Gulinello et al., 2019). These issues are of particular concern in high-throughput testing situations or in test areas with low ventilation.

Herein, we introduce a paradigm that addresses methodological issues concerning sensitivity, number of trials, and test environment. It also introduces the use of mass-produced, machined wooden stimuli, which are disposable, thus eliminating confounding odor cues. The paradigm includes an optional second test phase, in which animals are presented with a second novel object (NO2) in addition to the original novel object (NO1). We present data obtained from neurologically intact rats and mice of both sexes.



MATERIALS AND METHODS


Animals

Long–Evans rats (females n = 18, males n = 15) weighing 200–400 g, and C57Bl/6J mice (females n = 16, males n = 16) were used. Rats were ordered from Envigo and were approximately 70 days old during testing, while mice were bred in-house and tested at approximately 80 days old. Animals were group-housed (rats three per cage, mice 5 per cage), maintained on a reversed light/dark cycle (9 A.M. off/9 P.M. on), and given access to food and water ad libitum. Our facility uses OptiMice and OptiRat housing from Animal Care Systems. The dimensions of each mouse cage are 13.5” (34.3 cm) L × 11.5” (29.2 cm) W (front) × 6.1” (15.5 cm) H, while the dimensions of each rat cage are 14” (35.6 cm) L × 19.1” (48.5 cm) W × 8.6” (21.8 cm) H. All animals remained group-housed throughout the experiment, and rats were housed with Alpha-Dri bedding while mice were housed with Alpha-Pad bedding. Rats and mice were free to create nests out of the bedding material and interact with their food and water dispensers, but no enrichment objects were introduced to the cage. Both rats and mice were fed Picolab Rodent Diet 20 5053 and all animals were gently handled to familiarize them with the researchers. Testing occurred during the animals’ dark cycle. All animal care and experimental procedures were approved by the University of Houston’s Institutional Animal Care and Use Committee.



Preference Testing

In order to ensure that animals do not have an innate preference for any of the shapes we would be using, we first conducted a preference test with separate groups of naive rats and mice (age-matched to those used in the rest of the study) to assess natural exploration of the sphere, cube and beehive shapes. Female (n = 17) and male (n = 39) rats and female (n = 14) and male (n = 8) mice were given one 60-s trial during which they were presented with all three objects, and time spent exploring each one was recorded (using the methods described below).



Novel Object Recognition Task


Stimuli

All stimuli were mass-produced, machined wooden shapes available from Woodworks Ltd.1. Stimuli were the same shape for rats and mice, but the mouse stimuli were smaller (see Figure 1). Spherical beads (rat: model #BE1090; mouse: model #BE1030), served as familiar objects (FO) for all trials. The novel objects were a cube shape (rat: model # BE3060; mouse: model #BE5050) and a beehive shape (rat: model # BE6090; mouse: model #BE6010). All objects had holes drilled through the center, and were light enough for the animals to pick up and manipulate. Each animal had its own set of stimuli, eliminating the need for sterilization procedures that could introduce unintended odor cues. Using mass-produced, machined, disposable wooden stimuli offers a number of advantages. First, being made of wood, the stimuli are light and can be easily manipulated by the animal, enabling them to engage in natural behaviors such as chewing or moving the objects around the cage. In particular, the rats that we tested appeared motivated to interact with the stimuli for a considerable amount of time, sometimes even picking them up in their teeth and moving them around the cage, a functional advantage of the objects as they allow for cross species comparison (Blaser and Heyser, 2015) and greater exploration by mice (Heyser and Chemero, 2012). Second, these stimuli are available in a wide variety of sizes, so larger ones can be used for testing rats and smaller ones can be used for testing mice. Third, because the stimuli are disposable, confounding odor cues are eliminated, as novel objects are never used more than once, eliminating the potential for scent marking and the need to sanitize objects between trials.
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FIGURE 1. Machined wooden beads used as stimuli for rats (top) and mice (bottom).




Step 1: Sample Familiar Objects

In the present set of experiments, cages were cleaned approximately 2 days before the start of the experiment, and animals were allowed to get used to the FO overnight. Three spherical beads per animal were introduced into each home cage overnight before the NOR test began, so that they could acquire the odor of the animals, and also so that the animals would become familiar with their size and shape. One or two extra beads were placed in each cage in case the animals were to gnaw a bead, making it distinctive and thus unusable. Which of the remaining shapes (cube or beehive) served as the first (NO1) or second (NO2) novel object was counterbalanced. For each animal, 6 NO1 and 3 NO2 were placed into a sealed plastic bag along with a handful of soiled bedding from the cage. This was done so that the stimuli would acquire the scent of the home cage, and could not be identified as novel based on scent. Each bag was carefully labeled to ensure that each individual subject was only exposed to their individual set of stimuli and that those stimuli were not exposed to any other animal’s bedding. For a graphical representation of the task, please see Figure 2. For a short video, please see Supplementary Material.
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FIGURE 2. Diagram of the steps in the paradigm all of which take place in the home cage. In Step 1, rats become accustomed to the presence of wooden objects in the homecage. These will serve as the familiar objects (FO) in Steps 2 and 3. In addition, soiled bedding from the home cage is sealed in a bag along with novel objects for use in Steps 2 and 3. FO are removed and then, after a retention interval, reintroduced along with a novel object (NO1) in Step 2. Objects are again removed and following a second retention interval, Step 3 is performed, in which 2 FO are placed in the cage along with NO1 and a second novel object (NO2).




Step 2: Test FO and Sample NO1

The day after FO were placed in the homecage, they were removed for 1 h and three were placed in each animal’s sealed plastic bag along with the novel objects. Animals were transported to a darkened testing room and acclimated for 15 min before testing began under red light illumination. Testing occurred in the home cage, so just before the trials began, cage mates were removed and placed into a separate clean cage. Next, three spherical beads were removed from the subject’s sealed plastic bag and placed in the cage along with one of the NO1 objects (either cube or beehive, counterbalanced). Stimuli were placed in a row, parallel to the front end of the home cage, with the holes facing up. Animals were exposed to these four objects for three 1-min trials with 1-min inter-trial intervals during which time the objects were removed from the cage. Each animal stays in their home cage for the entire testing session (all three trials and the two 1 min inter-trial-intervals, approximately 5 min). The focus was to assess exploration of NO1 in the presence of three familiar objects. To eliminate scent-marking as a confound, NO1 was discarded after each trial and replaced by a “fresh” NO1 taken from the sealed plastic bag. The spatial location of the stimuli was randomized between trials to ensure that any inherent place preference did not artificially increase time spent with a particular stimulus. The latency to approach any of the four stimuli was recorded using a stopwatch, and this first approach initiated the 1-min trial. Exploration time for each of the four objects was recorded using ODLog (Macropod Software) and an external keypad that had four coded keys (one for each stimulus). This allowed a single experimenter to monitor and record animals responses to each of the four stimuli in real-time. An animal was determined to be exploring an object if it’s snout, vibrissae or front paws were in contact with the object. After the third trial, the three spherical FO were placed back into the home cage overnight. This was done in order to re-familiarize the animals with the objects, so that the focus of Step 3 would be the distinction between NO1 and the second novel object (NO2). The experimenter donned a fresh pair gloves before proceeding to test the next cage, to avoid cross-contaminating objects with the smell of another cage.



Step 3: Test NO1 Versus FO + NO2

Step 3 was performed 24 h after Step 2 on a randomly selected subset of the animals. For this phase of the task, animals were presented with two FO, one NO1 and one unfamiliar novel object (NO2), all of which had been sealed in a bag with the animal’s home cage bedding. The focus was to assess exploration of NO2 in the presence of NO1 and two familiar objects. Three 1-min trials were administered to each animal and time spent exploring each of the four stimuli recorded, as described above.



Data Analysis

Data were analyzed using IBM SPSS Statistics software v26. Raw time spent exploring each object was translated into a percentage time by dividing mean time for each object by total mean exploration time for all objects. Percentage time is calculated for both Steps 2 and 3. The formula for the calculation for Step 2 is: NO1/(FO1 + FO2 + FO3 + NO1). For Step 3, using NO1 as an example, the formula for this calculation is NO1/(FO1 + FO2 + NO1 + NO2). This formula is a slight modification of the commonly used Recognition Index (RI) formula (Mumby et al., 2002; Antunes and Biala, 2012; Schoberleitner et al., 2019) with the addition of more stimuli. Since they have the opportunity to explore four objects in a given trial, an animal performing at chance would explore each object for 25% of their total time. An individual animal’s trial was excluded from analysis if they failed to explore NO1 on Step 2 or either NO1 or NO2 on Step 3. In order to assess preference for a novel object, we reasoned that an animal must contact that novel object. The initial preference testing we conducted in naïve rats and mice showed that it was possible that an animal would fail to contact one of the presented stimuli on a given trial (see Figure 3). Ignoring one or more objects was particularly prevalent in mice, some of which spent the entire trial exploring only one of the three stimuli presented. We therefore decided that our test phases would consist of three trials and that analyses would be performed on each animal’s data from trials in which they contact NO1 and a FO in Step 2. Similarly in Step 3 for trials in which animals contact NO1 and NO2. Thus, in the event that an animal ignored one or more novel stimuli on a given trial, that trial would not be included in the analysis. All trials that reached these simple performance criteria were included, thus in the current series of tests, only one male rat was excluded from the analysis of Step 3 data. For all statistical analyses on Steps 2 and 3, one-way ANOVA’s were conducted to determine if there were differences in the percentage time exploring objects, with an alpha level of 0.05 set to determine significance. Homogeneity of variances tests were conducted to determine what post hoc corrections were appropriate. Habituation to NO1 across trials in Step 2 was assessed using an independent samples t-test. Linear regression analyses were performed to determine whether exploration of NO1 on Trial 3 of Step 2 was predictive of exploration of NO1 on Trial 1 of Step 3. T-tests were also performed to explore sex and species differences in overall time spent exploring objects as well as average latency to approach objects.
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FIGURE 3. In an initial test, there was no grouped preference for any of the three objects in naïve rats (A) or mice (B). Particularly among mice, however, individuals ignored one or more objects.




RESULTS


Preference Testing

We exposed naive rats and mice of both sexes to the stimuli. As shown in Figure 3, on a population level, rats and mice did not display a preference for any of the objects, as percent time spent with each was similar. For rats, two-way ANOVA showed no main effect of Sex [F(1,162) = 0.00710, p = 0.998] or Object [F(2,162) = 1.294, p = 0.187] and no significant interaction [F(2,162) = 1.297, p = 0.277]. Similarly, for mice, two-way ANOVA showed no main effect of Sex [F(1,60) < 0.000, p > 0.999] or Object [F(2,60) = 0.151, p = 0.860] and no significant interaction [F(2,60) = 1.117, p = 0.334]. Nonetheless, particularly with the mice, there were some animals that spent no time at all with one or more of the objects. This is noteworthy because it indicates that there is a distinct possibility that at least one experimental animal will ignore a novel object on one or more trials. As noted above, this is the rationale for performing three trials in each of the test phases.



Novel Object 1: Rats

Preference for NO1 was indicated by significantly more percentage time spent exploring NO1 than familiar objects across three trials of Step 2. As shown in Figure 4, rats of both sexes displayed a distinct preference for NO1 versus the three familiar objects. In females, there was a significant main effect of Object [F(3,184) = 116.366, p < 0.001, η2 = 0.65], and post hoc Games-Howell corrected comparisons revealed that they spent significantly more time exploring NO1 than all three familiar objects (p < 0.01 for all comparisons). Female rats also spent a greater percentage time than chance (25%) exploring NO1 than each familiar object. There were no differences in the exploration time between familiar objects. Results were similar in males, with a significant main effect of Object [F(3,168) = 98.808, p < 0.001, η2 = 0.64]. Post hoc Games-Howell corrected comparisons revealed male rats spent significantly more time exploring NO1 than all three familiar objects (p < 0.01 for all comparisons). Male rats also spent a greater percentage time than chance (25%) exploring NO1 than each familiar object. There was no difference in the exploration time between familiar objects. As there were no differences in the exploration time between familiar objects, Cohen’s d was calculated as a measure of practical significance for the difference in percent time spent exploring NO1 and FO1, revealing large effect sizes in both females d = 2.64, and males d = 2.63 (see Figure 4). Interestingly, female rats spent less overall time exploring objects than males t(32) = -2.281, p = 0.029 (see Table 1 for the difference in mean time spent exploring all objects in Step 2). Independent samples t-tests revealed no change in exploration of NO1 between trials 1 and 3 in females t(19.804) = 0.349, p = 0.731, or males t(17.138) = 1.261, p = 0.219. Finally, as part of the NOR paradigm, we started a timer to record latency to first contact of any object. We assessed whether there were sex differences in latency and discovered that there were no differences in the average latency to contact objects between female and male rats in Step 2 t(32) = 1.242, p = 0.223 (see Table 1 for the differences in average latency to approach objects in Step 2).
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FIGURE 4. Rats of both sexes showed a significant preference for NO1 over the three familiar objects. Both females (A,B) and males (C,D) spent a greater percentage time than chance (dotted red line) exploring NO1. Panels (B,D) show the data averaged across all three trials. Numbers below the X-axis in panels (A,C) indicate the number of animals that contacted NO1 during each trial. Effect sizes (Cohen’s d) are indicated below the X-axis in panels (B,D), and were calculated as a marker of practical significance for exploration differences between NO1 and FO1.



TABLE 1. Step 2 object exploration data.
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Novel Object 1: Mice

Preference for NO1 was indicated by significantly more percentage time spent exploring NO1 than familiar objects across three trials of Step 2. As shown in Figure 5, mice performed similarly to rats, in that both sexes displayed a distinct preference for NO1 versus the three familiar objects. In females, there was a significant main effect of Object [F(3,160) = 77.330, p < 0.001, η2 = 0.59], and post hoc Games-Howell corrected comparisons revealed that they spent significantly more time exploring NO1 than all three familiar objects (p < 0.01 for all comparisons). Female mice also spent a greater percentage time than chance (25%) exploring NO1 than each familiar object. There were no differences in the exploration time between familiar objects. Male mice performed similarly, with a significant main effect of Object [F(3,180) = 84.600, p < 0.001, η2 = 0.59]. Post hoc Games-Howell corrected comparisons revealed male rats spent significantly more time exploring NO1 than all three familiar objects (p < 0.01 for all comparisons). Male mice also spent a greater percentage time than chance (25%) exploring NO1 than each familiar object. There was no difference in the exploration time between familiar objects. As there were no differences in the exploration time between familiar objects, Cohen’s d was calculated as a measure of practical significance for the difference in percent time spent exploring NO1 and FO1, revealing large effect sizes in both females d = 2.32, and males d = 2.09 (see Figure 5) Unlike the sex differences observed in rats, there were no differences in overall time spent exploring objects observed between female and male mice in Step 2 t(22.603) = -1.492, p = 0.149 (see Table 1 for the difference in mean time spent exploring all objects in Step 2). Independent samples t-tests revealed that while a change in exploration of NO1 between trials 1 and 3 was observed in females t(20) = 2.607, p = 0.017 this was not observed in males t(26) = 1.528, p = 0.139. An analysis of the average latency to contact objects revealed that there were no differences between female and male mice in Step 2 t(30) = 1.382, p = 0.177 (see Table 1 for the differences in average latency to approach objects in Step 2).
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FIGURE 5. Mice of both sexes showed a significant preference for NO1 over the three familiar objects. Both females (A,B) and males (C,D) spent a greater percentage time than chance (dotted red line) exploring NO1. Panels (B,D) show the data averaged across all three trials. Numbers below the X-axis in panels (A,C) indicate the number of animals that contacted NO1 during each trial. Effect sizes (Cohen’s d) are indicated below the X-axis in panels (B,D), and were calculated as a marker of practical significance for exploration differences between NO1 and FO1.




Novel Object 2: Rats

As shown in Figure 6, rats of both sexes displayed a distinct preference for NO2 compared to either NO1 or the 2 FO. In females, there was a significant main effect of Object [F(3,88) = 46.316, p < 0.001, η2 = 0.61], and this was also the case for males [Object F(3,76) = 23.110, p = 0.001, η2 = 0.48]. Post hoc Games-Howell corrected comparisons revealed that rats of both sexes spent significantly more time exploring NO2 than NO1 or the FO (p < 0.01 for all comparisons). Cohen’s d was also calculated as a measure of practical significance for the difference in percent time spent exploring NO1 and NO2, revealing large effect sizes in both females d = 1.10, and males d = 1.10 (see Figure 6). Linear Regression Analyses were performed to determine whether exploration of NO1 on Trial 3 of Step 2 was predictive of exploration of NO1 on Trial 1 of Step 3. Results indicate that exploration of NO1 on Trial 3 of Step 2 was not predictive of subsequent exploration of NO1 on Trial 1 of Step 3 in females ß = 0.396, t(7) = 1.141, p = 0.292, or males ß = 0.349, t(4) = 0.746, p = 0.497. Moreover, rats of both sexes spent a greater percentage time than chance (25%) exploring NO2 than NO1 and familiar objects. There were no differences in the exploration time between familiar objects. As in Step 2, female rats spent less overall time exploring objects in Step 3 than males t(15) = -2.428, p = 0.028 (see Table 2 for the difference in mean time spent exploring all objects in Step 3). Similarly in Step 2, an analysis of average latency to contact objects revealed that there were no differences between female and male rats in Step 3 t(9.9) = 0.889, p = 0.39 (see Table 2 for the differences in average latency in Step 3).
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FIGURE 6. Rats of both sexes showed a significant preference for NO2 over NO1 and the 2 familiar objects. Both females (A,B) and males (C,D) spent a greater percentage time than chance (dotted red line) exploring NO2. Panels (B,D) show the data averaged across all three trials. Numbers below the X-axis in panels (A,C) indicate the number of animals that contacted NO1 during each trial. Effect sizes (Cohen’s d) are indicated below the X-axis in panels (B,D), and were calculated as a marker of practical significance for exploration differences between NO1 and NO2.



TABLE 2. Step 3 object exploration data.
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Novel Object 2: Mice

As shown in Figure 7, female mice displayed a distinct preference for NO2 compared to either NO1 or the 2 FO, with a significant main effect of Object [F(3,64) = 26.411, p < 0.001, η2 = 0.55]. Post hoc Games-Howell corrected comparisons revealed that female mice spent significantly more time exploring NO2 than NO1 or the FO (p < 0.05 for all comparisons). In males, there was a significant main effect of Object [F(3,68) = 27.873, p < 0.001, η2 = 0.55]. However, Post hoc Games-Howell corrected comparisons revealed that while male mice spent significantly more time exploring both NO2 and NO1 than the FO (p < 0.01 for both comparisons), they spent approximately an equal percentage of time with both novel objects. Cohen’s d was also calculated as a measure of practical significance for the difference in percent time spent exploring NO1 and NO2, revealing a large effect size in females d = 1.01, and a medium effect size (though not a statistically significant difference) in males d = 0.56 (see Figure 7). Linear Regression Analyses were performed to determine whether exploration of NO1 on Trial 3 of Step 2 was predictive of exploration of NO1 on Trial 1 of Step 3. Results indicate that exploration of NO1 on Trial 3 of Step 2 was not predictive of subsequent exploration of NO1 on Trial 1 of Step 3 in females ß = -0.897, t(2) = -2.868, p = 0.103, or males ß = -0.427, t(4) = -0.945, p = 0.398. As in Step 2, there were no differences in overall time spent exploring objects observed between female and male mice in Step 3 t(14) = 0.536, p = 0.60 (see Table 2 for the difference in mean time spent exploring all objects in Step 3). Finally, as seen in Step 2, an analysis of the average latency to contact objects revealed that there were no differences between female and male mice in Step 3 t(14) = 0.856, p = 0.41 (see Table 2 for the differences in average latency in Step 3).
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FIGURE 7. Mice of both sexes showed a significant preference for NO1 over the two familiar objects. Both females (A,B) and males (C,D) spent a greater percentage time than chance (dotted red line) exploring NO2. Panels (B,D) show the data averaged across all three trials. Numbers below the X-axis in panels (A,C) indicate the number of animals that contacted NO1 during each trial. Effect sizes (Cohen’s d) are indicated below the X-axis in panels (B,D), and were calculated as a marker of practical significance for exploration differences between NO1 and NO2.




DISCUSSION

This paper has two goals. The first is to introduce a paradigm of simple measures to reduce stress and improve sensitivity of the classic novel object recognition task. The entire paradigm takes place in the animal’s home cage, which provides a stable environment, with no changing contextual cues, thus ensuring that the only novelty is the test stimuli, not the chamber itself. Furthermore, testing in the home cage helps reduce environmental stress as the animal is accustomed to this environment. Importantly, testing in the home cage also eliminates the need to clean a testing chamber after trials and/or between animals, thus ensuring that the odor of disinfectant does not distract or distress the animals. Sensitivity is enhanced by utilizing four objects, establishing exploration above 25% as chance versus 50% as seen in classic NOR paradigms. The second goal of the manuscript is to present sample results from one possible iteration of our paradigm. Instead of manipulating various parameters, we chose to establish that our paradigm is broadly applicable to both rats and mice of both sexes, with relevant sex and species differences described below. Ultimately, we present this as a highly flexible paradigm that can be tailored for use in a wide variety of studies involving drug exposures, lesions, optogenetic manipulations and more. We present sample results from an iteration of this paradigm in which we used long (overnight) sampling phases with the FO, and short retention intervals (1 h). Ultimately, however, the paradigm is flexible, and the length of sampling and test phases easily altered to suit experimental needs. For example, task difficulty could be increased by shortening the (re)sampling phases with the FO and lengthening the retention intervals. In contrast, the task could be made easier with longer sampling phases and shorter retention intervals. Moreover, Step 3 is optional, and can be used if a challenging test of memory for NO1 is desired. Step 3 ultimately serves as two tests, one for memory of NO1, and a second, distinct novelty preference test for NO2. In the present iteration of the paradigm, animals were exposed to NO1 for a maximum of 180 s, yet rats of both sexes and female mice still spent significantly more time with NO2, indicating recognition of NO1. The preference for NO2 over NO1 is remarkable, given that the animals’ sum total sampling experience with NO1 occurred during the 3 trials of Step 2. Rats were easily able to detect the novelty of NO2, but it is possible that a longer delay between Steps 2 and 3 would make this more of a challenge for them. As a side note, we have pilot tested a Step 4, where we introduce NO3, but do not include it here as most rats showed task fatigue and declined to participate.

Although sampling phases, test phases, and inter-trial intervals can be adjusted to tailor task difficulty to experimental needs, two aspects of the paradigm are best held constant. The first is waiting to begin a trial until an animal contacts an object, because this ensures that each subject has the full minute in which to explore the stimuli. This results in lengthy exploration times, which is advantageous (see Tables 1, 2 for total exploration times with objects). The second aspect is the 1-min length of the trials. T-tests comparing percent exploration time between trials 1 and 3 were not significant in the majority of animals, indicating that 1-min trials do not produce habituation (female mice are the exception). We also performed linear regression analyses and determined that exploration of NO1 on Trial 3 of Step 2 was not predictive of exploration of NO1 on Trial 1 of Step 3. We therefore conclude that each trial can be viewed as a unique, 1-min opportunity to explore the novel objects. Indeed habituation is more likely to occur if the trials are lengthened as is the case in many NOR paradigms [see (Antunes and Biala, 2012) for review].

Our results generally support the use of three trials per step, and of analyzing percent time exploring each object. Although at the group level there was very little difference in outcome across trials, with animals spending significantly more than 25% time exploring the most recent novel object, there is inter-individual variability, and conducting three trials allows for the possibility that an animal does not explore one or more novel objects on a given trial. As we found in our preference testing (see Figure 3), this is particularly important for mice, as they can be prone to ignore an object. We eliminated from analysis any trial in which the animal did not contact NO1 and a FO on Step 2, or separately NO1 and NO2 on Step 3. As is common practice in NOR paradigms (Cole et al., 2019), this establishes a single performance criterion and minimizes bias because we cannot assume that an animal is exploring NO1 or NO2 preferentially in an individual trial if they do not contact both objects in Step 3. In Step 2, this would refer to NO1 and a familiar object. The number below the X axis in Figures 4–7 shows the number of animals (of the total n) that contacted the most recent novel object in each trial. A further advantage to using percent time is that it allows for individual differences in exploration without impacting interpretation of the results. As we have previously shown, some animals are considered to be “high explorers” and will spend a larger proportion of the test time interacting with novel stimuli (Spinetta et al., 2008). In contrast, others are “low explorers”, and will spend less time with novel stimuli, and may perhaps even fail to contact one of them. By calculating percent time spent with each stimulus, these natural differences can be controlled for, with the mean percentage time representing a universally reliable measure of exploration not biased by these differences in exploration. The calculation for percentage time presented here is based on the classic Recognition Index formula with the addition of two more objects NO1/(FO1 + FO2 + NO1 + NO2).

To ensure that our paradigm is broadly applicable to rodents, we tested neurologically intact rats and mice of both sexes. A sex difference was observed in time spent with the stimuli, with females of both species spending less time overall with the stimuli than males in Step 2. This difference, however, did not influence the primary outcome measure as rats and mice of both sexes detected the novel object in Step 2. In Step 3, there was again a sex difference in rats in time spent with the stimuli, again not influencing novelty detection in Step 3. For mice, however, only females preferred NO2 over NO1 in Step 3, though both males and females spent equal time with the stimuli. Overall this demonstrates that the observed sex differences in total exploration time did not influence novelty detection. In addition to a sex difference, we observed a species difference in Step 3. While rats of both sexes easily detected NO2 versus NO1, in mice, only females easily detected NO2 versus NO1. In contrast to rats and female mice, male mice on average preferred both novel objects equally, although notably, this effect was driven largely by trial 3, in which only 3 of 8 mice contacted NO2. It may be that six trials (across Steps 2 and 3) exhausts spontaneous novelty seeking behavior in male mice, and that Step 3 should be omitted for them, or perhaps that only one trial be utilized for that step.

Here we introduce and present sample results from a homecage-based paradigm that refines the classic novel object recognition task by improving sensitivity, standardizing objects used as stimuli and eliminating confounds (such as novelty of testing chamber and disinfection of stimuli), while at the same time maintaining cost-effectiveness and ease of administration. Because one the goals of this project was to ensure broad applicability across species and sexes, we did not test this paradigm against classic NOR paradigms. Nonetheless, our results indicate that this paradigm increases sensitivity over the classic NOR, because they show that rats and mice of both species explore the most recent novel object for approximately 60% of their time, demonstrating the high sensitivity of the task, as they have four objects to choose from (rather than 2). In other words, they demonstrate much higher than chance exploration (25%) compared to 2-stimuli paradigms (in which chance exploration is 50%). Our results also show that animals engaged in lengthy exploration times with the objects, suggesting that they were comfortable in the homecage environment and willing to engage with the stimuli, thus indicating that the goal of reducing stress (transfer and testing chamber novelty stress) was achieved.

Collectively, these results illustrate a homecage-based paradigm that can be used to quantify novel object recognition across sex and species. It maintains the strengths of the classic NOR tests while reducing stress, improving sensitivity and eliminating odor confounds. We believe that it will prove useful to a wide variety of researchers investigating brain health and function in rodent models, from basic studies of memory to the characterization of more complex cognitive behavioral phenotypes.
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Stroke treatment is limited to time-critical thrombectomy and rehabilitation by physiotherapy. Studies report beneficial effects of exercise; however, a knowledge gap exists regarding underlying mechanisms that benefit recovery of brain networks and cognition. This study aims to unravel therapeutic effects of voluntary exercise in stroke-induced mice to develop better personalized treatments. Male C57Bl6/JOlaHsd mice were subjected to transient middle cerebral artery occlusion. After surgery, the animals were divided in a voluntary exercise group with access to running wheels (RW), and a control group without running wheels (NRW). During 6 days post-stroke, activity/walking patterns were measured 24/7 in digital ventilated cages. Day 7 post-surgery, animals underwent MRI scanning (11.7T) to investigate functional connectivity (rsfMRI) and white matter (WM) integrity (DTI). Additionally, postmortem polarized light imaging (PLI) was performed to quantify WM fiber density and orientation. After MRI the animals were sacrificed and neuroinflammation and cerebral vascularisation studied. Voluntary exercise promoted myelin density recovery corresponding to higher fractional anisotropy. The deteriorating impact of stroke on WM dispersion was detected only in NRW mice. Moreover, rsfMRI revealed increased functional connectivity, cerebral blood flow and vascular quality leading to improved motor skills in the RW group. Furthermore, voluntary exercise showed immunomodulatory properties post-stroke. This study not only helped determining the therapeutic value of voluntary exercise, but also provided understanding of pathological mechanisms involved in stroke.
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INTRODUCTION

Stroke is the fifth leading cause of death and the leading cause of long-term disability in the US in 2020 (Ahmad and Anderson, 2021; Jaillard, 2021). Ischemic stroke accounts for the majority of stroke cases (80%) and may cause severe ischemic brain damage (Donkor, 2018). Management of ischemic stroke focuses primarily on time critical thrombolysis, recanalization therapy and treatment of symptoms (Sehatzadeh, 2015; Hankey, 2017). Efficacy of available therapies is insufficient considering the high number of stroke survivors suffering from persistent symptoms, like disability (40%) (Hankey, 2017). Beside antithrombotic agents, drugs based on other mechanisms, like neuroprotectants, failed clinical trials (Chen and Wang, 2016). Alternatives to pharmacotherapeutic treatments are therefore urgently needed (Chen and Wang, 2016).

The main cause of stroke-related neurological deficits is focal tissue damage. Due to severe lack of oxygen and glucose supply by proper blood circulation, the ischemic core of the stroke is an irreparable area. Subsequently, a cascade of deteriorating mechanisms in the stroke territory is initiated, such as acute neuroinflammation (e.g., IBA-1+ microglia/macrophages), apoptosis and edema. The restoration of blood flow and vascular integrity (e.g., measured by glucose transporter-1 positive vessels (GLUT-1+)) can rescue damaged, but salvageable neurons in the penumbra, which is surrounding the apoptotic core of the stroke territory. White matter (WM) is very susceptible to ischemia, since it receives little collateral blood supply (Wang et al., 2016). In the 1st week after stroke WM and grey matter (GM) continues to degenerate after stroke, resulting in persistent damage of functional brain network connectivity (Guggisberg et al., 2019). More stroke studies in search of neurobiological mechanisms that might facilitate recovery of neuroimaging biomarkers are needed. In addition, the restoration of cerebral blood flow (CBF) can rescue damaged neurons in the penumbra (Astrup et al., 1981). Equally important is to inhibit neuroinflammation, improve neuro- and synaptogenesis, and vascular health.

Exercise has long been recognized to be effective in prevention of several cardiovascular diseases (CVD), including stroke (Orkaby and Forman, 2018). In addition, physical exercise is counteracting the most common (vascular) risk factors of stroke, including hypertension, atherosclerosis, and obesity (Orkaby and Forman, 2018). In clinical studies multiple positive effects of exercise have been found in stroke patients, including improved arm function, balance and gait (Alves et al., 2016; Boehme et al., 2017). Another fMRI study showed that exercise intervention for chronic stroke survivors improved mobility and cognition of the participants (Landsmann et al., 2016). Long-term, personalized exercise programs are however not yet implemented in clinical practice, whereas stroke patients may benefit from exercise induced neurologic rehabilitation. Several neuroprotective mechanisms are associated with improved stroke outcome. In particular, elevated vascular endothelial growth factors (VEGF) as well as brain-derived neurotrophic factor (BDNF) positively influenced neuronal survival and angiogenesis (Kramer et al., 2019). Additionally, there are indications that exercise attenuates detrimental effects by activated microglia and macrophages acute after stroke induction (Lovatel et al., 2014).

A persistent lack of knowledge exists concerning efficacy of voluntary exercise in recovering of structural and functional brain networks and subsequent functional recovery after stroke (Wu et al., 2017). The cerebral capability for functional changes, such as better connectivity between brain regions, as well as structural changes, including better WM integrity, has been reported to be crucial for motor function recovery (Wu et al., 2017). Though progress has been made in studying the impact of physical exercise on stroke rehabilitation, no studies are available investigating whether exercise can help to attenuate stroke induced brain network damage, impaired WM integrity and related motor deficits.

Therefore, the current study sought to determine the efficacy of voluntary exercise to attenuate brain damage in the acute phase after stroke. We intentionally chose this early time point, since several deteriorating effect of stroke, e.g., on edema volume, cerebral blood flow, and cerebral microstructure often diminish within the 1st days in stroke induced mice, independent of treatments (Barca et al., 2021). Since these parameters are belonging to our primary outcome measures, we decided to perform the experiments within 1 week after surgery. We hypothesize, that voluntary exercise is positively influencing (molecular) mechanisms crucial for stroke recovery, taking into account CBF, structural and functional (f)MRI parameters, molecular markers (VEGF, BDNF), vascular density/quality (GLUT-1+ vessels and intensity), neuroinflammation (IBA-1+ microglia and macrophages) and behavioral read-outs in a mouse stroke model 1 week post-stroke. Notably, in addition to diffusion tensor imaging (DTI), as an in vivo read-out for WM integrity, we performed for the first time the innovative polarized light imaging (PLI) in murine postmortem brains (Axer et al., 2011; Mollink et al., 2017). By using PLI we can investigate the amount and orientation of myelin with much higher spatial resolution than equivalent estimates derived from in vivo DTI, revealing insight into anatomical changes. This study not only investigates the therapeutic value of voluntary exercise after stroke, but it also foresees in better understanding of stroke pathology and rehabilitation.



MATERIALS AND METHODS


Animals

The present study has been performed in the Preclinical Imaging Center (PRIME) of the Radboud university medical center (Radboudumc, Nijmegen, Netherlands). If possible, experiments were performed double-blinded using 3 months old C57Bl6/JOlaHsd mice (n = 15) (Harlan Laboratories Inc., Horst, Netherlands). Sample size was determined by power analysis before the start of the experiment (Supplementary material). After stroke induction, mice were single housed in Digital Ventilated Cages (DVC) (Tecniplast S.p.A., Buguggiate (VA), Italy) which contained corn based bedding material (Bio Services, Uden, Netherlands), wood wool nesting material (Bio Services, Uden, Netherlands), and a mouse igloo (Plexx, Elst, Netherlands). All mice had ad libitum access to standard pelleted food (Ssniff rm/hV1534-000, Bio Services, Uden, Netherlands) and autoclaved water. Anxiety-related behavior (open field) did not differ from group-housed stroke-induced mice in a previous study, indicating that single housing had no significant impact on behavior (Calahorra et al., 2019). The animals were housed in a room imitating an 12h light-dark cycle (lights on at 7:00 a.m.), having constant humidity (55 ± 10%) temperature (21 ± 1°C), and background music. The study was performed according to the ARRIVE (Kilkenny et al., 2010) and (updated) STRIVE guidelines (Stroke,, 1999; Fisher et al., 2009; Boltze et al., 2016). After stroke induction animals were randomly allocated into two groups: (1) an exercise group, including animals with a running wheel (RW) in their DVC (GYM500 activity wheel, Tecniplast S.p.A., Buguggiate (VA), Italy) and (2) a no running wheel (NRW) group, including animals without a running wheel in their DVC. The behavioral experiments (open field test) as well as the MRI imaging were performed during daytime between 7:00 a.m. and 18.00 p.m. Excluded mice per experment are shown in Supplementary Table 1. The study design is described in detail in Figure 1.
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FIGURE 1. After right transient middle cerebral artery occlusion (tMCAO), mice were randomly allocated into a running wheel (RW) group and a no running wheel (NRW) group. RW mice had 24/7 access to voluntary exercise, while control mice had no running wheel in the cage. Activity/walking patterns of each mouse was individually monitored in digital ventilated cages (DVC) 24/7 for 1 week. Moreover, an open field test was performed to further investigate locomotion and activity. Immediately after MRI scanning, animals were sacrificed and brains were obtained to perform post-mortem immunohistochemistry (IHC), biochemical analysis (BCA), and polarized light imaging (PLI).




Transient Middle Cerebral Artery Occlusion

As described elsewhere (Wiesmann et al., 2017) a right (ipsilateral) transient middle cerebral artery occlusion (tMCAO) (30 min) was induced in male C57Bl6/JOlaHsd mice. Animals were anesthetized with an induction dose of 2–3% isoflurane (Abbott Animal Health, Abbot Park, IL, United States) in a 2:1 air and oxygen mix. During surgery isoflurane was reduced to a maintenance dose of 1.5–2%. Body temperature was kept at constant levels by using a heating pad. Cerebral blood flow of the MCA region was monitored with a Laser Doppler Flow probe (moorVMS-LDF2, Moor Instruments), which was fixed on top of the skull. A decrease of CBF (>80%) during the tMCAO was indicative of successful stroke induction. Via a neck incision, a coated 7-0 monofilament (tip diameter 190 to 200 um, coating length 2 to 3 mm, 70SPRePK5, Doccol Corp., Sharon, MA, United States) was introduced into the right common carotid artery and pushed upwards along the right internal carotid artery, where it occluded the origin of the right MCA in the Circle of Willis (proximal MCA occlusion). After 30 min, the filament was withdrawn to allow reperfusion of the MCA region. One day after stroke induction, all animals received a subcutaneous Carprofen injection (Rimadyl, Pfizer Animal Health B.V., Capelle aan den IJssel, Netherlands) to prevent postoperative infection and pain. During the 1st week after stroke N = 5 mice died (33% mortality).



Digital Ventilated Cages

After stroke induction all animals were single-housed in digital ventilated cages (Tecniplast S.p.A., Buguggiate (VA), Italy) which record mouse activity and mouse centroids 24/7 after stroke induction (Voikar and Gaburro, 2020). All system specific details were previously described (Iannello, 2019; Shenk et al., 2020). Day- and nighttime activity metrices were calculated, each time interval lasting for a 12h. The average distance walked was calculated as total distance covered by the mouse within day- and nighttime. Based on the centroids and x,y-coordinates distance, velocity, laterality, and occupation of running wheel was computed.


Mice Activity Metrics

As previously described a sensing board, equipped with 12 capacitive-based electrodes underneath each DVC, measured the activity and centroids of each individual mouse (Iannello, 2019). As soon as an animal is moving in the cage, the electrical capacitance of the proximity sensors are influenced by the dielectric properties of matter in close proximity to the electrode. Consequently, animals moving across the electrodes are detected and recorded as change in capacity over a limited time interval. An activity event describes the absolute value of the difference between two consecutive measurements for each electrode that is compared with a set threshold to control for noise. For the x-, y-value calculation, the mouse position is estimated in the average position between the centers of the active electrodes weighted by using change in capacity. For the final analysis of relative cage activity, the electrode under the running wheel (electrode 6) was excluded and we calculated the average activity of 11 electrodes per 12h day- and nighttime for each mouse, respectively. The heatmap in Figure 3A represents the average home cage activity per hour in RW and NRW mice recorded during 6 days post-surgery.



Distance Walked and Average Speed in Home-Cage

The mouse position on the cage floor is monitored based on the centroids, and the walked distance is calculated via a sum of the Euclidean distance of the mouse centroid subsequentially framed within the considered time interval (Iannello, 2019). The average speed is computed by dividing the distance walked by the duration the used time interval (Iannello, 2019).



Occupation of Running Wheel

The cage area can be used to analyze spatial preference of mice in the cage. The running wheel occupation metric measures the relative time a mouse spent in the running wheel area (via electrode 6 located under the running wheel), for further details see Iannello (2019). The running wheel is fully covering the sensor and the space between cage floor and running wheel is not accessible for the mice. Therefore, the recorded occupation was only derived by movements of the running wheel. The relative time mice spent on average per minute during day- and nighttime (12h interval) in the running wheel sensor area was calculated.



Turn Angle and Laterality

Turn angle and laterality was computed with the Traja Python package which has been earlier described in detail (Shenk et al., 2020). In short, we calculated the a laterality index (LI) by dividing the number to right turns (R) by the sum of right and left turns (L) ([image: image]) (Shenk et al., 2020). Turn angle and laterality are computed based on walking patterns (x−, y−values in the cage), and is a measure of motor functions.




Open Field

The open field task was performed to evaluate spontaneous behavior and exploratory locomotion as previously described (Wiesmann et al., 2017, 2018; Calahorra et al., 2019). Mice were placed in a squared arena (45 × 45 × 30 cm) and had the chance to freely explore it for 10 min. Animals were video-taped and a tracking software (EthoVision, XT 15, Noldus, Wageningen, Netherlands) automatically calculated different parameters (Streijger et al., 2005).



Imaging Protocol: ASL, DTI, and rsfMRI

MRI measurements were performed 6 days after surgery with an 11.7T BioSpec Avance III small animal MR system (Bruker BioSpin, Ettlingen, Germany) operating on Paravision 6.0.1 software (Bruker, Karlsruhe, Germany). The animals were anaesthetized with 3.5% incubation dose of isoflurane and during the MRI scan the dose was kept at 1.8% in a 2:1 air and oxygen mix (Abbott Animal Health, Abbot Park, IL, United States). One mouse of the NRW group was excluded from the analysis, because the scan showed, e.g., movement-, EPI-related artifacts (Supplementary Table 1).

Cerebral blood flow (CBF) was assessed with a flow-sensitive alternating inversion recovery arterial (FAIR) technique as previously described (Calahorra et al., 2019). The regional CBF was calculated with the same protocol as described previously (Calahorra et al., 2019). Functional connectivity was measured with rsfMRI as described elsewhere (Calahorra et al., 2019).

Diffusivity measures of the brain were evaluated via DTI, measuring mean diffusivity (MD) and fractional anisotropy (FA) following a standard protocol (Calahorra et al., 2019). FA is a value, indicative for myelination and fiber density of WM and mean diffusivity MD is an inverse measure of membrane density (Le Bihan et al., 2001; Feldman et al., 2010; Alexander et al., 2011).

Stroke infarct size was calculated from the DWI images of the MRI scans using ImageJ (version 1.47, National Institute of Health, Bethesda, MD, United States). RW and NRW mice exhibited similar infarct size (F(1,8) = 0.27, p < 0.62) (Supplementary Figure 1). All MRI parameters were motion corrected. Detailed MRI imaging sequences are listed in Supplementary Table 2.



(Immuno)histochemistry: Brain Tissue Preparation

After neuroimaging, the animals were sacrificed via transcardial perfusion with 0.1 M phosphate-buffer saline (PBS) followed by 4% paraformaldehyde in 0.1 M PBS (pH 7.4) at room temperature. Parts of the frontal brain of both stroke affected (ipsilateral) and control (contralateral) hemisphere, were snap-frozen and used for qPCR analysis. The remainder of the brains was postfixed overnight in 4% paraformaldehyde 4°C and transferred to 0.1 M PBS containing 0.01% sodium azide the next day. Approximately 24 h previous to cutting, the brains were put into 30% sucrose in 0.1 M phosphate buffer. The brains were cut with a microtome (Microm HC 440, Walldorf, Germany) having an object table for freezing-sectioning at −60°C. According to the atlas of Franklin and Paxinos (Paxinos and Franklin, 2004) eight series of 30 μm frontal sections between bregma −0.1 to −4.36 were cut and stored in 0.1 M PBS with 0.01 sodium azide for multiple immunohistochemical stainings and PLI. For each immunohistochemical procedure and PLI one mouse was excluded from analysis, because of damaged tissue sections due to large stroke lesions (Supplementary Table 1).


(Immuno)histochemistry: GLUT-1 and IBA-1

Immunohistochemical stainings were performed to assess (1) the amount of glucose transporter-1 (GLUT-1) as indicator for blood vessel quality and (2) activated microglia and macrophages as measure for neuroinflammation by ionized calcium-binding adapter molecule 1 (IBA-1). As described in detail previously, immunohistochemistry was performed using standard free-floating labeling procedures (Janssen et al., 2016). GLUT-1 was visualized using polyclonal rabbit anti-GLUT-1 antibody (1:40,000, Chemicon AB 1340, Chemicon International, Inc., Temecula, CA, United States) and as secondary antibody donkey anti-rabbit biotin (1:1500 Jackson ImmunoResearch, West Grove, PA, United States). For IBA-1 a primary antibody against IBA-1 polyclonal goat anti-IBA-1 (1:3000; Abcam, Cambridge, United Kingdom) was used. Donkey antigoat biotin (1:1500; Jackson ImmunoResearch) was used as a secondary antibody. Representative images of the ipsilateral and contralateral brain hemisphere were made with ImageJ (version 1.47, National Institute of Health, Bethesda, MD, United States) stitching plugin (Preibisch et al., 2009), using three images that were taken with 5× magnification of different ROI.




Quantification: GLUT-1 and IBA-1

Two double-blinded researchers quantified the stainings (bregma: −1.46 to −2.30) according to the atlas of Paxinos and Franklin (2004). Representative images were taken on images with 5× magnification using Axio Imager A2 (Zeiss Germany). Several ROI were manually selected in (GLUT-1 + IBA-1: Cortex (bregma 0.62 & −1.94), hippocampus (−1.94), corpus callosum (0.62), basal ganglia (0.62), and thalamus (−1.94)) Image J (National Institute of Health, Bethesda, MD, United States). Particles (GLUT-1, IBA-1) were automatically detected and counted by Image J (particle number per area). Moreover, the stained area was calculated relative to the manually drawn ROI.



Polarized Light Imaging

Polarized light imaging (PLI) was performed to assess fiber density and fiber spreading in several ROI (bregma 0.14; 0.50 and/or −1.94: anterior commissure, basal ganglia, cerebral peduncle, corpus callosum, cortex, external capsule, fimbria, fornix, hippocampus, internal capsule, motor cortex, optic tract, somatosensory cortex, thalamus) in the stroke affected (ipsilateral) and control (contralateral) hemisphere, respectively. The transmission of polarized light can be used to visualize and quantify the orientation and inclination angles at every pixel of the imaged specimen by utilizing the birefringent properties of the myelin sheaths aligned around the axons (Axer et al., 2011; Mollink et al., 2017). PLI was performed on 30 μm slices that were mounted on uncoated glass. After a drying period of 24 h at 37°C, the sections were cover-slipped with polyvinylpyrrolidone mounting medium. PLI was performed 1 week after mounting to allow them to dry. Images were taken on a Axio HV microscope (Zeiss, Germany) equipped with an RGB camera (AxioCam ERc 5s, Zeiss, Germany), a rotating polarizer, a quarter wave plate, a stationary polarizer and a white LED light source. First, light passes through a linear polarizer combined with the quarter wave plate which axis was orientated in 45° angle with respect to the polarizer plane. As such, polarized light is created, passing through the specimen followed by another polarizer, which captures the change in polarization induced by tissue birefringence. A raw image dataset comprised 9 sequential images at rotation angles between 0 and 160. Images for background correction were acquired in the same manner for every imaging session. Post-processing of the raw images was performed with Matlab R2018b. After background correction, different parameter maps were derived by fitting the PLI images to Jones Calculus, leading to in-plane orientation, fiber orientation, retardance, inclination, and transmittance map. Myelin density and orientation was quantified with ImageJ (version 1.47, National Institute of Health, Bethesda, MD, United States). ROI inside the retardance and dispersion maps were manually selected (bregma: 0.14; 0.50; and/or −1.94). In the graphs, for both retardance and dispersion the normalized mean gray values are represented using the mean gray value of the contralateral ROI of NRW mice as reference value.



qPCR

Ipsilateral (stroke hemisphere) and contralateral (control hemisphere) parts of snap-frozen frontal brain tissue was used to analyze mRNA expression of postsynaptic density protein 95 (Psd-95), brain derived neurotrophic factor (Bdnf), and glucose transporter 1 (GLUT-1), and synaptophysin using qPCR as previously described (Calahorra et al., 2019). Glyceraldehyde-3-Phosphate Dehydrogenase (GAPDH) and beta-2 microglobulin (B2m) were used as normalizing genes. The sequences of primers are shown in Supplementary Table 3. Vascular endothelial growth factor (Vegf) levels tended to be higher in RW mice in comparison to NRW mice (Supplementary Figure 2: F(1,6) = 5.0, p < 0.068).



Statistics

All data collected in this experiment were assessed via a randomized and double-blinded procedures. Statistical analysis was performed with SPSS 25 (IBM SPSS Statistics 25, IBM Corporation, Armonk, NY, United States).

All data were normally distributed. Multivariate and repeated measures analysis of variance (ANOVA) with Bonferroni correction for multiple testing (e.g., number of ROI) was conducted to examine group and time differences. To determine inter-hemispheric difference between the ipsilateral and contralateral hemisphere, the data were split in treatment groups before running repeated measures ANOVAs with Bonferroni correction. All data are represented as mean ± standard error of mean (SEM). #, 0.05 < p < 0.08 (tendency); ∗, p ≤ 0.05; ∗∗, p ≤ 0.01; ∗∗∗, p ≤ 0.001




RESULTS

The complete study design, including the behavioral testing, MRI imaging, and post-mortem analysis is displayed in Figure 1.


Body Weight and Food Intake

Body weight dropped significantly 1 day post-stroke both in running wheel (RW) and no running wheel mice (NRW) (Figure 2A: F(1,8) = 14.2, p < 0.001). The average body weight pre-surgery was not significantly different between the groups (RW: 26.6g (±1.96) and NRW: 28.0g (±0.77); F(1,8) = 0.466, p < 0.514). At day 6 post-surgery, in all mice no difference between pre- and post-surgery body weights was detected (Figure 2A: F(1,8) = 14.2, p < 0.087). Body weight did not increase between 1 and 6 days post-surgery (Figure 2A: F(1,8) = 14.2, p < 0.077). Food intake significantly increased over 6 days after surgery in both groups (Figure 2B: F(5,40) = 5.6, p < 0.001). No group differences in body weight and food intake were detected.
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FIGURE 2. (A) Body weight relative to pre-stroke weight and (B) food intake per day in running wheel (RW) and no running wheel mice (NRW). RW: N = 5, NRW: N = 5; values represented in mean ± SEM. ***p ≤ 0.001.




Activity

The relative home-activity inside the DVC tended to decrease during the first 3 days after stroke induction during nighttime (Figure 3B: F(5,40) = 4.6, p < 0.065). Notably, 6 days after stroke an exercise effect was observed on activity during nighttime. RW mice were more active than NRW mice (Figure 3B: F(1,9) = 11.3, p < 0.010). Global home-cage activity of both NRW and RW mice per day- and nighttime during 6 days post-stroke is represented in a heatmap (Figure 3A). Furthermore, RW animals walked longer distances compared to NRW mice during daytime at 5 days post-surgery (Figure 3C: F(1,8) = 5.5, p < 0.047). No differences were found regarding the walking velocity (Supplementary Figure 3). Motor disabilities after stroke are recognized as a turning bias (laterality). During day- and nighttime 1 day post-stroke, NRW mice had a higher preference to turn left than RW animals (Figures 3D,E: daytime: F(1,7) = 6.8, p < 0.035; nighttime: F(1,7) = 4.5, p < 0.068), while this side-preference was not visible in RW mice. Likewise, the same turning preference was detected again only in NRW mice on day 5 during day- and nighttime (Figures 3D,E: daytime: F(1,7) = 5.5, p < 0.052; nighttime: F(1,7) = 65.5, p < 0.047). Only during nighttime 2 days post-stroke, NRW animals also exhibited more turns to the left side when compared to RW mice (Figure 3F: F(1,7) = 6.2, p < 0.037). The relative time mice spent in the running wheel significantly increased from day 2 to 6 during nighttime (Figure 3F: F(5,20) = 1.6, p < 0.025).
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FIGURE 3. (A) Heatmaps showing average home cage activity per hour in RW and NRW mice recorded during 6 days post-surgery. Mice were exposed to a 12 h light cycle. DVC activity metrices were measured in RW and NRW mice during 1 week post-stroke, including (B) relative home-cage activity (day- and nighttime), (C) walked distance inside the home-cage (day- and nighttime), (D) daytime and (E) nighttime laterality index, and (F) the relative time spent on the running wheel. RW: N = 5, NRW: N = 5; values represented in mean ± SEM. #0.05 < p < 0.08 (tendency); *p ≤ 0.05; **p ≤ 0.01.




Open Field

At 6 days post-stroke, locomotion (distance, velocity), turning preferences, duration/frequencies in zones (Supplementary Figures 4A,B), and duration/frequency of exploratory behaviors (Supplementary Figures 4C,D) was investigated with the open field test. Notably, NRW mice showed higher preference for left side turnings (Figure 4C: F(1,4) = 8.0, p < 0.048). In accordance to the DVC data, RW mice demonstrated no turning preference (Figure 4C). No changes in behavior (Supplementary Figures 4A,B: duration/frequency in zones and Supplementary Figures 4A,B: exploratory behaviors) and locomotion (distance, velocity) (Figures 4A,B) were observed.
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FIGURE 4. (A) Distance and (B) velocity determined during 10 min open field performed 6 days after surgery. The total distance traveled and velocity did not differ between the experimental groups. (C) Turning direction frequency, measured in RW and NRW animals during the open field. RW: N = 5, NRW: N = 5; values represented in mean ± SEM. *p ≤ 0.05.




Magnetic Resonance Imaging


Cerebral Blood Flow

Cerebral blood flow (CBF) was determined in different ROI. CBF in motor cortex (F(1,7) = 7.9, p < 0.026) and basal ganglia (F(1,7) = 5.8, p < 0.047) was significantly higher in the RW group compared to NRW animals (Figure 5A). In the somatosensory cortex, RW mice also showed higher CBF than NRW mice (Figure 5A: F(1,7) = 5.2, p < 0.057). Several inter-hemispheric differences between the stroke affected (ipsilateral) and control (contralateral) hemisphere were measured. Both groups showed a decreased CBF in the ipsilateral hippocampus (NRW: F(1,3) = 43.5, p < 0.007, RW: (F(1,4) = 58.7, p < 0.002), somatosensory cortex (NRW: F(1,3) = 14.0, p < 0.033, RW: F(1,4) = 69.3, p < 0.001), and basal ganglia (NRW: F(1,3) = 33.8, p < 0.010; RW: F(1,4) = 95.7, p < 0.001) when compared to the contralateral brain hemisphere (Figure 5A). Moreover, only NRW animals displayed a decreased CBF in the ipsilateral motor cortex compared to corresponding contralateral brain hemisphere (Figure 5A: F(1,3) = 26.2, p < 0.014). Representative high-resolution voxel-wise CBF images are shown in Figure 5B.
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FIGURE 5. (A) Cerebral blood flow (CBF) 6 days after stroke induction assessed in different ROI (BGG: Basal ganglia, HI: Hippocampus, MC: Motor cortex, SSC: Somatosensory cortex) of running wheel (RW) and no running wheel (NRW) mice. (B) Representative high-resolution voxel-wise CBF images of two different bregma’s (–1.94 and 0.62) that were assessed in the NRW and RW group. RW: N = 5, NRW: N = 4; values represented in mean ± SEM. #0.05 < p < 0.08 (tendency); *p ≤ 0.05; **p ≤ 0.01; ***p ≤ 0.001.




Resting State fMRI

Total and partial correlations of rsfMRI were assessed to analyze the functional connectivity between several ROI in the brain. With total correlations no significant effects were measured (Supplementary Figure 5). Partial correlation analysis accentuates the direct connectivity between two ROI, while regressing the temporal BOLD signal from all other ROI. RW mice displayed a higher functional connectivity between the stroke affected somatosensory cortex and control auditory cortex than NRW mice (Figure 6: F(1,7) = 8.5, p < 0.023).
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FIGURE 6. Resting-state fMRI. Partial correlations between ROI (DH: dorsal hippocampus, VH: ventral hippocampus, AUC: auditory cortex, MC: motor cortex, SSC: somatosensory cortex, VC: visual cortex) were divided in ipsilateral (R: right) and contralateral (L: left) hemisphere of running wheel (RW) and no running wheel (NRW) mice. RW: N = 5, NRW: N = 4.





DTI


Fractional Anisotropy

Fractional anisotropy is a measure for myelination and fiber density of WM. Elevated FA values were measured in the optic tract of the RW group when compared to the NRW mice (Figure 7A: F(1,7) = 6.2, p < 0.042). Likewise, the stroke affected (ipsilateral) internal capsule of the RW mice tended to exhibit higher FA compared to the internal capsule of NRW mice (Figure 7A: F(1,7) = 4.3, p < 0.078). Moreover, inter-hemispheric differences were detected. In both groups, FA was decreased in the ipsilateral external capsule compared to the control (contralateral) external capsule (Figure 7A: NRW: F(1,3) = 22.3, p < 0.018; RW: F(1,4) = 20.1, p < 0.011). The ipsilateral internal capsule of the RW mice exhibited higher FA than the contralateral internal capsule (Figure 7A: F(1,3) = 13.6, p < 0.035). Moreover, the ipsilateral fimbria (Figure 7A: F(1,3) = 7.6, p < 0.070), auditory cortex, and hippocampus of only RW mice tended to show higher FA than the contralateral fimbria. Only NRW animals showed lower FA in the ipsilateral auditory cortex (Supplementary Figure 6A: F(1,3) = 17.6, p < 0.025) and a tendency for lower FA in the ipsilateral hippocampus in comparison to the corresponding contralateral hippocampus (Supplementary Figure 6A: F(1,3) = 7.6, p < 0.071).
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FIGURE 7. Diffusion tensor imaging (DTI) measures assessed at 1 week post-surgery in running wheel (RW) and no running wheel (NRW) animals. (A) Fractional anisotropy (FA) and (B) mean diffusivity (MD) were assessed in different ROI (AC: anterior commissure, EC: external capsule, FI: fimbria, IC: internal capsule, MC: motor cortex, OT: optic tract, SSC: somatosensory cortex) in the ipsilateral (R: right) contralateral (L: left) hemisphere. RW: N = 5, NRW: N = 4; values represented in mean ± SEM. #0.05 < p < 0.08 (tendency); *p ≤ 0.05.




Mean Diffusivity

MD is the inverse measure of membrane density and sensitive measure for edema, and necrosis of GM (Le Bihan et al., 2001; Feldman et al., 2010; Alexander et al., 2011). RW mice exhibited higher MD in the fimbria than NRW mice (Figure 7B: F(1,7) = 5.8, p < 0.046). In all mice MD was significantly decreased in the basal ganglia (Supplementary Figure 6B: NRW: F(1,3) = 24.7, p < 0.016; RW: F(1,4) = 25.5, p < 0.007), hippocampus (Supplementary Figure 6B: NRW: F(1,3) = 11.9, p < 0.041; RW: F(1,4) = 9.1, p < 0.039), and internal capsule (Figure 7B: NRW: F(1,3) = 26.4, p < 0.014; RW: F(1,4) = 20.8, p < 0.010) of the ipsilateral hemisphere when compared to the contralateral hemisphere. A trend in the same direction was found in the amygdala in both experimental groups (Supplementary Figure 6B: NRW: F(1,3) = 9.3, p < 0.055; RW: F(1,4) = 5.9, p < 0.072). Furthermore, only RW mice exhibited a decreased MD in the ipsilateral external capsule (Figure 7B: F(1,4) = 7.9, p < 0.048), motor cortex (Figure 7B: F(1,4) = 11.9, p < 0.026), optic tract (Figure 7B: F(1,4) = 11.3, p < 0.028), and a tendency for lower MD levels in the ipsilateral forceps minor (Supplementary Figure 6B: F(1,4) = 6.5, p < 0.063) when compared to the corresponding contralateral ROI (Figure 7B). No differences in FA and MD were detected in other ROI (Supplementary Figure 6).




Post-mortem Analysis


Polarized Light Imaging


Retardance

Decreased retardance values can be used as an indirect measurement for myelin loss. Several exercise effects were revealed, showing higher retardance in RW mice compared to NRW animals. RW mice displayed higher retardance in the anterior commissure (F(1,5) = 11.3, p < 0.020), corpus callosum (F(1,5) = 7.1, p < 0.044), external capsule (F(1,5) = 6.8, p < 0.047) and optic tract (F(1,5) = 29.4, p < 0.003) than NRW mice (Figure 8B). In addition, higher retardance was measured in the ipsilateral thalamus among RW mice when compared to the ipsilateral thalamus in NRW mice (F(1,5) = 11.4, p < 0.020). Stroke related inter-hemispheric differences were detected in the NRW group, showing decreased retardance in the stroke affected (ipsilateral) brain hemisphere of the external capsule (F(1,4) = 10.0, p < 0.034) and thalamus (F(1,4) = 14.0, p < 0.033) when compared to the control (contralateral) side of the respective ROI (Figure 8B). Likewise, the retardance in the ipsilateral cerebral peduncle was lower when compared to the contralateral hemisphere in both groups (Figure 8B: NRW: F(1,4) = 25.9; p < 0.007; RW: F(1,5) = 42.8, p < 0.007).
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FIGURE 8. (A) Representative images of retardance and dispersion maps of both running wheel (RW) and no running wheel mice (NRW) 1 week post-stroke, taken at the level of bregma 0.14, 0.5, and –1.94. (B) Retardance and (C) dispersion assessed with polarized light imaging (PLI) in the ipsilateral (R: right) contralateral (L: left) hemisphere of several ROI (AC: anterior commissure, CPD: cerebral peduncle, CC: corpus callosum, EC: external capsule, FI: fimbria, HI: hippocampus, IC: internal capsule, MC: motor cortex, OT: optic tract, SSC: somatosensory cortex, TH: thalamus). RW: N = 5, NRW: N = 4; values represented in mean ± SEM. #0.05 < p < 0.08 (tendency); *p ≤ 0.05; **p ≤ 0.01; ***p ≤ 0.001.




Dispersion

In PLI the calculation of dispersion provides a quantitative estimate of fiber dispersal (Mollink et al., 2017). Decreased dispersion values are indicative for better myelin quality. Dispersion was decreased in the fimbria among RW mice in comparison to NRW animals (Figure 8C: F(1,5) = 37.6, p < 0.002). In RW mice the ipsilateral corpus callosum (Figure 8C: F(1,5) = 5.8, p < 0.061) and the contralateral side of the optic tract (Figure 8C: F(1,5) = 4.8, p < 0.079) tended to display lower dispersion than the same corresponding ROI in NRW mice (Figure 8C). Likewise, lower dispersion was measured in the contralateral thalamus of the RW mice compared to contralateral thalamus of the NRW mice (Figure 8C: F(1,5) = 6.6, p < 0.050). Stroke-related interhemispheric differences were found in several ROI. Lower dispersion values were measured in the ipsilateral external capsule of all animals when compared to the contralateral external capsule (Figure 8C: NRW: F(1,4) = 5.9, p < 0.072; RW: (F(1,3) = 0.29, p < 0.012). In contrast, the ipsilateral internal capsule (F(1,2) = 2423.0, p < 0.001) and somatosensory cortex (F(1,4) = 9.2, p < 0.038) of only NRW animals also displayed higher dispersion than the corresponding region of the contralateral brain hemisphere (Figure 8C).

Several ROI displayed no significant differences in retardance and dispersion (Supplementary Figure 7). Representative images of dispersion and retardance maps are shown in Figure 8A.




IBA-1 Staining

IBA-1 is a calcium binding protein which is specifically expressed in activated microglia and macrophages in the brain. Representative images of the IBA-1 staining are displayed in Figure 9A. In this study, we assessed the amount of IBA-1+ cells and the relative IBA-1+ area in different ROI. Both experimental groups showed more IBA-1+ cells in the thalamus (NRW: F(1,3) = 22.5, p < 0.018; RW: F(1,4) = 9.0, p < 0.040) and the basal ganglia (NRW: (F(1,3) = 12.5, p < 0.024; RW: F(1,4) = 12.5, p < 0.024) of the stroke affected (ipsilateral) hemisphere in comparison to the corresponding control (contralateral) hemisphere (Figure 9B). In addition, only the RW group exhibited more IBA-1+ cells in the ipsilateral cortex when compared to the contralateral cortex (Figure 9B: F(1,4) = 15.5, p < 0.017). In line with the inter-hemispheric differences regarding the amount of IBA-1+ cells, we also measured an increased relative IBA-1+ area in the ipsilateral basal ganglia among both groups (NRW: F(1,3) = 435.6, p < 0.001; RW: F(1,4) = 38.4, p < 0.003) as well as in the ipsilateral thalamus (F(1,4) = 10.6, p < 0.031), hippocampus (F(1,4) = 7.7, p < 0.05), and cortex (F(1,4) = 7.5, p < 0.052) of the RW animals compared to the corresponding contralateral hemisphere (Figure 9C). Additionally, the thalamus of RW mice displayed a slightly increased relative IBA-1+ area compared to NRW mice (Figure 9C: F(1,4) = 4.8, p < 0.065).


[image: image]

FIGURE 9. Immunohistochemical staining for IBA-1 in brains of mice with (RW) and without a running wheel (NRW) performed 1 week after stroke induction. (A) Representative images of the IBA-1 staining in the ipsilateral (R: right) and contralateral (L: left) hemisphere of bregma –1.94 and 0.62 in RW and NRW animals. (B) Number of IBA-1+ positive cells and (C) relative IBA-1+ area in different ROI (BGG: basal ganglia, C: cortex, CC: corpus callosum, H: hippocampus, TH: thalamus) were calculated. RW: N = 5, NRW: N = 4; values represented in mean ± SEM. #0.05 < p < 0.08 (tendency); *p ≤ 0.05; **p ≤ 0.01; ***p ≤ 0.001.




GLUT-1 Staining

A GLUT-1 immunohistochemical staining was performed to investigate the impact of voluntary exercise on changes of GLUT-1 intensity, a marker for the amount of GLUT-1 transporter. In Figure 10A representative images of the GLUT-1 staining are shown. The amount of GLUT-1 measured in the thalamus was higher in RW mice compared to NRW animals (Figure 10B: F(1,8) = 5.5, p < 0.047). Higher GLUT-1 levels were observed in the stroke affected (ipsilateral) thalamus (RW: F(1,4) = 10.3, p < 0.058), basal ganglia (RW: F(1,4) = 12.2, p < 0.025), and cortex (NRW: F(1,4) = 9.3, p < 0.038) when compared to the corresponding control (contralateral) ROI Figure 10B. Furthermore, we assessed the number of GLUT-1+ blood vessels, indicative for vascular density. Significant less GLUT-1+ blood vessels were measured in the ipsilateral thalamus of RW mice when compared to NRW mice (Supplementary Figure 8: F(1,8) = 5.9, p < 0.042). In the ipsilateral basal ganglia RW mice displayed less GLUT-1+ blood vessels than in the contralateral basal ganglia (Supplementary Figure 8: F(1,4) = 17.1, p < 0.014). Moreover, the relative GLUT-1+ area tended to be larger than in the ipsilateral hippocampus among RW mice when compared to NRW mice (Supplementary Figure 8: F(1,8) = 5.3, p < 0.051).
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FIGURE 10. Immunohistochemical staining for GLUT-1 in brains of mice with (RW) and without a running wheel (NRW) 1 week after stroke induction. (A) Representative images of the GLUT-1 staining in the ipsilateral (R: right) and contralateral hemisphere (L: left) of bregma –1.94 and 0.62 in RW and NRW mice. (B) GLUT-1 intensity measured in different ROI (BGG: basal ganglia, C: cortex, CC: corpus callosum, H: hippocampus, TH: thalamus). RW: N = 5, NRW: N = 5; values represented in mean ± SEM. #0.05 < p < 0.08 (tendency); *p ≤ 0.05.






DISCUSSION

Millions of people suffer from ischemic stroke every year. The existing stroke treatments are insufficient which is reflected by high numbers of death and disability worldwide (Hankey, 2017). New insights in the therapeutic effects of exercise after ischemic stroke are available, showing benefits in restoring brain damage as well as functional rehabilitation (Luo et al., 2007; Voss et al., 2013; Zhang et al., 2013). While there is general consensus that recovery of brain connectivity (structural and functional) is crucial for functional stroke rehabilitation, studies investigating the impact of exercise on brain networks are lacking (Wu et al., 2017). Therefore, we assessed the impact of voluntary exercise on the recovery of stroke induced mice with a combination of functional and structural MRI measures (DTI, rsfMRI, CBF), behavioral parameters, molecular markers (inflammation, vascular density and quality, angiogenesis) and compared their recovery to a control group without access to running wheels. In addition to widely used white matter tractography by DTI, we quantified stroke related white matter degeneration postmortem, with the very innovative PLI technique for the first time in murine brains. In addition, home cage activity, locomotion, and walking patterns has been meticulously monitored 24/7 in DVC without disturbing the natural behavior of the animals. In addition, home cage activity, locomotion, and walking patterns has been meticulously monitored 24/7 in DVC without disturbing the natural behavior of the animals. This study demonstrates, that 6 days of voluntary exercise after ischemic stroke is already able to improve CBF, vascular quality (amount of GLUT-1 transporter), functional connectivity, as well as white matter fiber density and white matter fiber orientation in the brain. Subsequently, also motor abilities, such as turning preference, and overall activity were improved in RW mice when compared to NRW animals at day 6 post-surgery. An overview of all effects can be found in Supplementary Table 4.


Cerebrovasculature

Restoration of the cerebral vasculature is crucial for stroke recovery (Markus, 2004). In this study, we detected a decreased CBF in several brain regions located in the ipsilateral brain hemisphere 1 week post-stroke, which is in line with our previous study (Wiesmann et al., 2017). In contrast to the NRW group, no inter-hemispheric differences could be detected in the motor cortex of RW mice. Notably, CBF in the motor cortex, somatosensory cortex and basal ganglia was higher among RW animals when compared to NRW mice. Thus, voluntary exercise can maintain increase CBF post-stroke, especially in the motor cortex.

The reduction of CBF during stroke can minimize glucose uptake by reducing the capillary surface area (vascular density) available for glucose transport (Winkler et al., 2015). The GLUT-1+ staining intensity, indicative for the amount of GLUT-1+ transporters in the capillaries, acts as a measure for vascular quality. Vascular quality was increased in the thalamus of RW mice compared to NRW animals. In addition, only in RW mice, more GLUT-1+ transporters were found in thalamus and basal ganglia of the ipsilateral hemisphere in comparison to the respective contralateral hemisphere. Increased vascular quality in the right basal ganglia is consistent with the finding of increased CBF in the basal ganglia among RW mice. The vascular density (number of GLUT-1+ blood vessels) was decreased among RW mice in the ipsilateral thalamus. These improvements in vascular quality were also partially in line with CBF results, suggesting better glucose and oxygen uptake among RW mice (Winkler et al., 2015).

Moreover, RW mice tended to express higher VEGF mRNA levels. VEGF is pivotal for stroke recovery by promoting angiogenesis and neurogenesis in the penumbra (Sun et al., 2003). In accordance, a preclinical study has shown that short-term treadmill exercise (3 days) can elevate the VEGF expression levels in the brain (Ma et al., 2013). Exercise-induced vascular remodeling, induced by elevated VEGF expression, may result in better vascular density which in turn promotes the restauration of CBF in the stroke area.



Brain Structure and Function

The extend of WM degeneration is crucial for functional outcome in stroke patients, rather than only stroke size (Zhang et al., 2018). Therefore, we assessed in vivo DTI as a neuroimaging biomarker for WM and GM integrity 1 week after tMCAO in the same and additional ROI that were used for CBF analysis. WM degeneration after ischemic stroke is associated with reduced fractional anisotropy (FA) and increased mean diffusivity (MD) (Wiesmann et al., 2017, 2018; Pinter et al., 2020).

Impact of stroke was reflected by lower FA in several ROI located in the ipsilateral hemisphere compared to corresponding ROI in the contralateral hemisphere. In contrast, stroke-related decrease in FA was only observed in the ipsilateral auditory cortex and hippocampus of NRW mice, but not in RW animals. Interestingly, RW animals displayed higher FA values in the optic tract and in the ipsilateral internal capsule compared to NRW mice. In contrast, no impact of exercise could be detected in ROI located in GM. Previous research has shown that aerobic excise positively correlates with FA values measured with DTI in healthy individuals/animals (Johnson et al., 2012; Chaddock-Heyman et al., 2018; Islam et al., 2020). Our study is the first DTI study that recapitulates the positive effects of voluntary exercise on WM fiber integrity in stroke induced mice. A recent animal study demonstrated increased numbers of WM oligodendrocyte precursor cells in an animal model of ischemic vascular dementia after treadmill exercise. It has to be investigated if causality exists between exercise induced increase in FA and remyelination via oligodendrocyte precursor cells post-surgery (Ohtomo et al., 2019).

After stroke, increased MD is a marker for the presence of edema, cellularity, and necrosis in GM (Le Bihan et al., 2001; Feldman et al., 2010; Alexander et al., 2011). In contrast, we found lower MD values in the ipsilateral brain hemispheres of several ROI when compared to the corresponding contralateral hemispheres, independent of the experimental group. Evident MD reduction is generally seen in the infarct area immediately after stroke onset (Zhang et al., 2018). It can be hypothesized that decreased MD in ipsilateral brain regions were caused by persistent edema 1 week post-stroke. One pitfall of in vivo DTI is that the spatial resolution is much lower than equivalent estimates derived from microscopy data (Mollink et al., 2017).

In addition to in vivo DTI parameters, we performed postmortem PLI microscopy. PLI is a novel technique to investigate the orientation of myelinated fibers, based on the birefringence property of myelin (Axer et al., 2011; Mollink et al., 2017). To our knowledge, this is the first study that makes use of PLI to investigate WM degeneration in murine brain tissue. PLI retardance values are representative for myelination and corresponds to FA in DTI, whereas PLI dispersion is a value of fiber orientation, comparable to MD in DTI (Mollink et al., 2017).

PLI retardance data provide consistent evidence that exercising is beneficial for the recovery of myelin density after stroke. In several regions in the WM, RW mice displayed significant higher retardance than NRW animals. This finding indicates that RW mice had higher myelin density than NRW mice 1 week post-stroke. It can be hypothesized that voluntary exercise either prevented demyelination or promotes remyelination after stroke. Studies have shown that exercise can significantly reduce demyelination after stroke (Ahn et al., 2016; Cheng et al., 2020). However, the destructive effects of stroke on myelination were still observable as inter-hemispheric differences in both experimental groups.

Moreover, PLI dispersion values indicated signs of impaired WM integrity among NRW mice, but not in RW animals (Mollink et al., 2017). In brain regions of NRW mice increased dispersion values were measured when compared to the corresponding ROI in RW animals, suggesting WM degeneration. In contrast, WM degeneration was not recapitulated by increased MD values in this study. It can be hypothesized that edema might have caused decreased MD values in NRW animals, although microstructural changes were already established (Umarova et al., 2017). In conclusion, PLI measures revealed that voluntary exercise showed a positive effect on both WM density and integrity. Minor voluntary exercise induced differences have been detected in less myelinated GM regions. Overall, PLI dispersion values did not match the direction of MD values. Considering that this is the first study investigating myelin degeneration with PLI in stroke-induced murine brains, more research is needed to evaluate the impact of voluntary exercise on both, DTI and PLI parameters.

Furthermore, neurological damage after stroke results in loss of functionality and connectivity of brain networks that can be measured with rsfMRI in mice (Jonckers et al., 2015). In our previous study, we showed that stroke decreases functional connectivity in mice (Calahorra et al., 2019). Up to now, no animal studies have been performed investigating the impact of exercise on functional connectivity. Studies in human stroke patients indicate that functional post-stroke brain reorganization is associated with preserved functional connectivity in motor to nonmotor networks (Almeida et al., 2017). In the current study, partial correlations of functional connectivity data showed a positive effect of voluntary exercise already 1 week post-stroke. The RW group showed increased functional connectivity between the ipsilateral somatosensory cortex and contralateral auditory cortex compared to NRW mice. Considering the high importance of intact WM integrity post-stroke, current findings indicate that voluntary exercise has neuroprotective effects on WM which in turn also facilitates recovery of functional connectivity in the brain.



Activity and Motor Function

One of the most common symptoms, recognized in patients after an ischemic event, includes persistent motor deficits (Hatem et al., 2016). In the present study, we showed an increase in activity and motor skills in animals with access to voluntary exercise for 1 week post-stroke. Previously, we found that stroke induced mice, but not sham animals, display decreased home-cage activity in the 1st week after stroke (Calahorra et al., 2019). In accordance, we also found that activity was decreasing in the 1st days after stroke induction in RW and NRW mice. Nighttime activity was increased in the RW group 6 days after stroke surgery in comparison to NRW mice, indicating that only stroke operated RW mice recover to the activity level of sham operated mice 1 week post-stroke. Only 5 days post-stroke, RW mice also walked longer distances in their home-cage during daytime. After stroke induction in the right brain hemisphere, animals develop a turning preference towards the left side due to motor deficits induced by ischemic damage (Calahorra et al., 2019; Shenk et al., 2020). During the open field test, NRW animals exhibited a preference for left turns, while RW animals did not exhibit a turning bias. In accordance, the laterality index, based on DVC home cage activity measurements, reflected also that NRW had higher preference to turn to the left side than RW mice. No DVC laterality data prior surgery are available due to group-housing, however, we found previously that a turning bias measured by DVC was exclusively detected post-stroke (Calahorra et al., 2019). The improvements in motor skills and activity found in RW animals were most likely facilitated by improved CBF and vascular quality in motor regions of the brain, increased functional connectivity, and enhanced structural integrity of WM. In a recent study, improved recovery of motor function has been found in stroke patients following a forced exercise paradigm (Hatem et al., 2016). Motor recovery has been proven to be dependent on functional and structural brain network rehabilitation (Guggisberg et al., 2019). The presented data provide evidence that voluntary exercise can support this mechanism and helps to counteract stroke-related motor impairments.



Molecular Alterations

After stroke the injured area attracts immune cells which can exacerbate the lesions (Otxoa-de-Amezaga et al., 2019). Acute post-stroke, inflammation is crucial for clearance of apoptotic tissue and restoration of neuronal function, while excessive inflammatory responses can aggravate stroke outcomes. We found no significant exercise effect on the amount of IBA-1 positive cells and the infarct size. Only in the thalamus relative IBA+ area tended to be increased in RW mice in comparison to NRW mice. Inter-hemispheric differences were detected in both experimental groups in the cortex, basal ganglia, hippocampus and thalamus, which reflected increased inflammation following an ischemic stroke (Wiesmann et al., 2017, 2018). The results suggest that voluntary exercise had slight immunomodulatory properties 6 days post-stroke. There is evidence that voluntary exercise modulates microglia/macrophages activation in stroke induced mice during 10 weeks after MCAO surgery (Kohman et al., 2013). It needs to be further elucidated whether voluntary exercise promotes or exacerbates brain recovery after stroke by investigating distinct microglia polarization markers (anti- vs. pro-inflammatory) with appropriate techniques (scRNA and spatial transcriptomics).




CONCLUSION

In this study, we have shown in 3 months old stroke mice, resembling mature adult humans (Flurkey and Harrison, 2007), that even short-term (1 week) voluntary exercise positively influenced the recovery in experimental stroke mice. Since the presented short-term voluntary exercise paradigm already resulted in promising therapeutic effects, we suggest to further elucidate the impact of voluntary exercise on stroke recovery longitudinally, including additional motor and behavioral tests (e.g., Bederson score, elevated body swing test). In addition, to develop tailor made stroke rehabilitation programs, the efficacy of voluntary exercise also needs to be further investigated in mice of both genders as well as in aged mice. In particular, it is important to perform experiments in female mice, since the severity of stroke-induced brain damage and treatment effects of exercise might differ due to estrogen (Roy-O’Reilly and McCullough, 2018). Overall, long-term regular exercise combined with healthy diet, should be implemented in treatment programs of stroke survivors to achieve better recovery. Exercise should be especially implemented in the rehabilitation programs of (young) stroke patients that do not suffer from severe disabilities. Stroke patients with severe disabilities should start with moderate physiotherapy as soon as possible.
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Laboratory mice are predominantly used for one experiment only, i.e., new mice are ordered or bred for every new experiment. Moreover, most experiments use relatively young mice in the range of late adolescence to early adulthood. As a consequence, little is known about the day-to-day life of adult and aged laboratory mice. Here we present a long-term data set with three consecutive phases conducted with the same male mice over their lifetime in order to shed light on possible long-term effects of repeated cognitive stimulation. One third of the animals was trained by a variety of learning tasks conducted up to an age of 606 days. The mice were housed in four cages with 12 animals per cage; only four mice per cage had to repeatedly solve cognitive tasks for getting access to water using the IntelliCage system. In addition, these learner mice were tested in standard cognitive tests outside their home-cage. The other eight mice served as two control groups living in the same environment but without having to solve tasks for getting access to water. One control group was additionally placed on the test set-ups without having to learn the tasks. Next to the cognitive tasks, we took physiological measures (body mass, resting metabolic rate) and tested for dominance behavior, and attractivity in a female choice experiment. Overall, the mice were under surveillance until they died a natural death, providing a unique data set over the course of virtually their entire lives. Our data showed treatment differences during the first phase of our lifetime data set. Young learner mice showed a higher activity, less growth and resting metabolic rate, and were less attractive for female mice. These effects, however, were not preserved over the long-term. We also did not find differences in dominance or effects on longevity. However, we generated a unique and valuable set of long-term behavioral and physiological data from a single group of male mice and note that our long-term data contribute to a better understanding of the behavioral and physiological processes in male C57Bl/6J mice.
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INTRODUCTION

Cognition comprises information processing mechanisms which enable decision making, i.e., perception, memory, and learning (McEwen, 2007; Gruszka et al., 2010; Roelofs et al., 2016). Cognitive abilities thereby enable adaptation to the social and physical environment of an individual. Especially complex or constantly changing environments are better coped with and exploited more successfully by species and individuals with an increased cognitive performance (e.g., Sol and Lefebvre, 2000; Lee, 2003; Dunbar and Shultz, 2007; Boucherie et al., 2019). Accordingly, a higher cognitive ability holds the potential to favor reproductive success and survival (Papini, 2002; Dukas, 2004). However, cognition is also associated with costs as the processing of information requires nervous tissue, which is energetically expensive to develop and maintain (Laughlin et al., 1998; Niven and Laughlin, 2008; Hollis and Kawecki, 2014). Adding up on this constitutive investment are the induced costs of building and maintaining particular memories (Snell-Rood, 2013). The trade-off between costs and benefits of cognition can elegantly be demonstrated by the fact that cognitive abilities are usually not maxed out under natural selection. Indeed, evidence from many different species shows that cognitive abilities can be substantially improved by artificial selection (e.g., Tryon, 1940; Brandes, 1988; Mery and Kawecki, 2002). In most habitats, however, it is generally assumed that natural selection prevents a permanent improvement of cognitive abilities due to trade-offs with other fitness related traits (Buchanan et al., 2013). Thus, an evolved species has a cognitive range within which an individual must incur the corresponding physiological costs depending on the energetic expenditure of brain activity. Studies linking cognition directly to physiological, reproductive, or survival traits are limited (e.g., Cole et al., 2012; Huebner et al., 2018). Therefore, we still know little about how these trade-offs actually shape cognitive abilities or, on an individual level, affect how an individual uses its cognitive abilities. Here, we follow a cohort of male mice throughout life with the aim to study the effects of a cognitively demanding life on different aspects of physiology, reproduction, and survival.

By provisioning an environment which constantly held new cognitive challenges to some but not all of the mice, we wanted to test for the consequences of such different lifestyles. Based on the above mentioned trade-offs, cognitively stimulated mice might have a reduced or slower growth and in addition or alternatively a higher energy turn-over as compared to non-stimulated mice. The energy consumption of an individual can be determined by measuring its metabolic rate, i.e., oxygen uptake and carbon dioxide release, indicating how much energy is produced by aerobic respiration (Brown, 2004). While a direct influence of learning performance or use of cognitive abilities on metabolic rate to our knowledge has not yet been investigated, the metabolic rate in this study was measured four times throughout the mice’s life. We wanted to investigate a possible relation between different learning environments suggesting a higher metabolic rate in males which were cognitively stimulated repeatedly throughout their lives.

Besides these possible physiological contrasts between the differently stimulated mice, we assessed an aspect of reproductive success. Only male mice were included in the study and we tested them twice in a female choice task where potential mates were allowed to freely choose to spend time in close proximity with individuals of the different testing groups. Some studies in insects and vertebrates have shown that females choose mates with better cognitive skills reflected in males’ courtship behavior, performance in foraging or in diet-dependent morphological traits [reviewed in Boogert et al. (2011)]. Additionally, males of species with a complex and competitive sexual environment may have to process complex sensory information and display learned abilities in courting females (Byrne and Rice, 2006; Dukas, 2006; Griffith and Ejima, 2009). In an experimental evolution study in fruit flies cognitive performance of males declined under the absence of sexual selection (Hollis and Kawecki, 2014). Consequently, we might suggest an impact of the different learning environments applied to our tested mice in relation to their attractiveness toward females. Still, as their potential differences in cognitive abilities are not directly on display in our testing context, it is difficult to predict whether the females are able to include these traits in their decisions. In addition to female choice, male-male competition is a core principle of sexual selection. In order to measure whether or not the cognitive stimulation affected intrasexual competition, we performed direct observations of aggressive behavior within the social groups of male mice.

Measuring longevity is a straightforward way to test if the learning environment has fitness consequences. Under natural conditions, longevity may be directly influenced by differences in foraging success or predator avoidance (e.g., Madden et al., 2018). Accordingly, higher cognitive abilities have repeatedly been found to be positively linked to survival in the wild (see Morand-Ferron, 2017 for an overview). However, under captive conditions, differences in predator avoidance or foraging success are unlikely to occur because animals are usually protected from predation and provided with food ad libitum. Nevertheless, the link between physiological condition and cognitive function could affect longevity even under captive conditions, especially if differences in early environments influence physiological and cognitive development through phenotypic plasticity (Pravosudov et al., 2005; Loi et al., 2017). Accordingly, replicate populations of fruit flies selected for an improved learning ability have shown a pronounced reduction in longevity and conversely, lines selected for extended longevity showed a reduction in learning ability (Burger et al., 2008). Our tested mice were kept over their whole lifespan enabling us to directly test for an effect of the applied learning treatment on longevity. In accordance with former laboratory studies, we expect a reduced lifespan in mice kept under cognitively stimulating conditions as compared to the non-stimulated mice. Besides this direct measurement of longevity, we investigated the telomere length of the mice at a later stage in life. Telomeres comprise of repeated and non-coding DNA strands forming the ends of each chromosome and have been linked to rates of aging and age-related diseases in aging human and non-human individuals (Von Zglinicki, 2002; Brouilette et al., 2003; Benetos et al., 2004; Martin-Ruiz et al., 2006). In addition, several studies such as for example by Yaffe et al. (2011) showed that telomere length can also serve as a marker for cognitive aging in humans with shorter telomeres going along with reduced cognitive abilities. While the effects of stressful environments on telomere length and cognitive decline are well described, it is not yet known if an environment that imposes elevated cognitive processes like applied in our study can affect telomere lengths.

Considering all the above, we hypothesize that cognition in male mice throughout life affects physiology (body mass development, metabolic rate), sexually selected traits (competitive ability, male attractiveness), and longevity (measured by actual survival and telomere length) across life. A unique feature of our study is that mice were kept in groups in a home-cage based test apparatus, the IntelliCage (IC, New Behavior) system. This way, individual testing paradigms could be applied to each animal enabling us to form social groups that contained both, learner and non-learner mice. Previous studies show that mice are able to solve learning tasks within the IC and also other parameters such as activity patterns can be measured within the system (Galsworthy et al., 2005; Mechan et al., 2009; Krackow et al., 2010; Endo et al., 2011; Voikar et al., 2018). Home-cage based test systems offer the advantage of testing animals without daily interference of researchers and in accordance with the animals natural activity phases over a long period of time [reviewed in Voikar and Gaburro (2020)].

Before going into further detail, we wish to emphasize that this study comprises data from three initially independent Master theses which all focus on the costs of cognition. We reverted to the same group of mice in all theses which allowed us to compile a unique lifetime observation data set presented in the current study. In this set-up, we consequently had to face slight variations in experimental procedures due to the changing experimenters whereas the same overarching research question allows the data to be presented as a single long-term study with three consecutive phases. In summary, we present a unique and comprehensive lifetime observation of 48 male mice, which to our knowledge has no comparison in the present literature record.



MATERIALS AND METHODS


Animals and Housing Conditions

48 male C57BL/6J mice (Charles River, Sulzfeld, Germany) arrived at Osnabrück University at the age of 21 days. The mice were randomly separated in four housing groups, 12 mice per cage, which were kept stable over the lifetime of the mice. One day after arrival, the mice received an RFID transponder (radio frequency identification ISO FDX-B 2.12 × 12 mm, Planet ID GmbH, Essen, Germany), which was implanted subcutaneously into the neck area under isoflurane anesthesia. Each social group of 12 mice was further randomly assigned to one of three treatment groups: The learner mice (L), which had to solve various cognitive tasks, the non-learner (NL), which had no tasks to solve, and the equipment control group mice (EC), which also had no tasks to solve, but were exposed to handling similar to that of the L mice during testing. For visual identification, each mouse was assigned a unique two-color code which was applied to the tail skin with lacquer painting pens (edding 750).

During their growth phase up to an age of 73 days, body mass was measured every 3 days. Adult mice were weighted weekly during the process of cage cleaning up to an age of 757 days, except for a non-experimental phase between 192 and 302 days of age. During handling (tail-handling), the tail color-codes were additionally renewed if necessary. The mice were kept at 22 ± 2°C at 56 ± 15% humidity. The dark/light cycle was 12 h each, with light hours between 8:00 am and 8:00 pm. Pellet food (Altromin International, 1314) was available ad libitum at all times. At the age of 325 days, the mice moved to another animal facility within the university. The housing conditions were similar but with an additional half hour of sunrise simulation and the last half hour of the light cycle simulating sunset. Within these facilities mice were kept in different cage types throughout their life as described in detail below. Mice were kept in standard home-cages after the last experiment until they died a natural death. However, to keep animal welfare standards mice were euthanized as soon as signs of pain or suffering were detected.



IntelliCage

The IntelliCage (IC, NewBehavior) is a home-cage in which various cognition tasks can be applied to individual animals with minimal invasion by experimenters. Each IC contained bedding (Allspan, Olympia, 2 cm high), paper as nesting material and four red mouse houses (“TheMouseHouse;” Tecniplast) for shelter. The houses were placed directly under a central feeding rack. Water was available in eight dispensers arranged in the four cage corners (Figure 1). Each corner is only accessible to one mouse at a time. Each corner contains a presence sensor, one RFID antenna and an airpuff valve for mild punishment (0.5 bar). Access or denial to water can be granted to individual animals identified via an implemented RFID sensor, enabling individual operant conditioning in group housed animals. Each corner contains a nosepoke-sensor and a door per water dispenser. The doors can be opened by a nosepoke detected by the nosepoke-sensor. By assigning mice access to individual corners or water dispensers at certain times or in certain orders, tasks of different levels of difficulty could be applied. Nosepokes at non-rewarded dispensers were punished with a 1 s and 0.5 bar airpuff in certain conditions.
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FIGURE 1. Schematic figure of an IntelliCage from the top with four conditional corners marked by numbers. Each corner contains a radio frequency identification antenna (gray), a presence-sensor (black), an airpuff valve (light blue) and two water dispensers (dark blue). In the cage center four shelters (red) are arranged under the food rack.


During their stays in the IC, different programs of various difficulty were applied to the L mice allowing and denying access to different corners or water dispensers (Table 1). As water was only offered in the cage corners, we assume that the mice were primarily entering the corners for fluid intake. Accordingly, attempts to visit corners and drink at certain water dispensers reflects the animals’ foraging effort. Therefore, we use the term “foraging behavior” to describe the behavior of corner visiting for getting access to water. The IC tasks got more and more difficult over time including patterns in which the rewarded corner or side within a corner changed after each successful drinking event, like for example to the opposite corner or in a clock- or anticlockwise manner. The difficulty of the IC tasks was increased by allowing the L mice access to water in all four corners, but the L mice received an airpuff in addition to water in three (incorrect) corners. Only in one (correct) corner, drinking was possible without receiving an airpuff. But drinking within the correct corner on the incorrect side leads to a corner change (for example clock- or anticlockwise). If the L mice drank on the correct side within the correct corner, the correct corner did not change (see Supplementary Material for full details on all IC cognition tasks). Some of the IC tasks were repeated, adding up to 51 learning tasks applied to the L mice in the IC. Both the NL and EC mice had access to water at all times but were punished by an airpuff if they stayed for longer than 15 s in a single corner to avoid a mouse occupying a corner and blocking the access for other individuals for too long. In addition, while the NL and EC mice had 15 s to drink, the L mice in the different IC tasks had 8–10 s to drink water within the correct corner or on the correct side. In order to drink again, all mice had first to leave the corner and re-enter it or visit another corner. In total, the mice were kept in the ICs in three phases of different lengths (Table 1, IC phase 1 = 32 tasks, IC phase 2 = 16 tasks, and IC phase 3 = 3 tasks). Even though the L mice had less time within the correct corner to drink and were not able to drink in all corners without punishment relative to the NL and EC mice, we compared the foraging behavior of the three treatment groups with each other. This was carried out by analyzing the number of corner visits that were performed (per week) by the mice. A visit was evaluated as soon as a mouse entered a corner, the RFID antenna registered the RFID transponder of the mouse and at the same time the presence sensor registered the presence of the mouse.


TABLE 1. Learning IntelliCage tasks assigned to learner mice within the IntelliCage.

[image: Table 1]


Standard Home-Cage

Mice were kept in type IV Macrolon cages (59 cm × 59 cm × 20 cm) per social group. Food and water were available ad libitum. Each home-cage contained two red houses, a plastic tube, and paper for nesting and bedding. No tests were applied directly in the home-cage, but mice were transferred to different tests over short time periods during their stays in the home-cage (for an overview of the timeline see Figure 2 and Supplementary Table 1).
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FIGURE 2. Body mass of mice over their lifetime. Shown are the mean body masses of the three treatment groups. At 305 days of age, the mice moved to another animal facility. Repeated experiments were conducted: IC, IntelliCage; FC, female choice test; BM, Barnes maze test; RMR, resting metabolic rate; TLM, telomere length measurement. When not in the ICs, the mice were kept in standard home-cages within their social groups.




Barnes Maze Test

The Barnes maze test (BM) was carried out to test for spatial learning performance of L mice outside the IC. It uses the natural aversion of mice to open and exposed areas (Crawley, 1985) and measures how many errors they make to escape from such an area over the course of multiple trials. We used a round gray plastic platform of 100 cm diameter mounted about 120 cm above the ground as the exposed area. The platform contained 12 holes of 4 cm diameter evenly distributed along its edges, which could be closed via opaque black plexiglass lids. One hole could be connected via a 4 cm diameter PVC tube to a cage (Makrolon type III, filled with bedding transferred from the cage the mouse was housed in) placed under the platform. Visual cues (a bottle, a cloth, a metal stand, and a box) arranged around the platform served as spatial orientation cues. The test was performed during the light phase at 22 ± 1°C and with 54 ± 4% humidity in the experimental rooms. The illumination on the platform was 10–20 lux. Prior to each trial, the platform was cleaned with ethanol (70%).

For each trial, a single L mouse was placed in a start-cylinder (diameter: 10.5 cm, high: 21 cm) in the middle of the platform for 1 min. After this acclimatization phase, the start-cylinder was removed and the trial started. The number of attempts to enter covered holes to escape from the platform were evaluated from video recordings (Logitech HD webcam, Software: VirtualDub Version 1.9.11) to investigate learning performance. The BM test was performed twice at the age of 92 and 573 days. In the first run each trial lasted 5 min. Each mouse performed ten trials, two trials per day with an inter-trial interval of 30 min on five consecutive days. In the second run the test was performed in a different room and with different positions of the escape hole and the spatial cues surrounding the platform, but the same apparatus with the same illumination conditions was used. For the second run, each mouse performed six 3-min trials, two trials per day with an inter-trial interval of 30 min over three consecutive days. In both runs, if a mouse did not find the open hole within the given time, it was gently guided to the escape hole by the researcher’s hand. To control for a possible handling-effect, each L mouse was assigned to an EC mouse. After the L mouse finished the BM test, the assigned EC mouse was placed on the platform of the maze for exactly the same time it took the L mouse to find the open hole. Contrary to the L mouse, the matched EC mouse could not escape from the platform, as all 12 holes were closed with the black opaque plexiglass.

For further cognitive stimulation outside the IC, a T-maze test, a tone conditioning test (carried out during the first IC phase) and a labyrinth experiment (after the third IC phase) were carried out. However, the results of these tests were not sufficiently conclusive to be included in this work due to methodological problems (e.g., we only know now why the T-Maze did not work: Habedank et al., 2021). Nevertheless, it is important to mention that the control group had other experiences outside the home-cage besides the BM test (for more information about the test procedure see the supplements).



Female Choice Tests

To test for possible differences of attractiveness to females between the three treatment groups of mice, the males were subjected to two female choice tests (FC), one at an age of 152 days (shortly after IC phase 1) and a second one at an age of 590 days (several months after IC phase 3). Females used in the first test were C57BL/6J mice naive to cognitive experiments (N = 16) and 152 days old. Females in the second test were the first generation offspring of C57BL/6J X BALB/C and subjected to cognitive tests including an IC phase themselves prior to the choice tests (N = 12, each female conducted a maximum of two choice tests). At the time of testing the females were 304 days old. The estrus status was not determined. Nevertheless, we must note that the estrus status may affect the female’s behavior. In each test, one female was introduced into a type III Makrolon cage filled with fresh bedding for a 1 h habituation time. Accordingly, three males, one of each treatment group were randomly placed in three similar cages divided in half by a perforated clear plexiglass wall. The female’s cage was connected to the three empty half compartments of the males’ cages via PVC tubes. The location of the female and the time spent with each male over the course of 24 h was automatically recorded using light barriers installed in each tube.



Observations of Agonistic Behavior

To test whether the outcome of agonistic encounters between mice within each social group was influenced by the treatments, live observations on fighting behavior were conducted. Mice within the social groups in general lived rather peacefully together throughout their whole lives. At no time any mouse had to be removed from a group due to social incompatibility. The only times when agonistic behaviors occurred more frequently were during the weekly cage cleaning events, when mice were transferred to clean cages. Cage cleaning and accordingly live observations of agonistic behavior took place once a week between 08:30 am and 11:30 am. The mice of one social group were placed in random order into an observation cage containing only fresh bedding, food, and water. One minute after all mice were placed in this cage, they were observed by an experimenter for 30 min. Within this time, the mice usually calmed down and agonistic behavior almost ceased to occur. The experimenter noted down the IDs of mice involved in fights as well as who won and lost each fight. The behavior fight began as soon as two mice began to circle one another with body contact. During a fight, the mice pushed one another with their paws and bodies or bit, sometimes even pushing the opponent with its back to the ground. Fights could be accompanied by vocalizations, too. A fight ended when one of the two opponents turned its head away from the other. The loser mouse was the one which turned away first. Fights between three or more mice were not included in the data set, as identification of individuals as well as the determination of winners and losers were less straightforward. Observations of agonistic behaviors were done when the mice were between 373 and 759 days old.



Resting Metabolic Rate

To test whether the different treatments of mice led to differences in their metabolism, respirometry measurements were repeatedly taken throughout their life. Respirometry is a method for determining the total energy turnover of an organism. The release of carbon dioxide is determined in relation to oxygen absorption. This allows determining the metabolic rate of an organism. The resting metabolic rate (RMR) measurement was carried out at the Department of Animal Behavior at Bielefeld University. The measurement was performed at 20 ± 1°C under low light conditions in an open flow system by measuring the oxygen consumption and carbon dioxide production with a continuous inflow (45 l/h, Mass Flow Meter FM-360, Tylan Corp., Torrance, CA, United States) of external fresh air. External air was transferred under ambient pressure to two transparent Plexiglas measuring chambers (14 cm × 20.5 cm × 14 cm), which were placed in a climate chamber (Rubarth Appaerate, Laatzen, Germany) and contained paper (for excretion absorption) but no water or food. Both chambers were located in a way that animals could not see, hear, or smell each other. For drying, the air was first pumped to two cooling devices (M&C Cooler, Ratingen, Germany) and then transferred to a molecular sieve. The oxygen consumption and carbon dioxide production were analyzed by an O2 analyzer (Oxzillar FC, Sable Systems, Henderson, NV, United States) and CO2 analyzer (Maihak AG, Hamburg, Germany). As a control, we compared dried outside air against the carbon dioxide and oxygen concentrations measured in the outflow of the metabolic chambers, in which the test animals rested. An initial control period of 10 min was used to assure the stability of the system. Over a period of 2.5 h, each animal’s oxygen consumption and carbon dioxide production were measured across six periods of 10 min each. Between measurements, 1-min control intervals were interspersed to allow correction for system drifting if necessary. The specific RMR (KJ/(d∗kg)–1) was calculated from the 3-min interval with the lowest, stable oxygen consumption throughout the measurement periods. Within the apparatus, two animals were measured simultaneously between 08:30 am and 05:00 pm. The evening before the measurement the mice were separated in type III Macrolon cages (with nesting and bedding, water and food from the home-cage) to habituate them to being separated during measurement. Directly before and after the measurement, body mass was measured. After RMR measurement, the mice were placed back into their home-cages. The RMR was measured four times, at an age of 138, 308, 482, and 665 days.



Telomere Lengths Measurement

To investigate whether repeated cognitive stimulation affects the length of telomeres, from all 44 mice still alive (15 L mice, 14 NL mice and 15 EC mice) at an age of 699 days, a blood sample was taken from the tail vein. Previous studies showed a link between telomere length and aging, age-related diseases or cognitive aging (Von Zglinicki, 2002; Brouilette et al., 2003; Benetos et al., 2004; Martin-Ruiz et al., 2006; Yaffe et al., 2011). By repeated cognitively stimulating the L mice, we assumed a difference in telomere length between the three treatments. Therefore, in our study telomere length should serve as a longevity marker (in addition to the classical survival analysis). DNA was extracted out of the leukocytes according to the instructions of the UltraClean® Blood DNA Sample Kit (Non-Spin, MO BIO Laboratorie, Inc.) and used in a telomere real time quantitative polymerase chain reaction (RT qPCR) performed with a BioRad PCR system consisting of the BioRad CFX96TM RealTime System as optical reaction module and BioRad C1000 TouchTM Thermal Cycler following Cawthon et al. (2003) and Callicott and Womack (2006). From each sample DNA and from a control DNA (single copy gene 36B4), three replicates were prepared. The dilutions of the sample DNA were: 100, 20, 4, 0.8, and 0.16 ng/5 μl. The dilutions of the control DNA were: 20, 4, 0.8, 0.16, and 0.032 ng/5 μl. In addition, a zero-control (Null Template Control-NTC) was prepared with three replicates. 10 μl GoTag®qPCR Master Mix, 1.8 μl telg-Primer, 1.8 μl telc-Primer and 1.4 μl PCR-water were added to the DNA samples. 10 μl GoTag®qPCR Master Mix, 1.8 μl forward-Primer, 1.8 μl reverse-Primer and 1.4 μl PCR-water were added to the control samples. The relative telomere length was then determined from the CT value of the sample DNA and the CT value of the control DNA.



Data Analysis

The following data analysis and visualization was performed with R (R Core Team, 2020; version 3.4.2) and Python (version 3.8), using the panda package (version 1.2.3).


Body Mass Measurement

For body mass analysis four linear mixed effects models (package nlme, Pinheiro et al., 2020) with weight (log transformed), housing condition (housed in the IC vs. housed in the home-cage) and age set as fixed effects were calculated for each of the three IC phases and in the home-cage. Animal ID served as a random effect. Model assumptions were checked visually by Q–Q plots and by plotting fitted versus residual values. To test for effects between treatment groups within housing conditions, pairwise post hoc comparisons were conducted (package emmeans, Lenth, 2020).



IntelliCage

For each task in the IC, the performance of the L mice was determined by calculating the ratio of successful trials over all trials. For experiments where the task depended on a corner condition (i.e., choosing the correct corner), visit events were used as a measure for a trial, whereas for experiments where the task depended on a side condition (i.e., choosing the correct side within a corner), nosepoke events were used as a measure for a trial. A criterion of cognition was met when the proportion of successful trials within a task for a mouse was higher than 1.25 times chance level (e.g., 31.25% correct for cornerlearning), demonstrating that there was an understanding of the task.

The foraging behavior (number of corner visits) in the IC was analyzed in a Poisson GLMM (package lmerTest, Kuznetsova et al., 2017) including treatment group and phase as fixed effects and animal ID as random effect. To test for effects between treatment groups and between phases, a pairwise post hoc analysis with Tukey adjustment was conducted (package emmeans). Due to technical issues of the first part of the first IC phase, the changes in task objective during “cornerlearning 1” did not consistently change at the specified timestamp. Instead, for some L mice the correct drinking corner changed at a different moment than for other mice. Therefore, we decided to ignore the first 30 min of each “cornerlearning 1” task.



Barnes Maze Test

The two runs of the BM were evaluated separately, as they differed in execution (first run: 10 trials of 5 min each, second run: 6 trials of 3 min each). The number of errors was analyzed in a Poisson GLMM (package lme4, Bates et al., 2015) including errors and trial as fixed effects and animal ID as random effect. To test for effects between trials, a pairwise post hoc analysis with Tukey adjustment was conducted (package emmeans). Residuals of the model were visually inspected for homogeneity of variances and normal distribution by using QQ plots.



Female Choice Tests

Including only females which choose one of the males (i.e., which spent less than 50% of time alone in the starting cage and/or had less than 5% difference in the amount of time spent with their first versus second choice male) in the analysis, it comprised of 14 (out of 16) choices in the first test and 12 (out of 16) choices in the second test, respectively. For these females, we calculated the percentages of time spent with each specific male from the whole time a female spent in cages with males. These percentages were then analyzed in a GLMM (package lme4) including male treatment group, cage orientation within the test set-up and male mass rank (1–3) within the trio of males as fixed effects and female identity as random effect. In addition, we ran a model in which male mass rank was replaced by mean-centered male body mass to test for the effect of male body mass within the given set of males for each test and, more generally, across all tested males. When the model indicated a significant main effect of male treatment or cage, we conducted a post hoc comparison on the fixed effect using the false-discovery rate to adjust p-values (package emmeans).



Observation of Agonistic Behavior

The number of fights each mouse was involved in during the whole time period of life observations was calculated along with the number of fights this individual won. For each of the two variables, we ran a GLM (package lmerTest) to test the effect of treatment, cage and mean weight over the observation period.



Resting Metabolic Rate

For RMR analysis a linear mixed model (package lme4) was carried out with RMR, treatment and RMR test run as fixed effects and an interaction of treatment and RMR test run. Animal ID served as a random effect. If the model indicated a significant effect of treatment or test run, we conducted a pairwise post hoc analysis with Tukey adjustment (package emmeans).



Telomere Length

By the time of blood collection for telomere length measurement (699 days of age), 44 out of 48 mice were still alive (15 L mice, 14 NL mice, 15 EC). A linear model was conducted to analyze a possible effect of treatment on telomere length. Treatment was set as fixed effects (continuous effects). To obtain normally distributed data, the relative telomere length was transformed by logarithms.



Survival Analysis

For survival analysis, a Cox proportional-hazards model (Coxph) was calculated (package survival; Therneau and Grambsch, 2000). Treatment and telomere length were included as fixed effects in this model.



RESULTS


Description of Learning Outcomes


IntelliCage

The L mice were cognitively trained during three IC phases requiring them to perform various learning tasks to get access to water as reward (see Supplementary Information). To confirm that the mice were indeed cognitively stimulated by the tasks, their performance on each task was investigated. The mice performance was evaluated by calculating the percentage of successful trials over the entire task duration. To illustrate an example of the learning behavior of the group and the magnitude of inter-individual variability of the mice, the learning curve for the first learning task (cornerlearning 1) is shown in Figure 3A. A summary of task performance for the first IC phase per mouse is given in Figure 3B. The learning criterion was set to 1.25 × chance level. If a mouse did not reach this threshold, we assumed this mouse did not understand the underlying task’s structure. Each mouse was able to learn at least 24 out of the 32 tasks, demonstrating that the mice were overall cognitively stimulated. The average performance of the mice per task is summarized in Figure 3C for the first IC phase.
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FIGURE 3. Performance during the first IntelliCage phase. (A) Average performance (±standard deviation, n = 16) of all L mice for the first day of the cornerlearning task, divided in intervals of 10 trials per interval. Since the least active mouse performed less than 90 trials, only the first eight intervals are shown. The increase of performance over time reflects learning in the mice. (B) Number of tasks for which the L mice successfully achieved the learning criterion. The black horizontal line represents the total number of tasks. (C) Average performance (±standard deviation, n = 16) per learning task. Changes in task type are separated by alternating white and gray background color. The learning tasks are represented in chronological order. The dashed lines in panels (A,C) represent the chance level of correct performance in each task.


During the second and third IC phase, more complex tasks were presented, which are shown in Figure 4. Again, the learning curve for the first learning task (complexclockwise 1) is shown in detail in Figure 4A. In contrast to the learning performances during the first IC phase, during the second and third IC phases the mice often did not achieve the learning criterion (Figure 4B). As illustrated in Figure 4C, the mice performed roughly at chance level for the tasks.
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FIGURE 4. Performance during the second and third IntelliCage phase. (A) Average performance (±standard deviation, n = 16) of all L mice for the first 550 trials of the Complexclockwise 1 learning task, divided in intervals of 50 trials per interval. (B) Number of tasks for which the L mice successfully achieved the learning criterion. The black horizontal line represents the total number of tasks. The purple and black bars represent successful tasks during phase 2 and 3, respectively. (C) Average performance (±standard deviation, n = 16) is given by the error bar data points. Changes in task are separated by alternating white and gray background color. The learning tasks are represented in chronological order. The horizontal dashed lines in both panels (A,C) represent the chance level of correct performance in each task. The vertical dashed line in panel (C) represents the separation between IC phase 2 and 3.


In Figure 5 the daily foraging behavior of the three treatment groups in the IC are shown (see Supplementary Figure 1 for the daily number of licks per treatment group). During the first phase, the foraging behavior of the L group was significantly higher (GLMM, p < 0.001) than the other groups. During the second and third phase the foraging behavior of the L and NL groups was almost identical (GLMM, p > 0.05), whereas the difference in foraging behavior between the EC and L group and EC and NL group were significantly different (GLMM, p = 0.0025 and p < 0.0014, respectively, for phase 2, p = 0.03 and p = 0.029, respectively, for phase 3). Furthermore, all treatment groups were significantly less active in subsequent phases (GLMM, p < 0.001) except for the NL treatment group phase 2 and 3 (p > 0.05).
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FIGURE 5. Foraging behavior. Number of visits per day during the three IntelliCage phases. The X-axis represents the age of the mice (in days). The average value of the three different treatment groups are shown for the three IntelliCage phases.




Barnes Maze Test

Spatial orientation and memory were investigated using the Barnes maze twice. L mice were able to learn and improve their performance in both runs (Figure 6). In the first run, the mice made significantly more mistakes in the first trial compared with all following trials (GLMM, p < 0.001, post hoc comparison).
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FIGURE 6. Number of errors made in the Barnes maze test. Since the two runs were carried out differently (number of trials and length of trials), a separate statistical evaluation was carried out. First run, dark purple line: n = 16; age = 92 days; second run, purple line: n = 16, age = 573 days.


The second run showed a similar picture for the number of errors made. The steepest decrease was observed between trial 1 and 2 (GLMM, p < 0.001).



Effects on Physiology/Body Maintenance


Body Mass

Body mass of the mice was measured between 21 and 757 days of age with a gap between day 192 and 302 (Figure 2). At the beginning of the study the mean body mass was 12.37 g, at the end of the measurement 34.12 g. When the mice were housed in the IC’s for the first time, the body mass differed between L and NL mice (GLMM, post hoc comparison, t = −2.71, p = 0.025) while there was no difference between L and EC mice (GLMM, post hoc comparison, t = 1.08, p = 0.531) or between NL and EC mice (GLMM, post hoc comparison, t = −1.63, p = 0.243). When the mice were housed in the IC for the second and third time as well as in their home-cages, no treatment effect on weight was detected (GLMM, post hoc comparison, IC phase 2: EC vs. L: t = −0.88, p = 0.659; EC vs. NL: t = −0.70, p = 0.764; L vs. NL: t = −0.17, p = 0.984; IC phase 3: EC vs. L: t = −0.27, p = 0.960; EC vs. NL: t = −0.24, p = 0.969; L vs. NL: t = −0.03, p = 1; home-cage: EC vs. L: t = −0.03, p = 1; EC vs. NL: t = −0.91, p = 0.640; L vs. NL: t = −0.89, p = 0.657).



Resting Metabolic Rate

A total of four measurements were performed to investigate the influence of learning treatment on RMR. When the mice were housed in the IC’s, the RMR differed in the GLMM post hoc comparisons between L and EC mice (Figure 7, first RMR measurement: t = 2.58, p = 0.04), while there was no difference between L and NL (t = −1.16, p = 0.25) or EC and NL (t = 1.43, p = 0.24). When the mice were housed outside the IC’s, no treatment effect was detected (GLMM, post hoc comparisons, second RMR measurement: L and EC: t = −1.08, p = 0.61; EC and NL: t = −0.24, p = 0.81; L and NL: t = 0.84, p = 0.61; third RMR measurement: EC and L: t = −0.92, p = 0.61; EC and NL: t = −0.84, p = 0.61; L and NL: t = 0.07, p = 0.94; fourth RMR measurement: EC and L: t = 0.003, p = 0.8, EC and NL: t = −0.68, p = 0.75, L and NL: t = −0.68, p = 0.75). While the RMR did not differ between the first two (GLMM, t = 0.42, p = 0.68) and last two measurements (GLMM, t = 0.53, p = 0.68), it increased significantly between the second and third measurement (GLMM, t = 7.0, p < 0.001).
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FIGURE 7. Resting metabolic rate (RMR) over time. RMR was measured four times (138, 308, and 482 days of age n = 48, 665 days of age n = 44). The analysis showed a treatment effect on RMR with an age of 138 days between EC and L mice (t = 2.58, p = 0.04). RMR increased significantly between the second and third measurement (|t| > 7.0, p < 0.001; *p < 0.05, ***p < 0.001).




Effects on Sexually Selected Traits


Female Choice Tests

In the first female choice test, statistical analyses did not indicate a cage bias (GLMM, t = 1.03, p = 0.31), or an effect of male weight calculated as either body mass (GLMM, t = 0.40, p = 0.69), measured directly before the test, or mass rank within the trio of males (GLMM, t = −1.01, p = 0.32). Female mice preferred NL males over L males (GLMM, post hoc comparison, t = 2.47, p = 0.036, Table 2) and EC males (GLMM, post hoc comparison, t = 2.41, p = 0.036) but did not differentiate between EC and L males (GLMM, post hoc comparison, t = 0.14, p = 0.89).


TABLE 2. Effects of IntelliCage treatment on sexually selected traits.

[image: Table 2]The second mate choice test likewise indicated no cage bias (GLMM, t = 0.49, p = 0.62) and no effect of body mass (GLMM, t = 0.55, p = 0.60) or mass rank within a trio (GLMM, t = 0.45, p = 0.66) on the choice of the females. In contrast to the first mate choice test, we found no indication for a preference of males of a specific treatment group (GLMM, t = 0.55, p = 0.58, Table 2).



Observations of Agonistic Behavior

Each cage of mice was observed for 26 h in which mice were involved in a mean number of 48 ± 4 fights. Mice of the L group were involved in fights significantly more often than the NL mice (GLM, post hoc comparison, p = 0.011) while no difference was found between NL and EC mice (Table 2). Additionally, heavier mice were more likely involved in fights (GLM, z = 3.94, p < 0.001). While heavier mice at the same time were more likely to win fights (GLM, z = 0.02, p = 0.034), no effect of treatment was found with regard to winning or losing fights (GLMM, post hoc comparisons, EC - L: z = −1.23, p = 0.434, EC-NL: z = −0.49, p = 0.875, L - NL: z = 0.71, p = 0.756).



Effects on Longevity


Telomere Length

For telomere length measurement 44 out of 48 mice were still alive. From these 44 mice 15 were L mice, 14 NL mice, and 15 EC mice. The treatment (Figure 8) did not influence the relative telomere length of the mice at an age of 699 days (linear model, adjusted R2 = 0.04, F = 1.84, p = 0.17).
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FIGURE 8. Relative telomere length of male mice at the age of 699 days (n = 44 mice, 15 = L, 14 = NL, 15 = EC).




Survival Analysis

On average, the mice reached an age of 835 days. The shortest living mouse (EC) died at an age of 547 days, the oldest one reached an age of 1,218 (NL) days. Calculating a Coxph model, we investigated whether treatment or telomere length at the age of 699 days influenced longevity (Figure 9). All 44 mice which reached this age were included in the analysis. The model revealed no influence of the treatment on survival (EC vs. L: z = −0.6, p = 0.548; EC vs. NL: z = −1.8, p = 0.072; L vs. NL: z = −1.2, p = 0.231) and also no linkage between telomere length and survival (Coxph, z = 0.3, p = 0.780).
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FIGURE 9. Survival analysis. The data show no treatment effect (EC = equipment control group, L = learner, NL = non-learner) on survival (p = 0.43). Dashed lines indicate median length of survival for each treatment group.




DISCUSSION

In this study we provide a unique observation of mice throughout their lives, from the juvenile stage to the natural death of the animals. By observing the mice during three consecutive phases, we obtained a lifetime data set. Our aim was to investigate if and how periods of cognitive stimulation affect animals on short term and over their lifetime. To produce cognitive stimulation, we used an automated IC system in which some mice in the social group were constrained by specific learning paradigms to where they could access water. Based on these environmental differences, we investigated a multitude of behavioral and physiological traits throughout the animals’ lives as well as potential effects on longevity. Despite some problems with the automated testing system, the exposure of young mice to cognitive stimulation resulted in several immediate behavioral and physiological effects such as elevated foraging behavior, slower growth and a lower RMR. However, these effects did not manifest in long-term consequences. Re-exposing mice to new learning routines later in life did not result in similar learning success as in young mice. Accordingly, we also did not observe behavioral or physiological differences resurfacing during these later stages of cognitive stimulation. The explanation for no differences later in life could be that the second and third IC phases were much shorter compared to the first phase. Originally, it was planned to cognitively stimulate the L mice repeatedly, so as to induce a cognitively demanding life. Since the first phase resulted in a more obvious stimulation compared to the second and third phases, we assume that the first phase (while the mice were young) had a greater impact than the two shorter IC phases at later ages.

Several differences between the groups emerged during the first IC phase, when L mice were cognitively stimulated and most successful in learning. The L mice showed a higher foraging behavior in this phase, possibly resulting from searching for the correct drinking corner, while the NL and EC mice had access to water in all corners at all times. In addition, the L mice had less time to drink per visit than the EC and NL mice. The doors within the correct corners opened after a nosepoke for L mice for 8–10 s (depending on the IC program). For EC and NL mice the doors in all corners opened for 15 s after a nosepoke. To drink sufficiently, the L mice therefore had to visit the correct corners more often. The higher foraging behavior might have contributed to the slower weight gain compared with NL mice. However, the body mass of EC mice was comparably lower as for the L mice. At this time of life, the individual weights of mice are most variable (Eisen, 1976) and experiencing early life stress (Clutton-Brock et al., 1992; Lindström et al., 2005; Douhard et al., 2013) as well as the development of increased cognitive capacity (Kotrschal et al., 2015) have been shown to be accompanied by slower growth rates. L and EC mice were repeatedly placed on test set-ups by tail handling, which is known to increase stress and anxiety (Gouveia and Hurst, 2013; Ghosal et al., 2015). Since the NL mice were the least affected by experimental procedures, had unrestricted access to water, and were not cognitively stimulated, they likely had the most energy available to invest in growth, which resulted in a higher body mass gain. No difference in weight gain between the L and EC mice might indicate that the experienced stress in these two groups of mice might have been more influential as compared to a direct influence of the cognitive stimulation on the growth rate of the mice. The failure to find the same difference in older mice can be due to the much shorter duration of the IC phases 2 and 3.

By measuring the RMR, we examined a further physiological parameter and assumed that cognitively stimulated mice might have a higher energy turnover compared to non-stimulated mice. The RMR was measured at four different time points but differences between treatments were only found for the first measurement, when the mice were housed within the ICs. The L mice had a lower RMR compared to the EC mice, while EC and NL mice did not differ from each other. RMR is often referred to as the energetic cost of an organism’s self-maintenance (McNab and Eisenberg, 1989; Speakman et al., 2004). Schubert et al. (2008) showed that increased foraging behavior resulted in reduced body mass and RMR. The L mice in our study also showed higher levels of foraging behavior and reduced body mass and RMR. The reduced RMR could be explained by an energy-saving strategy (Moe et al., 2007; Mathot et al., 2009), since a low RMR is commonly associated with demanding life-stages (e.g., under environmental stress or during reproduction). However, the energy-saving strategy did not seem to be necessary for a longer period of time, as the RMR differences were no longer present in the following measurements. This could be due to the fact that there were no more differences in foraging behavior or body mass. The underlying reason may be that the L mice were no longer successfully learning in the following IC phases. Interestingly, the RMR in all treatments increased with age.

Aging is characterized by declines in all physiological processes and concomitant changes in body composition. Age-related changes in body composition and physiological function are commonly reflected in a reduced metabolic rate in older individuals (Tzankoff and Norris, 1977; Piers et al., 1998). However, mixed patterns have been described depending on the species observed, the type of metabolic rate and the environment investigated (Elliott et al., 2015). Effects of the physical environment, the sex and the food availability have not been investigated systematically yet and the mechanism of metabolic aging is not well understood yet (Moe et al., 2007; Elliott et al., 2015). Here, we found an increase in metabolic rate with age, comparable to what has been found in rats from an age of 18 months on (McCarteer and Palmer, 1992). Nevertheless, the increase in RMR from 308 to 482 days of age is quite steep and we cannot exclude the possibility that other, external influences had an effect on the measurements. For example, while room and experimental conditions during the RMR measurements were kept constant, the animals had been relocated to another holding facility in between. We made sure that temperature, humidity and air pressure were comparable but it might have been that mice reacted to factors that escaped our perception.

In addition to the influence of cognitive stimulation on physiological processes, we investigated whether and how cognitive stimulation affects male attractiveness and dominance. Some studies showed that females of different species chose based on morphological features (Bischoff et al., 1985; Mateos and Carranza, 1995; Kodric-Brown and Nicoletto, 2001), scent marks (Ramm et al., 2008) or by cognitive performance [reviewed in Boogert et al. (2011)]. The question in our study was, whether or not male mice which were cognitively stimulated were also preferred by females. On the contrary, our results showed that female mice preferred NL mice, which were never cognitively stimulated like L mice or additionally stressed by tail handling like EC and L mice. Female mice did not differentiate between L and EC mice. Since females’ choices were not influenced by the body mass of the males and they could not directly assess the males’ cognitive abilities in the mate choice test, other factors have to be considered. Several volatile substances in male mice urine have been shown to provide mate assessment signals (Stopka et al., 2012). Scent production is known to be associated with male social status, stress level, and other factors of the physical environment, thus allowing females to assess male quality (Novotny et al., 1985, 1990). The attractiveness of the scent mark is influenced by the quality and quantity of its compounds (Drickamer, 1992; Zala et al., 2004). Gosling et al. (2000) showed that high intensities of scent marks are costly in terms of body mass loss and loss of dominance status. As our L mice already had higher energy demands (higher activity, reduced body mass, and RMR), there may have been less energy available for the production of costly signals. The EC mice may have been stressed by the additional handling by being placed on test set-ups through tail handling without having the opportunity to escape this situation (like the L mice) which may also have had a negative effect on the chemical signals produced. Thus, the L mice and EC mice may have had a lower quality and/or quantity of scent marks and were therefore less attractive for female mice.

In our study the female mice only differentiated between the treatment groups during the first FC test. There was no female choice during the second FC. One explanation could be that there might not have been a detectable difference between treatments from the perspective of the females. This would be plausible as the L mice did not learn the tasks in the second and third IC phase which was accompanied by the fact that the treatments did not result in measurable physiological differences. Therefore, the females may not have been able to distinguish between the groups. Or the male mice were generally unattractive because of their age (592 days) regardless of the treatment. The post-reproductive phase appears to be strain-dependent and begins in wild mice by reduced fertilization from 570 days [reviewed in Brust et al. (2015)]. If this is also true for C57BL/6J mice, old age could possibly influence the female’s choice during the second FC test. Finally, future experiments where females can directly assess the learning capabilities of male mice are needed to more clearly assess the validity of the influence of cognitive stimulation on female choice.

One further important factor in increasing attractiveness is the social rank of a male. But unfortunately, the social rank of the male mice in our study was not investigated during the first IC phase and the first FC test where the females differentiated between the groups. The observations recorded later showed that none of the three treatment groups differed with regard to winning or losing fights. However, the L mice were overall involved in more fights. Whether they also initiated them and thus have a greater potential for aggression cannot be determined with our data. However, it should be noted that fighting behavior was rare and only observed during cage cleaning. There was no need to remove individual mice from the groups at any time due to aggressive behavior and resulting injuries. We would argue that the relatively small environment and large number of males may simply not enable building territories and rank hierarchies.

In addition to physiological and fitness related costs of cognition we examined the influence of repeated cognitive stimulation on longevity. Therefore, we investigated telomere lengths in aged mice (699 days). It is known from the literature that the length of telomeres is associated with disease, loss of cognitive abilities, and longevity (Blasco et al., 1997; Lee et al., 1998; Rudolph et al., 1999; Cawthon et al., 2003; Benetos et al., 2004; Martin-Ruiz et al., 2006; Yaffe et al., 2011). Repeated cognitive stimulation might have led to higher energetic costs and compensation of these costs in terms of a reduced investment in other energetically costly physiological processes, which might reflect in shorter telomere lengths and lifespans. However, we did not find such an effect in our mice. Even though mice of the EC and L group both showed lower growth rates during the first IC phase, they caught up later in life, as it has been observed numerous times across many species under improving conditions (Metcalfe and Monaghan, 2001). Similarly, investment in other physiological processes may have been postponed rather than fully neglected if they became apparent due to the different environments experienced, especially during early life in the mice of this study. Still, both, early conditions experienced in life as well as compensation strategies (Metcalfe and Monaghan, 2001; Burton and Metcalfe, 2014) can hold long-term costs. The fact that we could not identify such costs may lie in the continuous availability of ad libitum food throughout the mice’s life, which may have helped our animals to successfully catch up without suffering from long term consequences of the experienced early environment. In addition, one could argue that introducing cognitive tasks into the life of laboratory mice serves as cognitive enrichment, i.e., the possibility to use evolved cognitive skills to solve problems and control aspects of the environment (Clark, 2017). Cognitive enrichment is known to increase neuroplasticity properties and increase neural connectivity [reviewed in Petrosini et al. (2009)] and it possibly reduces boredom related abnormal behavior. This seemingly protects against the development of age-associated cognitive decline and functional impairments even in the presence of brain pathologies in laboratory rodents (Stern, 2002; Milgram et al., 2006).

As already mentioned earlier, during the first IC phase, the cognitive stimulation induced observable changes in behavior and physiology, while during the second and third IC phase, the L mice did not learn successfully within the IC. In addition, the L mice had to solve fewer cognitive tasks in the second and third IC phases compared to the first IC phase. Therefore, we might assume a cognitively demanding start in life rather than a cognitive demanding life in our study. This was reflected in our results. While differences in behavior and physiological processes were detected in young mice during the first IC phase, these differences were no longer present in the following measurements. Therefore, it is not surprising that no effects on longevity could be detected. Both the telomere length and the survival analysis showed no treatment differences.

Previous studies have already demonstrated that the IC is a useful tool for investigating learning behavior (Galsworthy et al., 2005; Mechan et al., 2009; Krackow et al., 2010; Endo et al., 2011; Voikar et al., 2018). As mentioned earlier, the L mice reached the learning criterion in the IC tasks only during the first phase. In the following phases, however, the cognitive stimulation was not successful. The tasks during the first IC phase were supposedly easy to learn and similar to those of other IC studies. In contrast, the tasks during the second and third phase were chosen to be more complex and were conducted at an older age of the mice. We exclude that the L mice had severe age-related cognitive decline, as we were able to show that the L mice in the BM were also learning at the age of 573 days. This indicates that aged mice indeed are capable of showing reasonable performances which is also in accordance with literature data (Mechan et al., 2009). In addition, we retrospectively noticed that although the mice received an airpuff as punishment for visiting the wrong corner they still drank in these corners. This was unexpected as we assumed that they would avoid the airpuffs as is known from other experiments. So most likely they did not perceive the airpuff as a severe punishment, habituated after repeatedly being exposed to this stimulus, and accordingly developed a more relaxed attitude. Mice are known for notoriously using alternative strategies in tasks laid out by humans (Habedank et al., 2021). For example, in cognitive testing the use of semi-successful but often simpler strategies is common but often corrected for by the experimenter right away. Using an automated testing system prevented us from quickly noticing that the mice adopted an alternative strategy to solve some of the tasks and accordingly we could not adjust the experiment. Working with an automated system is advantageous in terms of not stressing the animals, for example by separating them from their social group or being in contact with a human experimenter on a regular basis. At the same time it leads to delayed feedback making it harder to detect flaws in the setup and execution of experiments, especially while these are running.

We demonstrated that the IC system, as an automated and home-cage based test system, is a useful method to keep mice with different treatments in one social group. Furthermore, the system worked extraordinarily well even for group housed male mice, which are often housed singly to prevent overt aggression. Hence, our setting supports calls of the current legislation (e.g., EU directive 2010/63) to house mice in social groups whenever possible. To keeping the mice within the ICs, they were well habituated to the test procedure and it was possible to observe the mice in their natural active phase. While the mice had to be handled for all tests outside the IC system, which is presumably associated with stress, the IC experiments themselves could be carried out without disturbance by the experimenter. We also showed that using the same group of mice repeatedly allowed us to perform experiments without treating laboratory mice as disposable goods like it is still common practice (Brust et al., 2015). This approach also reduces the overall number of experimental animals and is in accordance with the 3Rs (reduce, refine, and replace). In summary our data suggest that the IC system is a highly useful tool to conduct unique home-cage based long-term studies in social settings. In addition, our study showed that cognitive stimulation induces reversible short-term changes in behavior and physiology. We could not detect any long-term effects on behavior or physiology. Similarly, we also did not find persisting effects on sexually selected traits such as dominance or mate choice and no effects on longevity. To our best knowledge, our study provides the first unique long-term data set from male mice and we hope that this will guide future sustainable and responsible studies in laboratory animal science.
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Mouse behavior is a primary outcome in evaluations of therapeutic efficacy. Exhaustive, continuous, multiparametric behavioral phenotyping is a valuable tool for understanding the pathophysiological status of mouse brain diseases. Automated home cage behavior analysis produces highly granulated data both in terms of number of features and sampling frequency. Previously, we demonstrated several ways to reduce feature dimensionality. In this study, we propose novel approaches for analyzing 33-Hz data generated by CleverSys software. We hypothesized that behavioral patterns within short time windows are reflective of physiological state, and that computer modeling of mouse behavioral routines can serve as a predictive tool in classification tasks. To remove bias due to researcher decisions, our data flow is indifferent to the quality, value, and importance of any given feature in isolation. To classify day and night behavior, as an example application, we developed a data preprocessing flow and utilized logistic regression (LG), support vector machines (SVM), random forest (RF), and one-dimensional convolutional neural networks paired with long short-term memory deep neural networks (1DConvBiLSTM). We determined that a 5-min video clip is sufficient to classify mouse behavior with high accuracy. LG, SVM, and RF performed similarly, predicting mouse behavior with 85% accuracy, and combining the three algorithms in an ensemble procedure increased accuracy to 90%. The best performance was achieved by combining the 1DConv and BiLSTM algorithms yielding 96% accuracy. Our findings demonstrate that computer modeling of the home-cage ethome can clearly define mouse physiological state. Furthermore, we showed that continuous behavioral data can be analyzed using approaches similar to natural language processing. These data provide proof of concept for future research in diagnostics of complex pathophysiological changes that are accompanied by changes in behavioral profile.

Keywords: machine learning, behavior, home-cage ethome, computer modeling, circadian rythm


INTRODUCTION

In neuroscience, understanding and evaluating mouse behavior are fundamental to the study of brain functions. Furthermore, mouse behavioral outcomes provide crucial evidence regarding the efficacy of new therapies (Jerndal et al., 2010; Richardson, 2015; Vuka et al., 2018). Most research designs include one or more behavioral tasks that are tailored to test specific functions (Bogdanova et al., 2013; Gregory et al., 2013). These tests, which usually last 5–15 min, require several independent observers who are blind to experimental conditions (Hanell and Marklund, 2014). Consequently, such tests are inherently sensitive to acclimating procedures and the expertise of the observers. To overcome the latter issue, testing procedures are recorded so that behavioral analysis can be performed after the fact and repeated several times. To address the need for data analysis, many free and commercially available tracking software packages have been developed (Richardson, 2015; Gris et al., 2017). Software solutions for automated behavioral assessment must address two inherent issues. First, automated assessment produces data at high frequency; most software packages require 30 frame-per-second resolution, yielding close to 3,000,000 data points per day. Second, automation provides the opportunity to analyze multiple behavioral activities, with some commercially available algorithms capable of characterizing more than 40 distinct mouse behavioral activities (Gris et al., 2017).

Although machine learning (ML) has been adopted in the field of biomedical research, it is not used in the analysis of animal behavior outcomes except in the detection of behavioral components and activities, so-called behavior segmentation. Comparatively little effort has been devoted to developing methods for analyzing numerical output data as a whole. Human intelligence is incapable of comprehending the distribution of variables in such a multi-dimensional data space. Accordingly, as researchers, we tend to reduce dimensionality and generalize data, narrowing down to the features that differ the most between control and experimental conditions. To help deal with the increasing complexity of the data space, several dimensionality-reduction approaches have been applied. Techniques such as principal component analysis (PCA), factor analysis, and various clustering algorithms can reduce 40-dimensional data down to four or five features (Gris et al., 2018; Gupta et al., 2018). Subsequently, these groups can be labeled with names that make sense in terms of the experimental setup (Richardson, 2015). For example, in daily mouse routine, we define groups of sleep-associated activities, physical activities, feeding activities, etc. (Yamamoto et al., 2018). These types of analyses have greatly facilitated consideration of a data set as a whole without requiring the analyst to select the most prominent features (Gris et al., 2018; Yamamoto et al., 2018). However, for this technique to be used, the data must be summarized by relatively large (hours/days/weeks) time windows, and different window sizes will contain different groups of behavioral activities. For example, a clustering algorithm will run differently on data summarized by days vs. hours, and in any case, the sequential nature of behaviors will be lost. Consequently, behavioral data pose an extremely complex problem for analysis. The best-known definitions of animal behavior that incorporate spatiotemporal characteristics are sexual courtship and bird song (Fee et al., 2004; Anholt et al., 2020). Analysis of these behaviors was originally performed by hand, requiring years of study in multiple laboratories.

Here, we describe several ML approaches that can be used to address the complexity of highly granulated time series data while maintaining the number of analyzed features. We examined three well-known, state-of-the-art approaches: logistic regression (LG), random forest (RF), and support vector machines (SVM). Although these algorithms take into account the behavioral content of a given time window, they do not consider sequential nature of the data. Therefore, we adopted recently discovered one-dimensional convolution networks and long short-term memory networks (1DConvLSTM) (Dauphin et al., 2017) algorithm used in natural language processing (NLP), in which the order of letters (sequence of events) within words, words within sentences, are crucial for analysis (Hirschberg and Manning, 2015). We hypothesized that due to the sequential understanding of input data embodied in the algorithm, deep learning algorithms consisting of 1DConvLSTM could accurately classify animal behavior. To test this approach, we sought to find the optimal way to classify mouse behavior into day and night sub-ethomes; an ethome describes the full set of observed behaviors of a single animal (Gris et al., 2017). This work provides proof-of-concept models for determination of day vs. night from behavior; inferences with final temporal resolution will be determined based on further study.



MATERIALS AND METHODS

Using mouse behavioral data collected at the University of Sherbrooke, we evaluated several ML algorithms for their ability to predict daytime versus nighttime behavior in mice. We evaluated a selection of algorithms individually and established a minimum window size for optimal characterization of day/night behavior.

All protocols and procedures were approved by the University of Sherbrooke Animal Ethics Use Committee protocol number 354-18. We used 8-week-old female C57Bl6 mice purchased from Jackson laboratories. Mice were recorded using a Swan surveillance camera system (with a 30 fps acquisition rate), and the data were analyzed using the CleverSys software as previously described (Gris et al., 2018; Yamamoto et al., 2018). The CleverSys software uses a computer-supervised method based on a hidden Markov model to analyze continuous video recordings and assign behavioral activities to sequences of mouse movements. Our previous findings suggested that in 10-day recordings, behavioral data between days 2 and 9 were most consistent (Gris et al., 2018; Yamamoto et al., 2018). We used this period in two identical experiment/video recordings performed several months apart with six mice per group; thus, a total of 12 mice were recorded. Previous studies confirmed the accuracy of behavioral data labeling by CleverSys algorithms (Gris et al., 2018; Yamamoto et al., 2018). The ground truth of day/night labeling was established based on a 10-h day/14-h night regime in the animal facility. The machine-learning problem was to predict day/night state based on a window of sequential samples drawn from the CleverSys labeled data.

The frames of the original video were much higher than required (33.3 Hz), so we reduced the effective frame rate in the CleverSys data. To this end, we created samples of mouse behavioral data by collecting sequences of 100 consecutive original frames, with a 3-s period for each data sample. For each sample, a label was established by applying the longest-duration CleverSys behavioral label over the entire sample.

Overlapping windows were then created to evaluate whether a 5-min (300-s) interval could provide sufficient information to establish a day/night labeling. Overlapping windows were created starting at each sample for a total of ∼26,000 time steps of 3 s (rows) with 37 behavioral activities per time point (columns), associated with an overall window label of “day” or “night”. In this manuscript, we report results for this 5-min window; earlier experiments evaluated a series of potential time periods.

Using this data as input, we evaluated accuracy of “day/night” prediction by four individual ML algorithms: LG, RF, SVM, and 1DConvBiLSTM. LG is one of the most popular statistical models for binary classification of multivariate data sets using probabilistic approach. RF is a classification and regression method based on a split decision at every tree that returns the classification selected by the most trees. SVM is another classification algorithm that recently gained popularly as it divides the data based on the largest separation margin.

Of these four classifiers, three (LG, RF, and SVM) constitute the battery of the primary methods of classification in biomedical research (Raevsky et al., 2018). They treat data as a tabular input vector, with no internal representation of a sample-to-sample sequential structure across the vector. In 1DConvBiLSTM, on the other hand, this sample-to-sample sequential representation is inherent in the algorithm itself; consequently, it can only be used on sequential data. Hence, we evaluated the ability of an ensemble classifier composed of all three of the tabular input algorithms to determine whether allowing the three algorithms to work together would balance the weaknesses of one against the other. Because our ensemble contains an odd number of classifiers (3) no tie-breaking strategy is needed for two-class labeling.

The code was implemented using the following open-source Python libraries: os, sys, and re (Rosenberg and Horn, 2016) for handling files and directories; numpy and pandas for data preprocessing; keras (Sato et al., 2018), and tensor flow (Rampasek and Goldenberg, 2016) for 1DConvBiLSTM; scikit learn (Abraham et al., 2014) for LG, SVM, and RF; and mlstexnd for ensemble methods. Graphs were built in R using the dplyr and ggplot2 libraries (Ito and Murphy, 2013; Hicks and Irizarry, 2018). Model performance was evaluated by 5-fold cross-validation. In κ-fold cross-validation, model performance is evaluated by randomly dividing the training set into κ sets. One of these sets is left for testing, whereas the remaining κ-1 sets are used for training. The procedure is repeated κ times (Couronne et al., 2018). This method is often used to tune hyperparameters of ML algorithms with κ between 5 and 10.



RESULTS


Day and Night Behaviors Differ in Wild-Type Mice

As an initial experiment, we summarized durations of various mouse behavior reported by CleverSys within windows of 5 min and 30-s intervals of activity and ran summary statistics comparing day and night. Durations of more than 25 behavioral activities differed between day and night (Figure 1). These data suggest that time intervals of 30 s could be informative for classifying behavior as day or night. However, not all mouse behavioral activities occur within windows of 30 s. For reference, the longest behavioral activity was “Sleep”, lasting 460 s, and the shortest were “Dig” and “Awaken”, both lasting 0.03 s. Although mice sleep more than 300 s only during the daytime, they do so no more than two or three times per day. The rest of the time, mice sleep for shorter intervals (Figure 1), making duration of a sleep alone a poor predictor of time of the day. Furthermore, the mean number of activities within 5-min windows was similar (p = 1) between day (225 ± 64) and night (263 ± 84), suggesting that the mouse behavioral repertoire does not significantly change over 24 h. Based on this observation, we used a 5-min window for further study.
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FIGURE 1. Behavioral activities during day and night. Mean and SD of behavioral activities during 5-min windows during day (red dots) and night (blue dots). Durations of more than 20 activities were statistically different between day and night (T-test, p < 0.001). Definition of behavioral activities described in Supplementary Table 1.


We hypothesized that not only the duration of activities but also the combination of certain activities within a given time window would improve prediction accuracy. To explore this possibility, we chose to summarize 100 frames in 3-s summaries. Consequently, each day of the recording was represented by ∼26,000 time steps of 3 s (rows) with 37 behavioral activities per time point (columns). To determine whether the behavioral content in 5-min windows would be sufficient to accurately predict day vs. night, we oriented the representation such that each row contained data from 100 time steps (3 s per step × 100 steps = 300 s, i.e., 5 min). The resultant matrix consisted of 3,700 columns and ∼26,000 rows per mouse per day. We then used these data to build classification models of day and night using LG, RF, and SVM. To fine-tune hyperparameters in each algorithm, we performed a grid search with 5-fold cross validation within the training set.



Logistic Regression

Logistic regression was optimized using 20% of the data, and the following parameters were selected using a grid search approach: C = 0.1, newton-cg solver function, and L2 regularization. We used L2 regularization because data have many colinear features. The optimized model was trained on 50% of the data, and the remaining 30% was used for testing.

Using these parameters, we were able to predict day or night with 86 ± 1% accuracy; the area under the receiver operating characteristic (ROC) curve (AUC) was 0.91 (Figure 2A). The specificity and sensitivity of the model were 97% and 84% at night and 72% and 91% for the day (Figure 2B). The largest number of mistakes involved misclassifying day as night. The ROC curves of training and test did not differ (Figure 2C), indicating that the model was not overfitting the training data.
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FIGURE 2. Summary of logistic regression (LG). Inserts show receiver operating characteristic (ROC) (A) curve, precision summary (B), and graphical representation of the ratio of true positives to false positives (C). Open circles represent predictions. The majority of predictions are correct; consequently, the circles overlap into apparent lines. Dots above marked bars represent incorrect predictions.


We then used a backward feature elimination algorithm to select the most informative features. We evaluated the contribution of each feature to the accuracy of the model. Initially, we used 36 features and ran the LG model 36 times, omitting each feature individually. The feature with the worst contribution was discarded, and the model was evaluated with the 35 remaining features. This process was iterated until the performance of the LG classifier started to decline (Figure 3). At that point, the features remaining were “Sleep,” “Turn,” “remain.Hang.Cuddled,” “Walk.Left,” “Dig,” and “Forage.” These five features alone yielded 85 ± 1% accuracy (Figure 3).
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FIGURE 3. Backward feature elimination using LG. Each prediction model was computed, dropping the most irrelevant or confounding feature and least successful model was eliminated. Ultimately, when a few features remained, the models performance started to decline. The ROC curves of test and training sets with most successful model with least number of features. The red square contains a list of features that contribute the most to accuracy of the model.




Random Forest

The RF method is based on the generation of multiple decision trees with random feature selection. RF has gained popularity due to its predictive power and is often considered as a standard method in classification tasks (Couronne et al., 2018). Grid search RF optimization yielded a model with following parameters: n_estimators = 80, max_features = “sqrt,” min_samples_leaf = 40, n_jobs = −1. Introducing various ccp_alpha values did not affect algorithm performance (data not shown). With cross validation cv = 5, the accuracy of the model was 87 ± 2%, AUC = 0.91 (Figure 4). Because it is impractical to use backward feature elimination in RF, we used the features that were selected in LG; accuracy remained similar (86 ± 9%) (Figure 4). There are two feature-importance functions within the RF algorithm. The first, based on the decrease in impurity at each tree, is calculated based on a training set. The second, based on feature permutation, can be implemented on both training and test sets and is therefore, more informative. In both cases, algorithms converged on features similar to those identified by LG, including dig, forage, and sleep. In addition, feature permutation selected for eat, stretch, and hang cuddled.
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FIGURE 4. Summary of RF. Inserts show ROC (A) curve, precision summary (B), and graphical representation of the ratio of true positives to false positives (C). Open circles represent predictions. The majority of predictions are correct, and therefore circles overlap into apparent lines. Dots above marked bars represent incorrect predictions.




Support Vector Machine

While LG uses linear function to calculate separate probabilities (in case of categorical data), SVMs use geometrical properties of the data, maximizing the margin zone that separates classes. SVMs are computer-supervised methods for classifications and regressions that compute hyperplanes that separate the data in several ways based on the shape of the decision function. SVMs are inherently less sensitive to outliers than LG and perform better than RF on sparse data. In our case, encoding various behavioral activities over 5-min time windows yielded 3,600 columns. Therefore, an SVM design is better suited for such a problem. Fine-tuning hyper parameters yielded the following settings: kernel = “rbf” (recommended for high-dimensional data), gamma = 1, C = 10, decision_function_shape = “ovo.” Accuracy was 85 ± 5% using the full complement of features (AUC = 0.87) and 87 ± 2% using selected features (Figure 5).
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FIGURE 5. Summary of SVM. Inserts show ROC (A) curve, precision summary (B), and graphical representation of the ratio of true positives to false positives (C). Open circles represent predictions. The majority of predictions are correct, and therefore circles overlap into apparent lines. Dots above marked bars represent incorrect predictions.




Ensemble

We noted that each ML model made several mistakes that did not occur in other modes. Therefore, we employed a majority-vote ensemble method across the three different models, assuming that if two models were correct, the prediction would be more accurate. In ensemble methods, weight can be assigned to each model; in this case, however, because all models performed comparatively well, we allowed each an equal contribution of each model. Combining the models in this manner further improved the accuracy of distinguishing day from night (Figure 6): 90 ± 1% using the full complement of features (AUC = 0.93) and 90 ± 3% using selected features (Figure 6).
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FIGURE 6. Ensemble. Inserts show ROC (A) curve, precision summary (B), and graphical representation of the ratio of true positives to false positives (C). Open circles represent predictions. The majority of predictions are correct, and therefore circles overlap into apparent lines. Dots above marked bars represent incorrect predictions.




1DCBiLSTM

All of the outcomes from the algorithms described above are based on the presence of various behavioral activities within a selected time window. Importantly, the order in which features occur is not taken into account. Therefore, a sequence of imaginary features such as a, b, c. will yield the same result as c, a, b. Simple recurrent neural networks calculate the relationships among previous events in the most recent past. LSTM goes one step further, looking at both the distant and most recent past. Bidirectional LSTM runs the algorithms in two directions, from past and from future to the present. Therefore, we hypothesized that if the sequence in which features occurs is important for predicting physiological state, then bidirectional LSTM will outperform all other models. To reduce the complexity of the data we paired LSTM with 1DCONV networks. This strategy yielded a model with the highest accuracy in the study, 96% ± 1% (AUC = 0.97), outperforming even the ensemble method described above. Notably, when this approach was applied using features selected by LG, accuracy decreased to 88% (Figure 7), indicating that 1DConvBiLSTM can utilize data across a wider set of features than is available to the simple LG model.
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FIGURE 7. 1DConvBiLSTM. Inserts show ROC curve (A), accuracy metrics (B), confusion matrix (C), and summary of the model (D). Open circles represent predictions. The majority of prediction are correct, and therefore circles overlap into apparent lines. Dots above marked bars represent incorrect predictions.




DISCUSSION

In this study, we addressed some of the challenges in analysis of multidimensional continuous behavioral data. We found that 5 min of observed mouse behavior was sufficient to predict whether the time period was associated with day or night. Not surprisingly, new deep learning ML algorithms that account for the timing of behavioral activities yielded the best accuracy. Nevertheless, well described and computationally less involved algorithms such as LG, RF, and SVM also modeled mouse behavior with high accuracy. This is the first study to use exhaustive multidimensional behavioral high frequency time series data for computer modeling of mouse behavior. Note that in this work, we did not try to substitute existing tools used in circadian rhythm research. Day and night activities were chosen due to the obvious historical, biological, and experimental differences between the two classes.

Mining of multidimensional behavioral time-series data is not trivial. Because each feature is a discontinuous variable, moving average-based approaches are not suitable. For example, stock market prices may start high when trading opens and decline over the course of the day. In behavior, when a mouse is sleeping, it is not performing any of the 36 other activities that we examined; thus, the other activities do not decline, but are by definition absent. In addition, although we found that when we summarized over 5-min windows, the lengths of many behavioral activities differed significantly between day and night, none of the activities in isolation can be used for classification. For example, mice walk, eat, and groom during both day and night. Reinforcing this point, we found that the mouse behavioral repertoire was similar between day and night. Therefore, we hypothesized that combinations of activities would have a better predictive value than durations of individual activities alone. The availability of easily accessible open-source code for Python and R enabled several studies that applied complex statistical tools to biomedical research (Abraham et al., 2014; Gupta et al., 2018; Wang et al., 2019). For classification, the first approaches we applied to data were LG, RF, and SVM (Rashidi et al., 2019), which use different statistical approaches and thus complement each other. Note that we selected only three algorithms, the minimum required for a majority-vote ensemble procedure. Other methods that are often used in classification tasks include PCA, naïve Bayes, XG-boost, nearest mean, decision trees, and various clustering approaches.

Logistic regression is least flexible but the quickest and least computationally expensive method for modeling (Nick and Campbell, 2007). As the name suggests, this algorithm searches for linear relationships within the data. In our study, durations of more than 25 behavioral activities differed significantly between day and night, suggesting linear relationships within the data. In addition, LG allows for feature selection algorithms such as backward feature elimination. We used intervals of 100 time steps or 3 s, which increased the number of features to 3,700. Therefore, elimination had to occur before construction of the 5-min windows. This makes it challenging to use LG-embedded functions such as lasso or elastic net. In this study, most of the selected behavioral activities that contributed to the high accuracy of LG, aside from sleep, can be described as repetitive activities, and within this group, exploratory activities are the most prominent. Thus, this method provides the opportunity to select features that play the most significant role in the experimental setup. Notably, in our studies we did not account for two assumptions required for LG computation: only meaningful features should be included, and the variables should be independent of each other. Although meaningfulness was demonstrated in the backward feature elimination procedure, we know that behavioral variables were interrelated.

We continued to analyze data using other frequently used methods, including RF and SVM. SVM computes hyperplanes that separate classes (Heikamp and Bajorath, 2014), whereas RF is based on the generation of multiple decision trees with random feature selection (Sarica et al., 2017); accordingly, both can account for non-linear trends. In this study, RF and SVM performed similarly to LG. These three algorithms use different computational approaches and therefore are often used in an ensemble (Somasundaram and Alli, 2017) approach, as we did here. The ensemble method is based on the assumption that different models make mistakes at different times; therefore, combining several models together helps eliminate mistakes, provided that other models have made correct predictions. Because different models are based on different modes of data analysis, it is typical that the assumptions of these model differ. Using an ensemble method allows several ML algorithms to be aggregated together to overcome the weakness of a single one, with the weakest learning assessed separately for each data point. Put another way, one of the models may have learned a particular aspect of the problem well, but when the data do not highlight that aspect of the problem, it performs more poorly. When placed in an ensemble, its contribution varies based on whether other models agree on each point, and different pairings of models may be correct for two different data points.

The scikit library enables us to compare the results of all three algorithms separately and in combination (Abraham et al., 2014), making it easy to explore the contribution of this mixed model. Although all three algorithms, LG, SVM, and RF, yielded excellent results on their own, the ensemble method achieved a modest improvement. AUC values of test and training sets remained close for all models, indicating that algorithms did not overfit the data.

Next, we wanted to incorporate the temporal pattern into our analysis of mouse behavior. LG, SVM, and RF analyzed the combination of behavioral activities in 5-min windows without taking into consideration the sequence of those activities. Behavioral data are reminiscent of language, which is also exhaustive and self-exclusive: exhaustive because a word must contain letters derived from the alphabet for that language, and self-excusive because if one letter appears at a given moment, another letter cannot appear at the same time. Although the word is a continuous event, each letter is a discrete event, and collectively these discrete events form patterns. These types of data are not amenable to classical time-series data mining algorithms based on moving averages. Therefore, to dissect behavioral temporal patterns, we applied insights from the NLP field. Over years of study in multiple laboratories, temporal movement patterns were studied and used to define complex activities such as grooming (Kalueff et al., 2016). Thus, mouse grooming was defined as a sequence of movement starting with licking the paws, cleaning the nose and nose area with both paws, cleaning whiskers with a single paw, and brushing the head with two paws; later, the mouse cleans the torso, and finally the urogenital area and tail. Functionally, grooming is associated with thermoregulation, wound healing, cleaning, self-soothing under stress, and elimination of louse colonies (Spruijt et al., 1992; Kalueff and Tuohimaa, 2004; Kalueff et al., 2007). Although grooming is just one of many measured features in our study, the microstructure of grooming has become a research field in itself (Kalueff et al., 2007).

It is challenging to analyze large sets of time-series behavioral data. A study by Wiltschko et al. (2015) used Bayesian non-parametric and Markov Chain Monte Carlo (MCMC) models to construct and predict short mouse behavioral modules and transitions. Using 3D tracking of 20-min videos taken in the open field, the authors adopted an unsupervised computational approach to identify new behavioral structures and mouse postures at sub-second levels; in addition, they were able to construct short sequences of mouse behavioral transitions. The main contribution of that study was the use of novel image processing/analysis in defining behavioral activities, with digital imaging as variables (Wiltschko et al., 2015). By contrast, in this study we capitalized on algorithms that define behavioral content consisting of sequences of defined behavioral activities. The main distinguishing characteristics of our approach are that we used prior knowledge in defining behavioral structures (computer-supervised method) over much longer time frames, and used multiple behavioral activities as variables. Our work suggests that the sequence of these behavioral modules (in our case, human-defined) forms patterns that constitute distinct behavioral routines on a 1,440-min scale in a home-cage setting.

We hypothesized that mouse behavior during the day and night differs in duration, frequency, and order/sequence of behavioral components and activities. We used recurrent neural networks to associate the time-series data of 37 behavioral activities to define time of day. Until the distribution of the tensor flow library, deep learning approaches were feasible only for a selected group of computer scientists with expertise in computation, statistics, and programming. With an increase in the abundance of open-source resources, deep learning libraries have become available even for amateur programmers from other scientific fields, including biomedical research (Nam et al., 2019). Although we can trace back the distribution of weights, the modeling of relationships between features remains a black box. Also, the back-elimination feature selection techniques used with LG is not practical due to the enormous computation times required and the disruption of the sequential order of activities excluded from the analysis. In our study, we combined 1DConv neural networks with BiLSTM recurrent deep neural networks; both of these algorithms are used in NLP (Li et al., 2018; Kilicoglu et al., 2019). Combining them into a single model is a relatively new idea. 2DConv networks have been used extensively in image processing due to its superb feature extraction ability. Later, 1DConv networks were introduced to NLP, which helped to improve the accuracy of the models. At the same time, recurrent networks were used across text to maintain chronological order. Both of these algorithms yielded good accuracies, but the introduction of hybrid algorithms that combined 1DConvBiLSTM improved accuracy even further (Kilicoglu et al., 2019; Li et al., 2019). 1DConv extracts the meaning of the words, whereas BiLSTM extracts the meaning of the sentences and paragraphs. In our opinion, NLP and behavioral analysis are similar: in the data set analyzed in this study, each activity can be considered as a letter; 1DConv detects patterns of different combinations of activities, whereas BiLSTM keeps track of chronological patterns and places them in “sentences” and “paragraphs” that define day- and night-specific behavior.

Unlike NLP, behavior has a “tempo” dimension to it, meaning that we can read texts at any speed we want or even pause for a day or so. In our opinion, behavior resembles music, in which tempo is crucially important. Although BILSTM can detect bidirectional temporal functions, we do not know what those patterns are. Further detailed analysis will be required to dissect the spatio-temporal nature of day and might mouse behavior.



CONCLUSION

In this paper, we did not aim to describe all ML techniques known today. Rather, we demonstrated how several widely accepted approaches perform in exploring behavioral data space. We considered continuous behavioral data as time-series data, allowing us to compute precise predictive models. We also demonstrated that a simple feature selection tool that uses a drop-one-out method for backward feature elimination can drastically decrease the dimensionality of the data. This method provides a visual representation of how each feature contributes to the overall computational model, and thus helps to form hypotheses about biological mechanisms that underlie the experimental design. Dimensionality reduction was not among the goals of this paper. For example, the sleep activity may appear shorter since it alternates with twitch. The multidimensional nature of behavioral data decreases the importance of activity considered in isolation, thereby reducing bias and improving reproducibility. Of note, that our experimental set up didn’t used the long habituation periods. Only the first day of recording was discarded. Finally, our studies suggest similarity a between NLP and behavior analysis. Our previous studies showed that even small deviations in inflammatory status result in significant behavioral changes. The data flow and computational parameters established here will be useful for future descriptions of the mouse brain and systemic inflammation sub-ethomes.
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The reproducibility crisis (or replication crisis) in biomedical research is a particularly existential and under-addressed issue in the field of behavioral neuroscience, where, in spite of efforts to standardize testing and assay protocols, several known and unknown sources of confounding environmental factors add to variance. Human interference is a major contributor to variability both within and across laboratories, as well as novelty-induced anxiety. Attempts to reduce human interference and to measure more "natural" behaviors in subjects has led to the development of automated home-cage monitoring systems. These systems enable prolonged and longitudinal recordings, and provide large continuous measures of spontaneous behavior that can be analyzed across multiple time scales. In this review, a diverse team of neuroscientists and product developers share their experiences using such an automated monitoring system that combines Noldus PhenoTyper® home-cages and the video-based tracking software, EthoVision® XT, to extract digital biomarkers of motor, emotional, social and cognitive behavior. After presenting our working definition of a “home-cage”, we compare home-cage testing with more conventional out-of-cage tests (e.g., the open field) and outline the various advantages of the former, including opportunities for within-subject analyses and assessments of circadian and ultradian activity. Next, we address technical issues pertaining to the acquisition of behavioral data, such as the fine-tuning of the tracking software and the potential for integration with biotelemetry and optogenetics. Finally, we provide guidance on which behavioral measures to emphasize, how to filter, segment, and analyze behavior, and how to use analysis scripts. We summarize how the PhenoTyper has applications to study neuropharmacology as well as animal models of neurodegenerative and neuropsychiatric illness. Looking forward, we examine current challenges and the impact of new developments. Examples include the automated recognition of specific behaviors, unambiguous tracking of individuals in a social context, the development of more animal-centered measures of behavior and ways of dealing with large datasets. Together, we advocate that by embracing standardized home-cage monitoring platforms like the PhenoTyper, we are poised to directly assess issues pertaining to reproducibility, and more importantly, measure features of rodent behavior under more ethologically relevant scenarios.

Keywords: rodent behavior, neuroscience, home-cage, PhenoTyper, EthoVision XT, video-tracking


INTRODUCTION

Reproducibility of research, i.e., the ability of researchers to duplicate the results of a prior study (Goodman et al., 2016) is a growing concern in preclinical behavioral sciences (Steckler et al., 2015; Loken and Gelman, 2017; Voikar, 2020). An array of causative factors have been identified, including methodological discrepancies, variations in analysis and reporting structures, and differences in the conclusions between replicates of a study (Goodman et al., 2016). As in other fields of biomedical research, preclinical studies must be reproducible, particularly when dealing with the behavior of laboratory animals, which is highly sensitive to environmental factors (Sousa et al., 2006). Although numerous tests of behaviors in many domains are readily available (Hånell and Marklund, 2014), lab-specific protocols prevail, even for simple tests like the open field (Wahlsten, 2001). The many limitations of conventional battery-based assays have been widely acknowledged (Gerlai, 2002; Wahlsten et al., 2003; Tecott and Nestler, 2004; Spruijt and De Visser, 2006; Kalueff et al., 2007; Kas et al., 2008; Mandillo et al., 2008; Spruijt et al., 2014; Freudenberg et al., 2018). For example, behaviors related to anxiety are species-specific and apparatus-specific (O’Leary et al., 2013), which further increase variability and dampen relevance of animal models. These “standard” assays/tests are short-lasting and depend on the subject’s activity levels and the subject’s responsiveness to the novel environment. Besides, standard tests may be good to investigate to what extent an intervention causes a biologically relevant effect, but less suitable to assign a brain function to those behavioral changes. For example, the time spent in the center in the open field may reliably reflect the immediate effect of a treatment with anxiolytic drugs (that is, behavior as an indicator in a bioassay), but its interpretation in terms of “anxiety” may be oversimplified (Spruijt et al., 2014).

In recent years, home-cage monitoring systems (HCMS) have been developed as an attempt to complement standard behavioral tests. First, such systems allow prolonged unbiased observations of spontaneous behavior. If the levels of activity normally displayed by the subjects under baseline conditions are known, then interpretation of data obtained in tests for exploration or anxiety is facilitated (Tang et al., 2002). Second, studying subjects in their familiar environment results in more naturalistic observations (Olsson et al., 2003; Wolfer et al., 2004) and reduces novelty-related interferences, which is relevant especially when conducting batteries of tests (Kas and van Ree, 2004) and when studying stress or anxiety-related behaviors (Kyriakou et al., 2018). HCMS should be flexible enough to integrate multimodal data acquisition (video, physiological data, etc.) and implement controlled and standardized environmental perturbations (Würbel and Garner, 2007).

HCMS rely on different technologies to detect and quantify the behavior of animals. Past reviews described some benefits of HCMS with different settings (Spruijt and De Visser, 2006; Robinson and Riedel, 2014; Richardson, 2015; Voikar and Gaburro, 2020). In this review, we share our experiences using the PhenoTyper, developed by Noldus Information Technology, combined with the video-based tracking software EthoVision XT. Unlike standard home-cages found in the vivarium, the PhenoTyper is optimized for comprehensive recording of behavior of rodents with an overhead camera combined with the use of software-controlled stimuli for a variety of behavioral tests and automated use of hardware like food dispensers (see "What Makes a Cage a Home Cage" and "Data Acquisition" Section). The aim of this review is to highlight the techniques for measuring the behavior in HCMS such as the PhenoTyper. We demonstrate how such systems can complement standard tests to produce digital biomarkers, defined here as quantifiable, physiological and behavioral data that are measured and evaluated as indicators of biological processes, which contribute to the quality of preclinical research and improve our understanding of behavior. Because none of the test apparatuses and methods currently available, including HCMS, can address all the issues related to behavioral research in the laboratory, understanding the advantages and disadvantages of different methods is crucial when deciding on the proper testing applications and analyzing the results.



BENEFITS AND LIMITATIONS OF A HOME-CAGE MONITORING SYSTEM


What Makes a Cage a Home Cage

In designing appropriate housing conditions for prolonged monitoring, which we define, somewhat arbitrarily, as any observation covering at least one complete light or dark phase, perhaps the most important consideration is to minimize observer effects, defined as the disturbance of an observed system by the act of observation itself. In most articles included in this review, continuous monitoring ranges between 3 days (e.g., Kas et al., 2008; de Mooij-van Malsen et al., 2009; Cao et al., 2018) to 4 weeks (de Visser et al., 2007). Additionally, to be in line with animal welfare regulations1, the design of HCMS should crucially promote species-specific natural behavior. Whenever possible, such systems should be furnished with familiar bedding (Blom et al., 1996), chow and drinking water identical to those of vivarium conditions (Jankovic et al., 2019; Bass et al., 2020). Additionally, environmental enrichment by means of additional substrates and objects allows to expand the range of behaviors that the animals can express (Wolfer et al., 2004; Baumans, 2005). Providing adequate cage ventilation is critical, and bedding may need to be adapted to maximize contrast for variety of mouse/rat coat colors when subjects are video-tracked. Ideal cage sizes may vary depending on the objectives of the experiment. For instance, prolonged multiday recordings, spaced out over months of the subject’s lifespan (Dowse et al., 2010; Ahloy-Dallaire et al., 2019) may benefit from larger cages as they permit less frequent cage cleaning. There have been several recent studies demonstrating the utility of non-commercial monitoring systems applied directly to conventional rack-mounted cages. Most of these creative solutions measure activity through video analysis (Singh et al., 2019) or under-cage capacitive plates (Pernold et al., 2019), in contrast to traditional beam-break grids (Angelakos et al., 2019). One recent study demonstrated the utility of a simple fixture to measure feeding and body weight, which can substantially change throughout the day (Ahloy-Dallaire et al., 2019). Finally, simultaneous tethered recordings of EEG/ECG or those that incorporate optogenetic techniques benefit from a cage that is both wide and tall to avoid tether tangling.

Under conditions of social isolation, drifts in behavioral features may be seen. This may be related to infradian rhythms or the cumulative effects of social isolation itself. In one study employing PhenoTyper cages studying socially-isolated C57BL/6J mice during an 8 day recording period, total daily distances gradually declined with similar gradual increases in total daily sleep (defined behaviorally) as well as feeding and licking times (Bass et al., 2020). Providing greater environmental enrichment may ameliorate such phenotypic drifts. These include running wheels (de Visser et al., 2005, 2007) which provide an avenue to clarify whether changes in measures of horizontal displacement (hypo- vs. hyperactivity) extend to measures of voluntary exercise. Since wheel access may be sufficient to ameliorate several aspects of neuropsychiatric symptomatology in rodent models (Guo et al., 2020), a single day of wheel access can be incorporated into a home-cage based battery of behavioral testing (Bass et al., 2020) using detachable running wheels for the PhenoTyper. To prevent the effects that may come about from social isolation, several recent reports demonstrate the feasibility of studying rodents in pairs or larger groups using RFID-based individual identification, which can be applied to home-cages (Alexandrov et al., 2015; de Chaumont et al., 2019; Peleh et al., 2019, 2020). Without RFID chips, or fluorescent markers (Shemesh et al., 2013), infrared video recordings are somewhat limited in their ability to distinguish between individual subjects within a group (Bass et al., 2020), and therefore report on measures that pertain to the group as a whole (e.g., total distances of the pair, mean proximity between subjects of the pair). Thus, a suitable home cage for HCMS studies is one that provides food, water, shelter and bedding, and optionally other enrichment objects. The PhenoTyper meets these specifications, and was uniquely designed de novo to capture subjects with an overhead camera, and allow variation in cage size and wall configurations (Figure 1). It is not necessarily meant as the permanent residence of the animal, as it can function as experiment cage for multi-day tests. It still requires habituation after the subjects are transferred from the vivarium. The habituation phase depends on several factors including the subjects’ strain (Loos et al., 2014; Bass et al., 2020; see “Reducing Human Interference and Controlling for the Effects of Habituation” Section).
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FIGURE 1. The four pillars of Noldus PhenoTyper as a home cage monitoring system. (A) Different cage sizes can be combined with the same device (the Top Unit) that functions as the interface between the cage and the video-tracking system. Left, 30 × 30 cm cage for single mouse; middle, 90 × 90 cm for rat social interaction; might, 45 × 45 cm for single rat or mouse social interaction. (B) Cages can be made of different functional components, easily assembled, disassembled and cleaned. (C) Control of stimuli and recording of behavior and analysis is performed by the EthoVision XT software. Left: external view of two cages during a conditioning experiment where the mouse must sit on top of the shelter in order to receive a reward. Cages are provided with a pellet dispenser for the rewards and a lickometer to additionally measure drinking behavior. Middle: view from the Top Unit with tracks. In the cage at the top, the dot on the shelter indicates that the mouse is inside the shelter; the time spent in the shelter is also measured. In the other cage, the mouse has just received a reward after it was detected on the top of the shelter. Right: example of locomotor/exploration behavior visualized as heatmaps. (D) Cages can be placed in standard racks and tests are performed simultaneously, with up to 16 cages per EthoVision XT workstation. The subjects are usually released and taken by lifting the feeding tray.





A Comparison With “Standard” Tests

“Standard” tests, like the open field or the elevated plus maze tests, capture brief snapshots of behavior at pre-determined time points, whereas HCMS track behavior for longer periods. This allows for continuous and longitudinal monitoring of a subject’s behavior using automated recording of movement, interaction with stimulus and response devices, and body posture changes, capturing effects that may not be observable with classical short tests. One of the most important benefits of HCMS is the ability to assess behavior continuously, especially in studies where novel manipulations (e.g., pharmacological or genetic) are explored and there is no information available regarding behavioral changes over time. In some rodent models of various disorders, abnormal behavior tends to be subtle and difficult to capture in short testing regimen, or during health assessment where mice may hide signs of poor health from the human handler that they may consider as a potential predator (Mayer, 2007). Additionally, the novelty aspects of standard tests (such as square or circular open fields) may either exaggerate or attenuate the genetic or pharmacological manipulations studied. Another benefit of home-cage testing is the ability to assess and track behaviors in a relatively stress-free environment that allows activity at the subject’s pace. This can promote faster learning of tasks and may highlight differences of behaviors that are absent when using short-sampling standard methods (Remmelink et al., 2014; Remmelink et al., 2016b).

On the other hand, one advantage in using standard tests, as opposed to HCMS, is the ability of using extreme motivational conditions at certain time-points (e.g., foot-shock), whereas HCMS are designed to assess behavior in a relatively stress-free environment over a long period of time. Therefore, while HCMS can offer certain stressors to assess anxiety behaviors (e.g., spot of light; Prevot et al., 2019b; Bass et al., 2020), they are currently deficient in their ability to provide strong aversive cues, such as the footshock or the air puff given based on the subject’s behavior in the home cage.

One of the most critical factors to be considered when designing a test battery is the stress impact that each task has on the outcome of the following test when using the same subject (McIlwain et al., 2001) or the number of times that the subject is exposed to the test (Paylor et al., 2006). Similarly, using an aversive stimulus in a home cage environment will have an effect on the behavior of the subject in the home cage itself, that is, the environment that is supposed to be familiar and safe. This effect may occur at later stages, for example during prolonged recordings.



Controlling for Environmental Variation

The phenotype of animals, including humans, is the product of the interaction between their genotype and environment (Würbel, 2002). Environmental variables include housing and experimental conditions such as room temperature, humidity, cage type (open, filtertop, individually ventilated), cage cleaning, position of cage on shelves of the rack in the housing room, smells, experimental design, handling, day of experiment, lighting and time of the day and order of testing, noise in the animal facility (Homberg et al., 2010; Bohlen et al., 2014; Shan et al., 2014; Robinson et al., 2018), which all can influence reproducibility. For example, the time of day in which an animal is tested can have huge impacts on standard behavioral assays and is a common protocol difference between labs (Bodden et al., 2019). Behavioral phenotyping using an automated home-cage environment has distinct advantages over conventional behavioral assays and can be valuable in standardizing testing paradigms (Robinson and Riedel, 2014; Robinson et al., 2018; Arroyo-Araujo et al., 2019) because they limit many of the experimenter interactions and use uniform protocols. For example, investigation of ambulatory activity of inbred mouse strains (DBA/2 and C57BL/6) across two laboratories (Aberdeen and Utrecht) utilizing the PhenoTyper with standardization of housing and testing conditions produced consistent strain differences in the two laboratories. Home-cage observation facilitated reproducibility of activity-related but not anxiety-related phenotypes in the open-field test, with PhenoTypers eliminating environmental factors that influenced reliability (Robinson and Riedel, 2014; Robinson et al., 2018; Figure 2). Finally, there was a high degree of reliability when different cohorts of young animals were tested in consecutive years using a discrimination test (Remmelink et al., 2016b). These findings indicate that standardization of behavioral tests within and between laboratories is possible and necessary. Nevertheless, a potential caveat to this concept is that excessive standardization may increase repeatability of results within and between labs, which has already been shown, but at the same time reduce the external validity, that is, the extent to which those results can be generalized to a wider range of experimental conditions, strains etc. (Würbel, 2000; Voelkl et al., 2020).
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FIGURE 2. Between laboratory analysis of ambulatory activity and anxiety-related behavior in two different mouse strains. (A) Following delivery of mice to the two behavioral facilities in Aberdeen and Utrecht, identical experiments were conducted using the home cage observation system PhenoTyper and the open field. Circadian activity (hourly bins) expressed as time spent in the open area of the PhenoTyper during a 24-h period (shaded area = dark phase of testing) revealed that activity of both mouse strains DBA/2 and C57BL/6 in Aberdeen (B) and Utrecht (C) laboratories was increased during periods of darkness and declined during the light phase. Despite overall higher ambulatory activity in the Aberdeen mice, similar activity peaks at the beginning and end of the dark phase were obtained with both strains in both laboratories. Analysis of distance moved across four consecutive recording days averaged for 12-h time bins, dark (D) and light (L) phases of activity revealed no overall significant differences between strains in both (D) Aberdeen and (E) Utrecht, although similar trends were observed across laboratories with DBA/2 mice being more active during the dark phases and C57BL/6 more active during the light phases. Following completion of PhenoTyper testing analysis of activity (distance moved) (F) and anxiety-related (time spent in the center) in the open field (G) revealed activity differences between the two strains that were comparable across both laboratories, with DBA/2 mice displaying higher levels of activity than C57BL/6 mice. However, a difference in anxiety-related behavior between the two strains was only observed in Aberdeen with DBA/2 displaying heightened levels of anxiety-like behavior (i.e., less time spent in the center) compared to C57BL/6. Furthermore, some strain differences were observed between laboratories with C57BL/6 mice being less anxious in Aberdeen compared to Utrecht with the opposite observed for DBA/2. Data are presented as means + SEM. Asterisks denote p < 0.05, t-test. The figure is adapted from Robinson et al. (2018).





Reducing Human Interference and Controlling for the Effects of Habituation

Researchers often target physiology and behaviors that are sensitive to external sources of stress; this stress can adversely impact the results of a study, for example by increasing the heart rate, respiratory rate, and altering activity levels and exploratory behavior. Furthermore, it can complicate replication of a study and introduce seemingly random sources of variation into datasets. To combat this, HCMS allow to target two interventions: handling and environmental habituation (Deacon, 2006).

Handling has a major impact on the animal’s anxiety (Hurst and West, 2010; Gouveia and Hurst, 2017, 2019). In general, human/experimenter intervention is a critical factor influencing reproducibility (Chesler et al., 2002a,b; Kas and van Ree, 2004; Sorge et al., 2014). For instance, a recent study found that exposure of rodents to a male experimenter causes high stress and pain inhibition (Sorge et al., 2014). Further, a study on mice tested within three different laboratory settings found variation in mouse behavior due to an experimenter in one lab who was allergic to mice and wearing a respirator while conducting the test (Crabbe et al., 1999). Another study reported that rats were capable of recognizing a familiar experimenter from unfamiliar people with significant impact on anxiety and exploratory behavior (Morlock et al., 1971; van Driel and Talling, 2005).

Handling a rodent by the tail is stress-provoking (e.g., Clarkson et al., 2018), but gradual and consistent handling will reduce rodents’ stress upon experimenter handling. Handling requirements also must be tailored to in vivo procedures, including intraperitoneal or subcutaneous injections, or subject attachment to external equipment including fiber-optic cables, microfluidic pumps for localized fluid delivery, and in vivo microscopy apparatuses. Pre-experimental handling can produce marked effects on many behaviors in mice and rats, including anxiety- or stress-related behaviors (Levine et al., 1967; Wakshlak and Weinstock, 1990) and memory tasks (Costa et al., 2012). This may even vary with strain-based differences in physiological perturbations (Van Bogaert et al., 2006), highlighting the need to control this variable as much as possible.

Environmental habituation presents a more consistent and time-consuming stressor to overcome. Many research facilities do not maintain animal husbandry in the same rooms as experimental testing rooms, meaning researchers must move test subjects out of their colony room into a waiting area for experiments. This transfer provides a new set of cues: visual, olfactory, and auditory stimuli, which may exaggerate or attenuate phenotypic differences brought on by genetic or pharmacological manipulations. Many protocols add at least 1 h of habituation time into procedures to allow animals to adjust to their new surroundings before a behavioral experiment begins.

A prime example of behaviors sensitive to habituation is the rich suite of social behaviors expressed by laboratory rodents. Social behaviors are highly context-dependent, relying on factors including territorial ownership (Collias, 1944), social partner (Yang et al., 2017), prior experience (Archer, 1976) and even reproductive status (Wolff, 1985; De Almeida et al., 2014) for expression of pro-adaptive social behaviors. Exploration of the biological underpinnings of social behavior requires careful control of environmental factors to optimize behavioral manipulations. Male rodent aggressive behavior, for example, is expressed most consistently after establishing territorial ownership with extensive scent-marking (Collias, 1944) and is influenced by previous encounters (Dugatkin, 1997; Hsu et al., 2006). Likewise, more recently-discovered aspects of female aggression require habituation to a cohabitation partner, which is deemed vital to provoke aggression towards same-sex intruders (Newman et al., 2019). Minimizing introduction of conflating variables, including changes in home-cage environment, are vital to eliciting optimal social phenotypes for investigation. This was demonstrated recently in studies investigating real-time behavioral choice between social interaction with a novel conspecific and food intake in different need states (Burnett et al., 2019).



Prolonged Observation of Behavior

Continuous monitoring (i.e., non-stop observations lasting for several up to 28 days) and longitudinal studies (i.e., repeated recording during aging of the subject, for example at 3, 6, 12 and 24 months of age) proved to be necessary to gain insights in behavioral readouts. For example, prolonged monitoring approaches help to uncover the interplay of genetic factors and time, like in a study of locomotor activity in four genetic mouse models for autism: Shank3−/−, Cntnap2−/−, Frm1−/−, and Pcdh10+/−. While previous studies report hyperactivity (e.g., Peier et al., 2000; Peñagarikano et al., 2011) or hypoactivity (Brunner et al., 2015; Mei et al., 2016) or no change (Peça et al., 2011) in acute testing situations like open field, multiple-week home-cage monitoring revealed a consistent hypoactivity in the dark phase in all four strains compared with their wild-type littermates (Angelakos et al., 2019). These findings align with abnormalities in rest and activity rhythms in Autism Spectrum Disorder patients (Höglund Carlsson et al., 2013; Posserud et al., 2018), and underscores the importance of home-cage testing to assess the translational values of preclinical models.

While some manipulations are stable throughout the light/dark cycle, other manipulations may affect behaviors during different phases (e.g., higher activity during one phase, not the other), or disrupt the cycle itself (e.g., subjects are hyperactive during the light phase; Jankovic et al., 2019). Longitudinal phenotyping can investigate behavioral changes in a circadian-dependent manner. Namdar et al. (2020) showed that mTBI affects mice activity. They measured daily activity by means of the home-cage running wheel, and showed that activity was lower during the active time period (i.e., during the dark cycle) and higher during the resting time period (i.e., during the light cycle) compared with control subjects. This reveals the difficulty mTBI mice have in maintaining their sleep cycle. A study in mouse models of Huntington’s disease (HD) substantiated the importance of longitudinal assessment of behavior. Repeated weekly measurements conducted until the age of 13 weeks unraveled previously unreported aberrant behaviors by showing different levels of activity during the dark and light phases. Combining a variety of behavioral features over time led to a much earlier classification of diseased mice than was previously possible through single behaviors (Steele et al., 2007).



Limitations of HCMS

While the empirical studies reported in the following sections show that HCMS are a valuable addition to the toolkit for behavioral analysis, one should also consider their limitations, some of which are of very general nature and therefore shared with other methods. First, the design of the cage may pose constraints on the behavior that animals can express. More naturalistic test environments like the visible burrow system (Blanchard and Blanchard, 1989; Blanchard et al., 2001), create the context for naturally-occurring behavior, including interaction between multiple animals, adding translational value to the models. It is in principle possible to create visible burrows in a large PhenoTyper, by covering the inner chambers with infrared-translucent material (the issues pertaining monitoring of social behavior are discussed in Section “Social Behavior in the Home Cage”). Second, automated systems often output pre-defined behavioral readouts like velocity. Those variables are selected by humans, which may introduce biases in the findings (Golani, 2012; Pellis and Pellis, 2015). A way out of the problem is to segment the flow of behavior into blocks based on geometry or statistical properties of postures and movements. More animal-centered measures of behavior are further discussed in Section “Today and the Future”.

Monitoring for prolonged time usually requires observing behavior after the test has taken place. Limitations may occur when the observer relies on the offline video record, which may not show all behaviors because, for example, the subject was not entirely visible in the camera image. This can be ameliorated by adding cameras which provide a side view of the subject). Furthermore, some tasks like spatial memory tasks (Vorhees and Williams, 2014) may be difficult to implement when the task requires large spaces, or when the test needs to be spatially separated from the home-cage, however a tunnel connecting the home-cage to the test chamber may be a solution (Section “Measuring Learning and Cognitive Functions”).




DATA ACQUISITION

The PhenoTyper and other home-cage monitoring platforms offer unique insights into the structure of spontaneous behavior in rodent models (details on the applications are in Section “Measuring and Analyzing Behavior”). Fundamentally, such platforms should be capable of measuring dynamic changes in the subject’s horizontal displacement. Top-view video tracking on a distance-calibrated home-cage arena, as applied by the PhenoTyper in concert with EthoVision XT, provides distances moved per hour/minute/day. Coarse measurements of distances (e.g., cm/h) are sufficient to define rudimentary circadian variables (Loos et al., 2014). Wheel-running assessments within the PhenoTyper can distinguish between hyperactivity and changes in the motivation to voluntarily exercise. Using combinations of top-view video recording, add-on devices (shelter, pellet dispenser, etc.), auditory and visible stimuli (noise, lights) and advanced tracking system, the HCMS allows investigation of various behavioral domains. Whereas the interpretation of the readouts is the focus of Section “Measuring and Analyzing Behavior”, the present Section deals with technical issues related to the design of experiments with home-cage systems.


Challenges for 24/7 Home-Cage Video Tracking

Of the many sensors available for behavioral monitoring, video imaging allows for the capture of most of the relevant information, which makes video tracking a popular technique. A home cage environment poses additional challenges to a video-based tracking system. We briefly discuss the most relevant ones.


Lighting

To allow continuous recordings in both dark and light periods, video tracking should be independent of room illumination. This can be achieved using an infrared-sensitive camera with an IR-pass filter, which blocks visible light, combined with constant illumination by infrared LED arrays placed above the tracking area. When using visible light, illumination should be even in order not to affect place preference, as rodents tend to spend more time in darker areas.



Background Noise

Bedding and nesting material provided in the home cage create a grainy background. The software should not only remove this noise to increase the contrast of the subject to be tracked but also compensate for the temporal changes in the background, for example when a mouse makes a nest and displaces the bedding. The software should also smoothen the subject contour, removing indentations especially when one wants to quantify the mobility of the body (Figure 3A).
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FIGURE 3. (A) Effect of pixel filtering to remove indentations in the subject contour (blue line) and make it less dependent on the spatial variation of the background. Left: before filtering. Right: after filtering. The nose, the tail-base, and the center of the body are shown with color dots. (B) Detection of the nose point in EthoVision XT 16 in three “difficult” cases where the mouse moves over dark surfaces in a PhenoTyper cage. Two methods are used to find the nose: contour-based and deep learning. The arrows indicate the position of the detected nose. In all cases, the deep learning method correctly finds the nose independent of the detected blob (in light blue).





Track Smoothing

The uneven background adds noise to the tracked position of the animal. In EthoVision XT, smoothing algorithms based on locally-weighted regression (LOWESS; Hen et al., 2004) can be activated both during tracking and in the analysis phase. Track smoothing is particularly important in conditioning tasks, for example when the subject entering a target zone is supposed to trigger a stimulus. If random noise causes false positioning of the animal in the target zone, the trial protocol will be invalid.



Body Point Detection

When measuring exploratory or social behaviors, correct detection of specific body points like the nose is essential. In a recent development, trained deep neural networks find the animal’s nose more accurately than methods based on the contour of the detected blob. Figure 3B compares the performance of the two methods in EthoVision XT 16 when finding the nose of a mouse over a difficult background.



Shelters and the Like

The system should quantify the time that the animal is not detected as it sits inside the shelter. In EthoVision XT the shelter is defined as “hidden zone” (e.g., Maroteaux et al., 2012). By using shelters made in infrared-translucent material, one can also follow the subjects when they are inside the shelters (Jankovic et al., 2019; Bass et al., 2020). This simple solution does not, however, allow to distinguish between instances when the subject is in the shelter and when it sits on top of it. A second camera placed at one side of the cage or a depth camera may help solve that issue.



Multi-animal Tracking

Researchers advocate that animals should be studied in group-housed conditions (Peters et al., 2015), although that has to be considered carefully to avoid social stress and aggression (Kappel et al., 2017). The use of multiple animals in the same test chamber poses the problem of identifying individual animals. This pertains to all apparatuses, not only HCMS, and is being tackled in different ways, e.g., using RFID sensing for individual recognition (Bains et al., 2016), by combining camera tracking with RFID sensing (de Chaumont et al., 2019), or by video-tracking individually-marked subjects (Peters et al., 2017).


Expanding the Home Cage: an Example With EEG Recording

The recordings of sleep-wake rhythms have always been performed in modified home cages. Exact determination of sleep staging, however, relies on the recording of synchronous, primarily dendritic activity from large populations of neurons originating in cortical columns by means of electroencephalography (EEG; see Swartz and Goldensohn, 1998 for a review). In rodents, EEG is an invasive procedure, with at least two subdural or intraparenchymal electrodes, typically connected by a tether to an amplifier and oscilloscope or polygraph (Wetzel and Matthies, 1986). The tethering may interfere with the video-base observation of the subject, however software like EthoVision XT can remove the effect of the tether by filtering the contour of the detected subject. Sleep staging can be conducted based on the EEG traces and electromyography (EMG), and may be combined with information about movement or location of the subject to provide a richer understanding of the behavioral correlates of EEG oscillatory activity.

Can sleep be determined by video analysis alone? There is no short answer to this question. Multiple laboratories have recorded the home-cage activity of rats or mice through video-analysis and developed analysis algorithms to distinguish between wake and sleep stages. They came to the conclusion that extended periods of immobility longer than 40 s seemingly reflect sleep in mice (Pack et al., 2007; Singh et al., 2019), but a more refined characterization of and transitions between states of immobility [which may reflect slow wave sleep, rapid eye movement (REM) sleep or even quiet wakefulness] are impossible without simultaneous EEG (Fisher et al., 2012; Brown et al., 2017).

Avoiding the use of tethered EEG equipment was a pre-requisite for the successful set-up of sleep recordings in the PhenoTyper. A number of biosensors for data logging have been developed, for example the Neurologger (Vyssotski et al., 2006; Jyoti et al., 2010, 2015; Platt et al., 2011; Goonawardena et al., 2015) and the NAT-1 (Crouch et al., 2018, 2019; Crispin-Bailey et al., 2019). Both are wearable ultra-miniature devices of light weight (<3 g), record four channels at ≥200 Hz sampling frequency, have on board memory of more than 512 MB, come with infrared (IR) sensors for event-synchronization, carry a 2D or 3D accelerometer making implantation of electromyographic electrodes obsolete, and record for up to 7 days. These head-mounted devices are easily carried by a mouse without alterations to their circadian activity (Jyoti et al., 2010) and without interference with the video signal. Other widely used EEG recording equipment avoiding tethers developed by Data Science International utilizes a single channel recording through a battery powered transponder implanted under the skin of the subject (Weiergräber et al., 2005). The lack of on-board memory requires the continuous download from the transmitter to a receiver plate typically placed under the behavioral recording equipment. These devices have been applied in multiple experimental settings in transgenic mice and in drug studies. Data showed that despite normal circadian activity recorded via EthoVision in the PhenoTyper, triple transgenic Alzheimer mice displayed an age-related slowing of the EEG and an increase in short episodes (<40 s) of non-REM sleep (Platt et al., 2011; Jyoti et al., 2015). This has several implications: (i) scientifically, the model mimics the human patient and constitutes a biomarker for disease state; (ii) technically, it questions the suitability of purely video-based sleep scoring highlighted above and suggests that considerable amounts of sleep go undetected if a 40 s threshold is applied; and (iii) collectively, the outcome provides compelling evidence that the overall activity profile derived from video observations like those obtained with EthoVision XT and detailed sleep patterns are not congruent but complementary and require independent recording.



Controlling Stimulus Presentation in the Home Cage

The study of natural behaviors in a home cage environment provides a tremendous opportunity to improve our understanding of behavior in general, and discriminate mouse mutants, pharmacological challenges and other interventions. This ethological view on mouse behavior may however not satisfy researchers interested in translational research. More specifically, it is not immediately evident how changes in specific mouse behaviors translate to clinically relevant behavioral changes in humans. Hence, over recent years examples of translational behaviorist approaches have been published that use specific stimuli in order to evoke responses that are considered translationally relevant. Stimuli typically employed in the PhenoTyper home-cage include LED lights provided in the top unit or custom developed peripherals (e.g., shelter lights), pure tones that can be strobed or timed to a specific behavior, as well as food rewards that can be dispensed using a dispenser coupled to the cage (Maroteaux et al., 2012; Aarts et al., 2015; Remmelink et al., 2016a). The EthoVision trial and hardware control functions can be used to detect the location of the animal in real-time and trigger stimuli to occur, and thereby reinforcing certain behaviors while suppressing others. In the section Analysis of Behavior, several examples are provided that used real-time hardware control to measure anxiety-related behavior as well as aspects of associative and instrumental learning.



Recording Vocalizations in the Home Cage

Rodents display a wide range of ultrasonic vocalizations (USVs) in response to various situations, especially during social interactions (Holy and Guo, 2005; Portfors, 2007; Takahashi et al., 2010). USVs are an important component of a behavioral phenotype (Scattoni et al., 2009; Simola and Granon, 2019; Hobson et al., 2020) and have been successfully used to investigate, among others, communicative deficits in Autism Spectrum Disorder models (Ey et al., 2012; Wöhr, 2014; Ferhat et al., 2016) and age-related degenerative disorders (Menuet et al., 2011).

USVs are typically recorded in unfamiliar sound-proof chambers for short periods. By recording USVs in the home cage, one can significantly refine studies by taking advantage of prolonged recordings in a familiar environment. Currently, the main challenges are to minimize the effect of USV reflections caused primarily by the cage walls and objects (Hoffmann et al., 2012), improve detection of USVs in noisy recordings (Tachibana et al., 2020) and to relate USVs to individual behavior when animals interact (Vendrig et al., 2019). Hobson et al. (2020) provide an example of recording USVs in socially housed mice in an IVC cage. Their system is not designed to determine the identity of the caller, however the use of multiple microphones to triangulate sounds has been shown to provide accurate identification. A few solutions have been developed, although for use outside of the home cage (Sinelnikov et al., 2015; Heckman et al., 2017; Warren et al., 2018; Sangiamo et al., 2020). USVs can be analyzed in software like Avisoft-SASLab Pro (Avisoft Bioacoustics) and UltraVox XT (Noldus). To date, few studies have combined USVs with tracking data in multi-day, home cage observations (Peters et al., 2017). Recently, neural networks have been designed to detect and classify USVs (Coffey et al., 2019; Ivanenko et al., 2020).






MEASURING AND ANALYZING BEHAVIOR


Basic Readouts of Video-Tracking

Home-cage monitoring systems enable the automated and multimodal measurements of behavior to occur throughout the day in an entirely experimenter-free manner. Among the many readouts that are available (particularly with home-cage instrumentation), those derived from center-point tracking are perhaps the most dynamic. With x-y coordinates typically sampled at a predetermined rate ranging 5–30 Hz, those that focus on horizontal displacement include distance moved (cm/epoch) and velocity (i.e., mean sample velocity during that epoch). The same datasets are automatically applied to measure various features of horizontal displacement, including acceleration, “meandering” and angular velocity. Measurements of movement (distance per time unit) allow for estimates of “sleep” as described below (Pack et al., 2007; Jankovic et al., 2019; Bass et al., 2020), as well as enable the appreciation of the structure and morphology of active states (Goulding et al., 2008; Hillar et al., 2018). Thus, two groups of rodents with similar total daily horizontal displacements may in fact have very distinct rhythms of rest and activity. Furthermore, measurements of movement derived from changes in pixel intensity of the tracked object (“mobility”) or those of the entire field (“activity”) can also be applied. Changes in mobility may be more sensitive to movements that do not accumulate horizontal displacement (Jankovic et al., 2019).

Position data can also be applied to study the cumulative time spent within (or entries into or out of) one or more predefined zones. In this manner, one can assess other parameters such as feeding or drinking behavior (Robinson et al., 2008). With a combination of lickometers and feeding meters, both the frequency and duration of eating or drinking behavior can be tallied automatically (Jankovic et al., 2019; Bass et al., 2020). With regards to sheltering an opaque shelter can be defined in EthoVision as a hidden zone. Circadian rhythmicity can be explored by calculating hourly values of shelter time (time spent inside the shelter in second). Moreover, we can determine frequency and time spent on top of the shelter, and cage floor movement (time spent moving on the cage floor in seconds), which are characteristic of exploratory and spontaneous locomotor activity (de Visser et al., 2006; Dalm et al., 2009; Manfré et al., 2017). The implementation of a home cage shelter and dynamic alterations of sheltering (using infrared-translucent shelters) also provides a valuable second dimension besides movement when measuring home-cage responses to particular stressors (see the “light spot test” in Section “Measuring Anxiety”).

In a study on Autism Spectrum Disorders (ASD), several behavioral readouts were scored in PhenoTyper by EthoVision XT, including circling behavior, expressed as the frequency of circling, rearing, movement and time spent in walking. These parameters represent hyperactive and repetitive phenotypes, which are behavioral abnormalities observed in ASD in humans (Arroyo-Araujo et al., 2019). Events may be difficult to detect; T-pattern analysis finds “hidden” patterns of behaviors at different time scales (Casarrubea et al., 2018); stereotypies have been detected in the home-cage with this methodology (Bonasera et al., 2008). Beyond movement, home cage instrumentation for measuring food consumption and drinking bouts help to clarify whether hypo- or hyperactivity are associated with mirrored changes in neurovegetative function (Section “Food and Water Consumption”).

Further, as highlighted in Section “Measuring Learning and Cognitive Functions”, a variety of cognitive measurements can be assessed within the home cage, including precise measurements of impulsive/compulsive behaviors as well as aspects of discrimination learning (Remmelink et al., 2016b, 2017). In the discriminative avoidance task, counting the number of shelter entries to the left and right entrance is considered valuable for evaluating cognitive behavior (de Heer et al., 2008).

Various social related tests can be performed in the PhenoTyper. In order to analyze social behavior of animals using the social odor discrimination test, extracting parameters including duration for sniffing and presence of subject’s nose within odor presented zone, latency to first approach, total number of visits to each odor can be useful. In the direct social interaction test, we can quantify behaviors like following/being followed, sniffing and attacking (Harrison et al., 2020). In the Section “Social Behavior in the Home Cage” we address the challenges of automatic assessment of social behavior.



Measuring Anxiety

Anxiety disorders are the most prevalent psychiatric disorders (Thibaut, 2017) with a worldwide average prevalence around 7.3% and are highly comorbid with other conditions, such as psychiatric disorders (Braga et al., 2013; Wu and Fang, 2014; Koyuncu et al., 2019), substance use disorders (Smith and Book, 2008; Smith and Randall, 2012), dementia (Kwak et al., 2017) and others (Bajor et al., 2015; Yan et al., 2019). Anxiety disorders, categorized in various subtypes (Thibaut, 2017) are often characterized by symptoms such as nervousness, apprehension, difficulty to concentrate, motor tension, and an overall feeling of stress.

Clinical (Holzschneider and Mulert, 2011) and preclinical (Lister, 1987; Cryan and Holmes, 2005; VanElzakker et al., 2014) models have been used to study anxiety disorders. Animal models (Cryan and Holmes, 2005) were developed to improve our understanding of the pathophysiological mechanisms underlying anxiety (Bailey and Crawley, 2009; Lezak et al., 2017; Nikolova et al., 2018), and to develop anxiolytic treatment (Prevot et al., 2019a; Biggerstaff et al., 2020; Lorigooini et al., 2020a,b). However, the variability in the assessment of anxiety-like behaviors in animals generated conflicting findings (Ohl, 2005; Steimer, 2011). This variability in results is in part due to the high number of different procedures used between laboratories, species/strain differences and experimenter-biases (Ohl, 2005). O’Leary et al. (2013) demonstrated that anxiety traits of inbred mouse strains are best reflected by species-typical behaviors in each apparatus, suggesting that different tests assess different subtypes of anxiety and are not always reliable. To address this issue, automated, longitudinal approaches in a home-cage setting may help reduce variabilities associated with handling stress and other protocol-related inconsistencies (such as arena size, test duration, etc.). In addition to measures of spontaneous unperturbed home-cage behavior, PhenoTyper cages are also amenable to extract features of conflict-induced behavior that may capture components of anxiety-like behavior. The most popular approach thus far has been the “light spot test” (Aarts et al., 2015; Kyriakou et al., 2018; Jankovic et al., 2019), where a bright light is programmed to be presented within the home-cage (targeted to the drinking and feeding zone) during the dark phase of the light/dark cycle (Figures 4A,B). Rodents being nocturnal animals, avoid lit environments and proceed to hide in the shelter, decreasing drinking and feeding behaviors (Jankovic et al., 2019). Acute injections of diazepam, a drug with acute anxiolytic properties (Tallman et al., 1980), attenuates this light-induced sheltering response and enhances exploration outside of the shelter in spite of the light stimulus. Compared with C57BL/6J mice, one study found that DBA/2J mice display a more robust and rapid light spot-response (Jankovic et al., 2019; Figure 4C), an effect that was not previously noticed using more conventional anxiety-testing (O’Leary et al., 2013). In another example, PhenoTypers were modified to have a sheltered and non-sheltered feeding place, allowing dissociation of motor activity levels and preference to shelter both during novelty and following adaptation to the home-cage environment. Genetic mapping revealed a gene, Adenylyl cyclase 8 (Adcy8), for this sheltering feeding behavior that was associated with mood disorders in humans, reflecting its translational value (de Mooij-van Malsen et al., 2009).
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FIGURE 4. The PhenoTyper boxes are equipped with a shelter, a food hopper, a water bottle, a yellow (or white) LED light and a ceiling mounted camera allowing tracking of the animals (A). During the dark phase, the LED light can be turned ON, shining above the food zone. This creates a conflict between food intake and the subject’s fear of lit environment. In the Light Spot Test (B), animals show reduced time spend outside of the shelter when the light is ON. A study from Jankovic et al (2019) identified strains differences regarding sheltering time in response to the light test, while other “standard” tests failed to identify strain differences (C). Another way to assess anxiety-like behavior using the PhenoTyper would be to investigate how animals react to the light (as in the Light Spot Test) as well as their behavior when the light is turned back OFF. Residual avoidance behavior can be observed (D) in some cases, like after chronic stress exposure, where mice tend to stay in the shelter even when the light has been turned off, suggesting the presence of more pervasive anxiety-like behavior (the hatched area highlights the residual avoidance period *p < 0.05; **p < 0.01; ***p < 0.001). Finally, the Light Spot test can be performed with pairs of mice tested in the same PhenoTyper (without the shelter to ease tracking). During the light challenge, animals receiving valproic acid prenatally spent more time close to each other (DBS: distance between subjects), compared to animals receiving vehicle (E). Figures are redrawn from Aarts et al. (2015), Bass et al. (2020), Jankovic et al. (2019), and Prevot et al. (2019b).



Prevot et al. (2019b) showed that animals exposed to chronic stress and non-stressed animals have a similar immediate response to the light challenge, but the former exhibit lasting avoidance behavior when the light switches off, demonstrating a more pervasive and enduring sheltering response (Figure 4D). This behavior, termed residual avoidance, is observed in various models of chronic stress and across various mouse strains, while other behavioral tests like the elevated plus maze or the open field are less consistent between strains or even between experiments (Eltokhi et al., 2020). Residual avoidance was reversed by chronic treatment with the antidepressant imipramine, which has shown efficacy at reversing anxiety in human patients (Hoehn-Saric et al., 1988; McLeod et al., 2000) but not diazepam. This suggests that improvements in residual avoidance may serve as a behavioral biomarker for the long-term adaptive neuroplastic changes that accompany chronic antidepressant intake. The light spot test can also be employed to study stress responses within pairs (or dyads) of mice, where two mice are housed together in the PhenoTyper without shelter (Bass et al., 2020). When faced with the same light spot stimulus, pairs of adult mice prenatally exposed to valproic acid displayed increased inter-mouse proximity compared with control mice (Figure 4E). This effect was not associated with more pervasive changes in proximity or social withdrawal, and no differences in light spot behavior or tone-induced sheltering were seen when mice were studied in isolation (Bass et al., 2020).

Overall, such advances in automated, non-invasive, experimenter-free approaches to assessing anxiety-like behavior within home-cage settings are well poised with respect to rigor and reproducibility. Combined with other measures, such as simultaneous EEG, ECG or pneumoplethysmography, PhenoTyper-based assessments may refine our understanding of behavioral states and could contribute to better understanding of underlying mechanisms involved in anxiety and stress-related outcomes.



Food and Water Consumption

Assessment of food and water consumption are important biomarkers of general wellbeing, and are also important aspects of spontaneous behavior that may vary with genetic and pharmacological interventions. Traditional methods for assessing food and water consumption in animals relied on fasting of animals followed by short-term measurements of food/fluid intake. These strategies may be associated with altered emotionality related to nutrient deprivation, as well as the novelty-inducing aspects of the test cage. Home cage video observation systems such as the PhenoTyper allow the two approaches to be combined and offer the additional advantage of continuous and handling-free monitoring of behaviors including feeding, drinking and ambulatory activity.

When the PhenoTyper was first developed in the early 2000s, traditional proxies of food and water consumption were reverted to by weighing the hoppers and bottles manually. Yet at the same time, innovative surrogate measures were utilized to detect and estimate food or water intake as a correlate of time spent in pre-designated zones adjacent to the hopper or bottle (Riedel et al., 2009; Robinson et al., 2013). Pharmacological intervention trials exploring the hypophagic/hyperphagic properties of cannabinoid receptor antagonists (AM251, ABD459) or plant cannabinoids like Δ9-THCV (Riedel et al., 2009; Goonawardena et al., 2015) involved the measurement of food and water intake in response to either acute or repeated drug administrations and continuous longitudinal recordings (Figure 5). Utilization of EthoVision XT software enabled a direct correlation analysis between food/water consumption measured manually and time spent in and circadian occurrence bouts to the pre-defined food zone/water zone thereby defining these video-based proxies as surrogate measures for food and water consumption. Moreover, they strongly correlated with body weight gain/loss and were sufficient to establish hypophagic/hyperphagic drug properties. Interestingly, the reduction of feeding with AM251 was associated with a reduction in movement. This brings up the issue of which causes which: can reduced feeding be explained by reduced movement or vice versa?
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FIGURE 5. Assessment of food and water consumption in the PhenoTyper. (A) Home-cage arena i ndicating the location of defined zones of interest including food and water zones adjacent to the food hopper and water bottle. Treatment with AM251 induced a decrease in body weight (B), food intake (C) and water intake (D). They also spent less time in the food zone compared with controls (E) and displayed lower levels of ambulatory activity (F). Repeated administration of AM251 suppressed food intake (G) with home cage observations indicating a reduced time in food zone each night following drug treatment (H). The figure is adapted from Riedel et al. (2009). *P < 0.05; **P < 0.01; ***P < 0.001.



This work has been followed up by recent studies in a more improved/advanced version of the PhenoTyper containing two separate lickometer waterspouts and a feeding monitor with a beam break device allowing for the automatic recording of water intake and feeding behavior. Similar, to observations with the original system, Krishnan and colleagues (Jankovic et al., 2019) confirmed that drinking and feeding behavior in PhenoTyper home cages are generally synchronized with locomotor activity and either parameter could be sufficient to independently extrapolate circadian rhythms (Figure 6). Results revealed differences in the duration of various activities, with a typical C57BL/6 mouse spending about 10% of the day eating and 1% drinking, although this is different for other genetic backgrounds (Goulding et al., 2008). With two water sources, it is also possible to assess hedonic-like behavior by measuring sucrose preference (Bass et al., 2020). Thus, in summary, HCMS-based assessments of feeding and drinking behavior have numerous advantages, including: (i) removing the need for food/water deprivation; (ii) enabling a cross-sectional design and within-subject analysis allowing for “wash out periods”; and (iii) enabling putative measurements of taste aversion and tolerability, particularly when studying the effects of compounds dissolved in drinking water (Bass et al., 2020). Overall, the HCMS has proven to be a reliable and sensitive test system for assessment of food and water consumption.
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FIGURE 6. Simultaneously measuring kinematic and neurovegetative function in PhenoTyper home cages. Right: Cartoon showing home-cage configuration with a screen capture from an aerial infrared camera showing mouse body contour (blue) and center point (red). (A) Horizontal distances accumulated hourly by 8-week old C57BL/6J mice (n = 32, 16 female). (B) Total distances moved (per day), and the mean “time budget” calculated across this 21 h recording period. (C,D) Heat maps, time budgets and behavioral quantities depicted over 6 h long epochs. “Other” is defined as time spent not sheltering, drinking or feeding. (E) Average rates of sheltering, licking and feeding measured simultaneously with individual total values plotted in inset. (F) Percent frequency of (noninvasively derived) sleep bouts as a function of time of day (Top) and by duration of sleep bout (Bottom), with individual values obtained for total sleep (Inset). The mean + SEM is shown. The figure is adapted from Jankovic et al. (2019).





Measuring Learning and Cognitive Functions

The automated home cage offers a valuable opportunity to analyze cognitive performance in a standardized setting, as well as non-invasive parameters including diurnal activity, movement, velocity and acceleration that may co-vary with learning (Robinson et al., 2013; Logan et al., 2018). Studying cognitive abilities and its co-varying factors is important to understand conditions where cognition is impaired. Furthermore, the assessment of “age-related cognitive impairment” is a critical scientific research area in human disease. Recent evidence of cognitive impairment in a mouse model of accelerated aging using the PhenoTyper indicates the translational potential for assessing cognitive function in various models of aging and models designed to mitigate age-related changes in learning and memory (Logan et al., 2019; Parks et al., 2020). In addition, when standard measurements like the Cumulative Learning Index (Logan et al., 2019) are proved to be stable over a period of several years, they provide a composite, reproducible measure. Thus, fundamentally more rigorous and powerful testing paradigms are currently being developed using the PhenoTyper that control for many of the experimental caveats present in earlier studies (Chesler et al., 2002a,b; Sorge et al., 2014), thereby permitting reliable interpretation of interventions that affect learning and memory performance with age.

A routine learning paradigm for experimentally testing rodent cognition is operant conditioning, where an association is made between a specific behavior and a positive (rewarding) or negative (punishing) consequence for that behavior. Appetitive operant conditioning is a form of instrumental learning that is traditionally studied in rodents by using an operant conditioning chamber where the animals have to learn to respond with a lever press or nose poke to a stimulus to receive a food or liquid reward (Hånell and Marklund, 2014). Although operant testing provides in-depth insights into cognition, these traditional operant learning paradigms rely on labor-intensive animal handling and commonly require food-restriction protocols to promote the motivation of rodents to learn, which increases stress levels and changes in circadian and task-related activity patterns in rodents (Kant et al., 1988; Hashimoto and Watanabe, 2005; Hut et al., 2011; Guarnieri et al., 2012). Operant learning can simply be introduced in the PhenoTyper by programmed delivery of a reward in the reward zone of the home cage when the animal makes an instrumental response (Remmelink et al., 2015). A standardized test operational in the PhenoTyper is the CognitionWall (Figures 7A,B). Following initial assessment of basal behavior, the CognitionWall is placed in front of the reward dispenser. Subsequently, animals need to learn to earn a reward by passing through one of the holes, while entering through the other two holes does not result in a reward. The difficulty of the task can be varied by adjusting the number of entries required to receive the reward (Remmelink et al., 2016b). This type of discrimination learning likely relies on plasticity in several brain regions and since it is spatially cued this may include the hippocampus. Consistent with the notion that hippocampus-dependent spatial reference memory is one of the earliest impairments in Alzheimer’s disease, a mouse model for early Alzheimer (APP/PS1-transgenice mice) showed a significantly reduced capacity for discrimination learning in this task (Remmelink et al., 2016b).
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FIGURE 7. (A) The CognitionWall for identifying discrimination learning impairments. The CognitionWall is an opaque Perspex wall with three entrances that is placed in front of a food dispenser inside PhenoTyper. (B) In the discrimination learning test, mice are rewarded with a food pellet (blue dot) when they choose to pass through one of the three entrances; in this example, the left-most entrance. In the reversal learning test (not shown), the rewarding entrance is switched to another one, for example the right-most entrance. The scheme is adapted from www.sylics.com. (C) Top view of the Combicage. Left, the PhenoTyper home-cage. Right, MedAssociates operant chamber. The test animal can move between the two parts through a custom connection tube. The figure is adapted from Remmelink et al. (2017).



The CognitionWall can subsequently be used to test rodents for their capacity for reversal learning, a prime aspect of cognitive flexibility (Klanker et al., 2013), by simply switching the reward delivery to one of the other two entry holes. Similarly to humans who require more time to change strategy than to learn the initial strategy (Dias et al., 1997; Tsuchida et al., 2010), mice require more entries to reach the 80% criterion for reversal learning in the CognitionWall than necessary for discrimination learning, although they can achieve this criterion within 3 days (Remmelink et al., 2016b). In addition, mice make more perseverative errors compared with neutral errors during reversal learning (Remmelink et al., 2016b), similarly as is observed in humans undergoing reversal learning (den Ouden et al., 2013). In humans this type of flexible stimulus-reinforcement learning is known to rely on the orbitofrontal cortex (OFC; Hornak et al., 2004; Tsuchida et al., 2010). OFC lesions in mice significantly impair reversal learning in the CognitionWall task, while leaving discrimination learning and general activity intact (Remmelink et al., 2016b). These findings therefore validate this reversal-learning task in the automated home-cage for translation to the human situation. Mouse models of accelerating aging (SOD1-knockout mice) show a selective deficit in reversal learning (Logan et al., 2018), suggesting that aging may primarily cause a problem in behavioral flexibility. An interesting observation was made in reversal learning for mice in which fatigue is induced by pelvic irradiation (Wolff et al., 2020): fatigued mice showed reduced performance in the task, but not because of a learning deficit but because they engaged the task at a slower pace, illustrating the value of the PhenoTyper being able to distinguish between the two.

The PhenoTyper has also been successfully used to study impulsivity and attention in rodents (Remmelink et al., 2017; Bruinsma et al., 2019). Deficits in attention and impulse control are hallmarks of psychiatric disorders such as schizophrenia and attention-deficit hyperactivity disorder (ADHD; Castellanos and Tannock, 2002; Luck and Gold, 2008). A standard behavioral paradigm that is used to test motor impulsivity and visuospatial attention in rodents is the 5-choice serial reaction time task (5-CSRTT), in which animals have to correctly identify via a nose poke which of the five holes has been briefly illuminated to receive a palatable reward (Robbins, 2002). However, conventional 5-CSRTT paradigms rely on food-restriction and human intervention, and typically take several weeks for animals to accomplish. By linking the home-cage via a tunnel to a 5-CSRTT chamber (Figure 7C), both mice (Remmelink et al., 2017) and rats (Bruinsma et al., 2019) were allowed to execute this task at their own pace, which led to significant reduction in time to complete the task to at most one week. The accuracy in completing the 5-CSRTT is significantly reduced upon the injection of scopolamine, a drug that blocks muscarinic acetylcholine receptor and that is known to impair attentional control, providing pharmacological validation of the task (Remmelink et al., 2017; Bruinsma et al., 2019). The concept of the home-cage being coupled with a separate test chamber could be applied to develop other types of home-cage operated tests (e.g., Schaefers and Winter, 2011), including those that require the test to be spatially separated from the home cage, like in the contextual fear conditioning.

An early clinical marker for aging and for Alzheimer’s disease is a deficit in olfactory recognition (Bahar-Fuchs et al., 2011). As a test for olfactory learning, Social Transmission of Food Preference (STFP) was developed and semi-automated in the PhenoTyper (Plucińska et al., 2014; Koss et al., 2016) based on the original protocol of Galef and Wigmore (1983). The STFP test in mice measures retrieval of semantic-like memory for olfactory information acquired via social interaction. In this semantic memory task, a food preference of an “Observer” mouse is induced via social interaction with a “Demonstrator” mouse previously exposed to distinctly flavored food and the socially acquired olfactory memory is subsequently assessed in a food preference test in the PhenoTyper (Figure 8A). Assessment of STFP in mouse models of Alzheimer’s disease (PLB4 mice; Plucińska et al., 2014; Figures 8B,C) and frontotemporal dementia (PLB2Tau; Koss et al., 2016; Figures 8D,E) confirmed impairments in STFP indicated both by food preference and the automatic measurement of time spent in the relevant food associated areas in the PhenoTyper (Figure 8B). These results prove the utility of the PhenoTyper in the assessment of semantic-like memory.
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FIGURE 8. Assessment of semantic-like memory in a home-cage environment via a social transmission of food preference (STFP) task. (A) Outline of a novel semi-automated STFP task developed in the PhenoTyper. The task consists of various phases using “observer” and “demonstrator” animals. Observer animals are initially habituated to the PhenoTyper whilst demonstrator mice are single housed, both animals are habituated to food jars containing mouse chow. Prior to the test all mice are subjected to overnight food restriction after which the demonstrator animals are given a flavored mouse chow (cocoa or cinnamon). The observer animal is subsequently exposed to the demonstrator animal via a cylinder positioned within the PhenoTyper and interaction between the two animals initiated. Social interaction for cued food was followed by either a short (15 min—STM) or long delay (24 h—LTM) prior to the mice being tested for recall via the presentation of jars containing correct and incorrect food. The amount of food consumed, and time spent in the zones associated with each jar were recorded with intact semantic memory represented by a preference for the cued food they were exposed to via the demonstrator. Analysis of correct food eaten, i.e., food matching the flavor of the demonstrator (B), and time spent in food jar zones (C) revealed that 6 month old PLB4 mice (mice with mild overexpression of human BACE1 involved in neurodegeneration) displayed impaired memory for the cued food in both STM and LTM tests, with only PLBWT mice (i.e., mice from PLB crossings that do not carry transgenes) displaying intact memory for the cued food. Impairments in memory for the cued food were also observed with PLB2Tau (i.e., knock-in mice which express a single copy of FTD human Tau) with mice consuming less of the correct food (D) and in contrast to age matched PLBWT mice they demonstrated no preference for the cued food in either STM or LTM tasks (E). The figure is adapted from Plucińska et al. (2014) and Koss et al. (2016). *P < 0.05; **P < 0.01; ***P < 0.001, for group comparisons. $P < 0.05 significance vs. chance (50%).





Social Behavior in the Home Cage

The bulk of home cage-based assessments of cognitive and emotional behavior in rodents have been conducted with socially isolated subjects. This approach removes temporally dynamic sources of variability that would be expected in group-housed settings under free social exploration conditions. Further, it is well positioned for within subject correlations (e.g., is feeding time generally proportional to licking?) or comparisons across subjects designed to highlight individual differences in behavior. In contrast to this traditional approach, more recent studies have indeed conducted prolonged home-cage recordings in social groups of subjects. The vast majority of these approaches have primarily been interested in the activity patterns of the group (overall; Ahloy-Dallaire et al., 2019; Pernold et al., 2019). Discriminating between mice within a group has more recently been made possible through the use of radiofrequency identification chips (RFID). When combined with video tracking, this technology provides objective measurements of horizontal distances, feeding and licking behavior for individual mice within a group, as well as measures of social behavior (Alexandrov et al., 2015; Peleh et al., 2019). Using this approach, Kas and colleagues demonstrated that BTBR mice engaged in far fewer social behaviors (like sniffing, approaching or interacting with each other) compared with C57BL/6J mice (Peleh et al., 2020). Using depth camera image analysis, it is possible to overcome the limitations imposed by 2D video tracking (occlusions, vertical movement) to define more complex social behaviors (de Chaumont et al., 2019; Hong et al., 2015), although this approach relies on machine learning and probably requires independent training sets for different rodent inbred strains (see “Today and the Future” Section).

In studies employing PhenoTyper home cages, a variety of protocols have been employed. One study conducted brief assessments of juvenile play in mice at 21 days of age, and demonstrated that the phase of testing (day vs. night) exerted variable effects on manually scored social interactions (Yang et al., 2007). Krashes’ group directly assessed the prioritization of feeding and social behaviors within PhenoTyper cages. With optogenetic stimulation provided through ceiling holes and programmed via EthoVision XT, patterns and sequences of feeding and social measures were assessed manually, including aggressive and mating behaviors (Burnett et al., 2019). By defining a social interaction zone around a mouse concealed in a wire cylinder, two studies have demonstrated that social exploration time can be objectively measured within a natural setting (Plucińska et al., 2014; Koss et al., 2016). And finally, by applying the social interaction module within EthoVision XT, one group demonstrated the feasibility of an entirely noninvasive videotracking-based approach to study home-cage social behavior (Bass et al., 2020). In this particular example, adult mice that were exposed prenatally to valproic acid were studied as pairs (“dyads”). In comparison with control mice, valproic acid exposure produced a deficit in inter-mouse proximity during a very transient circadian period (around the time of the dark-light transition). Inter-mouse proximity was also interrogated during the light spot test (see "Measuring Anxiety" Section), providing additional measures of sociability changes during conflict stimuli. The PhenoTyper and similar cages could also be used in social defeat stress testing (e.g., Golden et al., 2011). Although we are not aware of publications featuring such protocols in the PhenoTyper, one could divide the cage into two halves and ensure that both the intruder and the aggressor have access to a water/food source. The consequences of social defeat could be evaluated in the home-cage too.

Whether RFID technology is applied or not, studies thus far have focused on groups of condition-matched subjects (e.g., groups/pairs of BTBR mice vs. groups/pairs of C57BL/6 mice). This iteration probably most drastically reveals pharmacological or genetically mediated phenotypic differences. In the future, we anticipate advances in automated analyses of mixed populations of subjects, particularly within natural home-cage settings such as the classical visible burrow system (McEwen et al., 2015). This will be essential to improve the translational potential of preclinical studies in neuropsychiatric disorders that impact social function.



Home Cage Testing for Unraveling the Genetics of Behavior

The PhenoTyper provides the possibility to investigate within and between strain variation in genetically mutant animal models. One example is a study that monitored spontaneous home-cage behavior of 11 inbred strains of mice (129S1/SvImJ, A/J, C3H/HeJ, C57BL/6J, BALB/cJ, DBA/2J, NOD/LtJ, FVB/NJ, WSB/EiJ, PWK/PhJ and CAST/EiJ) in the PhenoTyper and assessed between strain variation to find the influence of genetic factors on activity-related phenotypes, yielding 115 behavioral parameters of which 105 revealed highly significant strain differences. Especially for sheltering behavior, large genetic effect sizes were observed. For instance, it was found that 129S1/Sv, A/J and C3H/HeJ strains did not climb on top of the shelter and their motor function was also not impaired (Loos et al., 2014). This study demonstrates that home-cage behavioral analysis is able to detect genetic/strain effects that cannot be easily studied using conventional behavioral tests. Another study of four inbred mouse strains (C57BL/6, DBA/2, C3H and 129S2/Sv) provided the evidence that circadian rhythmicity, novelty-induced activity and the time-course of specific behavioral elements are different between strains. For instance, activity decreased faster over time in C57BL/6 and DBA/2 mice compared to C3H and 129S2/Sv mice. A principal component analysis revealed that there were two major factors within locomotor activity, namely “level of activity” and “velocity/stops”, which distinguished the different strains (de Visser et al., 2006). Furthermore, a study of eight different isogenic strains of mice observed significant differences in phenotypic robustness (Loos et al., 2015). Scoring the behavior of animals in the PhenoTyper enabled researchers to assess the activity of hybrid animals and compare them with their parental strains. CB6F1/6J is a hybrid mouse model which comes from breeding two inbred mice (C57BL/6J and BALB/cJ). This animal showed similar phenotypes to both parents. However, their horizontal activity in the home cage closely resembled that of C57BL/6J mice (Tang et al., 2002). In addition to utilizing the PhenoTyper system to assess strain differences, there has been an increase in studies assessing the behavior of genetic mouse models for various diseases including Alzheimer’s disease (PLB4, PLB2APP; Plucińska et al., 2014; Plucińska et al., 2018), frontotemporal dementia (PLB2-Tau; Koss et al., 2016) and Rett Syndrome (Mecp2; Robinson et al., 2013). Home-cage analysis within the PhenoTyper facilitated the identification of behavioral phenotypes including alterations in circadian and ambulatory activity which are core symptoms of these diseases.

While mice are traditionally used to define the contribution of specific genes to behavior, rats are on the comeback. Rats offer the advantage over mice that their behavioral repertoire is more elaborate (Homberg et al., 2017). Serotonin transporter knockout (SERT−/−) rats tested in the PhenoTyper presented with increased anxiety and cocaine-induced locomotor activity compared to wild-type controls. Furthermore, the knockout rats explored the PhenoTyper cage by ceasing movement and scanning their environment. Interestingly, crossing the knockout and wild-type counterparts having a Wistar background with Brown Norway rats altered these behavioral manifestations and led to the identification of SERT−/−-specific quantitative trait loci (QTLs) for parameters related to the behavioral manifestations (Homberg et al., 2010). More recently, a dopamine transporter knockout rat model has been generated, displaying pronounced hyperactivity and cognitive dysfunction (Leo et al., 2018). The hyperactivity, however, appears to be age— and context-dependent. A detailed assessment of the behavior in the PhenoTyper is expected to leverage a detailed view on the activity-related alterations in this rat model.



Analysis Scripts and Meta-Analysis of Large Datasets

The wealth of data obtained during hours or days of home-cage monitoring provides opportunities for an even more diverse set of data analyses techniques, and hence greater heterogeneity in studies reporting these outcomes. Multi-day experiments in PhenoTyper cages have spurred the development of additional analyses scripts that specifically analyze aspects of behavior that are not captured in typical studies of a few hours, including circadian rhythms and sheltering behavior. Trial control functions make it possible to create complex customized testing protocols, and these custom protocols require dedicated analysis scripts in order to generate relevant outcome measures. At present, it is customary for developers of testing protocols and analyses scripts to describe these in detail in scientific publications. However, converting a textual description from a materials and method section into an analysis script is not an unambiguous process, and is bound to lead to differences in outcomes. One way forward could be sharing of scripts through repositories such as GitHub. For users that are not into scripting, commercial solutions are available such as the fee-for-service platform AHCODA that can be used to process raw data to standardized outcome measures frequently reported in literature.

With the increasing availability and use of standardized home-cages over the last decades, the first systematic comparative studies have been published that provided new insights that could not have been obtained using single datasets. An example of a within-laboratory systematic comparison was a study into the within-strain variability in spontaneous behaviors of eight common inbred strains of mice (Loos et al., 2015). By collectively analyzing dozens of cohorts of these strains, it became apparent that some strains display less within-strains variability and are more homogeneous, such as for instance C57BL/6J mice in comparison with other strains such as the DBA/2J strain. Although this is an example of a systematic comparison that required the level of standardization that is achieved with home cages across a time span of multiple years, the data logistics surrounding this systematic analysis was relatively straightforward because all data was acquired within the same laboratory. Comparing data from different laboratories is considerably more challenging and requires identical set-ups, standardized protocols and a central data repository (see Robinson et al., 2018).

To offer web-based data mining and analysis tools for the wealth of quantitative data gathered by individual laboratories and international research consortia using automated home-cages, at the resolution of individual mice, the “AHCODA-DB” data repository was established (Koopmans et al., 2017). This data repository has accessibility at the resolution of individual mice and is open access, which enhances transparency (i.e., enables in-depth post-publication peer review to enhance reproducible science), and allows systematic meta-analyses to generate and test new hypotheses. For example, one can compare datasets of spontaneous behavior of mutant mouse lines measured during multiple days. Mutants that are known to be very similar may line up close together potentially as consequence of the shared underlying molecular and cellular mechanisms that affect behavior. This resource and related tools should allow individual scientists and consortia conducting experiments with common inbred strains and/or mutant lines in PhenoTyper home-cages to systematically compare their data across time, laboratories and experiments.




AN EXAMPLE OF POTENTIAL APPLICATIONS: NEUROTOXICOLOGICAL ASSAYS

Current approaches to screening for neurotoxicological effects of environmental chemicals and safety and tolerability of drugs are costly and labor-intensive. They rely on the use of animal models since it is difficult to determine the levels of neurotoxin exposures in humans. Researchers are therefore able to control windows of exposure, dosing, and confounds such as age or mixture effects. However, basic neurotoxicology research often focuses narrowly on a few outcomes utilizing traditional behavioral assays and may miss broader, more translationally relevant effects. For regulatory purposes, developmental neurotoxicology studies for a single environmental exposure can cost several million dollars. Automated home-cage monitoring may provide a novel solution to this problem by producing more meaningful behavioral endpoints and a more high-throughput, scalable approach. Circadian activity, locomotion, and social behavior are important indicators of brain structure and function, so changes in these basic processes can help determine neurotoxicological and pharmacological effects (Graham et al., 2018). Additionally, differing laboratory environments affect rodent behavior (Arroyo-Araujo et al., 2019), so assessing neurotoxicological assays in HCMS during the light-dark cycle could help to minimize effects from external factors.

Despite increasing concerns about environmental influences on the nervous system and cognitive function (Liu and Lewis, 2014), limited research has been done to study neurotoxicity in rodents through behavioral assays using automated home-cage environments. Automated HCMS used in this line of research include TSE IntelliCage (Endo et al., 2012; Aung et al., 2016) and the PhenoTyper (Salvetti et al., 2012; Shiotani et al., 2017). For example, Shiotani et al. (2017) recorded mice for 24 h in the PhenoTyper and measured time and frequency of zone entries, mobility and posture to show that prenatal exposure of domoic acid altered the subjects’ circadian activity patterns, with increased bouts of resting in the dark phase and higher activity levels in the light phase. Through a combination of prolonged recordings and cage instrumentation, including lickometers and feeding meters, these systems also allow researchers to look at the psychopharmacological effects of precisely timed drug and toxin exposures across multiple time scales. Salvetti et al. (2012) analyzed the performance of mice exposed to Quantum Dots in Novel Object Recognition tests conducted in the PhenoTypers. Repeated assessment revealed a decrease in NOR performance (that is, time spent exploring the novel object relative to the total exploration time) only at 3 weeks after injection, again demonstrating the importance of repeated measurements in familiar environments. Despite these benefits, a limitation of HCMS is that they currently lack a uniform recording system. Video tracking software such as EthoVision XT paired with PhenoTyper may produce different behavioral results compared to RFID-sensing that is used by TSE IntelliCage. According to a comparison study by Robinson and Riedel (2014), PhenoTyper has higher spatial resolution than these other systems and therefore may be better for determining drug sensitivity in terms of activity, exploration and fine motor behavior. However, RFID-based systems are suitable to test the effect of chemicals on social behavior where individual identification is required, for example when many individuals compete for access to a resource (Endo et al., 2012). HCMS also cannot test many different drug doses efficiently, requiring preliminary drug testing (Shiotani et al., 2017). One solution to this is the chronic administration of drugs which would allow for increases in drug dosage over time. Oral administration of drugs or toxins through a lickometer could measure how a drug affects behavior in the home cage at varied rates throughout each day and would allow for a between-subjects comparison (Bass et al., 2020). To test prenatal exposure to chemicals, providing pregnant females with toxic drinking water or implanting osmotic pumps before pregnancy could be viable options before moving the pups into an automated home-cage system (Aung et al., 2016; Hawkey et al., 2020). Applying automated home-cage technology to the field of neurotoxicology and neuropharmacology could improve the efficiency and validity of behavioral studies in determining drug exposure effects on brain development and function.



TODAY AND THE FUTURE

Home-cage monitoring systems have proven to reshape the way we view the study of behavior of rodents by helping to standardize behavioral testing in labs across the world (Arroyo-Araujo et al., 2019). First, we have shown that HCMS have the potential to improve reliability and reproducibility of scientific research through automation of data acquisition, based on continuing advances in technology development. Second, HCMS allow streamlining of behavioral testing in various domains, including locomotion, social interaction, food and water consumption, anxiety-like behaviors and cognitive performance. Home-cage studies may provide additional value to the results of standard tests, by: (1) clarifying the effects of cage habituation; (2) tracking ultradian, circadian and infradian oscillations; (3) richly capturing the entirety of spontaneous and provoked behavior at night without the experimenter needing to be present; (4) providing free access to operant training protocols that can be completed over the entirety of the night time period; (5) providing a holistic viewpoint of behavioral manipulation (e.g., the behavior can be measured before, during, and after presentation of a stimulus); (6) permitting a precise exploration of factors that may introduce variability (e.g., testing with different cage sizes, or enrichment factors); and finally (7) allowing multiple opportunities to standardize behavioral measurements.

When looking at the future of behavioral testing, we should first tackle the current limitations, which include, among others, the level of human interference, the use of specific subjects, and the metrics used in the models. HCMS do not completely eliminate human interference at least for tasks that need to be performed by researchers and technicians, like cage changes, which still represents a potential confounding effect. In addition, it remains the researcher’s responsibility to determine whether automated approaches are the best suited to answer their scientific questions.

One of the most glaring omissions from the vast majority of behavioral studies, including many studies currently using HCMS (Aarts et al., 2015; Kyriakou et al., 2018), is the inclusion of female test subjects. Females are often excluded from studies because of complications (real or perceived) that arise from monitoring the estrous cycle. Despite mounting evidence that including female subjects does not increase the variability of the data, but rather strengthens the conclusions that can be drawn from the experiments, many, if not most, articles still rely on data collected from only male subjects (Beery and Zucker, 2011; Becker et al., 2016; Beery, 2018). HCMS can help alleviate some of those obstacles by monitoring female subjects continuously throughout their cycle. Furthermore, continuous monitoring allows for direct comparisons of male and female behavior outside of the short behavioral intervals captured in most behavioral tests (e.g., activity patterns throughout the day, feeding and climbing behaviors, etc.).

Animal models allow for unique insights into the potential underlying biology of many conditions that afflict humans. Behavioral protocols have been developed over the years to parameterize such qualities as anxiety-like (Pollard and Howard, 1979; Pellow et al., 1985), depression-like (Porsolt et al., 1978; Steru et al., 1985), even models of certain autism-like behavior patterns in rodent models (reviewed by Kazdoba et al., 2016; Nicolini and Fahnestock, 2018). Many of these metrics do not incorporate discrete animal behaviors, but instead focus on generalized behavior patterns (such as measuring “social contact” as a summation of various different interaction behaviors) or using simple locomotor measurements including location, distance and velocity of movement (Spink et al., 2001; Lorbach et al., 2018). While insightful, these measurements impoverish the broad range of behaviors an animal may demonstrate during even very simple behavioral tests. The desire to anthropomorphize animal responses to behavioral tasks can also occlude progress towards understanding behavioral phenomena in species-specific terms. Experimental results, therefore, must rely on the ethologically relevant behavioral repertoire model organisms express. To counter this, new methods of analyzing behavior have been proposed. For individually housed animals, applications exist that can infer more high-level behaviors like grooming, rearing, sniffing, digging etc. (Jhuang et al., 2010; van Dam et al., 2013). Until a few years ago, these measurements were done by classifying carefully designed features using Support Vector Machines or Hidden Markov Models followed by post-processing, resulting in fast and robust solutions. In recent years, breaking actions into behavioral “syllables” has aided in machine learning-based prediction of pharmacological treatments based on behaviors in an open field. This suggests that behavioral readouts may indicate biological interventions at a level more sensitive than detectable even by the human eye (Wiltschko et al., 2020). Recent advances in deep learning for image processing have boosted the field to new heights, especially with the publication of DeepLabCut (Mathis et al., 2018), SLEAP (Pereira et al., 2019, 2020) and DANNCE (Dunn et al., 2021) for the estimation of body points. Follow-up modules B-Soid (Hsu and Yttri, 2019) and SimBA (Nilsson et al., 2020) are now available to train behavior classifiers on body-part pose data. This will also help in shifting focus towards analyzing discrete animal behaviors with distinct relationships to biological variables of interest. The next advances will come parallel to the large amount of recent AI research related to automated agents (e.g., self-driving cars) that need to infer meaningful behaviors of other agents (human or robot) from continuous time-series data. The work by Berman et al. (2014), the Datta lab (Wiltschko et al., 2015; Johnson et al., 2016) and Graving and Couzin (2020) are early examples that take a data-driven approach to unravel behavioral structure or “grammar” in data streams and relate so-called behavior “syllables” or words to behaviors relevant to animal behavior researchers. The availability of open deep learning frameworks, open source libraries and open challenge datasets in the animal domain will help to advance progress. While earlier effort aimed to assess single-animal open field behaviors (Hsu and Yttri, 2019) and social behaviors (Nilsson et al., 2020), there are many potential applications of these tools, including defensive behavior measurement (Storchi et al., 2020), reaching movements (Parmiani et al., 2019), turning behavior (Mundorf et al., 2020). Multi-animal expansions of these tools will allow for more sophisticated behavior analysis between more than one individual, allowing for monitoring group-wide dynamics in various social patterns such as fighting, mating or parenting.

Deep learning algorithms are very good at finding useful cues for what they need to recognize, but such cues may only be visible in specific contexts. This is very difficult to avoid and that makes deep learning models less robust compared to the dedicated feature classifiers, at least for behaviors that are more complex than body points and pose. For the detection of nine behavior categories classes (groom, rear, walk etc.), van Dam et al. (2020) reported an increase in within-experimental-setup performance (see an example in Figure 9) at the cost of a decreased across-setup performance. Currently, all deep learning models for rodent behavior need dedicated training or fine-tuning on the dataset that they are deployed on. HCMS may help as they provide a relatively constant environment. Yet, other types of variances remain, for instance rodent strain, age and sex, and most importantly experimental manipulation that causes animals to behave differently, that is, both the form of the behavior (e.g., intensity and direction) and its temporal structure may vary. Although that may represent a potential limitation, we are confident that methods based on neural networks are the way to go for obtaining more animal-centered measures of behavior. We envision that the sensor technologies, test paradigms and digital behavioral markers explored and validated in HCMS may eventually find their way into the vivarium, thus contributing to the three Rs (Russell and Burch, 1959) and improving scientific validity and reproducibility (Würbel, 2017) of preclinical laboratory studies.
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FIGURE 9. Time plot of behavioral events coded by human observer (Ground truth; top) and scored by the Deep learning annotation system. Note the striking agreement between ground truth and automated annotations. The figure is redrawn from van Dam et al. (2020).
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For ethical and legal reasons it is necessary to assess the severity of procedures in animal experimentation. To estimate the degree of pain, suffering, distress or lasting harm, objective methods that provide gradebale parameters need to be tested and validated for various models. In this context, automated home-cage monitoring becomes more important as a contactless, objective, continuous and non-invasive method. The aim of this study was to examine a recently developed large scale automated home-cage monitoring system (Digital Ventilated Cage, DVC®) with regard to the applicability and added value for severity assessment in a frequently used acute colitis mouse model. Acute colitis was induced in female C57BL/6J mice by varying doses of DSS (1.5 and 2.5%), matched controls received water only (0%). Besides DVC® activity monitoring and nest scoring, model specific parameters like body weight, clinical colitis score, and intestinal histo-pathology were used. In a second approach, we questioned whether DVC® can be used to detect an influence of different handling methods on the behavior of mice. Therefore, we compared activity patterns of mice that underwent tunnel vs. tail handling for routine animal care procedures. In DSS treated mice, disease specific parameters confirmed induction of a graded colitis. In line with this, DVC® revealed reduced activity in these animals. Furthermore, the system displayed stress-related activity changes due to the restraining procedures necessary in DSS-treatment groups. However, no significant differences between tunnel vs. tail handling procedures were detected. For further analysis of the data, a binary classifier was applied to categorize two severity levels (burdened vs. not burdened) based on activity and body weight. In all DSS-treatment groups data points were allocated to the burdened level, in contrast to a handling group. The fraction of “burdened” animals reflected well the course of colitis development. In conclusion, automated home-cage monitoring by DVC® enabled severity assessment in a DSS-induced colitis model equally well as gold standard clinical parameters. In addition, it revealed changes in activity patterns due to routine handling procedures applied in experimental model work. This indicates that large scale home-cage monitoring can be integrated into routine severity assessment in biomedical research.

Keywords: automated home-cage monitoring, activity, DSS-induced acute colitis, Digital Ventilated Cage, contactless, 24/7


INTRODUCTION

In recent years automated home-cage monitoring has become increasingly important in behavioral phenotyping of laboratory mice and might present a tool for the refinement of procedures applied to laboratory animals according to Russell and Burch (1959). The refinement principle of the 3Rs by Russell and Burch (1959) demands to minimize any kind of pain, suffering, distress or harm that animals experience during an experiment. For the recognition of such experiences, good and sensitive parameters are needed. Besides our ethical responsibility to detect any suffering in animals statutory requirements demand researchers to provide classifications of severity (European Union [EU], 2010). However, severity assessment requires methods that include model-specific, objective and gradebale parameters; these have to be tested and validated (Bleich et al., 2020).

To properly record the severity of disease and improve the welfare of the experimental animals, automated home-cage monitoring became an essential element in this process. It enables continuous (24/7) monitoring of the animals (Pernold et al., 2019) that opens the possibility to recognize pain and suffering as quickly and effectively as possible, which is important for robust refinement. This is in line with the recommendations by Hawkins et al. (2011), who provide valuable information on and effective protocols for the welfare assessment. According to the authors, nocturnal animals like many rodents should be observed at night (in their active phase) in order to note relevant changes in behavior. Furthermore, automated home-cage monitoring systems ensure the availability of the recorded data at any time (Pernold et al., 2019). Another big advantage is that the animals remain in their familiar environment (home-cage) eliminating confounding study effects provoked by experimental settings (Richardson, 2015; Bains et al., 2018). In addition, the natural behavior of mice as a prey animal is not affected by the observer and potentially hidden behavior can be detected (Weary et al., 2009).

So far, various methods of automated home-cage monitoring have been developed and established. Besides the use of invasive methods, such as telemetric measurements of vital signs (Cesarovic et al., 2011; Arras et al., 2012), or animal tracking using subcutaneously injected transponders (Lewejohann et al., 2009; Howerton et al., 2012; Weegh et al., 2020), there are already non-invasive automated home-cage methods available. Of particular interest is the recording of mouse behavior and activity without invasive interventions. In previously published studies, technologies such as running wheels (Häger et al., 2018), video recording (Jhuang et al., 2010), microwave-based (Genewsky et al., 2017), or even infrared-based detectors (Dell’Omo et al., 2002) have been used to monitor animal behavior. Recently, an automated home-cage monitoring system (Digital Ventilated Cage, DVC®) based on electromagnetic waves has been developed enabling the monitoring of the activity of mice 24/7 in real-time through a capacity-based technology (Iannello, 2019). By using this quite new technology, Pernold et al. (2019) were able to show influences on mice activity due to different time points of routine procedures, such as cage changes. Furthermore, changes in activity patterns in the SOD1G93A mouse model of Amyotrophic Lateral Sclerosis were described (Golini et al., 2020).

Aim of the present study was to evaluate whether the DVC® system enables severity assessment in a mouse model of inflammatory bowel disease (IBD). The major clinical entities of IBD, Ulcerative colitis and Crohn’s disease, are widespread inflammatory diseases of the intestine and represent a significant impairment of the quality of life and performance of those concerned. Besides abdominal pain, diarrhea, and rectal bleeding, also weight loss, fever, and fatigue can occur (Strober et al., 2007). To mimic the disease, various IBD models are available, with the acute dextran sodium sulfate (DSS)-induced colitis mouse model being a frequently used one. DSS results in a disruption of the intestinal barrier accompanied by clinical signs like weight loss and diarrhea (Solomon et al., 2010). The disease severity also depends on the degree of intestinal inflammation (Solomon et al., 2010), and thus it is important to monitor the animals closely. Besides the use of model-specific parameters and the observation of nesting behavior, this study measured the animals’ activity by applying the DVC® system as a large scale automated home-cage monitoring system. We questioned whether changes in activity measured by this system mirror the disease development in the animals and can aid in the categorization of the affected state in this model system.

Additionally, we aimed at comparing activity patterns of mice that underwent tunnel vs. tail handling for routine animal care procedures using the DVC® system. It is already known that mice handled by a tunnel show less anxiety than mice handled by the tail (Gouveia and Hurst, 2013; Nakamura and Suzuki, 2018) and that tunnel handling improves the well-being of animals (Henderson et al., 2020). These studies investigated the behavior of the mice by performing behavioral assays such as the elevated plus-maze or voluntary interaction test (Gouveia and Hurst, 2013; Nakamura and Suzuki, 2018; Henderson et al., 2020). To the authors’ best knowledge it had not been analyzed whether the general activity of mice in their home-cage is also affected by tunnel handling and this has therefore been examined in this study.



MATERIALS AND METHODS


Animals and Housing Conditions

For colitis experiments, thirty female, in-house bred C57BL6/J mice were received from the Central Animal Facility (Hannover Medical School, Hannover, Germany) at the age of 9–10 weeks. Upon arrival the animals were randomly pair-housed and assigned to an experimental group by blindly shuffling and distributing animal score sheets. The animals were given an acclimatization period of 3 weeks to get used to environmental conditions and experimenter by daily handling and weighing. Throughout the acclimatization and experimentation phase the animals were housed in standard individually ventilated cages (IVC; Type GM500, Tecniplast) and had access to autoclaved tap water and standard rodent chow (Altromin 1324 TPF, Altromin Spezialfutter GmbH & Co., KG, Lage, Germany) ad libitum. Every cage was provided with the same amount of bedding (120 g of poplar wood, AB 3–10V, Thomsen DeLuxe Bedding “LAB.BED,” Thomsen Räucherspäne Räucherholz GmbH & Co., KG, Handewitt, Germany) and nest material consisting of 10 g folded strips of paper (ANT Pet Bedding, ANT Tierhaltungsbedarf, Buxtehude, Germany) and one cotton roll (ANT cotton rolls, WR 4 12 mm × 38 mm, ANT Tierhaltungsbedarf, Buxtehude, Deutschland). The cages were changed once a week by providing the animals with new bedding and nest material to ensure standardized activity measurement and nest scoring. The mice were monitored and handled under a laminar flow cabinet (Labgard Class II, Laminar Flow, Biological Safety Cabin, NuAire, Inc., Fernbrook Lane, Minnesota, United States) daily to get used to the procedures/experimenter and to closely monitor the state of health during the developing colitis. The daily checks and measurements were always carried out by one and the same female, experienced and trained experimenter, always between 2 and 3 h after the light was switched on. In this process and throughout all other stages of the experiment except for histological evaluation (allocation, experiment, assessment and data analysis) the experimentator was aware of the group allocation. To minimize confounding factors the room was only entered by the one experimenter and the order of the cages for daily examination was arbitrary. In all cohorts, tunnel handling (Plexx, Mouse Tunnel red, #13102, Netherlands) was used for routine care and experimental procedures, except for fresh feces collection (described in more detail in the corresponding section). Routine health surveillance according to Mähler et al. (2014) was conducted using a sentinel system. The mice were housed under a standardized 14/10 h light/dark cycle and the room temperature was maintained at 23 ± 1°C with a relative humidity of 49 ± 9%.

In order to investigate the impact of two different routine handling methods (tail vs. tunnel handling) without further experimental intervention (no DSS induction, Haemoccult® test, nest scoring, or sample collection for histology) additional twenty mice of the same age, strain, and gender were monitored and handled with the assigned method (tail or tunnel). The housing conditions were the same as for the experimental animals.



Experimental Setup


Colitis Model

To induce acute colitis animals were exposed to different dosages of DSS (Lot No.:Q7418, M.W: 36.000–50.000 Da, MP Biomedicals, Illkirch, France) in distilled drinking water for five consecutive days (9 a.m. on day 0 - 9 a.m. on day 5). The set up was as follows: group 1: 0% DSS, control (n = 10 animals/5 cages); group 2: 1.5% DSS (n = 10 animals/5 cages) and group 3: 2.5% DSS (n = 10 animals/5 cages). The control animals continued to receive autoclaved drinking water. At the end of the experiment (d14), all animals were euthanized by CO2 inhalation and subsequent cardiac puncture. Afterward, samples were taken for histological examinations.



Histology

At the end of the study, histology of the cecum and colon were prepared. Briefly, the colon was flushed directly with Phosphate-buffered saline (PBS) and placed in a histology cassette as a “Swiss role” (Moolenbeek and Ruitenberg, 1981). Colon and cecum were fixed in a 4% buffered formalin solution. After 4 days the samples were transferred to PBS and the cecum was cut in half and cleared of intestinal contents. After embedding tissue in paraffin blocks, sectioning these blocks, and H&E staining, the samples were scored blinded with regard to inflammation by using a score developed for DSS colitis (Bleich et al., 2004).



Clinical Examination


Clinical Score

Throughout the experiment, animals were scored daily on the basis of a previously published clinical colitis score (Bleich et al., 2010; Table 1), used for severity assessment of DSS-induced colitis in mice (Häger et al., 2015). The maximum score was set to 20 as described in detail in Table 1. Besides clinical parameters like body weight and fecal consistency also general clinical parameters such as posture or spontaneous behavior were evaluated. The severity of disease was categorized in: score 0 = not, score 1–8 = mildly, score 9–17 = moderately and score 18–20 = severely affected. For statistical analysis, d0 was set as a day of reference, as it represents the condition before DSS treatment.


TABLE 1. Clinical colitis score.
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Body Weight

Body weight was assessed as a parameter for the clinical scoring as well as for analyzing it separately. A weight loss of more than 18% of the initial body weight was defined as a humane endpoint. Body weights of the last 3 days (day -2 to day 0) of the adaption period were used as bsl and all subsequent data were presented as percentage change from bsl.



Fecal Occult Blood Test

In addition to the clinical scoring, the presence of blood in the stool was examined daily (days 0–14) in the three DSS groups. Therefore, a guaiac-based fecal occult blood test (Haemoccult®, Beckman Coulter) was performed using fresh feces of the mice. This Haemoccult® test enabled the visualization of occult blood by blue coloration of the test field. In order to receive fresh feces of the animals, the mice were taken out of the cage via tunnel and placed on the cage grid. The base of the tail was then grasped between thumb and forefinger. If the animals did not defecate directly, the anus and abdomen were massaged gently. After feces collection mice were placed back in the cage using the tunnel again.



Nest Building Behavior

Throughout the experiment, nest building behavior of the experimental animals was assessed on a non-blinded basis at the time of daily animal checks. Every morning (2–3 h after lights on) nest complexity was scored using the protocol established by Hess et al. (2008). Therefore, the cages were removed from the rack and opened under a lamina flow cabinet. Immediately afterward, the structure of the nests was scored, always by the same observer. In the course of the weekly cage change, every cage was equipped with the same amount of nesting material (120 g of bedding, 10 g of folded strips of paper, and one cotton roll). Bls nest scoring were determined from day -13 to day 0 by calculating the mean of all these days for each cage.



Activity Monitoring

In addition to the already mentioned methods that require interaction with the mouse and/or cage and must be carried out in the animal room, the DVC® (Tecniplast, Buguggiate, Italy) was used to monitor the 24/7 activity of the mice. The technology is based on electromagnetic waves. Under each home cage, a sensing board was installed consisting of twelve electrodes to detect differences in the electrical capacitance (every 0.25 s) (Iannello, 2019; Pernold et al., 2019). With the help of a metric so-called Animal Locomotion Index, which was developed and validated by Tecniplast (for further information see Iannello, 2019), interferences of the capacitance are converted into activations and represented in% random unit and normalized (0–100%) (Iannello, 2019). The average activity of each home cage was specified in a 1-min time interval. All data was collected by an assigned computer (DVC® Master) and sent to a web-based software application (Giles et al., 2018; Iannello, 2019). For baseline calculation and data analysis, the metric average of each cage in a 5-min interval was used. Bls activities were determined from day -20 to day 0 by calculating the mean activity (absolute values) of all these days for each cage. For all further analyses, one cage represents one unit.



Comparison of Handling Procedures

To compare the impact of handling procedures on the animals’ activity, a total of 20 mice were housed in pairs and randomly assigned to two different groups by blindly shuffling and distributing animal score sheets (group 4: tail handling, n = 10 animals/5 cages; group 5: tunnel handling, n = 10 animals/5 cages). The animals were monitored and handled daily. Just as in the DSS groups, a daily clinical examination including determination of body weight was performed and the activity was monitored 24/7. However, no DSS administration, Haemoccult® test, nest scoring, or sample collection for histology were performed in these animals.

As described in the literature, for tail handling, the experimenter grasped the base of the tail between thumb and forefinger and lifted the mouse gently onto the hand (Hurst and West, 2010; Henderson et al., 2020). In the tunnel handling group mice were guided toward the tunnel. After entering it, the tunnel was lifted up and the experimenters hands were cupped over the ends of the tunnel to avoid escape (Hurst and West, 2010; Henderson et al., 2020).



Statistical Analysis

All statistical tests were performed using Graphpad Prism 8 software (La Jolla, California). Values are presented as mean ± standard deviation if not stated otherwise. Data were tested against the hypothesis of a normal distribution with the Shapiro-Wilk test. All data, except the histology and clinical colitis score data, approximated a normal distribution. Comparisons between DSS-treated groups and controls were performed with a two-way repeated measure analysis of variance (two-way RM ANOVA) followed by a post hoc Tukey test (activity, body weight, nest building) and Kruskal-Wallis test (H) followed by a post hoc Dunn’s test (histology and clinical colitis score). Comparisons within groups (from bsl/d0) were performed with a one-way repeated measure analysis of variance (one-way RM ANOVA) followed by a post hoc Dunnett’s test (activity, body weight, clinical colitis score). To compare the Haemoccult® test results between the groups, a Fisher’s exact test was performed, and to compare them within each group to d0, the McNemar test was used (R software. V4.0.3, R R Core Team, 2020). During analysis no outlier criteria were identified and no criteria were used for including or excluding animals. For the analysis of histology, clinical colitis score, body weight and fecal occult blood test animals were used as experimental units (n = 10 animals for each group). For the analysis of nest building and activity cages were used as experimental unit (n = 5 cages each group). A priori power analysis was performed. P < 0.05 was considered significant with ∗: p < 0.05, ∗∗: p < 0.01, and ∗∗∗: p < 0.001 (varied symbols).

Microsoft® Excel® (v16.0.4549.1000, Microsoft Office Professional Plus 2016, ©Microsoft Corporation) was used to create heat maps for activity pattern analysis.


Linear Severity Classifier

A model with binary class information based on the variables activity and body weight was trained to classify data into two severity categories. For this, data from day 7 of the colitis model were used as a training set and labeled 1 for the 2.5% DSS group as well as 0 for the rest. The model was trained with a generalized linear model from the binomial family with categorical outcomes and a logit link function. The probabilities on the logit scale were used in class predictions at the p > 0.5 threshold. Data from other days of the colitis model were then used as test data to evaluate the classification performance of the classifier. These calculations were performed in the R software (v4.0.3, R Core Team, 2020).



RESULTS


Model-Specific Parameter Describing Colitis Manifestation


Histology

For the analysis of a graded acute colitis induction, histologies of the intestines were taken from animals treated with 0% (water only), 1.5 or 2.5% DSS on day 14 at the end of the experiment. Kruskal-Wallis test showed significant differences in the histology score between different DSS concentrations (colon: H = 24.17, p < 0.0001; cecum: H = 10.93, p < 0.0042). Dunn’s post hoc test revealed that colons of DSS-treated mice showed significantly higher scores with a median score of 6.5, IQR = 5.75–9.0 (1.5% DSS group, adj. p < 0.0357) and 13.0, IQR = 9.75–15 (2.5% DSS group, adj. p < 0.0001) out of a maximum score of 46, when compared to control animals (median score: 1.5, IQR = 0–2) (Figure 1). Analysis of the cecum still revealed a median score of 3.5, IQR = 0–5.2 out of a maximum score of 23 in the 2.5% DSS group, a significantly higher score compared to the 0% DSS group (median score 0, IQR = 0–0, 0% vs. 2.5%: adj. p < 0.0029).
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FIGURE 1. Histology of the three groups of the DSS-induced colitis model. The histology score of the colon ranged from 0 to 46 and of the cecum from 0 to 23. N = 10 animals in each group. Comparison between the groups: Kruskal-Wallis Test (colon: H = 24.17, p < 0.0001; cecum: H = 10.93, p < 0.0042) + Dunn’s post hoc test; #: 0% vs. 1.5% (adj. p < 0.0357), $$: 0% vs. 2.5% (adj. p < 0.0029), $$$: 0% vs. 2.5% (adj. p < 0.0001), !: 1.5% vs. 2.5% (adj. p = 0.4754). Values are presented as median with IQR.




Clinical Examination

Using the model-specific clinical colitis score, the parameters body weight, fecal consistency, posture, behavior (spontaneous and provoked), and appearance (fur and eyes) of the animals were recorded and results are shown in Figure 2. Within group comparisons over time revealed no statistically significant changes in the 0% DSS group [one-way RM ANOVA; F(14, 126) = 1.678, p = 0.0682] but significantly increased scores in 2.5% [one-way RM ANOVA; F(14, 126) = 14.08, p < 0.0001] and 1.5% DSS-treated mice [one-way RM ANOVA; F(14, 126) = 4.094, p < 0.0001]. A maximum individual score of 3 out of 20 (day 6) in the 2.5% DSS group and 2 out of 20 in the 1.5% DSS group (day 4 and 6) was detected (Figure 2). Dunnett’s post hoc test revealed significant increases in the DSS-treated mice with the highest mean values on day 5 in the 2.5% DSS group (1.9 ± 0.31, adj. p < 0.001) and on day 4 in the 1.5% DSS group (1.0 ± 0.47, adj. p < 0.0004) (Figure 2). During the experiment, the 2.5% DSS-treated mice showed more significant differences compared to d0 than the 1.5% DSS-treated mice (2.5% group for 8 days: days 2–9; 1.5% group for 4 days: days 3–6) (Figure 2). Statistically significant differences were identified between all treatment groups from day 2 to day 12 with biggest difference on day 5 (H = 24.62, p < 0.0001; Dunn’s post hoc test: 0% vs. 2.5%: adj. p < 0.0001, 1.5% vs. 2.5%: adj. p < 0.01). Dunn’s post hoc test revealed significant differences between the 0 and 1.5% DSS groups on days 3, 4, and 6 and between the 0 and 2.5% DSS groups from days 2 to 11 (inter-group differences for individual days are depicted in Figure 2). Throughout the experiment, no animal showed changes in posture, behavior, or appearance, but body weights were decreased in the 2.5% DSS group when compared to bsl level [one-way RM ANOVA; F(14, 126) = 9.852, p < 0.0001] and stool consistency changed in DSS treated animals (1.5 and 2.5% groups). The fecal consistency was the major factor regarding the increased clinical score, as the feces became softer and showed traces of blood with continued DSS treatment. Haemoccult® testing confirmed these findings (Supplementary Figure 1). Individual parameters of the clinical score and body weight curves are shown in Supplementary Figure 1.
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FIGURE 2. Results of the clinical colitis score. Clinical colitis score of all three groups of the DSS-induced colitis model (n = 10 animals in each group). Comparison to d0: one way RM ANOVA + Dunnett’s post hoc test;°: 0% [F(14, 126) = 1.678, p = 0.0682; d8: adj. p = 0.0154], ∼-∼∼∼: 1.5% [F(14, 126) = 4.094, p < 0.0001; d3: adj. p = 0.0428, d4: adj. p = 0.0004, d5: p = 0.0428, d6: adj. p = 0.0104], *-***: 2.5% [F(14, 126) = 14.08, p < 0.0001; d2: adj. p = 0.0189, d3-6: adj. p < 0.0001, d7: adj. p = 0.0002, d8: adj. p = 0.0045, d9: p = 0.0189]. Comparison between the different groups: Kruskal-Wallis Test + Dunn’s post hoc test; #: 0% vs. 1.5% (d3: adj. p = 0.0237, d4: adj. p = 0.0101 and d6: adj. p = 0.0259), $-$$$: 0% vs. 2.5% (d2: p = 0.0015, d3-d6: p < 0.0001, d7: adj. p = 0.0008, d9: p = 0.0033, d10: p = 0.0154, d11: adj. p = 0.018), !, !!: 1.5% vs. 2.5% (d2: p = 0.0086, d5: p = 0.01).




Nest-Building Behavior

In addition to clinical scoring, the nest-building behavior was monitored to determine severity-related differences. Throughout the experiment, neither significant differences between the groups [two-way RM ANOVA; F(2, 12) = 0.3601, p = 0.7049] nor interactions between groups and time [two-way RM ANOVA; F(28, 168) = 1.268, p = 0.1808] were detected. Score value data can be seen in Supplementary Table 1.



Automated Home-Cage Monitoring


Activity Patterns and Quantification of General Activity

The automated home-cage monitoring system DVC® was used for the analysis of the impact of acute DSS colitis on activity patterns in mice and for the analysis of possible differences in activity due to different handling methods. By applying this system, dark-phase (9 p.m. to 7 a.m.) activity patterns in 5-min intervals were assessed. In heat maps illustrating activity, the blue color represents time intervals of low activity and the red color represents time intervals of high activity. Heat maps of all three DSS groups and the two handling groups, consisting of bsl bars and activity patterns from days 1 to 14, were created (Figures 3A–E). Activity patterns of the DSS groups showed the first peak of activity within the first 2 h after lights were switched off. Approximately 5 h after lights-off a marked decrease in activity was visible. This inactive phase lasted about 2–3 h. Subsequently, another active phase could be detected. It was noticeable that the heat map of the 2.5% DSS group revealed decreased activity (indicated by multiple blue areas) during the whole dark phase on days 5 to 7 (Figure 3E). The statistical analysis confirmed a significant decrease in the 2.5% DSS group from days 5 to 9 compared to bsl [one-way RM ANOVA; F(14, 56) = 10.22, p < 0.0001; mean difference: 27.3–54.56%; Dunnett’s post hoc test: d5: adj. p = 0.00015; d6–d7: adj. p < 0.0001; d8: adj. p = 0.0006; d9: adj. p = 0.014] (Figure 4A). Moreover, two-way repeated measure ANOVA revealed a significant time x group interaction [F(28, 168) = 2.354, p = 0.0004]. Tukey’s post hoc test revealed a decreased activity in the 2.5% DSS group compared to the control group from days 5 to 7 (d5: adj. p = 0.0055, d6: adj. p = 0.0095, d7: adj. p = 0.0246). However, no significant differences between the 0% DSS and 1.5% DSS group were observed throughout the experiment.
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FIGURE 3. Heat maps of the dark phase from days 1 to 14 of the three DSS groups and the two handling groups. The heat map shows the activity data displayed in 5-min intervals during lights-off for days of bsl and during the experiment (days 1–14). Each line represents one dark phase (9 p.m. to 7 a.m.). The values are color-coded with blue representing low and red representing high activity (0–6%). (A) Tunnel; (B) Tail; (C) 0% DSS; (D) 1.5% DSS; (E) 2.5% DSS; n = 5 cages each group.
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FIGURE 4. Percentage change of initial activity of the experimental animals and the two handling groups. Percent of initial activity (A) of all three groups of the DSS-induced colitis model (n = 5 cages each group) and (B) of the two handling groups (n = 5 cages each group). Compared to bsl: one way RM ANOVA [tail: F(14, 56) = 2.700, p = 0.0043; tunnel: F(14, 56) = 3.703, p = 0.0002] + Dunnett’s post hoc test; *-***: 2.5% DSS, *: tail, #-## and #: tunnel. Comparison between the groups: DSS groups ($-$$): two-way RM ANOVA [time × group factor: F(28, 168) = 2.354 p = 0.0004, group factor: F(2, 12) = 0.7474 p = 0.4944]; handling groups: two-way RM ANOVA [time × group factor: F(14, 112) = 1.039, p = 0.4212, group factor: F(1, 8) = 0.002775, p = 0.9593].


To check whether the system is also sensitive enough to display differences between handling methods, activity patterns of mice during routine husbandry handled via tail or tunnel were created (Figures 3A,B). Similar to the experimental animals, heat maps showed the first peak of activity within the first 2 h after lights were switched off. Here, the marked decrease in activity was visible approximately 1 h later than in the DSS groups. The inactive phase lasted about 2 h. Subsequently, another active phase could be detected. When comparing the activity pattern of the tail and tunnel-handled group, there was a slight tendency toward more blue areas (inactive intervals) in the tail group (Figure 3B). However, no significant differences between the two handling methods could be detected by statistical analysis [two-way RM ANOVA; time × group factor: F(14, 112) = 1.039, p = 0.4212; group factor: F(1, 8) = 0.002775, p = 0.9593; Figure 4B]. Nevertheless, a slight, non-significant tendency toward higher activity in the tunnel-group was observed by comparing the cumulative activity over the whole observation time [two-way RM ANOVA; time × group factor: F(14, 112) = 1.339, p = 0.1960; Supplementary Figure 2].

Interestingly, the 0% DSS group showed less activity during the experimental phase when compared to the activity patterns of the two handling groups (heat maps in Figure 3) or compared to bsl level (Figure 4A). However, statistical analysis revealed no significant decrease [one-way RM ANOVA; F(14, 56) = 0.8806, p = 0.5829]. In comparison, the general activity of the handling groups remained around or above bsl. Statistical analysis revealed no significant decrease during the observation time but a slight increase over the bsl level [one-way RM ANOVA; tail handling group: F(14, 56) = 2.700, p = 0.0043; tunnel handling group: F(14, 56) = 3.70, p = 0.0002; Figure 4B].



Classification of Severity With a Linear Classifier

For objective severity classification and prediction, we trained a linear classifier with a generalized linear model from the binomial family (logistic regression). To capture the most extreme severity information of the colitis model, activity and body weight data from day 7 of the experiment were used as training data (Supplementary Figure 3). In this set, data from the 2.5% DSS group were class-labeled 1 (indicating severity) and the remaining data from the other groups were labeled 0 (indicating no or less severity). With the coefficients of the resulting model, a line was drawn into the two-dimensional variable space of activity and body weight that represented the decision boundary of the classifier, trained on day 7 colitis data. The line was then used as a visible discriminator for distinguishing between burdened and unburdened data (classes 0, and 1) (Figure 5A). In subsequent steps, projections of untrained (test) data into the same space allowed predictions of severity classes for each data point. At day 6, differences were clearly visible between various experimental groups in terms of severity classifications. In all three experimental groups, fractions of animals were categorized into severity class 1. The proportion of class 1 was highest in the 2.5% DSS group with 100% (Figure 5B), followed by the 1.5% DSS group with 30%, and the 0% DSS group with 20% (Figure 5B). In comparison to the DSS groups, the tunnel-handled group was classified completely into class 0 (Figure 5B). Categorized data of all days are shown in Supplementary Figure 4.
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FIGURE 5. Results of the linear classifier. Data points of all animals based on body weight and activity on day 6. (A) Localization of data points of individual mice and (B) percentage distribution of each group in classes 0 and 1.




DISCUSSION

Animal welfare and the refinement of experimental procedures are fundamental aspects of biomedical research and require an improved and evidence-based severity assessment strategy (Bleich and Tolba, 2017; Bleich et al., 2020). Here, among disease specific parameters like body weight and clinical colitis score, as well as scoring of the nest-building behavior, we assessed the impact of acute DSS-colitis induction on the animal by using an automated home-cage monitoring system (DVC®). Expectedly, common clinical scoring revealed an increase in the clinical colitis score in the DSS-treated mice, which correlated with increased DSS doses. Corresponding control animals showed no significant signs of impairment. The automated home-cage monitoring also detected prolonged inactivity phases and significant decreases in activity due to higher concentrations of DSS. Interestingly, a non-significant decrease in general activity in the control group was indicated during the whole experiment when compared to baseline measurements.

According to the literature, clinical scoring, which includes measuring body weight or recording behavioral changes, is a fundamental tool for severity assessment in animal experimentation (Keubler et al., 2018) and requires model-specific adjustment (Morton and Griffiths, 1985). Also in this study model-specific clinical scoring was performed to assess the animals’ welfare during the experiments, which was also used in previous studies (Häger et al., 2015). In the present study, the parameters that contributed most to the increased score values were body weight (in the 2.5% DSS group only) and fecal consistency. This is in line with the recent literature showing reduced body weight (Chassaing et al., 2014; Häger et al., 2015) and changed fecal consistency (Solomon et al., 2010) in mouse models of acute colitis. However, other parameters of the clinical score, such as posture, behavior, and appearance showed no alterations. Since mice are prey species, they may hide natural behavior in the presence of humans (Weary et al., 2009). Furthermore, appropriate training and experience of the observer performing clinical scoring is required. Thus, the clinical score is rather limited in its applicability and is perhaps not sensitive enough to assess subtle changes (Hawkins et al., 2011). Moreover, necessary procedures required for clinical investigation (e.g., restraining for feces collection) are generally disruptive to the animal during its sleep cycle, are potentially stressful, and may only provide a snapshot of the animal’s current condition.

In the present study, nest scoring as a non-invasive method was used additionally to assess the severity of disease. However, in the present study, no significant decrease in nest building activity due to DSS treatment was detected. One explanation could be the relatively mild colitis development does not affect the nest building behavior of the animals. Also the sample size could be a limiting factor for identifying statistically significant differences, though this is very unlikely to be the cause in the present study considering the almost identical nest scores in all treatment groups. Published evidence confirms the suitability of this method for the assessment of distress and pain, e.g., after laparotomy or exposure to isoflurane (Arras et al., 2007; Gjendal et al., 2020). However, not only did our study show no significant effects on nest building behavior due to pain and distress, but also a recent study by Hohlbaum et al. (2017) detected no significant effect of isoflurane exposure on nest building behavior. In this context it is important to consider that the protocols used for nest scoring often vary between the studies.

The focus of the present study was the application of DVC as a non-invasive, contactless and continuous method to investigate changes in activity due to DSS treatment. We observed that mice showed the peak of activity within the first 2 h after lights off, followed by a phase of high activity for an additional 4 h. After this active phase, the mice showed an obvious reduction in activity. This resting time lasted around 2 h, following by a further active phase before lights switched on again. These findings are in line with a study by Pernold et al. (2019) investigating the activity of group-housed female C57BL/6J mice in the DVC® system at three different locations. Interestingly, during the entire period of activity measurement, mice of the DSS treatment groups showed less activity compared to the bsl level than mice of the handling groups. A major difference regarding the handling procedures between the DSS groups and the two groups in routine husbandry was the additional restraining for Haemoccult® testing. Routine procedures in laboratory facilities, like handling and restraint are known as potential sources of stress (Balcombe et al., 2004; Meijer et al., 2006) and can influence the activity of mice (Pernold et al., 2019). In this study, such stress-related differences due to additional restraining were detected by home-cage monitoring. Furthermore, the system revealed more inactive time intervals and an enlarged inactive phase due to DSS induction and a significant reduction in general activity. Other home-cage systems using voluntary wheel running for activity monitoring (Häger et al., 2018; Weegh et al., 2020), revealed a dose-dependent decrease in activity due to DSS administration. However, in the present study, no dose-dependent differences in the animals’ activity were observed, and in comparison the manifestation of the colitis in the present study was milder. Another reason could be the difference between the two methods, measurement of wheel-running activity in the home-cage vs. general activity in the home-cage. In a study (Bains et al., 2018) investigating differences between motivated running-wheel behavior and RFID-based home-cage activity, the authors described the limited detection of wheel-running behavior, since it is part of motivated running behavior. This study suggests that initially, elective activity of the animals decreases before general home-cage activity. Another reason could be the fact that this home-cage system is only able to display the average of the cage activity, while activity of individual mice is unknown. Individual animal tracking can be achieved, e.g., using RFID-based systems (Lewejohann et al., 2009; Weegh et al., 2020), however, these systems usually require an invasive intervention to implant RFID chips. An overview and critical discussion of this technology has recently been given by Voikar and Gaburro (2020).

Moreover, as we observed impacts of handling procedures in the DSS groups, we analyzed tunnel vs. tail handling during routine husbandry to answer the question of whether this DVC® system is sensitive enough to detect subtle differences between groups. In the published literature, mice handled by a tunnel showed less anxiety than mice handled by the tail (Gouveia and Hurst, 2013; Nakamura and Suzuki, 2018) and tunnel handling contributed to improved animal well-being (Henderson et al., 2020). These studies investigated the behavior of the mice by performing dedicated assays such as the elevated plus-maze, open field test or voluntary interaction test (Gouveia and Hurst, 2013; Nakamura and Suzuki, 2018; Henderson et al., 2020). To the authors’ best knowledge it is not yet known whether the general activity of the mice in the home-cage is also less affected by tunnel handling. The results of the DVC® system in the present study revealed no significant differences between mice handled by tunnel compared to mice handled by the tail, however, a slight tendency toward higher activity in the tunnel handled group was observed. These findings revealed that the general activity in the home-cage is not effected by the handling method, even if according to the literature tunnel handling in provoked situations outside the home-cage (e.g., open field test) improves animal well-being (Nakamura and Suzuki, 2018; Henderson et al., 2020). However, it is advisable to prefer tunnel handling to tail handling, as it has already been shown that it contributes to improved interaction with the experimenter and reduces anxiety (Nakamura and Suzuki, 2018).

With the training of a linear classifier, a severity classification of two classes based on both, activity and body weight was possible with the current data. The application of the algorithm demonstrated a graded colitis and mirrored well the course of colitis induction and remission. Furthermore, not only did the DSS-treated groups display fractions in severity class 1 (burdened), this was also observed for the 0% DSS group. In contrast, the tunnel-handled mice in routine husbandry remained entirely at class 0. With the current limited training data, a simple binary model appeared feasible. However, with further data from other studies a more complex, stratified and cross-validated model may lead to a more generalizable characterization of severity levels of colitis by activity data in the near future.

The DVC® reflects several advantages inherent to automated home-cage monitoring systems, which ultimately can contribute to higher reproducibility and better refinement of studies by reducing human bias and interferences (Voikar and Gaburro, 2020). One of the main advantages is the continuous monitoring of the animals (Pernold et al., 2019). Nocturnal animals can be observed in their active phase and any changes in behavior during this time can be detected (Hawkins et al., 2011). In comparison, clinical scoring can only capture a brief moment of the animal’s condition. Furthermore, clinical scoring or behavioral testing are mostly dependent on the presence and/or interaction of the observer. In contrast, the DVC® is a home-cage-based method, thus no further experimental settings are required (Richardson, 2015; Bains et al., 2018). Consequently, the natural behavior of mice as a prey animal is not affected and potentially hidden behavior can be detected (Weary et al., 2009). Moreover, a review by Voikar and Gaburro (2020) gives evidence for the application of the DVC® system for mouse phenotyping. The authors of the present study also see an added value in the system with regard to mouse phenotyping in the colitis models. E.g., behavioral data can aid in the detection of differences in the susceptibility to colitis between mouse strains, as known for the DSS (Mähler et al., 1998) or interleukin-10-deficiency model (Keubler et al., 2015). Recently, a study by Forster et al. (2021) showed limited correlation of the parameter body weight and histological score in the DSS model. Likewise, we have observed that general clinical symptoms do not necessarily correlate with histological scores in colitis models (unpublished). This suggests that it is important to consider also other parameter like activity in order to better capture the severity of disease through multimodal monitoring. This also applies to translational research when it comes to yet ignored aspects of disease in mouse models. It has been known that patients with IBD can develop symptoms such as fatigue syndrome (Nocerino et al., 2020), to our knowledge a component not yet included in phenotyping of models in therapeutic studies. This can possibly be achieved using contactless home-cage monitoring.

However, the system still shows some limitations like the above mentioned fact that it only displays the average of the cage activity. In addition, many parameters for phenotyping, including severity assessment, are model-specific. Therefore, it is advisable to test the applicability of this system in further animal models. Nevertheless, in the authors’ opinion, further developments of such automated systems will enable large-scale, contactless home-cage monitoring in experimental and even non-experimental settings, which represents a considerable added value for animal welfare.

In summary, we have shown in this study that the DVC® system detected significant decreases in activity due to higher concentrations of DSS and changes in activity patterns due to handling procedures. By applying a regression model using the DVC® data, in this experiment a classification into burdened and not burdened animals could be made detectable. This quite new DVC® system of course cannot replace routine clinical examination of the animals, as we have the duty of care for them, but it serves well as an additional refinement method to objectively monitor animal activity and might enable additional stress-inducing procedures like the Haemoccult® test or even weighing to be omitted during the experiments.
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Ceasing an ongoing motor response requires action cancelation. This is impaired in many pathologies such as attention deficit disorder and schizophrenia. Action cancelation is measured by the stop signal task that estimates how quickly a motor response can be stopped when it is already being executed. Apart from human studies, the stop signal task has been used to investigate neurobiological mechanisms of action cancelation overwhelmingly in rats and only rarely in mice, despite the need for a genetic model approach. Contributing factors to the limited number of mice studies may be the long and laborious training that is necessary and the requirement for a very loud (100 dB) stop signal. We overcame these limitations by employing a fully automated home-cage-based setup. We connected a home-cage to the operant box via a gating mechanism, that allowed individual ID chipped mice to start sessions voluntarily. Furthermore, we added a negative reinforcement consisting of a mild air puff with escape option to the protocol. This specifically improved baseline inhibition to 94% (from 84% with the conventional approach). To measure baseline inhibition the stop is signaled immediately with trial onset thus measuring action restraint rather than action cancelation ability. A high baseline allowed us to measure action cancelation ability with higher sensitivity. Furthermore, our setup allowed us to reduce the intensity of the acoustic stop signal from 100 to 70 dB. We constructed inhibition curves from stop trials with daily adjusted delays to estimate stop signal reaction times (SSRTs). SSRTs (median 88 ms) were lower than reported previously, which we attribute to the observed high baseline inhibition. Our automated training protocol reduced training time by 17% while also promoting minimal experimenter involvement. This sensitive and labor efficient stop signal task procedure should therefore facilitate the investigation of action cancelation pathologies in genetic mouse models.

Keywords: stop signal task, sorting system, behavioral inhibition, mouse models, automated behavioral analysis


INTRODUCTION

Inhibition of a pre-potent response, usually when the response is no longer appropriate, is defined as behavioral inhibition (Wong, 2013). Action cancelation is a specific type of inhibition where an ongoing motor response is stopped while it is already being executed. The stop signal task (SST) was developed to measure this ability of action cancelation (Logan et al., 1984; Tannock et al., 1989). In this task, subjects are first trained to perform a fast reaction with a defined beginning and end, the so called go response following a go signal. In the stop signal task with mice this “go signal” corresponds to an initial nose poke which triggers a light signal and immediately continues into a rapid motor action that ends in a second nose poke to a neighboring nose poke hole.

After a go response has been established, a stop signal is introduced in some of the trials (e.g., 20%). It informs the subject to stop its ongoing motor response such that after the first nose poke the second nose poke is suppressed. The stop signal is given with some delay (stop signal delay, SSD) after the first nose poke initiates the motor response. The longer this delay the harder it is for a subject to respond to the stop signal and inhibit its ongoing motor response.

Deficits in action cancelation ability occur in many psychiatric and neurological conditions such as attention deficit and hyperactivity disorder (Schachar et al., 2000; Overtoom et al., 2002; Alderson et al., 2007), schizophrenia (Hughes et al., 2012; Yang et al., 2020), obsessive-compulsive disorder (McLaughlin et al., 2016; Mancini et al., 2018), Parkinson’s disease (Gauggel et al., 2004; Obeso et al., 2011) and substance abuse (Monterosso et al., 2005; Li et al., 2006; Zhang et al., 2018). To understand the contribution of action cancelation deficits to those pathological conditions and develop better treatment, animal models are crucial. Furthermore, the stop signal task is crucial for dissociating the neurobiological mechanisms of action cancelation and action restraint (Johnstone et al., 2007; Eagle et al., 2008; Dambacher et al., 2014).

The stop signal task, first introduced for rats two decades ago (Feola et al., 2000), has been used to investigate: (i) anatomical structures and neurotransmitter systems involved in action cancelation (Eagle and Robbins, 2003a,b; Eagle et al., 2007; Bari et al., 2009, 2011), (ii) neural activity correlates of action cancelation (Bryden et al., 2012; Leventhal et al., 2012; Schmidt et al., 2013; Mayse et al., 2015; Mallet et al., 2016), and (iii) cognitive aspects of action cancelation (Beuk et al., 2014; Mayse et al., 2014; Xu et al., 2019). The stop signal task for mice (Humby et al., 2013) has been used to identify genetic correlates of action cancelation (Davies et al., 2014, 2019; Dent et al., 2016). Considering that psychiatric conditions with an impairment in action cancelation such as attention deficit and hyperactivity disorder (Thapar and Cooper, 2016; Faraone and Larsson, 2019) and schizophrenia (Cardno and Gottesman, 2000; Sullivan et al., 2003) have a significant genetic component, studies using this task with genetic mouse models have remained surprisingly scarce.

One of the factors that have limited the use of genetic mouse models with the stop signal task is the labor requirement due to the task’s long training period (∼44 days, Humby et al., 2013). In general, labor requirement can be reduced by utilizing automated home-cage based experimentation, that allows continuous experimentation with minimal experimenter involvement (Endo et al., 2011; Schaefers and Winter, 2011; Balci et al., 2013; Remmelink et al., 2016, 2017). Moreover, such minimized experimenter involvement can also reduce data variability (Crabbe et al., 1999; Sorge et al., 2014), and lead to more consistent results across laboratories (Lipp et al., 2005; Krackow et al., 2010).

We previously developed an ID chip based gating mechanism for home-cage based experimentation (Winter and Schaefers, 2011; Caglayan et al., 2021). This allows continuous testing with self-initiated individual experimental sessions by letting only one individual at a time into the experimental compartment. Therefore, individuals are free from interference by cage mates during sessions. Moreover, this gating mechanism allows setting individual inter-session intervals so that a recently admitted individual cannot reenter. Longer intersession intervals (e.g., 1 h) ensure high engagement during a time-restricted session (e.g., 30 min). Rodents readily adapt to the gating mechanism and the sorting procedure and have been shown to perform various operant tasks (Schaefers and Winter, 2011; Winter and Schaefers, 2011; Rivalan et al., 2017; Qiao et al., 2018; Caglayan et al., 2021). In this study, we employed a gating mechanism as one component of a more efficient stop signal experimental procedure for mice.

Another factor that limits the use of mice in the stop signal task is the requirement for a rather loud stop signal (100 dB, 300 ms white noise) to train mice (Humby et al., 2013). It necessitates placing the operant chamber in a sound-attenuating box, which requires considerable space. Furthermore, despite the use of these relatively loud stop signals in previous studies behavioral inhibition observed in mice has remained relatively low (∼85%) (Humby et al., 2013; Davies et al., 2014) on stop signal baseline trials, i.e., trials during which the stop signal is given simultaneously with the “go.” During these baseline trials (without stop signal delay), the task becomes a go/no-go task and measures action restraint rather than action cancelation (Eagle et al., 2008). As action restraint ability will also affect the outcomes during trials with stop signal delays, any inability for action restraint will confound action cancelation measurements. A lower level of baseline inhibition therefore limits the sensitivity of the test as it reduces the measurable outcome for action cancelation from 0–100% to for example 0–85% behavioral inhibition. Such ceiling or floor effects are shown to affect the observed effect sizes (Šimkovic and Träuble, 2019) and in turn can lead to decreased sensitivity. Moreover, variability in action restraint ability will add to the observed variability of the outcome measurements. Increased variability will decrease the sensitivity of a test. Furthermore, as stop signal reaction times are calculated based on the probability of behavioral inhibition, the resulting estimates will be more accurate the smaller the influence from action restrain. Hence, achieving relatively high baseline inhibition with low variance can increase the sensitivity and accuracy of the stop signal task. We were able to greatly improve baseline inhibition by introducing a mild air puff as a negative reinforcer, as described in previous go/no-go tasks (Harrison et al., 2016; Chen et al., 2019; Maor et al., 2020).

With this study we established an automated stop signal task for group housed mice that is based on a gating mechanism for individual separation and uses a mild air puff with escape option to enhance operant conditioning. We estimated individual stop signal reaction times (SSRT) and show that mice can be trained to a high level of baseline inhibition in the stop signal task.



MATERIALS AND METHODS


Animals

Twelve C57BL/6JRj female mice (Charles River, Germany) aged 8 weeks were housed in groups of six in standard EU type III cages (43 × 27 × 18cm). Animals were kept on a 12 h light/12 h dark cycle at 23 ± 2°C and 45–55% rel. humidity. For identification in the holding facility mice had received biocompatible subcutaneous ID chips prior to this study. Experiments were carried out with two groups of six animals in succession. Water and maintenance chow (V1535, Ssniff, Germany) was provided ad libitum until the start of the experiment. During experiments mice obtained all of their food from the reward dispenser within the operant chamber. Food intake and weight were monitored daily. Due to the reward pellets’ high caloric content, mice generally maintained their free-feeding weight. On very rare occasions when a mouse obtained less than 50 pellets per day it was provided with 1 h of free feeding with maintenance chow in a separate cage. One mouse was excluded due to task disengagement following the introduction of a stop signal and another one due to health problems (mouth infection).



Ethics

All procedures were conducted in compliance with the European Communities Council Directive 2010/63/EU and under the supervision and with the approval of the animal welfare officer at Humboldt University. Due to the study’s observational nature, the animals were free from damage, pain or suffering. Our undisturbed home-cage-based approach aims to obtain data while maximizing animal welfare.



Apparatus

The experimental system (Figure 1) consisted of a home cage, an RFID-based mouse sorter (ID Sorter, PhenoSys) and an operant chamber (Med Associates, ENV-307A). The software PhenoSoft Control (PhenoSys) controlled all components of the system from a PC. The operating principles of the sorter have been described previously (Winter and Schaefers, 2011). Briefly, the sorter consists of a U-shaped tunnel with a guillotine door at each end and three ID chip sensors. The sorter connected the home-cage with the operant box via Plexiglas tubes. When a mouse was detected at reader 1, door 1 opened and the mouse could walk into the sorter. Once the mouse was detected at reader 3, door 1 closed. Thereafter the mouse stayed within the sorter for 30 s. During this 30 s interval data from reader 2 and reader 3 was used to verify that only one mouse was inside the sorter before door 2 opened, and the mouse could enter the operant chamber for a session (30 min). The sorter remained closed until the mouse completed the session. Afterward it returned through the sorter to the home cage. The operant chamber contained three ports equipped with nose poke detectors. Two functioned as response ports (left and middle) and the third as a pellet reward receptacle (right). A buzzer provided the stop signal (4.5 kHz, 70 dB), and a house light signaled timeout. A custom-made air puff (middle response port) negatively reinforced “false alarm” responses, i.e., nose poke responses despite a stop signal (for details, see Supplementary Materials and Methods).
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FIGURE 1. The automated dual cage system consisted of three parts: a home cage, a sorter and an operant chamber. The sorter connected the operant chamber and home cage. When reader (Rd) 1 detected a mouse door 1 opened, and when the mouse had proceeded to reader 3 door 1 closed. Both doors remained closed for 30 s to verify that only a single mouse was inside the sorter. Afterward, door 2 opened and the mouse proceeded to the operant chamber for a session (30 min). The operant chamber contained three ports with nose-poke sensors (L: left, M: middle, R: right), a 4.5 kHz buzzer used for the stop signal and a house light to signal timeout. L and M were used as response ports, R was used as a reward port. A metal tube within M could deliver air puffs to negatively reinforce responses after a stop signal. A pellet feeder delivered pellets to R.




Behavioral Procedure

Besides habituation to the operant box and sorter, we followed a three-stage training procedure (Figure 2) to teach mice the following steps: (i) inserting the head into the left port to initiate trials (first training stage), (ii) performing fast go responses by quickly nose poking the middle port after trial initiation (second training stage) and, (iii) stopping this go response upon a stop signal while at the same time maintaining fast and reliable go responses on trials without stop signal (third training stage).
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FIGURE 2. Stop signal task training and testing stages. First training stage: mice had to perform a nose to the illuminated response port (M) to receive a reward (r) from the right port (R). There was no time limit for this response. Second training stage: Upon trial start mice had to poke the initiation port (L). There was no time limit for this response. After the initiation poke mice had to poke M within a limited hold duration (LH) to successfully complete the go response and receive a reward. At this stage LHs were individually adjusted to train fast go responses. Third training stage: a stop signal was presented in 20% of trials immediately upon poke onset to the initiation port. In stop trials, a poke to the response port within LH was negatively reinforced by an air puff (a). If instead, the mouse suppressed the poke to the response port it was rewarded with a pellet after the LH. Probe sessions: Delays between the poke to the initiation port and the stop signal were introduced. The delays were individually set relative to an individual‘s mean reaction time from the previous day (75, 150, and 300 ms before the mean reaction time). In each stop trial, there was an equal probability (0.33) to receive one the three different delay durations (mouse icon from Selman Design, CC BY).


Mice were not time limited to initiate trials. However, they had a time limit to complete go responses (limited hold, LH) once a trial had been initiated. During the second training stage, the limited hold was gradually decreased to ensure a fast go response. Failing to complete a go response after trial initiation (omission) was negatively reinforced by a 45 s timeout (go trial timeout). To increase motivation sugar pellets (TestDiet, 5TUN, 14 mg) were added with a ratio of one in three to the purified pellets (TestDiet, 5TUL, 14 mg) during this stage. In stage three, the stop signal was introduced to 20% of trials (randomly chosen). At this training stage, the stop signal was presented immediately upon trial initiation. Completion of the go response after a stop signal led to negative reinforcement with an air puff (∼1 bar, 20 ms) which was given after a short delay (air puff delay, 200 ms), and was followed by a timeout (45 s, stop trial timeout). To achieve fast responding with a high completion rate at go trials (>70%) and high behavioral inhibition at stop trials (> 85%), we adjusted the experimental parameters limited hold, go trial timeout, and air puff delay for each mouse individually (Supplementary Materials and Methods, Supplementary Tables 1, 2 for individual parameters of each stage and final values). After training was completed, mice proceeded to probe sessions.

Probe sessions were administered for 10 days for each mouse. During probe sessions, stop signal delays were introduced between the initiation response (poke port L) and the acoustic stop signal. These stop signal delays were individually determined according to an individual’s previous day’s mean reaction time (Tannock et al., 1989, p. 480). They were set such, that the acoustic stop signal was given 75, 150, or 300 ms before the peak of the individual reaction time distribution (mean reaction time). The order of the delays was random and there was equal probability (0.33) to receive any of these three stop signal delays during a stop signal trial. As the delays were set relative to the mean reaction time, they can also be thought of as “advance notice intervals” before the expected completion of the go response. If a mouse completed the go response by poking port M before the intended stop signal had been given (early trial), it was treated as a regular go trial for the animals and the mouse was rewarded. However, for the analysis these early trials were included as data points in the stop signal reaction time calculations (as a non-inhibited response) and also the inhibition curve (Mayse et al., 2014). According to the reasoning of the two-horse race model (see Supplementary Materials and Methods), very fast responses are part of the reaction time distribution. Therefore, they are also members of the non-inhibited trials distribution and thus must be included. If early trials were excluded this would affect the stop signal reaction time calculation especially if a subject has a high standard deviation of its go reaction times (see theoretical calculations,1 Supplementary Results, Supplementary Figure 1).



Pilot Experiment

Before we introduced an air puff, we tried to establish the task without negative reinforcer using six female mice (same supplier, sex and age as described above). Training stages one and two where the same as described above. However, as we were trying to find the optimal variable settings for mice to learn not to respond after a stop signal, variable settings differed during the third training stage. Independent of these settings we observed low levels and high variability of baseline behavioral inhibition during 28 days of stage three training prior to the introduction of the air puff. Addition of the negative reinforcer increased baseline behavioral response inhibition and reduced variability while mean reaction times and percentages of completed go trials were only slightly affected (for further information see Supplementary Results, Supplementary Figure 2).



Data Analysis

To obtain inhibition curves and calculate stop signal reaction times (SSRTs), we pooled the data from all probe sessions and counted the number of inhibited and non-inhibited stop trials for each delay. Delays were taken as 75, 150, or 300 ms before the grand mean reaction time of all go responses, irrespective of daily stop signal delay adjustments. Two additional analyses, in which (a) the number of trials per day (i.e., per dynamically adjusted individual reaction time) was taken into account, and (b) inhibition curves and SSRTs were first calculated for each day and then averaged across days led to very similar results (Supplementary Materials and Methods and also Supplementary Results, Supplementary Figures 6, 7).

As mice from time to time did not complete an initiated go trial (omission), the same behavior is likely to have also occurred in stop trials. Therefore, the recorded inhibited probe trials reflect both voluntary response inhibition and omissions. We corrected the number of inhibited trials according to the formula from Tannock et al. (1989) and Solanto et al. (2001) (for further details, see Supplementary Materials and Methods).

To analyze inhibition curves, we used a logistic generalized linear mixed model (GLMM, with logit link and binomial error distribution) and fitted inhibited trials (corrected) and non-inhibited trials as dependent factors, SSD as independent factor, and set a random intercept for each individual mouse. Before fitting the model, SSD was normalized to ensure model convergence (which does not affect the result of the model). We evaluated the z-statistic for statistical significance and also calculated confidence bands around the inhibition curve. Data analysis and visualization were performed using R 4.0.2 (R Core Team, 2020). Confidence bands were calculated by using the ggeffects package (Lüdecke, 2018).

SSRTs were calculated using the two horse race model (Logan, 1994). A distribution of go reaction times during the probe sessions was created, using all three delays. Our inclusion of trials from all delays differs from some previous studies that only used the stop signal trials with delays leading to ∼50% inhibition (Eagle and Robbins, 2003b; Humby et al., 2013). Since we had a high number of go reaction times for each mouse from our 10 days of probe trial sessions we also included the delay “300 ms before mRT” with ∼83% inhibition. Afterward, we averaged the estimates from all three delays to calculate SSRT for individual mice (for further details, see Supplementary Materials and Methods).



Comparison With Theoretical Inhibition Curves

To examine how well the observed inhibition values matched with theoretical predictions from the two horse race model, we constructed theoretical inhibition curves based on the two horse race model and based on the parameters obtained from experimental data and then compared observed with theoretical inhibition (see Supplementary Materials and Methods). For the theoretical inhibition curves, we assumed a normal distribution of go reaction times although the observed reaction time distributions were slightly right-skewed (Supplementary Results, Supplementary Figure 3). The individual mean reaction times and standard deviations used for theoretical calculations are depicted in Supplementary Materials and Methods, Supplementary Table 3.




RESULTS


Sorter and Task Training Results

During the first day of habituation, the sorter was inactive and all doors were open thus providing a simple tunnel connection between operant- and home cage. Mice entered the operant cage and collected an average of 261 pellets per individual from the reward receptacle.

From the second day of habituation onward, the doors of the sorter were active. During the training phases, mice entered the operant cage for five sessions per day on average (less entries at training onset, more, during later stages). Before a sorting procedure was successful a mouse entered the sorter about five times. This was due to incidences of crowding with cage mates within the sorter tube which slows down the sorting procedure.

With the three-stage training procedure, mice eventually learned to quickly (< 1.65 s) make the second poke to the middle port in > 70% of go trials (except one mouse with only 67% go trial performance after extensive training) and to inhibit this second nose poke in 85% of stop trials (Figure 3). On the last day of training, mice completed five to nine sessions (median 6.5) with 110 to 280 trials (median 200) (Supplementary Results, Supplementary Figure 4). Overall, mice required 27 to 76 days (median = 36.5) for training until probe trials began (Figure 4).
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FIGURE 3. Baseline performance during last training day. (A) Mean go response reaction times (median = 0.92 s). (B) Percentage of successfully completed go trials (median = 84%). (C) Inhibition performance during baseline stop trials (no stop signal delay) (median = 94%). Individuals are represented by the same color in all panels. Box plots show median, 1st and 3rd quartile, and whiskers the 1.5 interquartile range. Data from n = 10 mice.
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FIGURE 4. Days to complete three training stages before starting probe sessions. Box plot shows median, 1st and 3rd quartile, and whiskers the 1.5 interquartile range. Data from n = 10 mice, a data point at 76 days is not shown.




Results From Probe Sessions

Mice completed 4.4–7.0 daily probe sessions each with an average of 118–184 trials per day (Figure 5).
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FIGURE 5. Numbers of individual sessions and trials per day during the probe session phase of the experiment. Individual data are means. Group median values are 6.2 (A) and 160 (B). Colors show the same individual. Box plots show median, 1st and 3rd quartile, and whiskers the 1.5 interquartile range. Data from n = 10 mice.


To determine the effect of the stop signal delay on action cancelation, we fitted a logistic regression model to the data from all stop trials (with stop signal delays 75, 150, and 300 ms before the mean reaction time). As expected with increasing stop signal delays (i.e., less time to process the stop signal), the probability of inhibiting the ongoing motor response decreased (Figure 6, GLMM: z = –17.4, p < 0.001). Furthermore, comparison of the observed inhibition values with theoretical inhibition curves constructed for each animal based on the two horse race model showed a reasonable fit (Supplementary Results, Supplementary Figure 5).
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FIGURE 6. Inhibition curve of mice in the stop signal task. The left panel shows baseline performance (i.e., no delay between trial initiation and stop signal, data from Figure 2C). On the right panel stop signal delays are shown on a scale relative to each individual mean reaction time (mRT). Response inhibition became more difficult the further a mouse had already progressed toward making its second nose poke. Black curve represents the logistic model with 95% confidence interval in gray. Colors identify individuals. Data from n = 10 mice.


We estimated the stop signal reaction time from the pooled data by averaging the calculated SSRTs for each individual from all SSDs (Figure 7). Stop signal reaction times ranged from 59 to 155 ms (with a median of 88).
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FIGURE 7. Stop signal reaction times (SSRTs) calculated from pooled data using the two horse race model. Box plot shows median, 1st and 3rd quartile, and whiskers the 1.5 interquartile range. Data from n = 10 mice.


Two different procedures of constructing inhibition curves and calculating mean SSRTs outlined in Supplementary Materials and Methods led to very similar results (Supplementary Results, Supplementary Figures 6, 7).




DISCUSSION

The results of this study show that it is possible to greatly improve both the sensitivity and the animal throughput of the mouse stop signal task. This should greatly increase the usability of the SST procedure with mice. Our modifications aimed at improving two aspects of the experiment: Implementing automated procedures made the SST both less labor intensive for experimenters and faster to complete for mice. Introducing a negative reinforcer significantly improved the SST test procedure by greatly increasing the sensitivity of the test. In the following, we shall address this second point first.

The usefulness of any diagnostic procedure depends among others on its sensitivity to the parameter of interest. In the stop signal task this parameter is the stop signal reaction time that is the time required to process the stop signal and cancel the ongoing action. The stop signal is given before the expected time of the completion of the go response as “advance notice interval” and the shorter this becomes (equivalent to a longer delay since action onset) the more difficult it is to respond to it by stopping the action. Estimating SSRT from behavioral performance during tasks critically rests on the assumption that a subject will always stop after processing the stop signal. This is because analysis cannot easily distinguish between the inability of the animal to respond to the stop signal and an animal ignoring the stop signal. Therefore, it is especially important that subjects respond at a high rate to the stop signal in this task. This action restraint ability is trained in baseline trials.

Recognizing that the inability for action restraint can confound action cancelation measurements, initial studies with rats included a correction for baseline stopping errors (Eagle and Robbins, 2003a,b). However, later studies (Eagle et al., 2007; Bari et al., 2009, 2011, 2015) have not followed that example, maybe because rats showed a generally higher level of baseline inhibition. On the other hand, in mice, baseline behavioral inhibition only reached levels around 85% (even with a very loud stop signal) in previous studies (Humby et al., 2013; Davies et al., 2014). In the present study, we increased the baseline inhibition of mice in stop signal trials to an average of 94%, a significant increase over the 84% reported previously (especially considering that, in contrast to previous studies, the baseline inhibition was corrected for omission rate). The major factor responsible for this high degree of task compliance was our air puff negative reinforcer. While air puffs have been used commonly with auditory go/nogo procedures (Otazu et al., 2009; Hangya et al., 2015; Harrison et al., 2016; Chen et al., 2019; Christensen et al., 2019; Maor et al., 2020), our use of an air puff negative reinforcer is novel for the SST. Failing to inhibit the operant response on a stop signal trial commonly only results in to an unrewarded trial and a timeout, thereby reducing the overall probability of obtaining rewards. The introduction of a mild air puff adds an additional aversive dimension to the task procedure, potentially motivating animals to be more attentive to stop signals. In addition, the air puff might have improved the animal‘s ability to separate go trial omissions due to responses after LH from incorrect responses following a stop signal, as otherwise both would have been indicated by a timeout (signaled by a house light). The resulting high baseline inhibition levels result in more precise SSRT and inhibition curve estimates. Moreover, they increase the overall sensitivity of the test as it broadens the range of performances in which experimental groups can vary from each other and thus also prevents a floor effect which could otherwise occur with longer stop signal delays.

In addition, training all mice to high baseline inhibition levels, decreases the variability in baseline inhibition within a group which would otherwise add to the variability of the response inhibition when assessing action cancelation ability. Before we introduced an air puff as a negative reinforcer, we observed high levels of variability in baseline inhibition during a pilot study (Supplementary Results, Supplementary Figure 2). Furthermore, addition of an air puff also decreased baseline inhibition variability compared to a previous study in mice. The standard deviation of baseline inhibition was 8.9 in the conventional setup (Humby et al., 2013, calculated by using the standard error of mean reported in Supplementary Material), while the standard deviation of baseline inhibition in the present study was 5. The introduction of a negative reinforcer thus improved action cancelation assessment in the stop signal task in mice.

In addition, we were able to reduce the sound intensity of the acoustic stop signal from 100 dB commonly used in previous studies (Humby et al., 2013; Davies et al., 2014) to 70 dB. Apart from animal welfare concerns this was especially important for us, as our home cage based systems did not include sound attenuating cabinets. While mice could hear the stop signal in their home cage, rodents are known to be capable of learning the context of auditory signals (Honey and Good, 1993; de Hoz and Nelken, 2014). Similarly, mice learnt auditory cues in an automated home-cage-based auditory discrimination cage, despite multiple such cages being present in the same room (Francis and Kanold, 2017).

After the mice had been trained on the stop signal task, they proceeded to the probe sessions. We used the probe session data to construct inhibition curves. Overall, successful behavioral inhibition decreased with increasing SSD as expected (Logan, 1994), indicating successful SST implementation. Different from earlier authors we analyzed data by fitting a logistic model (GLMM) instead of using ANOVA since the dependent variable was binary (inhibited vs. non-inhibited) and the two horse race model predicts an S-shaped inhibition curve.

Here, we briefly recount the two horse race model which underlies analysis. This model assumes that the go response and the inhibition of that response are two independent processes running concurrently. During a stop trial, a subject may either complete its go response or stop. Stopping occurs when the response inhibition process is completed before the ongoing go response. Both processes are assumed to have a normal distribution and the inhibition process is shorter than the go process. Therefore, by gradually increasing a stop signal delay this leaves less and less time for successful inhibition. The stop signal reaction time SSRT is then inferred from the go reaction time distribution of go trials and the probability of inhibition with a given stop signal delay (Logan et al., 1984; Band et al., 2003; Verbruggen and Logan, 2009).

After constructing the inhibition curve, we estimated SSRTs for each individual using the two horse race model. The median SSRT was 88 ms and therefore considerably lower than ∼350 ms (Humby et al., 2013). However, previously reported SSRTs for rodents have varied widely from ∼150 ms (Mayse et al., 2014) to ∼350 ms (Eagle and Robbins, 2003b), and even within the same study, SSRTs from one batch to another varied significantly (Eagle and Robbins, 2003b, 298 vs. 342 ms in different batches). Therefore, natural variability between batches might contribute to some of the difference between our and previous findings of SSRT values. In macaques, SSRTs estimated from saccades (eye movements) are in a range similar to our results (60–140 ms, Hanes et al., 1998).

We would like to address one other aspect of our study that may have facilitated shorter SSRTs. When compared to previous studies our overall mean reaction times were longer (921 ms compared to 837 ms in Eagle and Robbins, 2003a and 656 ms in Humby et al., 2013). Two factors are likely to have contributed to longer reaction times. First, our experimental apparatus was different. A previous study with mice used a 5-hole chamber where nose poke sensors are directly behind the hole opening and triggered by a shallow poke. Our chamber had three regular food receptacles which required full head insertion to trigger the photo gate. Also, food receptacles were farther apart than holes on a 5-hole wall. The different geometry led to different movement kinematics which needed more time. Equally important may be a second factor that was a consequence of not putting the mice on food restriction. Without food restriction our mice may have been less motivated to perform the task without omissions (Mai et al., 2012; Burnett et al., 2016). As a consequence, we as experimenters, had to adjust the limited hold time interval to a duration that kept experimental omission rate below 30%. With mice that were less motivated our limited hold time interval was therefore most likely longer than it would have been with mice under food restriction. This experimental condition gave mice more time, and allowed mice to move less fast. This chain of reasoning has a further consequence. Slower movement might have eliminated the so-called “ballistic component” of the go response. The “ballistic component” corresponds to the part of the go response that cannot be stopped (e.g., due to muscle activation) even though the stop signal is processed (Logan, 1994; Verbruggen and Logan, 2009). In our case, with slower movement, this “ballistic component” effect may have been reduced thus enabling the mice to stop even on short notice. A corollary of this effect is that we also obtained a relatively high standard deviation and coefficient of variation for pooled go reaction times (mean: 921 ms, SD: 200 ms, CV: 21.7%) compared to a previous rat study (mean: 837 ms, SD: 106 ms, CV: 12.7%) (Eagle and Robbins, 2003a). The estimated standard deviations for individual animals ranged between 140 and 213 ms in our study. In a future study a kinematic analysis of stop signal responding using e.g., DeepLabCut (Mathis and Mathis, 2020) may be useful to further improve the sensitivity and resolution of this diagnostic procedure.

Putting rodents on food restriction is common practice to increase performance levels in operant choice experiments with food rewards (Mai et al., 2012; Burnett et al., 2016). Although food restriction played no part in the present study, the potential effect of food restriction increasing motivation and subsequently resulting in more reliable estimates of SSRT should be further investigated. However, even if there is such an effect for probe trials, we show that there is no need to impose food restriction through all training stages. We demonstrated that mice reliably learn the go response and to stop upon a stop signal without any food restriction. If food restriction is to result in more precise SSRT estimates, this food restriction can be imposed at a very late stage of the training just before probe sessions.

In future, the sensitivity of our task can be further validated by using manipulations previously known to affect SSRTs. One commonly used manipulation with SST is lesioning the medial prefrontal cortex (mPFC, Eagle and Robbins, 2003a; Humby et al., 2013). Lesions in mPFC cause impairments in action cancelation similar to humans suffering from cortical dysfunction (Rubia et al., 1999; Robbins, 2007). One can also examine the effects of enhancement with ADHD drugs in both healthy and lesioned animals. Drugs used for ADHD medication (methylphenidate and atomoxetine) are known to improve action cancelation in rodents (Eagle and Robbins, 2003b; Humby et al., 2013) akin to the improvements observed in human patients (Aron et al., 2003; Chamberlain et al., 2007). With similar interventions the predictive and construct validity of our SST can be corroborated.

In addition to higher sensitivity through higher baseline inhibition, our home cage based procedure has the following benefits: (i) a higher level of both animal welfare and experimenter efficiency due to the omission of food restriction and minimized contact between animals and experimenter (ii) individual sessions free from cage mate interference due to the temporary separation of individuals via the sorter, and (iii) reduction in the duration of the training phase of the experiment %17 (median 36.5 days with our system vs ∼44 days in Humby et al., 2013 using the same strain of mice). Other benefits of using a sorter or gating system for home-cage experimentation have been discussed previously (Schaefers and Winter, 2011; Winter and Schaefers, 2011; Rivalan et al., 2017; Caglayan et al., 2021). The additional benefits make our procedure of performing the stop signal task a convenient and efficient tool for studying deficits in action cancelation. Our procedure should greatly facilitate such investigations in mice and genetic mouse models which will remain crucial to investigate the genetic correlates and etiology of action cancelation deficits under pathological conditions such as ADHD, schizophrenia, and OCD.



CONCLUSION

Our newly developed mouse stop signal task procedure led to a significantly higher level of compliance by the animals and therefore to higher baseline inhibition. We achieved this by introducing an air puff as a negative reinforcer during stop signal trials. This approach solved a problem of the SST in which mice show a tendency to not restrain their actions despite their general ability to do so and subsequently led to higher task sensitivity. The inhibition curves we obtained from mice confirm that our newly developed procedure yields the expected measure of action cancelation ability (with longer delays, the action is harder to cancel). Furthermore, our procedure of continuous, automated experimentation allowed high throughput under conditions without food restriction, without extensive experimenter involvement and without loud auditory signals. These improvements should facilitate a wider application of the mouse stop signal task, especially important for investigating correlates of action cancelation impairment in gene manipulated mouse models.
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Light is known to exert powerful effects on behavior and physiology, including upon the amount and distribution of activity across the day/night cycle. Here we use home cage activity monitoring to measure the effect of differences in home cage light spectrum and intensity on key circadian activity parameters in mice. Due to the relative positioning of any individually ventilated cage (IVC) with regard to the animal facility lighting, notable differences in light intensity occur across the IVC rack. Although all mice were found to be entrained, significant differences in the timing of activity onset and differences in activity levels were found between mice housed in standard versus red filtering cages. Furthermore, by calculating the effective irradiance based upon the known mouse photopigments, a significant relationship between light intensity and key circadian parameters are shown. Perhaps unsurprisingly given the important role of the circadian photopigment melanopsin in circadian entrainment, melanopic illuminance is shown to correlate more strongly with key circadian activity parameters than photopic lux. Collectively, our results suggest that differences in light intensity may reflect an uncharacterized source of variation in laboratory rodent research, with potential consequences for reproducibility. Room design and layout vary within and between facilities, and caging design and lighting location relative to cage position can be highly variable. We suggest that cage position should be factored into experimental design, and wherever possible, experimental lighting conditions should be characterized as a way of accounting for this source of variation.
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INTRODUCTION

Light exerts many effects on behavior including regulating the amount and distribution of locomotor activity. This includes the acute regulation of activity by light (masking) as well as the synchronization of circadian rhythms with the external light/dark cycle. Circadian rhythms are endogenous near-24 h rhythms in physiology and behavior that persist under constant conditions, providing evidence for an internally generated biological clock. These rhythms provide a selective advantage by enabling anticipation of the rhythmically changing environment across the day/night cycle, and the realignment of physiology to exploit these differences. In mammals, the master circadian clock is located in the suprachiasmatic nuclei (SCN) in the anterior hypothalamus, where cell-autonomous rhythms are generated via an intracellular transcriptional-translational feedback loop, consisting of a number of core clock genes (Hastings et al., 2018). However, circadian clocks are also found in cells and tissues throughout the body, and the SCN is thought to act as a pacemaker to coordinate these peripheral clocks to ensure they maintain an appropriate phase (Dibner et al., 2010).

Circadian rhythms are not exactly 24 h and in nocturnal rodents such as mice they are slightly shorter than 24 h. As such, daily adjustment of the circadian clock is required so that internal circadian time is appropriately phased with external environmental time. The primary time cue (zeitgeber) for this process of entrainment is light, which in all mammals is detected by the eye. Research on the retinal photoreceptors mediating circadian responses to light has led to the discovery of a new photoreceptor system, in addition to classical rod and cone photoreceptors that mediate vision. This consists of a subset of photosensitive retinal ganglion cells (pRGCs) expressing the blue-light sensitive photopigment melanopsin (Foster et al., 2020). These cells project to the SCN as well as numerous other brain regions, regulating many different non-visual responses to light (Hughes et al., 2016).

The effects of light on locomotor activity—both in terms of masking and circadian rhythms—are dose dependent. Studies on the threshold of circadian entrainment have shown that mice are remarkably sensitive to light, and are able to entrain down to light levels around 0.01 photopic lux (Ebihara and Tsuji, 1980; Butler and Silver, 2011); although there is some variation between strains of mice, with C57 mouse strains more sensitive than C3H (Foster and Helfrich-Förster, 2001). Increasing light intensities lead to greater activity suppression in response to light (Mrosovsky, 1999; Thompson et al., 2008; Contreras et al., 2021) and greater circadian phase shifts (Foster et al., 1991; Yoshimura et al., 1994; Provencio and Foster, 1995; Hattar et al., 2003). These responses are typically plotted as irradiance-response curves, with increasing light levels resulting in greater biological responses up to a point of saturation. The effects of the wavelength are to shift the relative position of these irradiance-response curves, requiring more or less light to evoke the same response (corresponding to lower or higher sensitivity, respectively). Such studies have shown that mice are most sensitive to light around 480–511 nm (Provencio and Foster, 1995; Yoshimura and Ebihara, 1996; Hattar et al., 2003; Peirson et al., 2005). Moreover, these studies clearly show that mice can respond to longer wavelength light, but since they lack a long-wavelength sensitive (LWS) cone like humans, they are relatively less sensitive to red light in comparison with humans (Peirson et al., 2018). Together these data illustrate that the use of photopic lux—a measurement of illuminance based upon human visual sensitivity which peaks around 555 nm—are inappropriate for measuring the effects of light on mice. However, to date, most guidance on light levels in animal facilities are given in photopic lux.

Light levels differ markedly across mouse cage racks and reflect a source of potential experimental variability. These differences can be up to 80-fold between cages on the top and bottom of a cage rack in normal transparent cages (Clough, 1982). Individually ventilated cages (IVCs) are widely used in laboratory mouse husbandry, offering many advantages including increased biosecurity, stocking density, controlled environmental conditions, and reduced exposure to laboratory animal allergens (Brandstetter et al., 2005). IVC design varies between distributors, with differences in materials as well as the spacing of cages within a rack. IVC racks house multiple rows of cages, and cages may be produced to reduce in-cage light exposure. As such, the light levels experienced by any animal within an IVC rack will depend upon the cage position as well as the cage material. Both the row and column of a cage may affect the light intensity, depending upon how the rack is positioned relative to the room lighting (Clough et al., 1995).

Although light is known to mediate both acute and circadian effects on the regulation of locomotor activity, to date no studies have systematically evaluated the effects of cage position on light and home cage activity. Here we describe the effects of cage position and filtering on cage light levels, and the effects of these systematic differences of lighting on home cage activity using the Digital Ventilated Cage (DVC) system (Tecniplast). We predicted that mice housed in cages with lower light levels will show less stable circadian entrainment and more daytime activity.



MATERIALS AND METHODS


Animals

This study had an initial cohort of 12 WT (6 female and 6 male) mice of C57BL/6J background (Envigo, Blackthorn, United Kingdom, RRID:IMSR_ JAX:000664), aged 11-weeks at the start of the experiment. However, one male was culled prior to the start of experiments due to fighting injuries. All mice were singly housed in new cages (that had undergone minimal processing to meet the hygiene levels of the facility) and these cages were not changed for the duration of the experiment. All cages were placed in the Digital Ventilated Cage (DVC) rack (Tecniplast, Italy) at 20–24°C and 45–65% ±10% humidity, with food (Envigo 2916) and water available ad libitum. Mice were maintained under a cool white fluorescent light source with a ramped 13 h 10-min/10 h 50-min light-dark cycle [lights on at 07:50 and reaching full intensity (260 photopic lux) at 09:00, and fully off at 21:00]. Animals were housed in specific pathogen free (SPF) conditions, and the only prior reported positives on health screening in this unit were Entamoeba muris, Enteromonas Sp., and Trichomonas Sp.; though no positives were reported during the course of this study (Envigo, Alconbury, United Kingdom). All experimental procedures were conducted at the University of Oxford, United Kingdom in accordance with the United Kingdom Animals (Scientific Procedures) Act 1986 under Project License PP0911346 and Personal License I82616702.



Experimental Design

The cohort of 11 animals was randomly split into two groups. There was a control group of 5 mice (3 female and 2 male) which were housed in standard Green Line individually ventilated cages (IVC; Tecniplast GM500, polysulfone), and an experimental group of 6 mice (3 female and 3 male) which were housed in red individually ventilated cages (IVC; Tecniplast GM500, polysulfone). All mice were habituated in the central rows of the DVC rack for 1 week prior to the start of the experiment. Animals were then assigned to “top”, “middle”, and “bottom” row positions within the DVC rack (Supplementary Figure 1), spending 1 week at each position. Mice were rotated through the different rack positions in a counterbalanced order and were culled via cervical dislocation at the end of the 3 week experimental period.



Home Cage Activity Monitoring

All mice were singly housed in a Digital Ventilated Cage (DVC) rack (Tecniplast). This is an IVC rack which continuously measures activity via capacitance sensing technology (CST) (Iannello, 2019). A sensing board is installed below each IVC cage in the rack and is composed of 12 equally spaced electrodes, the electrical capacitance of which are measured every 250 ms. Due to the high-water content of animals, the capacitance of the electrodes is significantly influenced by the presence of mice. Therefore, animal movement can be recorded as changes in capacitance across electrodes (Iannello, 2019; Pernold et al., 2019). Capacitance measurements from adjacent electrodes are compared, and when the difference is larger than a fixed threshold the electrode is considered activated. From this, an animal locomotion index (ALI) is produced which is expressed in an arbitrary unit normalized between 0 and 100%. 0% represents no activity, and if all electrodes are simultaneously activated, a value of 100% is produced. For our analysis, we exported the animal locomotion index from DVC Analytics, in 1 min bins across all 12 electrodes.



Light Measurements

A XL-500 BLE Spectroradiometer (NanoLambda, Korea) was used to take power and photopic lux measurements of the internal light environment of the standard and red cages in positions across the DVC rack. Individual measurements were taken in the front, middle and back of each cage, in all columns across the top (row 10), middle (row 6), and bottom (row 1) of the DVC rack (Supplementary Table 1). The mean of these within cage values were taken, to produce a single measure of photopic lux for each cage type across the relevant positions of the DVC rack (Table 1). The spectral power distribution (SPD) of the room light where the DVC rack was located, was measured at the height of the top row of the DVC rack using a calibrated Ocean Optics USB2000+ Spectrophotometer (Ocean Insight, Oxford, United Kingdom). Standard and red cage transmission measurements were taken under dark conditions, using a calibrated Ocean Optics Spectrometer and a broad-spectrum microscope light source (Photonic, Wein, Austria). The DVC room light spectral power distribution was corrected by these cage transmission measurements to produce relative spectral power distributions (RSPD). Linear interpolation was used to convert these RSPDs into 5 nm bins, and α-opic irradiance values (CIE, 2018) were then calculated using the rodent toolbox for S- and M- cones, rods, and melanopsin for each cage position (Lucas et al., 2014). Due to the positioning of the room lights in relation to the DVC rack, as shown in Figure 1A, the light intensity varied significantly across the DVC rack—showing in general, a decrease in intensity from top left to bottom right of the rack (Supplementary Figure 2).


TABLE 1. Light intensity in photopic lux and other α-opic irradiance, in each column (A–F) of the DVC rack across the top, middle, and bottom rows.
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FIGURE 1. Room lighting and cage transmission. (A) Schematic of the relative positioning of the DVC rack and the room lights. (B) Spectral power distribution of the DVC room light. (C) Standard Green Line individually ventilated cage (IVC; Tecniplast GM500). (D) Spectral power distribution of the internal light environment, and the transmission, of a standard cage. (E) Red individually ventilated cage (IVC; Tecniplast GM500). (F) Spectral power distribution of the internal light environment, and the transmission, of a red cage.




Circadian Activity Measures

The animal locomotion index, for all 11 cages across the 3 week period, was exported from DVC Analytics in 1 min bins and processed in Matlab (R2021a). Following this, Matlab (R2021a) and Actogram J (Schmid et al., 2011) were used to calculate several circadian activity measures for each mouse in each position (Brown et al., 2019). These are described below. For all analyses, the light phase was defined as 07:50–20:59 and the dark phase from 21:00 to 07:49. Zeitgeber time (ZT) 0 was defined as light onset (07:50 local clock time).


Light and Dark Phase Activity (%)

In the laboratory, WT mice are nocturnal, with activity mainly limited to the dark phase. An increase in the proportion of activity carried out during the light phase is therefore considered a marker of circadian disruption (Oliver et al., 2012). Matlab (R2021a) was used to calculate light and dark phase activity, expressed as a percentage of total activity across the 24 h period (Brown et al., 2019).



Relative Amplitude

The relative amplitude of a circadian rhythm is the difference between periods of peak activity and rest across the 24 h cycle (van Someren et al., 1999; Brown et al., 2019). A low relative amplitude value is indicative of a weak and disrupted circadian rhythm, since it shows fewer distinct and consolidated periods of activity and rest. In our analysis, the active period was defined as the dark phase and the rest period defined as the light phase. The relative amplitude of every 24 h period for each mouse was calculated using Matlab (R2021a), and the mean taken of relevant measures in order to output a single relative amplitude measure for each mouse in the top, middle and bottom DVC rack positions.



Activity Onset

An animal with a normal circadian rhythm will begin activity around the same time each day. A small phase angle of entrainment and low variability in activity onset between days can therefore be a marker of circadian robustness (Brown et al., 2019). Activity onset for every 24 h period for each mouse was calculated using Actogram J’s inbuilt function, which first smooths the data (using the standard deviation of a smoothing Gaussian distribution). Following this, activities are considered “active” if they exceed the threshold of the median of all activity values (Schmid et al., 2011). The mean and standard deviation of activity onset for each mouse in the top, middle, and bottom DVC rack positions were calculated in Matlab (R2021a).



Regularity Disruption Index

The Regularity Disruption Index (RDI) was developed to quantitatively measure irregular activity patterns and is based on sample entropy (Golini et al., 2020). A high RDI is indicative of a more irregular rhythm, whilst a low RDI suggests reliable activity patterns. This measure can be exported directly from the DVC Analytics website, with separate analysis for the light and dark phase.



Activity Bouts

Circadian disruption results in increased fragmentation of activity and rest (Brown et al., 2019), and so is often associated with changes in the proportion of activity bouts of different lengths. Light and dark phase activity were analyzed separately using Matlab (2021a) to categorize activity bouts into bins of different lengths (1, 2, 3, 4–5, 6–10, 11–21, 21–40, and > 40 min). Time weighted frequency histograms were produced (based on analysis from Mochizuki et al., 2004) to explore changes in activity bout distribution.



Periodogram Power

Periodogram power is a measure of the strength of a rhythm, with higher values reflecting more reliable rhythms and very low values indicating arrhythmicity (Brown et al., 2019). The power of the chi-squared periodogram (Qp) is particularly commonly used in circadian analysis—if the Qp value for a period exceeds that of the expected background value based on the chi-square distribution, the period is considered significant (Sokolove and Bushell, 1978; Brown et al., 2019). The Qp value for each mouse in each position was calculated using Actogram J’s inbuilt chi-squared periodogram function (Schmid et al., 2011).



Inter-Daily Stability

Inter-daily stability (IS) is a measure of the day-to-day reproducibility of activity cycles. Activity patterns are highly reproducible in healthy animals, and so a low IS value suggests circadian disruption. IS was calculated in Matlab (2021a) as the variance of the average 24 h activity pattern expressed as a ratio of total variance (Brown et al., 2019).



Intra-Daily Variability

Intra-daily variability (IV) is a measure of the number of transitions between activity and rest—with a higher IV value reflecting a more fragmented rhythm (Brown et al., 2019). IV was calculated in Matlab (2021a).




Statistical Analysis

GraphPad Prism 9 was used to visualize the data and run statistical analysis. Statistical significance of differences in circadian disruption measures across cage type and position were tested with two-way repeated-measures ANOVAs, with a Greenhouse-Geisser correction applied to adjust for lack of sphericity (Figure 3). Similarly, the relationship between frequency of activity bouts of different lengths, with cage type and position, were also tested with two-way repeated-measures ANOVAs (Figure 4). Irradiance measurements were log10 transformed and a simple linear regression was applied to investigate the relationship between light intensity and circadian activity parameters, for each mouse in each DVC rack position (Figure 5).
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FIGURE 2. Activity plots and representative actograms. (A) Mean activity (measured as the animal locomotion index) of mice housed in standard cages (top panel) and red cages (bottom panel) across 1 week in the top, middle, and bottom positions. (B) Double plotted actograms (Actogram J) of a representative standard cage housed mouse in the 1 week spent in the top, middle, and bottom positions of the DVC rack. Activity onsets are marked in red (Actogram J). (C) Double plotted actograms (Actogram J) of a representative red cage housed mouse in the 1 week spent in the top, middle, and bottom positions of the DVC rack. Activity onsets are marked in red (Actogram J).
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FIGURE 3. Key circadian activity parameters plotted as mean +/– SEM for standard (blue) and red (red) cages, across top, middle, and bottom positions of the DVC rack. Two-way repeated-measures ANOVAs were used to test for significant effects of cage type and cage position. (A) Light phase activity (%), main effect of cage type [F(1.0, 9.0) = 4.196, p = 0.071]. (B) Dark phase activity (%), main effect of cage type [F(1.0, 9.0) = 4.196, p = 0.071]. (C) Relative amplitude, main effect of cage type [F(1.0, 9.0) = 4.151, p = 0.072]. (D) Activity Onset (ZT), significant main effect of cage type [F(1.0, 9.0) = 8.264, p = 0.018]. (E) Regularity disruption index (RDI)—light phase, main effect of cage type [F(1.0, 9.0) = 3.883, p = 0.080]. (F) Regularity disruption index (RDI)—dark phase, significant main effect of cage position [F(1.8, 16.6) = 5.545, p = 0.016].
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FIGURE 4. Number of activity bouts of different lengths in standard (blue) and red (red) IVCs, plotted as mean +/– SEM in time-weighted frequency histograms. Analyzed separately for light phase (top panel) and dark phase (bottom panel) data, and separately by DVC rack position (top, middle, and bottom). Two-way repeated-measures ANOVAs were used to test for significant effects of cage type and bout length on number of bouts. A significant main effect of bout length was reported for all positions, across the light and dark phase. A significant cage type by cage position was reported for all positions in the light phase, and the top position in the dark phase.
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FIGURE 5. Relationship between key circadian activity parameters and photopic lux (A,C,E,G) and melanopic irradiance (B,D,F,H). All light intensity values have been log10 transformed. Light phase activity (LPA) (%) against photopic lux (A) and melanopic EDI (B). Dark phase activity (DPA) (%) against photopic lux (C) and melanopic EDI (D). Relative amplitude (RA) against photopic lux (E) and melanopic EDI (F). Activity onset (ZT) against photopic lux (G) and melanopic EDI (H). Linear regression was used to test for a relationship between the circadian activity parameters and light intensity. The slope of the linear regression line was significantly different from zero in all parameters, and more so against melanopic EDI.





RESULTS


Room Lighting and Cage Transmission

The spectral power distribution of the animal facility room light is shown in Figure 1B. The peaks at ∼435, 545, and 610 nm are typical for a modern cool white fluorescent lamp and confirmed wavelength calibration. As expected, the standard cage (Figure 1C) transmits light broadly across the spectrum from 375 to 780 nm, and therefore provides a comparable light environment to the external room (Figure 1D), but at an almost threefold decrease in intensity (measured in μW/cm2/s). Conversely, the red cage (Figure 1E) shows a gradual increase in long wavelength transmission, with transmission saturating at 93% from 580 to 780 nm (Figure 1F).



Activity Across the Digital Ventilate Cage Rack and Between Cages

Figure 2A shows the mean animal locomotion index (ALI) of animals housed in standard (top panel) and red (bottom panel) cages, in the top, middle and bottom rows of the DVC rack. The animal locomotion index is used as a measure of activity, and is plotted in Figure 2A over the course of a week. In both standard and red cages, mice show clear dark phase activity and reduced activity levels during the light phase—in keeping with their nocturnal behavior under laboratory conditions. The most obvious difference is the much higher levels of dark phase activity in mice housed in standard cages compared to red cages. Figures 2B,C are representative actograms of a standard and red cage housed mouse, respectively. Each actogram shows 1 week of activity data, and activity onsets are marked with red triangles (Actogram J). Visual inspection of these actograms suggested that periods of activity and rest may be more consolidated in standard cage versus red cages.



Circadian Activity Parameters

A range of standard circadian activity parameters are shown in Figure 3, plotted as mean +/− SEM. Two-way repeated-measures ANOVAs were used to test for significant effects of cage type (2 levels—standard and red) and cage position (3 levels—top, middle and bottom) on these key circadian disruption parameters. Light phase activity (%) was higher in the red cages compared to the standard cages across all DVC rack positions, but this effect was not quite statistically significant, F(1.0, 9.0) = 4.196, p = 0.071 (Figure 3A). This is likely to be due to the high variance observed in light phase activity between animals and cage positions. There was no significant main effect of cage position on light phase activity, F(1.8, 16.4) = 0.631, p = 0.530, or a significant cage position by cage type interaction, F(2.0, 18.0) = 0.026, p = 0.975 (Figure 3A). Similarly, standard cage dark phase activity is consistently higher than red cage dark phase activity, but again fails to reach the level of significance, F(1.0, 9.0) = 4.196, p = 0.071 (Figure 3B). There was no significant main effect of cage position on dark phase activity, F(1.8, 16.4) = 0.631, p = 0.530, or a significant cage position by cage type interaction, F(2.0, 18.0) = 0.026, p = 0.975 (Figure 3B). Relative amplitude was higher in standard cages than red cages, across all positions (Figure 3C). However, there was no significant main effect of cage type, F(1.0, 9.0) = 4.151, p = 0.072, or cage position, F(1.8, 16.3) = 0.629, p = 0.530. Similarly, there was no significant cage position by cage type interaction, F(2.0, 18.0) = 0.023, p = 0.975 (Figure 3C).

There was a significant main effect of cage type on activity onset (Figure 3D), with mice housed in red cages starting their activity ∼30 min earlier each day compared to mice in standard cages, F(1.0, 9.0) = 8.264, p = 0.018. There was no significant main effect of cage position on activity onset, F(2.0, 17.9) = 1.623, p = 0.225, or significant cage type by cage position interaction, F(2.0, 18.0) = 0.074, p = 0.929 (Figure 3D); and similar patterns in cage position were seen for both red and standard cage activity onsets.

Finally, the RDI during the light phase was higher in red cage housed mice than in standard cage housed mice, suggesting more irregular activity rhythms, although this was not significant, F(1.0, 9.0) = 3.883, p = 0.080 (Figure 3E). Similarly, there was no significant main effect of cage position, F(1.9, 17.2) = 0.407, p = 0.663 or significant cage position by cage type interaction, F(2.0, 18.0) = 0.991, p = 0.390. Figure 3F shows the RDI calculated for the dark phase, in which there was a significant effect of cage position, F(1.8, 16.6) = 5.545, p = 0.016, but no significant effect of cage type, F(1.0, 9.0) = 0.000, p = 0.994, or cage position by cage type interaction, F(2.0, 18.0) = 1.41, p = 0.270. No significant effects of cage type or position were reported for periodogram power, period, inter-daily stability or intra-daily variability (data not shown).



Activity Bout Distribution Across the Digital Ventilate Cage Rack and Cage Type

Time-weighted frequency histograms illustrating the distribution of activity bouts in standard and red cages across the DVC rack are shown in Figure 4. Two-way repeated-measures ANOVAs were used to test for significant main effects of cage type (standard and red) and bout length (corresponding to activity bouts of 1, 2, 3, 4–5, 6–10, 11–20, 21–40, > 40 min) on frequency of bouts across top, middle and bottom rack positions. Light phase (top panel) and dark phase (bottom panel) activity data were analyzed separately due to the dramatic differences in activity across the light/dark cycle.

In the light phase, a significant main effect of bout length on frequency of bouts occurred in the top position, F(2.9, 26.0) = 122.592, p = < 0.0001; middle position, F(2.1, 19.3) = 58.549, p = < 0.0001, and bottom position, F(1.5, 13.9) = 47.561, p = < 0.0001. Similarly, in the dark phase, there was a significant main effect of bout length on frequency of bouts across the DVC rack—top position, F(1.6, 15.8) = 22.943, p = < 0.0001; middle position, F(1.2, 11.0) = 13.615, p = 0.001; bottom position, F(1.6, 14.1) = 17.297, p = 0.0003. This is clearly demonstrated in Figure 4, with both standard and red cages across the DVC rack showing higher numbers of shorter activity bouts than longer activity bouts. No significant main effect of cage type on bout frequency was identified in any position, in either of the light or dark phase analyses. However, in the light phase there was a significant cage type by bout length interaction across the top position, F(7.0, 63.0) = 9.788, p = < 0.0001; middle position, F(7.0, 63.0) = 2.331, p = 0.035, and bottom position, F(7.0, 63.0) = 3.457, p = 0.003. This cage type by bout length interaction was only found in the top position of the dark phase analysis, F(7.0, 63.0) = 3.080, p = 0.007 and not in the middle position, F(7.0, 63.0) = 0.658, p = 0.707 or the bottom position, F(7.0, 63.0) = 0.331, p = 0.937. As shown in Figure 4, in all the light phase analyses, and the top position of the dark phase analysis, the frequency of short bouts in standard cages is higher than in the red cages; but as bout length increases, the frequency of bouts becomes higher in red cages than standard cages. This suggests that in the light phase brief bouts of quiet wakefulness predominate in standard cages, whereas longer periods of extended activity occur in red cages. This is consistent with more daytime activity in red cages in comparison with standard cages.



Relationship Between Circadian Activity Measures and Light Intensity

Light levels vary across a cage rack depending upon its positioning relative to the room lighting. Therefore, light levels for any given cage decrease from the top to the bottom of a cage rack, but also along any row depending upon its proximity to the overhead light (Figure 1A and Supplementary Figure 2). Therefore, light intensity could be more accurately viewed as a continuum across the DVC rack, rather than a categorical variable. Animals housed in the top, middle, or bottom of the cage positions could be exposed to quite different ambient light levels (with a 6.0, 3.5, and 1.6-fold change in top, middle, and bottom positions, respectively, in the standard cages, and a 6.0, 3.4, and 2.2-fold change in top, middle and bottom positions, respectively, in red cages). To account for this variation in home cage light levels, circadian activity measures for every mouse in each position of the DVC rack, were compared against the light intensity for the corresponding cage type and specific position. The relationship between circadian activity measures and light intensity were then explored through a series of linear regression analyses (Figure 5). The circadian disruption measures were correlated with both photopic lux (Figures 5A,C,E,G) and melanopic equivalent daylight illuminance (EDI) (Figures 5B,D,F,H). Not all data points are fully independent—there are 3 data points per mouse (a total of 33 measurements from 11 animals), representing their time in the top, middle, and bottom positions of the DVC rack. However, each plotted value corresponds to a separate week of activity measurements under different lighting conditions.

A significant negative correlation was found between light phase activity (%) and photopic lux, R2 = 0.247, p = 0.003 (Figure 5A), as well as between light phase activity (%) and melanopic irradiance, R2 = 0.264, p = 0.002 (Figure 5B). This is expected since the proportion of total activity occurring during the light phase will be lower in those animals with more strongly entrained activity-wake rhythms (Brown et al., 2019). Interestingly, the intensity of light during the light phase not only influences light phase activity, but also the level of dark phase activity. As shown in Figure 5C a significant positive correlation was found between dark phase activity (%) and photopic lux, R2 = 0.247, p = 0.003, as well as with melanopic irradiance, R2 = 0.264, p = 0.002 (Figure 5D). Relative amplitude is related to both light and dark phase activity. A significant positive correlation was found between relative amplitude and photopic lux, R2 = 0.243, p = 0.004 (Figure 5E) and melanopic irradiance, R2 = 0.260, p = 0.002 (Figure 5F). The correlations between light intensity and timing of activity onset are more significant than the other three measures, with a significant positive correlation of R2 = 0.276, p = 0.002 found between timing of activity onset and photopic lux (Figure 5G), and melanopic irradiance, R2 = 0.322, p = 0.001 (Figure 5H).

For all parameters, the correlations between melanopic irradiance and circadian activity measures are stronger than with photopic lux. This is expected given that photopic lux is based on cone-mediated vision (weighted to 555 nm) in a standard human observer (Al Enezi et al., 2011) and therefore is not relevant to the mouse visual system, which only possesses an M-cone with a peak sensitivity at 508 nm (Sun et al., 1997). Melanopic irradiance, with a peak sensitivity at ∼480 nm, has been widely proposed as a unit of circadian light intensity (Al Enezi et al., 2011; Lucas et al., 2014) and is likely to be more strongly correlated to measures of entrainment due to the role of melanopsin ipRGCs in circadian entrainment.




DISCUSSION

Here we show that light intensity differs markedly across a standard IVC rack, with over a 15-fold difference between highest and lowest intensities in standard cages and over a 10-fold lower intensity in red cages. This variation results from the relative position of light sources to the IVC rack as well as other features of the room layout. The light environment experienced by laboratory animals will therefore be influenced not only by the animal facility lighting, but by the specific position of the cage within any IVC rack. Similar phenomena have been reported before, such as in Weihe et al. (1969) where an 83-fold difference in light intensity was shown between transparent cages at the top and bottom of a rack. Furthermore, cage composition can impact the spectrum of light reaching an animal; an effect which has been explored previously in the context of nude rats housed in transparent, blue, and amber cages (Dauchy et al., 2013). Disrupted rhythms in measures of endocrine metabolism and physiology, such as plasma corticosterone levels, were reported for animals housed in blue and amber cages compared to transparent cages (Dauchy et al., 2013).

There is an extensive literature showing the potent effects of light on physiology and behavior. Therefore, we predicted that the differences in light environment across cage type and position in our study would impact key circadian activity measures. Indeed, mice housed in red cages and therefore under a lower light intensity at each position, started their activity significantly earlier (∼30 min) than mice housed in standard cages. Similarly, red-caged mice showed a higher level of light phase activity, lower level of dark phase activity as well as a lower relative amplitude than the control group. Whilst these latter differences were not significant, they are all features of less robust circadian entrainment (Brown et al., 2019). Furthermore, a significant interaction of cage type and bout length was seen in the light phase activity bout analysis, with red cages showing longer periods of extended activity, consistent with greater light phase activity in red cages than standard cages.

Our data also demonstrate that simply categorizing light intensity by row height (top, middle, and bottom) in the IVC rack may be overly simplistic, as substantial variation in light intensity within each row was also observed (Table 1 and Supplementary Figure 2). Light intensity should be viewed as a continuum, and in this way, both standard and red cage data can be analyzed together. Linear regression was used to test for a significant relationship between both photopic and melanopic irradiance and the key circadian parameters (Figure 5). The strength of circadian entrainment, as described by key parameters, was found to increase with increasing light intensity. The slope of the linear regression line was significantly different from zero in all parameters, reflecting that light intensity explained a greater proportion of the variation in the data than a horizontal line through the mean. Although the R2 values are significant, they are quite low; indicating that light intensity does not explain all the variance seen in the key circadian parameters. The R2-values were higher for melanopic irradiance than photopic lux across all circadian parameters, which is consistent with the key role of melanopsin ipRGCs in circadian entrainment (Al Enezi et al., 2011).

Although mice housed in red cages showed earlier activity onsets, all mice in the IVC rack were still able to successfully entrain to the light dark cycle. This is not surprising given that previous work has shown that mice should be able to entrain down to light levels as low as 0.01 photopic lux (Ebihara and Tsuji, 1980; Foster and Helfrich-Förster, 2001; Butler and Silver, 2011), whereas the lowest light intensity recorded in our IVC rack was only 1.8 photopic lux. As such, the light levels across an IVC rack should be well above the threshold for circadian entrainment. Furthermore, our data shows that red cages are not equivalent to darkness for mice. Whilst mice lack a long-wave sensitive (red) cone, they are still able to detect and entrain to red light if the intensity is sufficiently high (Peirson et al., 2018).

The circadian parameters shown in Figure 5 were also analyzed against α-opic irradiance values for the additional mouse retinal photoreceptors, including the UV-sensitive short-wavelength sensitive cones (S-cones), medium-wave sensitive cones (M-cones), and rods. As expected, based upon the known role of melanopsin in circadian entrainment, melanopic irradiance correlated most strongly with light phase activity, dark phase activity and relative amplitude (Supplementary Table 2). Photopic lux correlated least strongly, which adds support to the argument that this measure is not as relevant as melanopic irradiance when studying mice, since it is based upon human visual sensitivity (Al Enezi et al., 2011; Brown et al., 2013). Interestingly, activity onset showed a slightly higher correlation with S-cone-opic irradiance values than melanopic irradiance (Supplementary Table 2). As mice were housed under a light/dark cycle with ramped light transitions, different photoreceptors may play a role in the timing of activity onset at the light to dark transition. Under these conditions, the dynamically changing light intensity may be a sensory task that favors cones. If this is indeed the case, it is intriguing that S-cone-opic irradiance correlates more strongly than M-cone-opic irradiance. Whilst previous work has shown that S-cones play a role in circadian entrainment (van Oosterhout et al., 2012), M-cones can also contribute (Lall et al., 2010). In the current study, the greater correlation with S-cone-opic irradiance may reflect the dorsal-ventral gradient in cone opsin, with higher S-cone expression in the ventral retina, which will receive more light from the upper visual field (Hughes et al., 2013). However, these findings are preliminary and further research into the role of specific photoreceptors in different aspects of home cage activity is needed.

Our study has several important limitations. It was originally designed to be completely counterbalanced, however, the loss of one male mouse due to fighting injuries before the start of the experiment resulted in an unbalanced design. In addition, because of row and column effects on cage light levels and the use of males and females, greater variance was observed in circadian parameters than under comparable studies in light-controlled chambers (Albrecht and Russell, 2002; Jud et al., 2005; Hughes et al., 2015). As a result, greater statistical power would be beneficial to detect more subtle changes. As is routinely used in circadian studies, animals were singly housed to allow activity monitoring to be attributed to a single animal. As the cage is the experimental unit in mouse studies, this reduced the number of animals used, but could potentially affect home cage behavior and thermoregulation (Festing et al., 2016).

Light exerts potent effects on the physiology and behavior of mice, including activity levels (Albrecht and Russell, 2002; Jud et al., 2005; Hughes et al., 2015), sleep and arousal (Pilorz et al., 2016), body temperature (McGuire et al., 1973), melatonin production (Brainard et al., 1984), and corticosterone secretion (Ishida et al., 2005). Therefore, differences in home cage light levels across experimental cages are a source of potential biological variability. This may be particularly relevant for tests of exploratory activity, anxiety, and photophobia; but also has the potential to affect cognitive performance (Tam et al., 2016) since prior sleep has been suggested to drive variation in this (Tam et al., 2021). If this is indeed the case, it may pose a potential problem for reproducibility in animal research, especially since different animal facilities, and even separate rooms within the same facility, will differ in the relative positioning of cage racks and room lighting. Furthermore, the use of different light sources and cage types may also affect the spectral composition of the light source. A good example of this is provided by comparison of fluorescence fixtures to white LEDs, with white LEDs providing relatively less short-wavelength light and thus an S-cone depleted light environment. Furthermore, the age of cages (with repeated cycles of washing) and the age of lighting fixtures may also affect the light conditions experienced by animals. Together these aspects of facility design mean that light levels experienced by laboratory mice may vary dramatically between studies.

To try and reduce this potential source of variation, researchers should factor cage position into experimental design to account for differences in light intensity experienced between animals. Ideally, researchers should also report the light levels experienced by animals within the cage, rather than just the room lighting. More detailed characterization of the lighting is helpful, particularly spectral power distributions, as these enable the effects of light on the different photoreceptors of the mouse retina to be determined (Lucas et al., 2014). However, in the absence of a spectrophotometer, reporting the type of lighting (and manufacturer), and photopic lux can be helpful. Lux meters are cheap and widely available and can provide a simple measure of light intensity. Whilst lux is based on human perceived brightness and is not directly relevant to the visual system of mice, it provides an approximation of intensity. Furthermore, for any given light source, the ratio of melanopic to photopic lux (M/P ratio) can be determined and used to convert photopic lux measurements to melanopic irradiance. For example, the MP ratio of daylight is 1.0, but for a cool white fluorescent light source this may be 0.56. As such, 100 photopic lux from such a light will give 56 melanopic irradiance. In the future, technological developments may help standardization in this area, for example, cage racks or cages with inbuilt lighting.



CONCLUSION

In conclusion, this study highlights how light can vary dramatically across a single IVC rack, and the subsequent effects this can have on a range of circadian activity measures such as activity levels and the timing of activity onset. Given the widespread effects of light on visual and circadian physiology and behavior, such differences may reflect a source of uncharacterized variability in mouse studies and may be important for improving reproducibility.
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In drug discovery and development, traditional assessment of human patients and preclinical subjects occurs at limited time points in potentially stressful surroundings (i.e., the clinic or a test arena), which can impact data quality and welfare. However, recent advances in remote digital monitoring technologies enable the assessment of human patients and preclinical subjects across multiple time points in familiar surroundings. The ability to monitor a patient throughout disease progression provides an opportunity for more relevant and efficient diagnosis as well as improved assessment of drug efficacy and safety. In preclinical in vivo animal models, these digital technologies allow for continuous, longitudinal, and non-invasive monitoring in the home environment. This manuscript provides an overview of digital monitoring technologies for use in preclinical studies including their history and evolution, current engagement through use cases, and impact of digital biomarkers (DBs) on drug discovery and the 3Rs. We also discuss barriers to implementation and strategies to overcome them. Finally, we address data consistency and technology standards from the perspective of technology providers, end-users, and subject matter experts. Overall, this review establishes an improved understanding of the value and implementation of digital biomarker (DB) technologies in preclinical research.

Keywords: 3Rs (reduce replace refine), digital biomarkers, translation, preclinical, drug discovery and development, home cage, rodents


INTRODUCTION

Drug discovery and development is under tremendous pressure to accelerate the production and delivery of novel, safe, and effective therapies to patients, which depends on collaboration among the pharmaceutical industry, academic collaborators, contract research organizations, technology providers, and regulatory agencies. Thus, the field is reimagining drug discovery and development by leveraging digital transformation with emerging technologies. Initial efforts in preclinical research involved automating animal behavior observations with analog devices in the 1980s (Donát, 1991), followed by extracting metrics from videos in the early 1990s (Spruijt et al., 1992; Sams-Dodd, 1995; Noldus et al., 2001). Automated systems have since been commonly used to quantify rodent behavior in a wide variety of test paradigms (Crawley, 2007; Carter and Shieh, 2015). These traditional behavioral measures are collected by removing animals from their home cage and placing them in temporary enclosures, which, along with even routine husbandry, may affect behavioral and physiological parameters (Saibaba et al., 1996; Balcombe et al., 2004; Schreuder et al., 2007; Meller et al., 2011; Gerdin et al., 2012). Removal from the home cage can also cause stress, negatively impacting animal welfare and scientific data quality.

To mitigate these negative effects, technologies are being developed to collect digital biomarkers (DBs) from animals while in their home cage environment. Thus far, results from these technologies confirm earlier findings that handling and removing animals from home cages change their behavior and physiology (Lim et al., 2019; Pernold et al., 2019; Baran et al., 2020). For the purpose of this manuscript, home cage and home environment are defined as cages and environment where the animals are housed for the majority of their lifetime while in the vivarium (see Box 1), whereas DB refers to data collected continuously from unrestrained and un-instrumented animals in the home cage environment. In this context, un-instrumented may include animals with radio frequency identification (RFID) chips injected subcutaneously but not devices implanted surgically [National Research Council (US) Committee for the Update of the Guide for the Care and Use of Laboratory Animals, 2011]. Furthermore, this manuscript focuses on scalable (ability to monitor hundreds to thousands of animals in their home environment) and commercially available technologies, with the exception of historical perspective where other technologies are included.


Box 1. Helpful definitions related to digital biomarkers.

Digital biomarker: data collected continuously from unrestrained and un-instrumented animals in their home cage environment. These animals should not have undergone minor or major surgery with the exception of radio frequency identification (RFID) chips injected subcutaneously [National Research Council (US) Committee for the Update of the Guide for the Care and Use of Laboratory Animals, 2011].

Translational digital biomarker (TDB): an objective, quantifiable measure of physiological and/or behavioral response to disease progression or therapeutic intervention that is collected by means of digital monitoring technologies, including both internal (e.g., injectable or ingestible) and external (e.g., wearable, camera, or electromagnetic field detector) sensors, which is clinically relevant and translate between preclinical studies and the clinic.

Home cage or home environment: cages and environment where animals are housed for the majority of their lifetime in the vivarium.

Bench top cage or technology: cages and technology (experimental test environments) not designed for permanent housing but where animals are housed for a short (from hours up to few days) period of time.

Scalable: ability to monitor hundreds to thousands of animals within a home environment.

Technology verification: ensuring, through demonstration of precision, reliability and reproducibility, that a device is measuring and storing data accurately.

Analytical validation: entails evaluation of data processing algorithms that convert technology-collected measurements into outputted metrics (Goldsack et al., 2020).

Clinical validation: accomplished by demonstrating that technology adequately identifies, measures, or predicts a meaningful clinical, biological, physical, functional state or experience in the specified (1) animal cohort and (2) context of use (Goldsack et al., 2020).



Currently, the technology and use of DBs in a home cage is emerging and is still in early stages of development and implementation, with recent advances allowing for longitudinal and scalable digital monitoring of rodents across a range of disease models including neural, psychiatric, respiratory, and oncology (Defensor et al., 2019; Baran et al., 2020, 2021; Do et al., 2020; Golini et al., 2020; Hobson et al., 2020; Shenk et al., 2020; Voikar and Gaburro, 2020; Grieco et al., 2021). These emerging technologies provide an opportunity to modernize animal assessment and refine how preclinical in vivo data are collected, analyzed, and visualized. Furthermore, these technologies have promising applications in efficacy and safety studies by improving translation and accelerating the delivery of better drug candidates into the clinic.

However, several challenges remain before these technologies are routinely implemented in drug discovery and development. Overcoming the challenges of onboarding and establishing robust qualification packages built around specific contexts of use (COU) is one of the highest priorities. To address these challenges, a group of stakeholders came together under the North American 3Rs Collaborative (NA3RsC) to establish the Translational Digital Biomarkers Initiative1. This Initiative is collaboration among pharmaceutical and biotechnology companies, technology providers, and other subject matter experts to improve understanding of the value and best practices for the implementation of scalable DB technologies in research. Its goal is to increase the adoption of translational DBs to advance the 3Rs.

The Translational Digital Biomarkers Initiative collectively defines a translational digital biomarker (TDB) as an objective, quantifiable measure of physiological and behavioral response to disease progression or therapeutic intervention that is collected by means of digital monitoring technologies, including both internal (e.g., injectable or ingestible) or external sensors (e.g., wearable, camera, or electromagnetic field detector), which are clinically relevant and translate between preclinical studies and the clinic. The TDB Initiative recognizes that these technologies are in the early stage of development and still require validation, characterization, qualification, and further evolution.

This manuscript provides an overview of TDB, including current challenges, gaps, and onboarding strategies. We aim to share end-user perspectives on evaluating and characterizing digital biomarkers (DBs) to support drug discovery and development, including describing likely COU where the pharmaceutical industry will incorporate DBs. We offer further insight into how these technologies will be applied in drug discovery and development for long-term impact on science and 3Rs. The intent of sharing this information is to expedite the engagement and integration of DBs into drug discovery and development.



EVOLUTION OF DIGITAL BIOMARKERS, FROM SHORT-LASTING TESTS TO LONGITUDINAL ASSESSMENT IN THE HOME CAGE


Behavior

The evolution of automated measurement of rodent behavior began in the 1980s, progressing along with new technology (Figure 1). The first technologies to be used were photobeam activity monitors and video trackers (Donát, 1991). Then, as digital image processing and software-based video technologies were introduced, they significantly increased the implementation of DBs with bench top technologies (Spruijt et al., 1992). These systems allowed for more accurate and complex measurements, such as indicating time spent in specific zones of interest, distance traveled, velocity, acceleration, and social proximity (Sams-Dodd, 1995; Noldus et al., 2001; Spink et al., 2001).
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FIGURE 1. Evolution of technologies generating digital biomarkers of rodent behavior and physiology. Each arrow extending over 2020 is a technology that is currently available. Blue rectangles: hardware. Orange rectangles: software. ABR, automatic behavior recognition. Housing: systems that are designed for permanent housing of rodents in the vivarium. Home cage: cages where the animals are housed majority of their lifetime in the vivarium. Bench top cage or technology: cages and technology (experimental test environments) not designed for permanent housing but where the animals are housed for a short (from hours up to few days) period of time.


In the present day, technology has progressed far beyond these simple measures in a single plane. For example, video tracking can even use machine learning to automatically classify specific postures and behaviors, such as grooming, rearing, sniffing, and walking, with the reliability of over 70% (on par with human observers) (Jhuang et al., 2010; van Dam et al., 2013). Deep learning for image processing also opens up exciting new avenues for innovation in automated behavioral observation (Mathis et al., 2018; Pereira et al., 2020), which is accelerated by animal-related open-source deep learning frameworks, libraries, and data sets (Serre, 2019; Mathis and Mathis, 2020; Mathis et al., 2020). With automated measurements of rodent behavior continuously improving, researchers have access to reliable and validated video tracking systems that generate a wealth of digital behavioral biomarkers. However, the majority of these systems require animals to be removed from their home cage environment and transferred into a test cage environment.



Physiology

The evolution of automated measurement of rodent physiology also began in the early 1980s. Until then, blood pressure in rodents was measured with a cuff system (similar to human blood pressure measurement) applied to the tail in an anesthetized or restrained animal. However, in the 1990s, it was shown that restraint alone can increase blood pressure, thereby acting as a confounding variable (Bazil et al., 1993). To avoid this confounding variable, the majority of rodent cardiovascular studies are now performed on unrestrained, implanted telemetrized animals, as recommended by the American Cardiology Society (Anderson et al., 1999). These findings and recommendations related to blood pressure led to the development of additional technologies collecting physiological data, such as electrocardiogram (ECG), electroencephalography (EEG) and electromyography (EMG), blood pressure (BP), and blood glucose (BG). The majority of these technologies enable data collection from rodents housed in their home cages, but currently they are unscalable (Stiedl et al., 1999; Kramer and Kinter, 2003; Gaburro et al., 2011; Kuzdas et al., 2013).



Science-Driven Need for Refinement and Evolution of Animal Assessment Technologies

The technologies described above that allow for the automated, unrestrained measurement of behavior and physiology continue to have an enormous impact on preclinical research. Many traditional behavioral tests have proven utility and validity, and have contributed much to today’s knowledge of the regulation of locomotion and other behavioral endpoints, such as anxiety-related behaviors. However, these traditional behavioral and physiological tests have limitations, as they occur in a dedicated testing apparatus during a short period of time [or require invasive surgical manipulation for instrumentation (i.e., telemetry)] and most often with singly housed animals.

There are animal welfare and scientific validity issues related to assessments occurring in dedicated testing apparatuses. For example, because of their limited time period, relevant dynamic and circadian processes cannot be included. Furthermore, true baseline information can be difficult to obtain because of both the novelty of entering a testing apparatus and the physiological changes that result from handling stress. These factors can obscure the behavioral phenotype one seeks to understand (Chesler et al., 2002; de Visser et al., 2006; Pernold et al., 2021). In fact, even in a home cage, handling mice for routine husbandry procedures (e.g., weighing or cage change) can increase the hormone corticosterone and daytime activity for at least 24 h (Rasmussen et al., 2011; Pernold et al., 2019). Finally, different experimenters and/or experimental conditions (e.g., environment before, during, and after experiment) can also play a pivotal role in data reproducibility (Pernold et al., 2019; Richter, 2020). Even in human and veterinary medicine, the presence of an experimenter can induce experimental confounds, i.e., “white coat effect” (Mattoo et al., 1976; Lavie et al., 1988; Stanek and Bruckner, 1989; Bodey and Michell, 1997; Pioli et al., 2018).

Single-housing of animals is also a potential issue for animal welfare and experimental validity. Single-housing alters animal behavior, limits the expression of natural social behaviors (Kappel et al., 2017; Arakawa, 2018; Manouze et al., 2019), and changes physiological parameters (Kerr et al., 1997; D’Amato et al., 2001; Van Loo et al., 2007; Hermes et al., 2009; Pham et al., 2010; Haj-Mirzaian et al., 2019). Furthermore, The Guide for the Care and Use of Laboratory Animals (The Guide) states that social animals, such as mice and rats, should be housed in stable pairs or groups of compatible individuals unless single-housing is required for scientific reasons or social incompatibility [National Research Council (US) Committee for the Update of the Guide for the Care and Use of Laboratory Animals, 2011]. Therefore, any data collected from singly housed animals should be carefully scrutinized.

Instead of taking an animal to an experiment, experimenters could instead refine testing by bringing the experiment to the home environment of the animal to minimize the confounding variables and animal welfare concerns mentioned above (Richter et al., 2010; Voelkl et al., 2018, 2020). Assessing animals in their home environment allows for long-term continuous observation, with establishment of baseline activity followed by programmed interventions (Tang et al., 2002; Kas and Van Ree, 2004). Home cage assessment requires minimal human intervention, which reduces handling stress and experimental bias. It also increases operational efficiency by reducing time required for humans to make observations (Tecott and Nestler, 2004) and for animals to become acclimated to a novel apparatus. By designing a home cage environment as an automated, modular system that contains different stimuli (e.g., food, drink, light and sound stimuli, novel objects) and enrichment (shelter, play objects), a broad range of behaviors, as a result of interacting motivational systems, can be studied (de Visser et al., 2006; Voikar and Gaburro, 2020). It allows for the distinction of novelty-induced and baseline behaviors and offers the opportunity to study circadian rhythmicity and sleep alterations.

In order to turn a home cage into an automated behavioral and physiological assessment system, a variety of sensors [e.g., video camera, RFID and electromagnetic field (EMF) sensing boards, and vibration sensors] must be added to the home cage. Digital rodent longitudinal monitoring technologies, scalable and unscalable, have been described previously by Voikar and Gaburro (2020). This manuscript complements the Voikar and Gaburro (2020) review by providing a questionnaire with suggestions of additional descriptive information to be collected from technology providers (Table 1). Collectively, this information will assist end-user with selection, onboarding and resource planning when considering DBs, data accessibility and visualization.


TABLE 1. Questionnaire with suggestions of descriptive information to be collected from technology providers to assist end users with selection, onboarding, and resource planning; (A) general overview and data accessibility and visualization, and (B) digital biomarkers.
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Potential 3Rs Impact of Digital Biomarkers

The internationally accepted principles of the 3Rs in preclinical research were first published in 1959 (Russell and Burch, 1959). Since then, they have become internationally accepted principles of humane and ethical science. DBs have the potential to support the reduction and refinement principles of the 3Rs.

There are several ways that DBs can support refinement. DBs can be used to assess the effectiveness of efforts to improve animal welfare by decreasing pain and distress, such as administration of postoperative analgesia (Roughan et al., 2009). They could also allow researchers to more quickly and accurately detect and track either experimentally induced or naturally occurring diseases and ailments. Presumably, they could even detect subclinical (mild) disease and cases where the animals may be distressed but not showing visible symptoms (Lim et al., 2017; Baran et al., 2020, 2021). They could even more accurately predict end of life. Therefore, this could allow for earlier intervention, reducing animal pain and discomfort, morbidity, and mortality. These biomarkers also have the potential to replace traditional measurements, such as blood collection, that require handling and resulting in pain and distress, allowing for further refinement of procedures (Steele et al., 2007). They could even be used to evaluate effective methods to promote positive welfare by promoting positive states (Yeates and Main, 2008; Mellor, 2012).

Although there are many examples of using DBs to refine animal studies, we will outline two particularly clear examples. The first example is where an automated home cage monitoring system was used to evaluate the applicability and severity of a frequently used acute colitis model (Zentrich et al., 2021). Using this system, researchers were able to closely examine the progression of colitis longitudinally in a contactless, objective, continuous, and non-invasive manner. Reduced activity, a sign of colitis severity, was observed with gold standard clinical parameters and detected with DB. The researchers concluded that such a system can be used for large-scale objective severity assessments to refine both animal welfare and scientific quality.

A second example of using DBs to refine animal studies is via the Cognition Wall paradigm, which is used to test discrimination and reversal learning in mice. The field of Alzheimer’s research can be complex and challenging to translate to humans while simultaneously being time-consuming and stressful to the animals. However, the Cognition Wall paradigm can be implemented to reduce time and animal stress. This paradigm can be implemented in a specially designed experimental cage in which the animals spend several weeks. This cage is equipped with a plastic insert with 3 holes, an overhead video camera, a sucrose pellet dispenser, an overhead video camera, and a software script. Mice learn that they will receive a sucrose pellet when they move through the holes in a certain pattern. Sucrose pellets are delivered automatically via the cage equipment and software script (Heldring, 2019; Grieco et al., 2021). Wild-type mice learn this very quickly: at 12 weeks of age, they reach 80% correct entries within 6 h (i.e., within a single night). At the same age, APP/PS1 mice need 50% more trials to reach the same criterion. The learning deficit can be rescued by administration of the BACE1 inhibitor LY2886721 (Heldring, 2019). This study demonstrated that with the use of specific behavioral biomarkers, Alzheimer indicators (cognitive defects) can be detected at an early stage, even before the onset of plaque pathology (Aß deposition) in the brain, and much earlier than the age at which learning impairment is detected in the Morris water maze (9–12 months). This implies a three-fold reduction in the time the mice have to be kept in the vivarium. Furthermore, the Cognition Wall test is less stressful than the Morris water swim task.

There are also several ways that DBs can support reduction (Vollert et al., 2020; Iman et al., 2021; Zentrich et al., 2021). In-person animal assessments, including manual score sheets, are an important issue, as they are subjective and introduce inter-assessor variability with potentially serious implications for reported outcomes. Objective biomarkers address this challenge and can enable stronger repeated-measure experimental designs with more sensitive detection of variation induced by treatment. Repeated measures can reduce the need for multiple satellite groups of animals that are sacrificed at various points for histopathological assessment of disease progression (Baran et al., 2020). Furthermore, these biomarkers could mitigate variability among human raters, thereby allowing greater precision. Home cage behaviors that predict disease onset (Steele et al., 2007) could also guide researchers to more physiologically relevant and robust endpoints that could inform planning of future clinical stage trials. This knowledge, in turn, allows for better experimental study designs and promotes collaboration and coordination among scientists. These qualities of method development, coordination, and planning of animal experiments have been shown to be the three main qualities that contribute to the effective application of the principles of the 3Rs (Törnqvist et al., 2014).




LIMITATIONS AND BARRIERS TO IMPLEMENTATION

Despite the potential value of translational DBs to science and the 3Rs, there are clear barriers to implementation that need to be addressed. Here, we describe operational, scientific, and cultural barriers. Some of these barriers are not unique to DBs, such as fear of change; therefore, we will not discuss them extensively. However, we will discuss the ones unique to DBs, such as digital infrastructure, in greater details. Overall, early and careful consideration of these topics will help ensure successful implementation of DB technologies.


Operational


Information Technology Infrastructure

Technologies that make DBs possible are composed of hardware and digital platforms.

Digital platforms can be on-premises or cloud-based as Software as a Service (SaaS). For on-premises infrastructure (private cloud) or Infrastructure as a Service (IaaS, public cloud, such as Amazon Web Services (AWS) or Google Cloud Platform (GCP), infrastructure needs are handled by an institution team. For SaaS, infrastructure needs are handled by a digital technology vendor. Each option comes with associated benefits and costs. On-premises technologies rely heavily on internal information technology (IT) skills and support. As companies drive toward lean and more efficient operational models while increasing digital engagement, competition for internal IT resources can be fierce. After obtaining this support, it can also be challenging to maintain the required level of IT support for DBs. SaaS technologies, while offering scalability and flexibility, require digital infrastructure to allow for data flow and potentially significant bandwidth between hardware components and the cloud (especially for video data).

The infrastructure should reflect expectations and business needs. That is, most would expect quick access to recently measured data. However, large datasets require network transfer and processing. To mitigate this issue, an ideal system would make some information instantly available for monitoring, while full large datasets would be available later for further analysis after processing. As some of these systems create massive datasets, and some enable near real-time alerting and intervention, or both, it is especially important to consider connectivity reliability and how systems may alert users when connectivity issues occur, such as when systems stop working, for example, if a cloud-based system being used by a company to collect study data is suddenly disconnected because a network team supporting the network security of the company ran a security certificate update, thus blocking data uploading to the cloud.

While these issues may not be fully preventable, it is necessary to consider real-time power backups, local data storage, and data storage backup plan. To reduce lost data and resources, vendors and end users need an understanding of how to detect when issues arise and have appropriate channels for communicating and addressing issues while using local data storage.

Additionally, edge computing can be beneficial, such that image processing is performed close to the sensor and only extracted metrics are sent over the network. For example, Nvidia Jetson Nano embedded inside an instrumented cage can run image processing software, or AWS Panorama Appliance can perform machine learning in the data acquisition location. The goal is to provide centralized control and decentralized execution, the same environment to develop, connect, manage, secure with the same tool from the edge to the cloud. Same services are available with reduced latency and lower cost. Multiple solutions are available depending on business needs, but the architecture needs to be part of the planning phase before deploying these digital technologies. One can have multiple sites for instruments (internal or external to the company) and leverage metro center edge locations (local data centers) to decrease latency concerns, or even run local sensors or computers to perform advanced analysis on premises without transferring the entire data over the network.



Cybersecurity

Independently of motives (intellectual property, client and patient data, extremists), life science organizations are targeted by cyberattacks (Terry, 2018; Rajagopal, 2019). It is vital for institutions to secure their data while making them available. Scientists must be able to access and share information with their peers and collaborators. However, preventing unauthorized access to data and systems while enabling science is a major challenge for organizations. Leveraging cloud technology to move quickly increases the need for cybersecurity awareness and dedicated efforts. A large amount of sensitive data is stored in the cloud and third-party-hosted environments.

Multiple strategies have to be implemented to counteract cybersecurity risks. It starts with financial and strategic investments from the leadership with a focused role, such as a chief information security officer position. The IT and security strategy needs to include roadmap items, such as data encryption, identity and access management, as well as risk and compliance (Desai et al., 2019). Standards are available in the industry to guide these strategies (National Institute of Standards and Technology, 2019), but each organization needs to adapt to its needs.

Risk framework and mitigation are critical for the infrastructure and data owners, and for working with third parties, including IT providers, data collection systems, external contractors. Reliance on systems and data, which is not under one’s control, makes it potentially more susceptible to a cyber event. Most organizations work with SaaS systems, cloud providers, software vendors, and external collaborators. It is the responsibility of the data owner to ensure that security standards and processes are in place to mitigate risks. Data integrity is critical for research, and all parties must validate the data. It is especially true when relying on additional network entry points, such as Internet of Things (IoT) devices, sensors, or wearable. These products require a network access that must be constantly monitored, making it difficult for IT to keep up with demand. Organizations are forced to choose between spreading sensitive data to third parties, evaluate the risks or lose velocity to implement scientific solutions.

Life science institutions cannot rely exclusively on technical solutions to address cybersecurity challenges. Developing a clear plan and risk mitigation strategy ahead of time can dramatically reduce the cost of an event when it occurs. It is essential to ensure appropriate resources to make sure that systems are secure and supported, and that data are accessible. All systems should be vetted through an organization’s business technology solutions group to ensure they match institutional cybersecurity and compliance policies as well as industry standards. It is important to embed operational resiliency into everyday activity: implement strong authentication to sensitive information and manage staff and third-party access, deploy specific security capabilities for secure production IT, ensure data integrity, and provide personal trusted identity to researchers with private keys (PKI) solutions.



Data Integration

Data integration, including and beyond integration (and synchronization) of behavioral and physiological data, is another challenge. Most companies already have a procurement and BioRegistry system in place to assign unique identifiers to animals and associated metadata. These data must be mapped to new translational DB data for data integrity and sample tracking. For example, integrating behavioral data captured in digital cages with physiological data measured at a different time requires additional engineering work.



Data Quantity and Flow

As discussed, some of these emerging technologies can generate a great deal of data depending on their architecture, signal processing, and data reduction workflows. This requires development of data storage strategy and retention policies. Data storage strategy should consider data format, metadata, and access frequency and timing. The flow of data should be automated, requiring minimal manual input to reduce data entry errors. Long-term raw video data storage can require significant financial support that often deters organizations from keeping this type of data. However, in the spirit of the 3Rs principles, it should be considered, since historical raw video data can be used to develop and validate algorithms to extract novel DBs.



Analysis and Interpretation

Analysis of continuous 24/7 data for multiple cages and multiple days is challenging, and different approaches have been proposed. Temporal data can be aggregated into packets (5 min, 1 h, etc.) linked to circadian time, and the same data (such as behavior counts) may also be filtered depending on other factors, such as the injection time and pharmacokinetics/pharmacodynamics (PK/PD) profile of a specific candidate drug, or whether the biomarker to be evaluated is evident mostly during the active phase (nighttime) of animals. Pilot studies are useful to optimize and define settings for comparison. Once these are defined, baseline activity recordings allow for the parameters of a subject to serve as its own control. Data may also be normalized in the case of uneven animal number per cage; however, this poses additional complications, particularly when trios, pairs, and singly housed rodent environments result in different opportunities for behavior, hierarchies, and social effects. This may be addressed by normalizing data against a 1-to-2-week baseline in which a parameter can be expressed as % change (increase or decrease of the activity).

Behavioral and physiological biomarkers can also be used in experimental planning to balance groups of animals based on expected behaviors. For example, baseline data could demonstrate that some subjects are hyperactive or hypoactive, which can be considered in randomization or allow for the removal of those individuals from consideration in an experiment if activity measures are already between 1 or 2 standard deviations (SDs) outside of average activity.

Descriptive statistics for continuous time-associated biomarkers are complex, and data obtained from these systems may be incompatible with classic parametric t-tests or analyses of variance. Consulting with an experienced statistician prior to experimental onset is recommended. In many cases, non-parametric tools are able to handle non-continuous, complex data better (Voikar and Gaburro, 2020). Interpretation of results can also be challenging, when animals are socially housed, because of signal crossover, loss of signal, or inability of a system to collect continuous data from individual animals.




Operational and Scientific


Non-information Technology Resource Requirements

As different types of technologies and systems exist, scalability, operational footprint, and resource requirements (i.e., compatibility with standard cage and rack designs and additional space requirements) are key points to discuss with internal teams early in the onboarding process. Other considerations should include staff training to operate and use new systems plus the amount of time that is required to set up and incorporate new systems while maintaining current systems. Compatibility with standard cleaning and decontamination process and capabilities must be considered, since these technologies include electronics. Resource requirements for reusable vs. recyclable caging could also be considered. If cage enrichments are used as a part of a DB recording (i.e., running wheels), the operational time and cost of using such enrichments should be included in the analysis of resource requirements.



Data Science

Creating valuable insights and increasing scientific and operational value from big data collected from scalable DB technologies require data science specialization with computer vision, data processing, and advanced statistical modeling including deep learning expertise (Figure 2). These types of resources are typically not dedicated to projects involving these emerging technologies. An additional challenge is access to data scientists with both preclinical research knowledge and expertise in computer vision. Data scientists with this expertise will be able to turn data more effectively from these advanced systems into actionable insights for preclinical project teams and successfully drive collaborations with external systems and data providers. It is sometimes expected that data scientists work on collected data after an experiment is completed. However, data scientists should be involved from the beginning to work on the design of the experiments, and build the data architecture and required analysis pipeline to validate a scientific hypothesis. This prerequisite adds to the difficulty of enrolling dedicated data scientists to such projects.
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FIGURE 2. Data Science is an interdisciplinary field focused on extracting knowledge from data. It requires a combination of skills, mainly statistics and mathematics, information technology understanding, and domain knowledge.




Time From the Decision to Engage to Running Studies

This process within the pharmaceutical industry can take several months (Figure 3) and can be further prolonged if an organization is planning on utilizing data as part of regulatory submissions. It is important to share these timelines with all stakeholders, so that definitive projections can be developed to allow for accurate support and delivery.
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FIGURE 3. Example timeline for a pharmaceutical company from decision to engage with a scalable digital biomarker technology to running a first study.




Technology Verification and Validation

Technology verification ensures that a device is measuring and storing data accurately. This process includes demonstration of precision, reliability, and reproducibility, and, most often, is completed by a technology manufacturer. Validation is composed of analytical and clinical components (Goldsack et al., 2020).

Analytical validation entails the evaluation of data processing algorithms that convert technology-collected measurements into outputted metrics. This part of validation is also commonly performed by technology providers. Until recently, assurance from technology providers regarding verification and validation were taken at face value. However, as the technology is maturing, end users are requesting verification and validation data and insight into algorithms. Some institutions are even developing technology agnostic validation platforms (Syllable Use Cases, 2021). These aspects can be challenging, because verification process and analytical validation portions are often proprietary.

Clinical validation is accomplished by demonstrating that technology adequately identifies, measures, or predicts a meaningful clinical, biological, physical, functional state or experience in both the specified animal cohort and context of use (Goldsack et al., 2020). When gold standard measurement is available, head-to-head comparison should be conducted to determine sensitivity and specificity. This validation is time-consuming, and during these early stages of technology, maturation often needs to be performed by end users. This challenge provides another justification for an internal data scientist who could successfully drive collaborations with external systems and data providers, some of which provide poorly validated black box algorithms. Robust assessment of reliability, reproducibility, and usability (user experience) should be performed.




Scientific


Consideration and/or Understanding of Technology Impact


Cage Enhancements

In these early stages, the full impact of these technologies on models is not well understood. In the same light, if cage enhancements (i.e., running wheel) are performed, the impact on model development and study design should be balanced with potential outcomes. For example, running wheel activity as a critical marker of quality of life versus the impact of exercise on metabolism, immune function, behavior, and the standard model (de Visser et al., 2005; Devisser et al., 2007). While change in model outcomes may be considered a barrier to implementation, it could also lead to a more biologically relevant or predictive model. It is crucial to be aware of these potential confounding factors. Current published literature on running wheel behavior is inconclusive, and there seems to be a varying degree to which voluntary exercise affects home cage behavior that might impact disease models (Sherwin, 1998; de Visser et al., 2005; Devisser et al., 2007). This raises an interesting question about introducing inherent variability into our preclinical models. Perhaps a model that provides half of the animal’s access to exercise provides a more clinically relevant model, considering that not all human patients have the same activity levels, housing, or diet (Richter et al., 2010). It can be challenging to accurately translate the use of the running wheel and what that biomarker reflects in addition to wheel activity. However, as a single traditional measure is not sufficient on its own to interpret, same is applicable to DBs.



Cage Requirements

Other considerations include how standard housing and optimal welfare may be challenged or changed by system requirements. For instance, some systems may require single housing or modified enrichment (decreased or no nesting material) to enable recording of animal behavior and/or obtaining individual animal data. So not only does this require ethical consideration of the impact on animal welfare but also of the potential impact on study outcomes.



Health Alarms

Since selected technologies have the ability to send out health alarms, it is necessary to consider how this information will be interpreted and potentially acted on, for example, if a veterinary technician comes to a site and intervenes if a health alarm is received in the middle of the night.




Understanding Measurements and Associated Metadata

As with any assessment, it should be considered and understood what is being measured, for example, when a scientist requests to assess the sleep cycle, activity, and/or motion of an animal, these cover a broad range of possible measures. Sleep cycle assessment could include time to fall asleep, time to wake up, total sleep time, time in and outside of nest, and group and individual sleep measurements. Activity assessment could include local or moving exploration, eating, drinking, standing, rearing, or grooming, and motion could include velocity, distance, total movement, direction, stride characteristics (count, duration, and cadence), and gait characteristics. Understanding what assessment is being requested and knowing what is actually being measured will assist with accurate data interpretation and evolution of technology.



One Size Fits All

When looking for solutions, such as digital solutions, initial inclination is to identify a solution that can be broadly used. This leads to high expectations and pilots designed with broad applicability. This approach to these emerging technologies is challenging, as they should be piloted with a COU design during their early development and engagement. Since each technology and measurement offers can be very different (Tables 1–3), technology comparison and selection, without COU in mind, can lead to engagement with an incorrect system.


TABLE 2. Barriers and solutions to implementation of scalable digital biomarker technologies that end users can implement.
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TABLE 3. Suggested list of pragmatic information end users should consider prior to onboarding of scalable monitoring digital technologies.
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Study Design

The way our models are set up and how we run our studies need to be carefully designed with these systems. See Practical Strategies for Implementation for study design considerations.




Cultural


Fear of Change

Fear of taking risk, technology failure, and stepping outside of traditional and well-established processes are common barriers to implementing new technologies.



Collaboration

Initial engagement with emerging technologies often happens within one group that later learns that other groups are interested or are working with similar technology. Working in functional and departmental silos leads to duplicative efforts. It makes it challenging to form feedback that makes it difficult for technology providers to act on a single view of end users.

As scalable DB technologies evolve and their adaption increases, the implementation pathway of this new approach to data collection will become more defined and robust. Since we are not there yet, here, we describe practical examples of impact and strategies for adaptation and considerations how end users can implement these emerging technologies.





ADDRESSING LIMITATIONS AND BARRIERS, PRACTICAL STRATEGIES FOR IMPLEMENTATION

There are a variety of ways to mitigate the challenges discussed above. However, we recommend particular questions and approaches at each step in the implementation process. There are also several published studies that can be used as guides to enable faster validation and qualification of studies using DBs. Overall, any study conducted must follow standard scientific practices while including additional considerations to ensure high-quality DB data.


Step 1

For highest impact, identify studies in which traditional study measures do not meet scientific or welfare needs. DBs have been explored as a method to overcome a variety of challenges with traditional study measures. The following are examples of current problems that could be addressed using translational DBs.


•Measures that are not predictive or reproducible between studies/labs, and do not translate to clinical outcomes.

•Measures that require extensive training or large number of animals per group for statistical significance, or require animals to be in significant pain/distress to measure significant differences between groups.

•Longitudinal disease tracking, especially in diseases with variable onset and rates of disease progression.

•Models with unexpected mortality (e.g., health that declines rapidly without obvious warning signs or so slowly changes is difficult to assess).

•Measures that are sensitive to the emotional state of animals and change with disturbance.

•Situations where modest therapeutic improvement would be clinically relevant, but current measures are not sensitive enough to detect complete rescue.

•Models where baseline animal behavior/physiology can impact disease induction or variability.





Step 2

Run a pilot study using a traditional design to collect DBs alongside traditional measures while making minor modifications to account for potential confounding effects of husbandry and study procedures. Regardless of whether an animal model is familiar or new, plan to run an initial pilot study using a traditional study design. A traditional design must include a control group and a disease group, traditional measurements (e.g., body weights, joint measurements, histology, etc.), and be properly powered to enable statistical significance testing for traditional measurements. By running a traditional study first, scientists are able to both confirm expected study outcomes and begin to explore the ability of DBs to solve pre-identified scientific needs.

As outlined before, routine husbandry (e.g., cage change) and study procedures (e.g., blood draws) can have a significant impact on animals, and can last for multiple days (Rasmussen et al., 2011; Lim et al., 2019; Pernold et al., 2019; Baran et al., 2021). In designing a “traditional” study, it is important to modify the timing of procedures to consider these potential confounding effects. Identify all procedures that will involve human-animal interactions and identify a time to conduct the procedure that will not overlap with key data collection time points. For example, in the cuprizone study described in Lim et al. (2019), it would have been prudent to schedule cage change 4 days earlier to avoid washing out of the signal associated with remyelination. Given the potential confounding effects of procedures, be sure that all animals are exposed to the same study procedures at the same time.

Finally, if a study design calls for induction of disease on healthy animals (e.g., paraquat lung injury, peripheral neuropathy, etc.), plan to collect > 6 days of TDB data to use as a baseline for randomization the day prior to disease induction. It is recommended that scientists perform stratified randomization, a strategy that allows researchers to control and balance animals in groups based on key study measures, in this case TDB.



Step 3

Analyze pilot study data to uncover the potential value of TDB. A number of analysis strategies can be used to determine the added value of TDB. The following questions can help guide exploration. Do TDBs enable new insights into a disease model? For example, in a paraquat model of lung injury, digitally collected breathing rates enabled tracking of disease progression and improvement with therapeutic bardoxolone (Baran et al., 2020). Do DBs track with expected disease progression? If the goal is to eventually replace a traditional study measure, looking at correlations between traditional measures and TDB may be helpful. For example, in ALS mice, digitally collected rest disturbance indexes are highly correlated with grid hanging and body weight (Golini et al., 2020). Are DBs more consistent than traditional measures? Some study measures that rely on manual collection by an experimenter are more susceptible to inter-experimenter variability, such as joint thickness in arthritic animals or tumor volume in oncology studies. Lim et al. (2017) demonstrated that a DB can be created that more accurately measures disease in a rat model of rheumatoid arthritis than standard joint measurements. Be sure to take note of behavioral responses immediately surrounding husbandry and study procedures for confounding effects on data interpretation as well as potential insight into phenotypes. Often, TDB can provide an additional layer of information that can help better interpret more traditional study measures. During this review, you may uncover unexpected challenges with your pilot study design. If necessary, plan to run a follow-up study.



Step 4

If pilot study data suggest TDB may be of value, run a follow-up complete study to verify reproducibility. At this point, preliminary data may suggest that TDB can provide you with complementary or, perhaps, more meaningful data. To be valuable, it will be necessary to show that these data can be reproducibly obtained from multiple studies. Conduct a follow-up study using the exact same study design (including procedure schedule), but in addition to the control and disease groups, it is ideal to include one or more therapeutics with known efficacy. This design allows scientists to both validate the ability to reproduce TDB results and assess the ability of a known therapy to move a TDB. Note that to ensure reproducibility, be sure to use the same statistical strategy to analyze both studies.



Step 5 (Optional)

If collaborations are anticipated, ask a collaborator to replicate your findings. The ability to replicate findings across highly variable laboratory settings will further serve to confirm the reproducibility of TDB.




ADDRESSING LIMITATIONS AND BARRIERS

Engagement with scalable DB technologies requires interaction across multiple areas of expertise. Driving engagement and obtaining support require the ability to communicate potential value across a variety of stakeholders. Here, we compiled a list of value propositions that can be used when presenting these technologies to various stakeholders (Figure 4). We also list barriers to implementation and possible solutions (Table 2). Finally, we compile a list of topics and questions that should be considered when onboarding these emerging technologies (Table 3).


[image: image]

FIGURE 4. Value propositions for translational digital biomarkers within drug discovery and development.




CONCLUSION

The digital age has paved the way to automate and objectively measure animal behavior and physiology. As more knowledge is gained of biological systems, there are more possibilities to digitalize aspects of animal health, function, and physiology, and explore therapy guidance and disease progression. Recent advances in scalable DB technologies have the potential to improve assessment of safety and efficacy by reducing variability while also increasing precision and sensitivity. This is because these assessments are objective (not impacted by perceptual biases), have high resolution (collected continuously), and realistic (collected within the home environment of animals).

Scalable DB technologies present an opportunity to capture meaningful, objective data leading to actionable insight into animal welfare, animal tracking, study design optimization, and control on sources of variations (Figure 4). These technologies present an opportunity to measure novel DBs and digitize existing biomarkers (Figure 5). Furthermore, continuous monitoring of animals within their home environment enables a holistic view of an animal instead of the snapshot received from traditional data (Figure 6). Furthermore, it allows for the measurement of spontaneous behavior and the ability to detect subtleties in behavior that often go unnoticed by gross cage side observations (Figure 5).
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FIGURE 5. Scalable digital biomarker technologies present an opportunity to digitize the collection of traditional biomarkers and measure novel digital biomarkers (Wang et al., 2016).



[image: image]

FIGURE 6. Multiple measurements collected continuously and remotely within animals’ home environment can provide a holistic view of an in vivo model including objective assessment of disease development and burden.


In most cases, DBs also contribute to the promotion of the 3Rs, such as, refinement and reduction, by serving as markers of animal welfare, providing precision, and instilling additional meaning to in vivo research. More opportunities exist for refinement of methodologies and application of DBs, and the advent of artificial intelligence and machine learning has led to measurements of many of these parameters in an operator-independent manner. When used correctly, a well-validated biomarker can be utilized to guide research on disease progression, as well as drug efficacy, safety, and toxicity.

Pertinent and timely data are required for a translational biomarker to inform clinical and preclinical researchers in a usable manner. To achieve and standardize such a translational biomarker requires a great deal of time and resources in order to establish its credibility as a measurement. There are a variety of devices that currently address different aspects of animal welfare, all measuring varying sets of DBs, and these are used to provide data to inform scientists, managers, and technicians of various aspects of in vivo health, welfare, disease status, and treatment efficacy. In addition, there are rigorous standards in place that govern data storage and protection, which must be taken into account when designing an architecture that promotes the ability to store, retrieve, and interact with large amounts of data. When onboarding these technologies, it is important to use a vetting process that includes pilot studies and data management plans.

In an effort to enhance the information obtained from in vivo studies and place it within a larger context of a complete drug development program, the impact of DBs cannot be understated for their compatibility with artificial intelligence and machine learning approaches to drug discovery. Creation of digital data sets that are temporal in nature can allow for acute insight into how animals act in the longer term, under specific circumstances and test articles. Digital data sets also lend themselves well to AI approaches that combine data from all aspects of preclinical and discovery stages with clinically derived data sets to contribute to AI modeling of disease in order to aid drug discovery without the use of animals (Zhu, 2020). While machine learning and advanced analytics mining large data sets are shaping the future of research, emerging technologies, such as scalable DB systems, will transform research and discovery.

Currently, we are faced with cultural, operational, and scientific challenges associated with implementation of these technologies. For these emerging technologies to be broadly implemented, they need to demonstrate additional value to science and business when compared to traditional assessments of animals. We believe that our recommended solutions will enhance technology engagement through appropriate planning prior to onboarding, technology evaluation, and implementation. Introducing a novel technology into traditional business operations necessitates top-level executive support. The value proposition, barriers, and considerations communicated here should assist with engaging leadership to provide such support.

Within drug discovery and development, the ultimate goal of preclinical research is to model a human disease state in order to better predict potential drug toxicities and treatment efficacy in the clinic. While the technologies discussed here for monitoring preclinical DBs are still in the early stages of development and implementation, this review is designed to improve the understanding of the value of DBs technologies while exploring strategies to speed their implementation within preclinical research, so that as a scientific community we can more rapidly get better therapeutics to patients in need.
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Some of our breeding programs include the use of Prm1 male Homozygous mice which are naturally sterile. This removes the need to use vasectomized males to induce pseudopregnancy in female mice. These males can be kept for up to 9 months and are housed with a companion female. During the timed mating period the companion female is replaced with a new female. This procedure can occur at regular intervals causing a significant increase in cage activity; one of our objectives was to determine whether this was as a result of timed mating. We wanted to investigate the disruption caused to mice during the day of the swap and how long it would take for the cage activity to return to pre-replacement baseline levels. We hypothesized that this impact would be reflected as a significant increase in cage activity, which in itself may not be a result of a negative experience but the potential of repeated disruption to their activity pattern should be considered. We used a well-known home-cage monitoring system to assess changes to the activity pattern in cages when a companion female is replaced. Data from our initial study showed that in the 2-h period after the female is replaced there is a significant increase in cage activity compared to the same time frame on the previous day. In the subsequent study, where no cage change occurred, an increase in activity was also observed when females were replaced; this returned to baseline after approximately 4 h. Prolonged activity during the rest period of mice (over 2 h) could lead to them being fatigued during their active period; therefore, as a refinement we propose that timed matings be performed later in the day, at a time when the animals are active.

Keywords: mouse welfare, timed mating, home cage monitoring, laboratory mice, activity patterns


INTRODUCTION

The use of sterile male mice to induce pseudopregnancy in female mice assigned for the implantation of embryos is a vital component in the production of Genetically Altered Animals (GAA). Usually the male is vasectomized, which is a surgical procedure under general anesthesia, with time required for the male to recover and the spermatozoa count to drop to zero. One refinement to GAA production has been the development of genetically sterile mice, in particular the double transgenic Protomine1 (Prm1) strain of mouse. The male mice born with the dominant Prm1-EGFP transgene were found to be naturally sterile and can be used as a replacement for vasectomized mice (Haueter et al., 2010). These GAA mice have successfully replaced the need to use vasectomized male mice for generations of pseudo pregnant females in our facility. As the male mice utilized to induce pseudopregnancy cannot subsequently be re-housed with other males due to fighting, these mice are individually housed for up to 9 months depending on their breeding capability. Although male mice are not generally considered to be social animals there is evidence that shows they prefer to be housed with conspecifics (Goldsmith et al., 1978; Van Loo et al., 2002; Kalliokoski et al., 2014). In a breeding colony, fighting between a male: female pair or trio made up of one male and up to two female mice is less common, indicating that the sterile males may benefit from having a female companion over a male companion. Following on from work carried out by the originator of this model, each of our cohorts of sterile male mice have a companion female housed with them to reduce anxiety associated with long term single housing (Kalliokoski et al., 2014). When the male is required for the breeding program the companion female is replaced with a new female in the morning. The new female mouse is left in the cage for at least 24 h, or until a copulatory plug is observed in the vagina, indicating that mating has occurred.

We cannot be certain by visual observations alone what the duration and amount of disruption this intervention will cause in a mouse cage. Some of the reasons for this are: if there is an observer in the room it can lead mice to become more active than if they were undisturbed and if direct observations are used (where a person is in the room monitoring cages) there will undoubtedly be some subjectivity and or human error. The solution of a video recording can reduce this; however, it is very time consuming to review footage on a cage by cage basis.

To investigate the disruption caused to mice during the day of the replacement and how long it would take for the cage activity to return to baseline in an objective way, we housed mice in the Digital Ventilated Cage (DVC®) system, Tecniplast S.p.A, which is a non-intrusive mouse activity tracking system. This enables us to monitor mice without the need to use a video camera, subcutaneous microchip or have a telemetry device surgically implanted. Each cage position on the rack has a sensor board underneath it, containing 12 electromagnetic sensors to continuously track and monitor spontaneous mouse activity (Iannello, 2019) i.e., mouse activity without human intervention. The cage sits on the runners in the same way as any standard Individually Ventilated Cage (IVC) would, so there is no disturbance to the animals. The individual sensor board sends data generated by the cage occupants to a Master computer, which has a temporary data storage area and sends the data directly into a cloud storage platform from where it can be downloaded. Each time a mouse moves over an electrode, the mouse activates a signal which is sent to the Master computer, these activations form the “Animal Activity Index” which is a normalized measurement assuming values between 0% (no sensors activated) and 100% (all electrodes activated simultaneously). The summary measure over the cage is the Average Activity Index (AAI); calculated as the average of all twelve electrode activations per minute. When we discuss cage activity in this paper we are referring only to the AAI.

Other studies have shown that procedures involving cage changing handling or the transfer of the animals disrupts their basic activity pattern and induces changes that appear to impact them over an extended period of time (Gray and Hurst, 1995; Lim et al., 2019; Pernold et al., 2019). We wanted to investigate the disruption to cage activity during the day of the female exchange and how long it would take for the activity to return to baseline. We initially carried out a Pilot study with a small cohort of mice to investigate whether timed mating activity is masked by cage changing, followed by a subsequent (Main study) investigation of female replacement as part of timed mating. We hypothesized that the impact of mouse activity in the cage is significantly increased when a companion female is replaced with a new female.

The exploratory data analyses from these studies highlighted that there was a lot of variability between cages (including within groups) across each 24 h time frame (see Figure 1). In order to understand any changes in cage activity we decided to focus on specific 2-h time intervals. The 2-h time intervals we discuss here are when the mice are active after a cage is moved or opened [08:00–10:00 h (Main study only) and 10:00–12:00 h], when the mice were inactive (12:00–14:00 h) and, when the mice are active directly after the lights went out (20:00–22:00 h).
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FIGURE 1. Graph showing individual cage activity during the Pilot study, each point represents the activity of a cage at every minute of the study.



Ethics Statement

All studies were ethically reviewed and carried out in accordance with Animals (Scientific Procedures) Act 1986 and the GSK Policy on the Care, Welfare and Treatment of Animals.




MATERIALS AND METHODS

All of the mice were bred at the establishment and housed in GM500 mouse cages (Tecniplast S.p.A) with a conventional wire lid. We included all available pairs of Prm1 males with their companion females and the CD1 females used as part of colony management. We had 14 Prm1 males and 14 CD1 female companions (bred at the establishment) and 10 CD1 females (Charles River Laboratories, United Kingdom) used as replacement females in the Pilot study and 20 Prm1 males, 20 CD1 companion females and 10 CD1 (Charles River Laboratories, United Kingdom) replacement females in the Main study. The male weights ranged between 33–56 gm and the female weights between 28–37 gm at the start of the Pilot study (see Supplementary Table 1).

Mice were transferred from the breeding room to the animal room. And on arrival the mice were health checked carefully and acclimatized for 7 days prior to the start of each study in XT GM500 Digitally Ventilated Cage (DVC®) (Tecniplast S.p.A, Italy) made from a clear Polypropylene plastic base with a stainless-steel bar lid, the internal measurements of the cage are 35.5 cm × 17.5 cm × 12 cm. The DVC® was placed along the side wall near the rear of the room. A health monitoring program for mice was in place and excluded infectious agents described in the FELASA guidelines (Berard et al., 2014). For identification and randomization purposes all the females in these studies were ear marked prior to the start of the study. All new female mice were group housed in groups of four on an IVC rack in the room (prior to being introduced to the male) and established male/female pairs were housed on the DVC® rack. When the companion female mice were removed from the cage, they were group housed with three other companion females on the IVC rack in the same animal holding room. The IVC rack was located along the side wall next to the DVC® both were connected to a SmartFlow® Air Handling Unit (Tecniplast S.p.A) located centrally between them.

All cages had 10 mm depth of Lignocel BK8/15 (IPS) bedding, a mouse igloo measuring 10 cm diameter × 6 cm high, and an aspen wood chew block 50 mm × 10 mm × 10 mm long (Datesand, United Kingdom) with a Lignocel Large Wood Wool disk (IPS, United Kingdom) and a mouse Mini Fun Tunnel 76 mm × 38 mm circumference (LBS, United Kingdom). Cages were changed in line with study protocol; where the mice are removed from the home cage and placed in a fresh cage with fresh identical bedding and fresh enrichment items.

Mice were fed ad libitum with 5LF2 irradiated rodent diet (IPS) via food hoppers at the rear of the cage, and ad libitum animal grade reverse osmosis filtered, and UV treated drinking water via bottles attached to the front of the cages. Food and water levels were monitored by the staff and the DVC® system. After cage changing all enrichment remained with the animals for the duration of each study. Throughout the facility there was piped radio tuned into a local commercial station during the light phase. The light cycle was on a 14:10 light: dark with light phase from 06.00–20.00 h and a gradual increase or decrease of lighting over a 10-min dawn: dusk period. The room temperature was 21–24°C, humidity was 55% ± 10%, with 20 air changes per hour in the room and 75 air changes per hour in the DVC® and IVC.


Study Methods

We used established male: female pairs of Prm1 mice for both studies included in this research project. Each pair of mice had been together for at least 1 month. Given the studied effects on disruption to animal activity (Pernold et al., 2019) and physiologic parameters (Balcombe et al., 2004) from husbandry procedures including cage changing, we needed to be confident that any change in cage activity was related to female replacement alone. Therefore, the cages in the groups that were not subjected to the companion female being replaced, were removed from the rack and the companion picked up and placed back into the home cage after 3–5 s, by doing this we could be sure that any increase in activity would be directly related to the new female. We refer to this a sham replacement.

In order to pre-empt any sensitivity of the system to changes in the weights of the animals that could affect the AAI, the new females were weight matched to be as close as possible to the companion females.


Pilot Study

We included 14 established pairs of Prm1 male mice with their Wildtype companion females. A further 10 CD1 age matched new females were included as replacements for the companion females. Cages of animal pairs were randomly allocated to one of four groups as follows:


-Grp_1.p: Female replacement and no cage change (5 pairs/cages).

-Grp_2.p: Female replacement with a new female and a cage change (5 pairs/cages).

-Ctrl_1.p: Sham replacement and no cage change (2 pairs/cages).

-Ctrl_2.p: Sham replacement, and cage change (2 pairs/cages).



The study ran over a 5-day period; however, we focus on the data from Day 2 to Day 4 to have two 24 h periods of uninterrupted data for comparison. Day 3 was the day that the replacement/sham replacement/cage change occurred. The study ended early in the morning on Day 5, see Table 1 for full study design.


TABLE 1. Shows the group information for both studies and the time the staff were in the room to change and/or replace the females.

[image: Table 1]
Home cage activity data was collected from the DVC® for the entire study (see Figure 1), however, as previously discussed we focused on the following timeframes: 10.00–12.00, 12.00–14.00 and 20.00–22.00 h.

We defined the baseline as either the average activity on the day prior (Day 2) or the day after (Day 4) the female replacement. The cage change was carried out at the same time of day as the female replacement/sham replacement to enable us to determine if the effect of cage changing would mask activity caused by the female replacement/sham replacement. During the Pilot study we saw a significant spike in activity (see Figures 1, 2) as a result of cage changing, which has also been reported by Pernold et al. (2019), as a result we removed the potentially confounding effect of cage changing for the Main study.
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FIGURE 2. Heatmaps across the full study period for all groups. (1) Indicated period when the mice in Grp_1.p were cage changed, and Ctrl_1.p were removed and put back in their original cage, the mice in Grp_2.p and Ctrl_2.p were sham cage changed. (3) Indicated period when the companion female was replaced with a new female for Grp_1.p and Ctrl._1.p had a sham replacement, both without a cage change, Grp_2.p cages had the companion female was replaced with a new female and the cages were changed, and Ctrl._1.p had a cage change only. (2) Indicates a period when there was a system error and no data was recorded. Note: time aggregation is 1-min intervals.




Main Study

We included 20 established pairs of Prm1 mice and 10 CD1 weight matched females were included for the new female cohort. Cages were randomly allocated to one of two groups as follows:


-Grp_1.m: Female replacement (10 pairs/cages).

-Grp_2.m: Sham replacement (10 pairs/cages).



We decided to extend the duration of the study to allow us to observe several days of animal activity both before and after the “swap” day. Therefore, this study ran over a 10-day period, with the female replacement occurring on Day 6 the study terminating in the morning of Day 10. As before, and similar to what we had used in the Pilot study we focused our analysis on four 2 h-time frames where the mice were either usually active or usually inactive prior to any intervention: 08:00–10:00 h, 10:00–12:00 h, 12:00–14:00 h and 20:00–22:00 h. We compared the average activity of each of these timeframes on Day 6 (female replacement day) against the average of all previous days (Days 1:5), and then also against the average of all subsequent days (Days 7:10). This was to determine how much the activity for each cage had increased or decreased on the day of female replacement compared to the average pre and post replacement-day data. We defined the baseline as either the average activity of all previous days (days 1:5) or all subsequent days (days 7:10).

An overview of each study plan can be seen in Table 1.




Statistical Methods

The cages (considered as the experimental unit) were randomized to the groups by stratifying on the companion female weight when it was available or by doing a simple randomization when it was not. All analyses, including randomization, were carried out in R (version 3.02 or above) via R- Studio.

The data we have analyzed is the Average Activity Index (AAI), which is collected every minute for each cage, including during the periods of cage changing and animal welfare checks. In order to minimize any over-inflation of results and given the spikes that were observed during these events, we removed the data where there were events such as cages being removed for observations and replacements.

Initially a traditional ANOVA and T-test was carried out on the data for specified time frames, in addition the data from the Main study was then analyzed through functional data analysis (Morris, 2015). Each cage activity had a regularized Fourier series fitted, afterward undergoing a permuted T-test, with a correlation aware multiplicity p-value adjustment (Westfall and Young, 1993).


Pilot Study

We used a two-way ANOVA to compare between groups to see the effect of replacing the female companion mouse and cage changing, and to see if there was an interaction between them. We focused on the activity data generated in three 2-h time frames (10:00–12:00 h, 12:00–14:00 h and 20:00–22:00 h) on the day of the female replacement (Day 3) compared to Day 2 and Day 4.



Main Study

We ran a T-test on the change from baseline measurement for each time interval to investigate the effect of the female replacement (Grp_1.m) on cage activity compared with a sham replacement (Grp_2.m). We ran this T-test at each of the following specific timeframes: 08:00–10:00 h, 10:00–12:00 h, 12:00–14:00 h and 20:00–22:00 h. Function on scalar regression was also applied to the full dataset 24 h before and after replacement using the FDA package in R. The use of functional data analysis was to obtain a more precise estimate of the “return to baseline” measurement after the females are replaced.





RESULTS

In the Pilot study females were replaced between 09:30 and 10:00 h, the comparison of Day 3 vs. Day 2 (pre-female replacement) showed a significant increase in activity for the 10:00–12:00 h time frame, due to both Female Replacement and Cage Change (see Table 2). There was no significant difference in activity of female replacement or cage activity for the timeframes 12:00–14:00 h and 20:00–22:00 h, see Supplementary Table 2 for a complete set of results.


TABLE 2. Statistically significant results of the two-way factorial ANOVA from the Pilot study and from the T-Test from the Main study.

[image: Table 2]
In the Main study females were replaced between 07:00–08:00 h and the T-tests showed, in the cages where females were replaced (Grp_1.m), there was a significant difference in activity in the time frame comparison for 10:00–12:00 h when compared to the average activity of previous days, and for the comparisons of the time frame for 10:00–12:00 h and 12:00–14:00 h when compared to subsequent days (see Table 2).

Function on scalar regression tests showed that the cage activity in Grp_1.m (where females were replaced) had higher activity peaks and returned to baseline ∼ 4 h post intervention (Figure 8) compared to the sham replacement in Grp_2.m where there was no significant increase in activity compared to pre-replacement.


Pilot Study

The Two-way Factorial ANOVA carried out compared the activity on Day 2 and Day 3, at each of the three-time frames (Figure 3). The statistically significant differences between the control groups (Ctrl_1.p and Ctrl_2.p) and between Grp_1.p and Grp_2.p are seen in (a), and we see in (b) how we are no longer able to see differences between groups at 12:00–14:00 h. For a full set of statistical results see Supplementary Table 2.


[image: image]

FIGURE 3. Pilot Study boxplots of the Average Activity Index for all groups represented as Day 2 (pre-replacement/baseline) subtracted from Day 3 (replacement day).


ANOVA was also used to compare the activity between Day 3 and Day 4 (Figure 4), however, there were no statistically significant differences in any of the time frames when Day 3 was compared to the same time frames in Day 4.


[image: image]

FIGURE 4. Pilot Study boxplots of the Average Activity Index for all groups represented as Day 4 (post-replacement/baseline) subtracted from Day 3 (replacement day).




Main Study

In theMain Study, we reviewed the data and generated a heat map of mouse activty across theMain Study Period (see Figure 5). We observe that the cage activity at the typically quiet time 10:00–12:00 h is very similar in all the days leading up to intervention Day 6 and, we notice a significant increase for Grp_1.m on Day 6 as compared to previous days and Grp_2.m (Figure 6A). We observe an increase in activity for Grp_1.m in 08:00–10:00 h (Figure 6B) and by 10:00–12:00 h (Figure 6C) this difference is statistically significant. Conversely, we see a reduction in activity for this group at the 20:00–22:00 h (Figure 6E).


[image: image]

FIGURE 5. Heatmaps showing activity across full study period for both groups., (1) indicated period when the mice were cage changed causing a high peak in activity for the mice. (2) indicated period when the companion female was replaced with a new female (Grp_1.m) or sham replaced (Grp_2.m). Time aggregation is 5-min intervals.
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FIGURE 6. (A) Boxplot showing pre-female replacement (Days 1:6) average activity of groups per day between 10:00–12:00 h, (B–E) Change of baseline for Grp_1.m (female replacement) and Grp_2.m (sham replacement) between 08:00–10:00, 10:00–12:00 h, 12:00–14:00 h and 20:00–22:00 on the day of replacement compared to previous days.


The post-female replacement analysis generally showed more variability in the activity data sampled between 08:00–10:00 h compared to other time frames. We observe a decrease in activity for Grp_1.m (female replaced) between 10:00–12:00 h for each day post-replacement (Figure 7A), where the activity for Grp_2.m is very stable. There was a statistically significant increase in activity between the groups during the 10.00–12.00 h time frame (see Figure 7C) and 12:00–14:00 h (see Figure 7D). As seen before there is a trend toward a reduction in activity for Grp_1.m (female replaced) in the time frame 20:00–22:00 h (see Figure 7E) compared to Grp_2.m.
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FIGURE 7. Graphs shows post female replacement (Day 6 = day of intervention and Days 7–9) activity. (A) Average activity from 10:00–12:00 h of groups per day. (B–E) Change from the baseline between (B) 08:00–10:00, (C) 10:00–12:00 h, (D) 12:00–14:00, (E) 20:00–22:00.


There are of course limitations in analyzing the data in 2-h intervals as we have been doing until now, to complement this and use the full minute by minute data set, we decided to apply functional regression to explore if, with a more detailed data set, we were able to estimate with more precision any changes in activity between the groups after the replacement and for how long this was sustained.

Functional regression is a flexible approach to the modeling of data. The three main components of functional regression are the basis functions, replication, and regularization. In the context of animal activity, it would be appropriate to select a Fourier series with appropriate expansion as basis functions, as the animal activity may be assumed to be periodic. The replicates are the cages, and the fit of each cage is regularized to prevent overfitting. The functions produced to model activity within each cage have been smoothed into an overall function to model the activity for the pre-event and post-event activity. The activity after the event has been compared to the activity pre-event, using permuted t-tests with an appropriate p-value adjustment. For Grp_1.m, it appears that the activity returns to baseline after approximately 4 h, with Grp_2.m having no difference in activity compared to baseline. These results closely match the timeframes we had found as significantly different for Grp_1.m, and the overall conclusions are the same (see Figure 8).
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FIGURE 8. Graph showing the function on scalar regression permuted t-tests showing significantly different activity during the study timeframes for Grp_1.m (top graph) compared to Grp_2.m (bottom graph). Horizontal line represents appropriate p-value adjustment (Westfall and Young, 1993), observed t-statistics above this are deemed significantly different.





DISCUSSION

Initially we investigated whether the impact of replacing a female would be masked during the cage change process as studies have shown that there is a significant increase in activity post cage change (Pernold et al., 2019). We found the increased spike in activity in the 2 h after the female replacement was conducted was much more significant than the actual disruption caused by cage changing (Table 2). However, cage change was still a significant effect within this time frame and therefore, we removed cage changing from the Main study where we wanted to investigate whether replacing females 6 days after cage changing would show higher activity than not replacing the females and how long it would take for the disruption to return closer to the pre-replacement baseline.

We found that there was an increase in activity across the cages where the female was replaced compared to when the companion female was briefly removed. From the T-Test analyses of the Main study, we inferred that across the study period it took 4 h for the activity levels to be similar to pre-replacement baseline activity levels across all the timeframes, we also tested the return to baseline more precisely using Functional regression and found the activity levels returned to baseline 4 h directly post intervention. Home Cage Monitoring gave us an insight into the impact of timed mating on the expected activity pattern of the study mice. We found a notable increase in activity during the light phase and an unexpected decrease in activity during the dark phase (see Figures 6, 7) as a response to female replacement, while not statistically significant it is an interesting finding that we would not have known if it were not for the DVC®, which is another benefit to having 24 h cage monitoring.

Understanding how our routines and procedures impact animal activity is important, especially if it is likely to have a negative effect on the animals and likely to be repeated with the same animal over a number of months such as timed mating for stud male mice. Interventions that are considered “non-invasive” such as cage changing (Rosenbaum et al., 2009; Pernold et al., 2019), or “sub threshold” such as timed mating, can cause significant spikes in activity which are not fully understood using a traditional scoring system based on cage side observation. For example, changes in activity are usually included in welfare score sheets for moderate to severe protocols. These score systems (Ullman-Cullere and Foltz, 1999) have been used as an objective assessment of changes in behavior and body condition which can indicate pain and distress in mice. This is an “in the moment” assessment which usually involves having to remove a cage from the rack. This disturbance would not give any meaningful observation data when trying to observe the response of mice to timed mating. Therefore, significant disruptions in the activity patterns of mice (Pernold et al., 2019), which could lead to increased levels of stress may be missed.

The importance of sleep in mammals has been demonstrated (Horne and McGrath, 1984; Tang et al., 2005; Palchykova et al., 2006; Colavito et al., 2013; Febinger et al., 2014) and the resulting stress associated with sleep disturbance could cause a confounding factor for experiments (Van Loo et al., 2002). Our study has indicated that timed mating may have an effect on the wellbeing of mice due to the potential disturbance in their activity pattern. The disruption in the activity pattern could lead to increase stress levels in male mice if they are used for repeated timed mating. While we can be confident the activity is as a result of replacing the companion female with a new female, we cannot be certain whether the activity is just the male, female or more likely it is a combination of both mice.

Our initial program of work was designed with a focus on the potential impact of timed mating on a male mouse, however, in doing so we missed out on observing the female’s response to their own different scenarios and whether there is any impact on their welfare. It would be interesting to follow the companion females and see how they react to being put in a new cage with other companion females and what happens when they are returned to the male. We postulated activity may be lower when she is returned to a familiar cage compared to if she were put in with an unfamiliar male in a new cage, especially if there are still smells and cues that are familiar. If, in addition, we included the impact on the new female before and after she has been with the male, this could give insight of how timed mating impacts all the mice involved.

Synchronizing our interventions to the activity pattern of mice may lead to improving their wellbeing (Febinger et al., 2014; Pernold et al., 2019). The impact of timed mating could be reduced if we carried out this procedure later in the afternoon as this is closer to the time that mice are more active. In the Pilot study the new female was left with the male for 5 days however, it should be noted that routinely the new female is removed after 24 h, but there are occasions when the initial mating is not successful, and females are left with the male for an extended period. This could lead to the male becoming accustomed to the new female, and when she is replaced with the companion female it becomes another disturbance in his natural activity pattern. Anecdotal observations from the research team were that mating was observed immediately after female replacement and continued for the duration of time that they were present in the room and was the most likely reason for the peak in activity, the use of a video camera would enable us to be certain that this observation was correct.

In conclusion this study has shown there is a potential impact on the welfare of male mice during timed mating as a result of the changes in their activity pattern. The impact of this intervention could be reduced if the timed mating occurred in the late afternoon when the mice are in the active part of their day.
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Tracking Software and behavioral apparatus environment, or in the presence of
(Stoelting Co.) reflections
Longitudinal monitoring and high-throughput data Track only one animal at a time (ortwo  Pushkin et al. (2019)
Ease of use, simple set-up animals of different coloration)
Non-invasive procedures
Activmetre (Bioseb) Weight Platform  Platform can be used with standard rodent cages Single housing NA

Phenotyper (Noldus)

IntelliCage (TSE
Systems)

Labmaster/
Phenomaster (TSE
Systems)

Infrared Video
tracking

RFID
Transponder

Infrared and
Calorimetric
tracking

Detect slow/fast exploration, grid-climbing and
immobility activity (e.g., grooming, nesting, rearing)
Longitudinal monitoring

Non-invasive procedures

Video-tracking of animal exploration, learning and
memory, and cognitive function

Built-in stimuli to detect wheel-running activity,
avoidance/operant conditioning wall

Longitudinal monitoring

Non-invasive procedures

Social grouping for extended period

Track multiple animals independently via RFID
High flexibility in programming tasks/schedules and
parameters

High-throughput behavioral data

Good replicability across labs

Add-on features such as running wheel and social
chamber available

Longitudinal monitoring

High flexibility in programming tasks/schedules and
parameters

Track animal exploration, learning and memory,
cognitive, and cardio-metabolic function

Add-on features such as running wheel, operant
conditioning wall, and climate chamber available

Limited data throughput

Single housing

Using thermal imaging camera
Difficulty of tracking in low contrast
environment, or in the presence of
reflections

No video-tracking
No behavior recognition
Male aggression issue in social group

Single housing
Using thermal imaging camera

Difficulty of tracking in low contrast
environment, or in the presence of
reflections

van Gurp et al. (2020)

Radwanska and
Kaczmarek (2012),
Parkitna et al. (2013),
Marut et al. (2017),
Skupio et al. (2017),
Iman et al. (2017),
Ajonijebu et al. (2019)

Hay et al. (2019),
McGonigle et al. (2016)

NA, not available.
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Free accessto wateratall corners.

The number of corner visits provides a
measure of exploratory activities in the novel
and familiar InteliCage environment
(including pre vs postdrug intervention).

(iv) Nosepokeadaptation

R
N

All water-access doors are closed.
One nosepoke opens the door for S secs for
access to water.
The least preferred corner of each mice is
usedto program subsequent place learning
protocol.

O N\

Entrance via % |
ring antenna . EO
N
Corner chamber \ "
3
Water bottle Shefter
Aperture with Iy
3 / nosepoke sensor _.
O
7 i
N Zeo)lE

_—1
-

(ii) SucrosePreference

Free accessto wateratone active
corner, and 10% sucrose atthe other
active corner.

(v) Place learning

All water-access doors are closed. Access to
wateris restricted to one correct corner for
each mouse. A fixed ratio ofthree successwe
nosepokes at individual correct corner opens
the door for S secs for access to water. Any
nosepoke at incorrect cornerstrigger an air-
puff punishment.

1Scm

(iii)Sucrose Persistence

O

og

Free access to waterat one active corner,
and 10% sucrose atthe other active corner.
Any sucrose-reward licks trigger an air-puff

punishment (0.4 bar, 2 secs duration).

(vi) Reversalleaming

The correctcorneris reversedto the
opposite side. A fixed ratio ofthree
successive nosepokes atthe newly placed
correct corner opens the door for S secs for
access to water. Any nosepoke atincorrect
corners trigger an air-puff punishment.
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Standard

Refinement by the IntelliCage system

behavioral

Paradigms

Radial Longitudinal and automated learning and memory
Arm-/Y-/T-Maze phenotyping of rodents living in a social group

Morris Water Maze

Open Field

Conditioned Place
Preference/Aversion

Porsolt Forced
Swim Test

Vogel's Conflict
Test, Operant
Conditioning
(Fixed-/Progressive
Ratio)

Spatial learning and memory testing without inducing
forced-swimming/drowning stress

Longitudinal, high-throughput, and automated monitoring
of basal horizontal exploration, circadian activity, learning,
memory, and cognitive function of rodents living in a social
group

Positive reinforcement can be delivered as liquid reward
Negative reinforcement delivered through air-puff instead of
the classical electric foot-shock

Depressive- and anxiety-like behavioral phenotyping and
drug-treatment effects without inducing
forced-swimming/drowning stress

Door-nosepoke response replacing the classical lever
response

Negative reinforcement delivered through air-puff instead of
the classical electric foot-shock

Longitudinal, high-throughput, and automated monitoring in
a social group

Programmable fixed-/progressive-ratio schedule drinking
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Disorder
Model

Glutamatergic
hyperfunction
model

Huntington’s
Disease (HD)
model

Azheimer's
Disease (AD)
model

Down
Syndrome
model

Substance Use
Disorder (SUD)
model

Reference(s)

Kiryk et al. (2008)

Rudenko et al.
(2009)

Menalled et al
(2012)
Balci et al. (2013)

Codita et al. (2010)

Sekiguchi et al.
(2011)

Kiryk et al. (2011)

Masuda et al
(2016)

Faizi et al. (2011)

Radwanska and
Kaczmarek (2012)

Parkitna et al.
(2013)

Marut et al. (2017),
Skupio et al. (2017)

Iman et al. (2017)

Strain and sex

, GLT1+/- and WT

Tg-R6/2 and WT ¢

2Q175-/-, 2Q175+/- and
WT oo

R6/2+/- BACHD#/- and
WT ¢

Tg-ArcSwe ¢

Ag-injected ddY &

TgAPPV7171 ¢

APPNUNL, AppNL-F/NL-F,
AppNL-G-F/NL-G-F and
WT oo

Ts65Dn+/- and WT ¢

BALB/cJ and C57BL/6 &

mGIURSKD-D1 and WT ¢

C57BL6J ¢

Swiss albino mice
el

IntelliCage parameters

Place preference

Place avoidance

Free exploration
Place and reversal learning
Place avoidance

Patrolling behavior

Side alternation task

Circadian pattern

Free exploration

Circadian pattern

Place and reversal learning
Free exploration

Place and reversal learning
Novel object preference
Novel smell (neophobia)
Place avoidance

Free exploration

Nosepoke adaptation
Place and reversal learning

Spatial memory
Circadian activity

Group learning

Place and reversal learning
Place avoidance

Motor impulsivity

Delay discounting

Place learning & avoidance

Novelty exploration

Free exploration
Motivation for sucrose/alcohol
Impulsivity and anxiety test
Persistence for sucrose
Resistance to punishment
Alcohol self-administration
Withdrawal and relapse
Alcohol self-administration
Abstinence

Circadian pattern

Morphine self-administration
cpp

Motivation and persistence for
morphine-seeking

Resistance to punishment
Withdrawal and relapse

Free exploration

Sucrose preference and
persistence

Resistance to punishment
Place & reversal learning

Findings/description

Demonstrated mild changes in the general activity and learning
ability in mild GLT1 hyperfunction mice

Supplemented data for OF, EPM, and fear-conditioning tests

Validated InteliCage for cognitive function study in HD mouse
models

Modified IntelliCage units with Phenocube®

Modified IntelliCage units with Phenocube®
Characterized disease profiles of 2 mutations

Validated InteliCage for HD mouse models
Demonstrated good test-retest reliabilty after approx. 10
months of standard housing

Validated InteliCage for longitudinal AD mouse models

Detected learning disturbance of Ap-injected mice; reversed
with yokukansen or donepezll treatment

Validated InteliCage for pharmacological studies of AD model
Demonstrated learning deficit in APP mutants and that the
deficit was modulated by circadian activity and ameliorated by
co-housed with WT mice

Validated Tg-App mice as AD model

InteliCage data consistent with previously reported Tg-AD
models

Detected avoidance learning deficit of Ts65Dn mice; reversed
with f1-ADR agonist treatment

Connected IntelliCage unit with novel satelite box

IntelliCage data consistent with MWM and contextual
fear-conditioning test

Validated InteliCage for addiction-related behavioral
phenotyping and extended alcohol consumption
(self-administration) in alcohol addiction mouse model

Adaptation of Radwanska and Kaczmarek (2012) alcohol abuse
model with extended duration of alcohol access (>4 months)

Validated InteliCage for morphine-induced behavioral
phenotyping and morphine self-administration models
Co-administration with glucocorticoid receptor antagonist
attenuated morphine rewarding potential

Mice were sensitized daily with morphine, THC, or mitragynine
(psychoactive compound of Mitragyna speciosa or kratom
leaves)

Validated InteliCage suitability as SUD mouse model for various
widely abused substances
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Wilcoxon rank sum test P-value  Adjusted p-value (BH) ~ Means DifferenceX —y  Statistic (W)  SD (pooled)  Effect size %!

Sart (# of excursions to mother per 0.00252 0.0088 0.23 35 0.080 2.93
minute) (Infant’s distance to mother

closer than 100cm)

Logit proportion of time near 0.00252 0.0088 1.98 35 0.987 2.01
mother (Infant’s distance to mother

closer than 100cm)

Average progression speed 0.14899 0.1490 4.98 27 6.167 0.80
Logit proportion of room covered 0.04798 0.0560 0.77 30 0.494 1.57
Average speed outside mother 0.01010 0.0177 3.12 33 1.687 2.07

vicinity (Infant distance to mother
larger than 100cm)

Sart (# of contact episodes per 0.03030 0.0424 0.30 31 0.186 1.60
minute)
Logit proportion of contact time 0.00505 0.0118 2.40 34 1.161 2.06

It should be noted that the comparison between the number of excursions per minute and proportion of dwell time is dependent on the radius that defines the mother’s
position. The difference remains robust to changes in that radius (see Supplementary Figure S3).
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Stage Discrimination

First initial acquisition Eucalyptol/dihydrojasmone
First reversal Eucalyptol/dihydrojasmone
Second initial acquisition Methyl salicylate/a-ionone
Second reversal Methyl salicylate/« -ionone
Third initial acquisition Limonene/ethyl lactate
Third reversal Limonene/ethyl lactate
Fourth initial acquisition Anisole/eugenol

Fourth reversal Anisole/eugenol

The rewarded S+ odor is shown in bold.
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Clinical parameters Score
Weight 0-3% weight loss or weight gain 0
4-10% weight loss 1
11-20% weight loss 2
>20% weight loss 3
Stool consistency Normal, soft, soft with blood 0-2
General clinical parameters Score
Posture Normal to hunched 0-2
Spontaneous behavior Normal to no activity (before 0-2
disturbing)
Provoked behavior Normal to no activity (after 02
disturbing)
Evaluation of the eyes Clearness, openness 0-3
Evaluation of the fur Cleanliness, gloss, smoothness 0-3
General appearance Not, mildly, moderately, severely 0-3
disturbed
Total Score
Not 0
Mildly 1-8
Moderately 9-17
Severely affected 18-20
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The Risky Closed Economy Traditional fear/Anxiety paradigms

Longitudinal; 23 h/day data collection for several weeks. Brief tests offering only “snapshots” of behavior.

A multitude of behavioral variables (holistic approach). Few behavioral variables (hyper-focused approach).

Naturalistic. A risky-foraging scenario requiring effort and decision-making; the need  Less naturalistic. Food and water are provided and/or restricted by the
to acquire food and water while avoiding unpredictable threats is integrated into the experimenter. Small charmbers and short test duration constrain the animals’
animals’ ives. The ethologically-relevant, goal-oriented (purposive) task faciitates the  behavioral repertoire.

interpretation of behavior.

Minimal experimenter interaction. Increased experimenter interaction (handiing, feeding, and frequent transport).
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Technology System

Animal
number

Raw data
amount

Outcome
parameters

Scalability (number of
cages/simultaneous
recordings)

Number of
publications
to date
(Google
Scholar)

Video
Any-maze Cage
(Stoelting)

Phenotyper Noldus

Videotrack
(Viewpoint)

HCA (Actual
analytics)

HomeCageScan
(Cleversys)

Infrared
beams
Smart Cage
(Ornnitech
Electronics)

Ugo Baslle

AfaSci

Kinder Scientific

Photobeam Activity
System (San Diego
Instruments)
Infrared Motion
Detector (Starr Life
Technologies)

Sensitive

plate
Laboras (Metris)

Activmetre (Bioseb)

RFID
Intellicage (TSE)

Other
technologies
DVC® Tecniplast

1 (2 if fur color
differs or dies)

Up to 3 (with RFID)

up to 16 (RFID)

1 ormore
(depending how
many mice are
allowed in one
cage)

High

High

High

High

High

Low

Low

Low

Low

Very low
(10 GB/Month for
70 Cages/Rack)

Circadian Rhythm
Profile, Distance
Traveled, Cage Position

Circadian Rhythm
Profile, Distance
Traveled, Cage
Position, Different
Operant walls/Tasks,
Fine Behaviors,
Food/Water, Running
Wheel

Circadian Rhythm,
Distance Traveled,
Cage Position

Circadian Rhythm
Profile, Distance
Traveled, Cage
Posttion, Social
Interaction

Circadian Rhythm
Profile, Distance
Traveled, Cage
Postion, Fine Behaviors

Circadian Rhythm
Profile, Distance
Traveled, Cage
Posttion, Rearing

Circadian Rhythm,
Distance Traveled,
Cage Position, Rearing

Circadlian Rhythm,
Distance Traveled,
Cage Position, Rearing,
Food and Drinking

Circadian Rhythm,
Distance Traveled,
Cage Position, Rearing

Circadian Rhythm,
Distance Traveled,
Cage Position, Rearing

Circadian Rhythm,
Distance Traveled,
Cage Position, Rearing

Circadian Rhythm,
Distance Traveled,

Cage Position, Circling
Behavior, Fine Behavior

Circadlian Rhythm,
Distance Traveled,
Cage Position,
Wake/Sleep pattern

Circadian Rhythm,
Different cognition
tasks, Water

Circadian Rhythrms,
Distance Traveled
(single mouse/cage),
Running Wheel

Easy

Medium

Easy

Medium/Difficult

Medium

Medium

Medium

Medium

Medium

Medium

Medium

Medium

Medium

Medium

Easy

1,200

3,560

274

134

1,650

34

135

262

81

217

17

The second column provided how many animals can be monitored per unit. The third column indiicates, on the base of the technology employed, the amount of raw data produced
by each system (e.g., large for video and low for infrared beams). The fourth column indicates the parameters that can be extracted based on what is reported in the literature. In the
fith column, it is indlicated the scalabilty of the systems: easy in case video source can be splitted over several subjects/or relative low cost per cage, medium when the purchase of
new harciware is needed to monitor adcitional subjects, medlum/high where combintion of technologies requires significant investments per unt. In the sixth column it is indlicated the
number of publications, Google-scholar based, on the search with words combination: *X” indicates the name of the device and company (e.g., DVC Tecniplast), and *home cage,”
and mouse, or mice. The patents and references have been excluded from the search. Search concluded on 18th September 2020. Please note that the table is based on our best
knowledge provided by the companies’ website or publications content available on google scholar.
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- Initial set up timeline

- Budgets and timing for initial trials to acceptance

- Capacity

- Scalability

- Maintenance required

- Space requirements

- Equipment requirements

- Digital platform requirements

- Level of training and expertise required for hardware and

digital platform
- Cleaning and decontamination feasibility

- Technology providers willingness to engage in trials and

future capability build out
- Institutional commitment

- Degree of applicability and value across the enterprise
- Use of comparable measures in clinical setting

- Depreciation considerations

- Data
o Collection
o Storage
o Management
o Integration
o Curation
o Visualization
o Access
o Data analysis including ability to apply
machine learning and Al
m Individual
m Multiple
o Historical
- Model (algorithm)
o Development
o Deployment
o Maintenance

- End-user
o Mobility
o Ease of use
- Facility Infrastructure

o Access, location and number of

m power outlets
m internet ports
- Access Infrastructure
o Network speed
m Hardwired
m Wi-Fi
o Network access
o Location
o Hardwired vs. Wi-Fi
- Hardware access
o In facility
o Outside of facility
- Hosting
o On-premises
o Cloud
m Private
m Public
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Barrier to implementation

Information Technology (IT) and
infrastructure to support technologies.

Cybersecurity

Non-IT resource requirements

Communication between technology
provider and end-user

Consideration and/or understanding of
technology impact on in vivo model or
biology

Consideration and/or understanding of
changes in animal housing on in vivo
model or biology

Social housing and data gaps

Data quantity

(e.g., one hour of High Definition video
is 39 Gigabytes (frame and codec
depending), on a rack with 50 cages it
is 1.95 Terabytes

Time from the decision to engage to
running studies

Technology verification and validation
Study design

Regulatory application of a novel
biomarker

Fear of change

Collaboration

Possible Solutions

Engage with IT, obtain infrastructure white papers or similar documentation from the technology provider and perform
gap analysis of internal infrastructure early in the process.

Engage with cybersecurity team and obtain data flow white papers or similar documentation from the technology
provider as early as possible.

Involve both vivarium operations leadership and scientists in the selection and planning of new technology, and vivarium
staff in the implementation of new systems. Invest in training in the operation of such systems.

Identify main point of contact for technology provider and for end-user. Prior to onboarding develop a project plan,
including deliverables and timelines.

Collate relevant publications demonstrating the benefits of technologies and present to the team.

Identify publications with specific performance data (heat load, near-IR radiation, ultrasound) to inform decision making.

Identify publications and performance data addressing impact of single housing, presence of running wheel, decreased
or absence of nesting material.

Assess effects through pilot studies, build variabilty into study design.

Meet with colleagues or other end-users to discuss costs, benefits, and impacts to their model.

Learn f there is loss of data when animals are group housed and if individual animal data is available when animals are
group housed.

Engage data scientist to assist with data analysis.

Engage with technology provider to identify most appropriate per cage animal density.

Map out data flow and develop data storage infrastructure, maintenance, access strategy including data retention
policy. Identify capabilty to visualize, including bty to making comparisons across large and complex sets of data.

Map out realistic timeline and share with all stakeholders.

Establish guidelines for how novel digital biomarker technology should be validated; as an example, methodologies to
compare digital measures to more traditional measures can ease the uptake of emerging technologies by scientists.
Involve dedicated data scientists pfront to improve study design taking into account n number (cage or animals,
depending on the technology) and relative power calculation for the outputs to be expected.

Engage health authorities early to identify COU and qualification criteria and co-develop publications.

Educating teams about digital monitoring technologies, 3Rs benefits, and study approaches with an understanding that
some approaches might fail.

Internally, establish mechanism or group to aggregate experiences of studies with these technologies such as
Knowledge Exchanges.

Industry wide, establish precompetitive groups with various stakeholders such as the Translational Digital Biomarkers
Initiative within NARSC to share their experiences and serve as a knowledge repository with a goal of establishing more
universal approaches to these emerging technologies.
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General information

Technology type (EMF, RFID, Telemetry, Wearable, Video, Other)
Number of video cameras per cage/system, if applicable
Location of cameras, if applicable (Side, Top, Other)

Data storage type (Local, Cloud, Hybrid)

Type of data (image, Numerical, Video)

Amount of data per one system or cage per 24-h period (GB)
Species

Implant size (mm), if applicable

Animals per one system or cage (specify species)

Home cage compatible

Rack compativle

Rack based

Scalabilty; Low (1-80 cages), Medium (81180 cages), High (181 and more cages)

General data accessibility/visualization

Raw data accessibility

Web browser capabity (direct, without app)

Application capabilty (application has to be downloaded?)

Availabilty of data to the user (in minutes); (Delay b/w viewing animals live in vivarium seeing automatically extracted

biomarkers through your platform?)
Individual animal data when socially housed
Group housed

Automated dashboard data comparison options (this excludes manual comparisons of data)

Individual
Group

Strain

Sex

Light cycle (Day vs. Night)

Activity distribution

Time of the day/week (min,h,day)

Percent change given parameter vs. baseline

Descriptive stats of parameters (Mean, Avg, STDEV, SEM)
Enviromental factor (%Rh, T, Light, Humans, Vibration)
Zooming into areas of interest on data dashboard

Resolution options (seconds, minutes, hours) (View data every 30 s vs. § min)

Tasks on subject charts (include manual observations)
Data analytics (Locally based, Cloud based)

HA Health Alert Health alert functionality

Physiology Physiology Temperature
Respiration

Blood Pressure

Heart Rate

Behavioral Consumption Water (time spent)
Food (time spent)
Water (actual
Food (actual)

Motion Velocity
Distance

Total Movement

Direction

Activity - General Ciimbing
Rearing
Foraging

Self-Grooming
Alo-grooming

Scratching
Wiithering
Jumping
Sleep
Activitiy - Aggression Pinning
Pouncing
Sliding
Bumping

Dominant Grooming

Biting

Running Wheel Related Behaviors Time on wheel

Velocity
Distance

Direction of wheel rotation
Frequency & duration of bouts
Gonsistency of wheel velocity
Multiple mice on wheel

Cage Zones Time spend in zone
Speed in zone
Number/duration of boughts in zone
Transitions between zones

Social Trajectory Analysis Distance between animals/social distance
Time spent together
Following behavior
Exploration index
Thigmoaxic behavior

Other Convuision
Seizure
Tremur

Gircadian Rhythm

CompanyA CompanyB Company C

CompanyA CompanyB Company C
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Strain Abbreviation Stock #

129S81/SvimJ 12981 002448
129X1/8vd 129X1 000651
A/J A 000646
AKR/J AKR 000648
Balb/cJ Balb 000651
BTBR T Itpr3/J BTBR 002282
BUB/BnJ BUB 000653
C3H/HeJ C3H 000359
C3H/HeOuJ C3HOu 000635
C57BL/6J Ccs7J 000664
C57BL/6NCrl C57NCrl
C57BL/6NJ C57NJ 005304
CBA/J CBA 000656
DBA/1J DBA1 000670
DBA/2J DBA2 000671
FVB/NJ FvB 001800
K/HIJ KK 002106
LG/J LG 000675
LP/J LP 000676
MA/MyJ MAMy 000677
MRL/MpJ MRL 000486
NOD/ShiLtJ NOD 001976
NON/LtJ NON 002423
NZB/BINJ NZB 000684
NZO/HILtJ* NZO 002105
NZW/LacJ NZW 001058
RINS/J RIS 000683
SJud SJL 000686
SM/J SM 000687
SWR/J SWR 000689
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Male

Female
Male
Female 11 F
Male 12 F1, F2
Female 11 F1, F2
Male 9 F
Female

Male

© © ©
l
g

Female Fl,IE2

Age (d

ays)

63.60 & 1.71
73.92 + 8.64
65.25 &+ 6.45
66.00 &+ 7,67
68.67 + 9.76
65.33 & 7.81
70.27 £+ 5.61
72.50 + 3.80
81.27 +£ 3.20
77.27 £ 7.60
81.27 £ 7.02
83.00 + 8.14
66.64 + 2.91
63.82 + 6.35
7017 £1.64
68.42 +5.18
70.00 £+ 2.22
69.33 &+ 0.49
79.17 + 6.58
76.08 + 3.92
79.17 £ 6.58
70.33 & 6.61
66.42 &+ 3.48
64.33 &+ 4.33
68.25 &+ 8.24
74.58 +8.78
77.92 £9.11
69.00 & 3.46
64.09 &+ 1.04
64.67 + 4.10
83.67 &+ 4.92
77.45 4+ 2.30
71.92 +£2.02
69.50 + 7.14
72.83 +9.84
73.92 + 8.08
67.45 £+ 7.61
67.00 + 5.79
61.00 + 7.04
62.80 + 10.7
79.92 +1.88
75.33 &+ 3.60
70.67 £7.38

72.92
72.42
81.00 4
79.83
72.25
60.08 4
73.67 4
89.55
84.33 4

E 8.90
£ 2.07
E4.74
E3.97
£ 10.10
k- 7.55
E14.72
£ 5.24
E9.54

92.33+56.74
86.64 + 11.37
93.58 + 2.27
90:27T =2.72
82.44 +8.31
89.67 + 2.50
88.11 +£2.32
77.78 £12.17

Weight (g)

2411 +£0.92
20.24 +2.36
22.72 £1.26
18.50 £ 1.16
2418 £2.00
20.156+2.34
28.40+£0.75
24.58 + 1.56
2714 +£1.14
20.35+1.08
31.20+2.70
28.33+1.98
29.91 +£1.99
2477 £1.62
25.08 +1.83
19.29 £ 0.91

279 _—

1.73

22.85+1.80
25.45 +1.29
20.56 + 1.84
26.02 + 2.56
20.18 +1.58
26.48 + 2.60
19.47 £1.43
24.81 +£2.00
22.44 £1.75
21.31 £2.55
17.25 £ 2.39
24583 +1.62
19.42 +£1.36
30.00 + 1.94
22.71 £ 2.56
31.99 +2.43
30.10 £ 1.21
4319+ 4.14
37.91+£3.73
21.35+£2.48
16.89 £ 1.27
22.44 +£1.09
18.82 £1.75
45.39 +2.00
35.13+£3.17
25.20 £ 1.57

21.56 4
33.17 4
27.99 4
29.33 4
24.48 4
46.338 4
43.66 4
34.63 4
30.10 4

£ 1.88
E1.32
£ 1.87
E2.69
£ 1.65
E 5.52
£ 7.95
£1.83
E2.67

19.82 £ 2.03

543 +£1.35
25.71 £ 0.90
21.48 £0.77
8.44 + 3.45
16.22 £ 0.99
24.71 £ 2.06
9.69 + 0.73

The number of mice per sex, body weight and age are indicated in the table. Only mice from the F1 and F2 generations were included in the experiments and male

and female mice per strain were adjusted to N(female) = N(male) 4

characterized by marked hyperglycaemia and hyperinsulinemia at 8—12 weeks (Joost and Schurmann, 2014). Females don’t develop type 2 diabetes.

t <2. Age and weight data are shown as mean 4

+ SD. * NZO/HiltJ males develop type 2 diabetes
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Scalable digital biomarker technologies could be used to
measure known & novel outcomes for known or novel insights.
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Why should we use translational digital biomarkers in drug discovery & development?

Animal Welfare Operational Scientific Strategic
. Noninvasive, objective & quantitative o .
| morbidity Automated data analysis biomarkers in undisturbed animals 1 predictive pre-clinical
models
| mortality Digitization of Real-time data capture & analytics
data/processes | noncompliance risk
| handling stress Ability to capture variability between day _ N
o Incorporation of digital to night, night to night, and day to day Earlier decisions
Objective assessment of analytics variability
welfare & enrichment 1 clinical relevance
Assessment of virtually all Broadly applicable digital biomarkers
3Rs reduction of number of animals Informing first in human (FIH)
animals via increased Disease specific digital biomarker studies
translation | frequency in-person _ o
_ _ assessment & 1 frequency of data collection & use of T Operational efficiency
3Rs refinement via enhanced continuous data flows to more _ _
monitoring of human endpoints 1 flexibility = | staff burden accurately & rapidly detect signals | cycle times by shortening
& adverse events & reduced pre-clinical phase
handling Preclinical biomarkers aligning with

clinical biomarkers

Inform experimental planning
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Standard cage irradiance A B C D E F

Top—Photopic 1745 145.5 122.9 46.5 54.1 29.7
Top—S-cone 19.0 166 13.2 5.0 5.8 3.2
Top—Melanopic 113.3 92.9 78.5 29.7 34.5 19.0
Top—Rhodopic 1156.2 94.4 9.7 30.2 35.1 19.3
Top—M-cone 119.6 98.0 82.8 31.3 36.4 20.0
Middle —Photopic 39.6 70.4 69.6 57.7 44.6 20.3
Middle—S-cone 4.2 75 7.5 6.2 4.8 2.2
Middle—Melanopic 253 44.9 44.4 36.8 288 13.0
Middle—Rhodopic 25.7 45.7 45.2 37.4 28.9 13.2
Middle—M-cone 26.7 47.4 46.9 38.9 30.0 18.7
Bottom—Photopic 17.3 134 18.6 13.3 11.6 18.7
Bottom—S-cone 1.9 1.4 2.0 1.4 1.2 1.5
Bottom —Melanopic 11.0 8.6 11.8 8.5 7.4 8.7
Bottom —Rhodopic 1.2 8.7 12:1 8.6 7.5 8.9
Bottom—M-cone 1.7 9.0 125 8.0 7.8 9.2
Red cage irradiance A B C D E F

Top—Photopic 18.1 16.9 135 6.2 6.5 3.3
Top—S-cone 0.7 0.6 0.5 0.2 0.2 0.1

Top—Melanopic 4.4 3.9 3.1 1.4 15 0.8
Top—Rhodopic 5.4 4.8 3.8 1.8 1.8 0.9
Top—M-cone 5.9 5.2 41 1.8 2.0 1.0
Middle—Photopic 6.0 8.8 7.9 6.9 5.3 2.6
Middle—S-cone 0.2 0.3 0.3 0.2 0.2 0.1

Middle—Melanopic 1.4 2.0 1.8 1.6 1.2 0.6
Middle—Rhodopic 1=t 26 2:2 2.0 1:5 0.7
Middle—M-cone 1.8 2.7 24 2.4 1.6 0.8
Bottom —Photopic 3.9 3.7 3.4 3.5 2.8 1.8
Bottom—S-cone 0.1 0.1 0.1 0.1 0.1 0.1

Bottom —Melanopic 0.8 0.9 0.8 0.8 0.6 0.4
Bottom—Rhodopic 1.1 1.0 1.0 1.0 0.8 0.5
Bottom—M-cone 1.2 1.1 1.9 . 0.9 0.6

Reported for a standard cage (top table) and red cage (bottom table).
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Trait Body mass Sex Strain Strain*weight Sex*weight
F p 3 F p 3 F p 3 '2 p 3 F p 3

Drinking 1.78 0.19 0.003 0.61 0.44 0,001 2.43 5.7E-05 0,107 1.841 0.0051 0.083 0.20 0.66 0.00C
Feeding 0.08 0.78 0.000 6.97 0.09 0,012 2.45 4.5E-05 0,108 1.922 0.0028 0.087 10.32 0.0014 0.017
Fine movements 0.07 0.80 0.000 273 0.09 0,005 3.27 3.7E-08 0,136 2.469 3.9E-05 0.106 1.07 0.30 0.002
Amb. movements 0.01 0.91 0.000 16.18 6.5E-05 0,026 4.55 2.4E-13 0,179 3.020 3.4E-07 0.127 6.94 0.0086 0.011
Rearing 2.96 0.09 0.005 13.54 2.6E-4 0,022 4.65 9.3E-14 0,186 3.309 2.6E-08 0.140 3.53 0.06 0.00¢
RER 13.60 2.5E-4 0.022 0.01 0.93 0.000 1.84 0.0052 0.081 1.90 0.0033 0.084 0.61 0.43 0.001
EE 92.44 1.9E-20 0.13 7.90 0.0051 0.013 2.67 7.6E-06 0.115 2.41 6.7E-05 0.105 3.04 0.08 0.00¢8
Cage temperature 0.37 0.54 0.001 1.98 0.16 0.003 2.76 3.3E-06 0.116 2.53 2.3E-05 0.108 5.00 0.026 0.00¢

won

Sex and weight were registered as covariates in the RM-ANCOVA. “p,” p-value; “F” F-value; “v,” partial Eta squared. P-values < 0.05 are highlighted in bold.
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Trait

Feeding (g)

Drinking (ml)

Fine
movements
(subsequent
beam breaks)
Ambulatory
movements
(consecutive
beam breaks)
Rearing
(Z-axis beam
breaks)

RER (V COy/
V Oy)

Energy
expenditure
(keal/h)*

Cage
temperature

Q)

Body weight (g)

Sex-collapsed data

Sex-separated data

Time

Day

Night

Day

Night

Day

Night

Day

Night

Day

Night

Day

Night

Day

Night

Day

Night

Population means

Day-night effect

Mean + SD

1.0+0.78

2.83 +1.24

1.0+ 0.83

3.02 + 1.55

14.41 £4.69

26.05 £ 6.93

23.63 + 11.71

50.07 + 21.86

3.10 £2.68

8.27 + 4.29

0.80 £0.08

0.88 £ 0.08

0.40 £0.02

0.47 +£0.02

21.87 + 0.56

21.79 +£ 0.53

n

649

648

666

665

662

663

658

671

P

3.5E-188

9.9E-196

5.4E-239

3.9E-205

2.8E-172

4.1E-180

3.5E-209

8.2E-43

D

1.42

1.31

1.57

1.29

1.26

1.45

1.65

0.54

Sex

Female

Male

Female

Male

Female

Male

Female

Male

Female

Male

Female

Male

Female

Male

Female

Male

Female
Male

Time

Day
Night
Day
Night
Day
Night
Day
Night
Day
Night
Day
Night
Day
Night
Day
Night
Day
Night
Day
Night
Day
Night
Day
Night
Day
Night
Day
Night
Day
Night
Day
Nnight

Population means

Day-night effect

Mean + SD

1.02:40.76
2.73+1.18
1.00 £0.80
2.93 +£1.30
1.04 £0.84
2.99 + 1.52
0.93 £ 0.81
3.05 £ 1.58
14.87 £4.97
26.61 + 6.88
13.96 + 4.36
25.48 + 6.95
25.08 + 12.95
53.56 + 22.96
21.97 £10.11
46.57 + 20.13
3.49 £ 3.12
8.99 &+ 4.51
2.70 +£2.08
7.54 + 3.94
0.80 £ 0.08
0.89 £ 0.08
0.79 £0.08
0.88 £ 0.08
0.40 £ 0.003
0.47 & 0.004
0.39 £ 0.003
0.47 £ 0.004
21.92 + 0.53
21.85 + 0.51
21.82 + 0.58
21.73 £ 0.55
23.63 + 6.94
28.25 + 7.06

n

329

320

325

323

333

333

333

332

327

325

334

329

332

326

337

334

337
334

P

1.5E-87

2.0E-101

1.8E-93

9.1E-104

1.2E-108

3.4E-97

1.2E-108

3.4E-97

2.6E-85

1.1E-89

1.7E-87

3.0E-94

5.1E-100

2.3E-110

2.6E-20

2.9E-24

D

1.37

1.49

1.33

1.61

1.65

1.66

Sex effect

p-value f

0.027 0.09
0.95 -
0.053 B
49E-7  0.21
1.3E-10 0.27
0.45 B
0.13 =
0.00029 0.15
2.2E-101  1.06

Day-night variation on the behavioral traits are given as diurnal and nocturnal population means for pooled sexes (left columns) and separate sexes (middle columns)
across 30 strains. The comparisons follow RM-ANCOVA (as in Table 2). The effect sizes for repeated measures are reported as Cohen’s D [very small D > 0.01; small
D > 0.2; medium D > 0.5; large D > 0.8; very large D > 1.2 (Sawilowsky, 2009)] and for sex as f as calculated from the respective partial Eta squared (large effects > 0.4,
medium effects > 0.25, and small effects > 0.1). ‘n,” sample size; ‘p,” p-value; “D,” effect size; outlier analysis was performed for each strain and sex. Body weight was
analyzed using univariate ANOVA. “EE was modeled by ANCOVA with bodyweight and age as covariates and the estimated marginal means are displayed.
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1 1 Body 2 Drinking
weight
2 Drinking 0.26
Day OB Day Night
0.46 0.27
Night 2E-36 EE-1D 3 Feeding
3 Feeding 0.22 0.13
Day 2E-08 0.001 Day Night
0.38 0.30 0.27
Night 2E-23 1E-14 BEHD 4 Fine Movements
4 Fine —0.05 0.52 -0.11 0.42 —0.01
movements  Day 0.2 3E-46 0.007 8E-29 08 Day Night 5 Ambulatory
Z0:22 -0.03 0.18 -0.15 0.14 0.24 movements
Night 1E-08 0.4 5E-06 0.0002  5E-04 7E-10
5 Ambulatory -0.16 0.37 -0.19 0.31 -0.08 0.24
movements  Day 2E-05 4E-22 1E-06 2E-16 0.05 2E-10 Day Night
-0.26 0.006 ~0.002 ~0.07  0.003 0.29 0.38
Night 4E-12 0.9 1.0 0.07 1.0 1E-14 2E-24 6 Rearing
6 Rearing -0.10 0.26 -0.25 0.28 -0.15 0.07 0.24
Day 0.01 1E-11 2E-10 2E-13  1.4E-04 0.09 6E-10  Day  Night
—0.02 —0.02 -0.04 —~0.05  -0.05 0.17 0.51 0.28 0.39
Night 0.6 0.5 0.3 0.2 0.2 9E-06 1E-45 1E-13 1E-24 7RER
7 RER 0.01 0.52 0.13 0.55 0.27 0.27 —0.09 0.19 -003 017  -0.06
Day 0.9 5E-47 0.001 5E-53 1E-12 7E-13 0.02 8E-07 0.5 2E-05 0.1 Day  Night
0.05 0.30 0.51 0.29 0.05 0.07 -0.02 000 -0.08 -0.13 8
Night 02 3E-15 1E-43 4E-14 0.3 0.09 0.6 1.0 0.05  7E-04 EE weight-adj.
8 EE (0 0.47 0.24 0.38 -0.03 )| -015 -026 -010 -0.03 001 0.05
weight-adj.  Day 2E-12 6E-37 1E-09  4E-24 0.4 3E-08 9E-05  T7E-12 0.1 0.4 08 0.2 Day  Night
0.26 0.46 0.22 0.37 -0.05 -0.22 -016  -027 -041 -0.02  0.01 0.05
Night 3E-11 4E-36 2E-08 4E-23 0.2 1E-08 3E-05 4E-12 0.01 0.6 0.9 0.2 EE unadj.
9 EE unadj. 0.52 0.49 0.49 0.50 0.21 -0.06 0.10 —0.07 0.1 010 028 027 007 -0.04
Day 9E-47 6E-41 1E-40 4E-42 3E-08 0.2 0.01 0.06 0.01 001 2E13 3E12 007 0.3 Day  Night B
0.40 0.33 0.07 0.15 —0.02 007 -004 018 021 040 003  0.16 2ge
Night 7E-27 2E-18 0.07 1E-04 0.7 0.08 0.3 5E-06  6E-08  2E-26 0.5 2E-05 temperature
10 Cage -0.13 0.03 -0.04 -0.00  -0.10  —0.02 0.07 0.05 0.11 004 009 016 004 -001 001 -017 -0.15
temperature  Day 5E-04 05 03 1.0 0.02 06 0.06 0.2 3E-03 03 003 4E05 04 07 07 1E05 7E05 Day  Night
-0.13 0.02 ~0.03 —0.02  -0.09  -0.06 0.05 0.02 010 001 008 017 005 -001 001 -016 -0.15
Night  gr.o4 06 0.4 0.7 0.02 0.1 0.2 0.6 0.01 0.8 0.05 1E-06 02 0.9 0.8  BE-05 1E-04

The sample size per correlation is n = 647-671.

The table provides the correlation coefficient and the respective p-value. The significance level was Bonferroni-corrected to p < 0.000292. Color code: white:

no correlation, p > 0.000292; yellow: correlations with R < 0.20 and 1E-07 < p < 0.000292; green: correlation with 0.20 < R < 0.40 and 1E-26 < p < 1E-07; light red: correlations with 0.40 < R < 0.60 and
1E-60 < p < 1E-26; dark red correlations with R > 0.6.
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Trait Body mass Age Strain Sex Strain*sex
F p w3 F p LH F P 3 F P 3 F p 3

Feeding 212 0.15 0.004 2.68 0.10 0.005 12.53 1.2E-44 0.382 4.91 0.027 0.008 1.17 0.25 0.055
Drinking 0.22 0.64 0.000 0.08 0.78 0.000 8.81 1.2E-30 0.304 0.00 0.95 0.000 0.83 0.73 0.039
Fine movements 0.56 0.46 0.001 0.29 0.59 0.000 22.33 71E-77 0.517 3.76 0.053 0.006 1.98 0.0018 0.087
Amb. movements 0.04 0.85 0.000 0.10 0.75 0.000 32.51 1.2E-103 0.610 25.86 4.9E-07 0.041 2.79 2.6E-6 0.118
Rearing 3.64 0.057 0.006 0.00 0.98 0.000 25.54 3.2E-85 0.557 42.77 1.3E-10 0.068 3.49 5.3E-9 0.146
RER 5.81 0.016 0.010 0.02 0.90 0.000 7.39 4.3E-25 0.263 0.58 0.45 0.001 215 5.4E-4 0.094
EE 54.54 5.2E-13 0.084 0.74 0.39 0.001 13.04 1.2E-46 0.388 2.28 0.13 0.004 0.67 0.90 0.032
Cage temperature 4.08 0.044 0.007 2.76 0.10 0.005 7.28 1.1E-24 0.257 13.24 2.9E-4 0.021 1.583 0.038 0.068
Body weight - - - 86.91 2.1E-19 0.125 681.00 2.2E-101 0.527 207.30 7.5E-294 0.908 2.90 9.8E-7 0.121

Body mass and age were registered as covariates in the RM-ANCOVA (for photo- and subsequent scotophase). As for body mass, age was the sole covariate in univariate ANCOVA. “p,” p-value; “F,” F-value; v,

0 ow

partial Eta squared. Note that the largest effect of age and sex occurred on body weight. The largest sex effect occurred for rearing. EE, average energy expenditure (kcal/h). P-values < 0.05 are highlighted in bold.





