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Editorial on the Research Topic
 Neuroscience and new music: Assessing behavioral and cerebral aspects of its perception, cognition, induction, and entrainment




Defining “New Music” is challenging both temporally (there is no clear starting point) and musically. It comprises any musical idiom diverging from the common practice period, unfamiliar to many listeners. Unfamiliar because of the partial or total abandon of tonality, compositional conventions, and the utilization of unusual sounds and rhythms. All of these aspects require learning new ways of arranging musical notes according to the idiom of each composer or even each piece, soliciting effortful new cognitive and cerebral strategies from the listener. New Music, therefore, is an umbrella term that embraces diverse musical genres: Musique Concrète, electronic synthesis, Elektronische Musik, the controversial second Vienna School, free and serial atonal and pointillistic compositions, spectral music, microtonal music, and many others. One may argue that popular genres such as electronics, dance music, Ambient Music, Sound Art, and Postclassical Minimal Music can join the list. Nowadays, there is a dissipation of the barriers between so-called serious music and more popular music—they all rely on musical sounds and rhythms and their possible transformations as essential constituents.

We launched the Special Research Topic on “Neuroscience and New Music: Assessing Behavioral and Cerebral Aspects of Its Perception, Cognition, Induction, and Entrainment” to address the growing need for theoretical and empirical grounding regarding New Music's perception, valuation, and production. Two overarching themes were specified initially: (i) the actual processing of New Music, with a distinction between perception, cognition, induction, and entrainment, and (ii) the neural correlates of these levels of processing and the neuroimaging techniques for their assessment.

The answer to the call for papers was not abundant, which was somewhat unexpected, given the current explosion of music and brain studies. Even if the COVID-19 crisis curtailed and even derailed some exciting proposals, narrowing the scope to New Music reduced the pool of relevant studies, clearly illustrating the salient character of this Research Topic that is underrepresented in the literature.

We finally selected ten papers revolving mainly around topics as divergent as embodied cognition, creative composing, behavioral responses, perceptual issues, aesthetic judgment, predictive processing, the role of technology, and electrophysiological and fMRI measurements.

Foster et al. compared the tempo judgment of disk jockeys (DJ), percussionists, and melodic instrumentalists (all professionals) with untrained controls. The authors show that there is no difference in performance between DJs and other professional musicians in any tempo range, i.e., DJs are on par with professional musicians regarding tempo judgment. The book review by Besada sets Mariusz Kozak's 2020 volume within the broader context of rhythm and musical time. In particular, Besada draws attention to Kozak's emphasis on embodiment and enaction to target the listener's experience while noting that more high-level and abstract representations of time are valuable tools for composers. Besada also commends Kozak for conducting original empirical research to support his reasoning. The contribution by Arkhipova et al. examines the Different Hearing Program (DHP)—which involves creative group composing in the classroom. The authors applied functional brain imaging and behavioral techniques to determine if DHP induces changes in subjective appreciation of different classes of music. The results imply that DHP training altered the activation of functional brain networks, with default mode network activation increasing and executive network activation decreasing in relation to creative thinking. The study by Dauer et al. explored whether inter-subject correlation (ISC) of electroencephalographic responses (EEG) can capture engagement with minimalist music. The authors collected EEG and continuous behavioral (CB) data while 30 adults listened to an excerpt from Steve Reich's Piano Phase, three controlled manipulations of Piano Phase, and a popular-music remix of the work. Results show that EEG responses and CB ISC levels were highest for the remix stimuli and lowest for the most recurrent manipulations. Godøy's contribution discusses the concept of the sound object, as embodied in the Musique Concrète of Pierre Schaffer. Godøy argues that the sound object is relevant to many musical genres and styles, not just Musique Concrète. Furthermore, he posits that sound objects can better encapsulate time-dependent music features, i.e., various dynamic, textural, timbral, and expressive envelopes, than traditional Western music theory frameworks. Touizrar et al. examines the relationship between the perception of repetition, comprehensibility, and aesthetic judgment in the domain of post-tonal music. Sixty participants identified repetition in 14 three-minute excerpts from ensemble and orchestra pieces selected from three categories: Tonal, Modernist, and Post-1970. Statistical analysis demonstrates a degree of independence between repetition and aesthetic preference. The study by Færøvik et al. notes that the temporal, repetitive nature of musical rhythms is ideal for investigating the phenomena of auditory repetition suppression and omission activation. The study successfully replicated previous findings that left dominant superior temporal brain activation decreases during repetition of an unaltered rhythmic stimulus and right lateralized middle temporal brain activation increases in response to omissions. Generalized activation in error detection areas likely evidenced working memory involvement. These results show that tailored musical stimuli in an fMRI setting permit robust investigation of such neural phenomena. Washburn et al. is a detailed examination of the interaction between acoustic transmission latency (ATL) and asynchrony between performers. The authors found that networked music performances create longer ATL between performers than traditional in-person settings and, conversely, longer transmission latencies and more significant temporal asynchrony between performers. The perspective article by Mencke et al. notes that the tonal or metrical hierarchy of atonal music exhibits low predictability, whereas Western tonal music is more predictable owing to its hierarchical structure. Thus, listening to atonal music requires generating predictive models. This behavior is characterized in behavioral neuroscience as fulfilling an innate drive to reduce uncertainty but has received little attention in empirical music research. They also suggest new research avenues for deepening our understanding of the aesthetic experience of atonal music in particular and revealing core qualities of the aesthetic experience in general. Finally, Phillips et al. examines listeners' segmentation decisions in a piece of contemporary music, Ligeti's Fanfares, via the Practice & Research in Science & Music (PRiSM) Perception smartphone App. Listeners tapped when they felt that a section had ended. Listeners showed high levels of agreement. Moreover, familiarity with contemporary repertoire did not seem to influence the responses, and the differential effect of musical training was small.

In order to grasp New Music, we must adopt alternate tonal and rhythmic frameworks. These include embodiment, attention on recurring or missing elements, innovative thinking, perceiving music as sound objects, and more. Using functional brain imaging (fMRI, EEG) may allow investigating how the brain can process these new musical texts into coherent representations. Clearly, this field requires more comprehensive and well-coordinated research. We hope this Research Topic contributes to that.


Author contributions

All authors listed have made a substantial, direct, and intellectual contribution to the work and approved it for publication.



Conflict of interest

Author TL was employed by Cuttlefish Arts.

The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Publisher's note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.









 


	
	
ORIGINAL RESEARCH
 published: 05 October 2021
 doi: 10.3389/fpsyg.2021.709979






[image: image2]

Accuracy of Tempo Judgments in Disk Jockeys Compared to Musicians and Untrained Individuals

Nicholas E. V. Foster1,2,3*, Lauriane Beffa2,3 and Alexandre Lehmann1,2,3


1Department of Otolaryngology Head and Neck Surgery, McGill University, Montreal, QC, Canada


2International Laboratory for Brain, Music and Sound Research (BRAMS), Montreal, QC, Canada


3Center for Research on Brain, Language and Music (CRBLM), Montreal, QC, Canada


Edited by:
 Clara Eline James, University of Applied Sciences and Arts of Western Switzerland, Switzerland

Reviewed by:
 Blake Edward Butler, Western University, Canada
 Paul J Colombo, Tulane University, United States

*Correspondence: Nicholas E. V. Foster, nicholas.foster@umontreal.ca 

Specialty section: This article was submitted to Auditory Cognitive Neuroscience, a section of the journal Frontiers in Psychology


Received: 14 May 2021
 Accepted: 10 September 2021
 Published: 05 October 2021

Citation: Foster NEV, Beffa L and Lehmann A (2021) Accuracy of Tempo Judgments in Disk Jockeys Compared to Musicians and Untrained Individuals. Front. Psychol. 12:709979. doi: 10.3389/fpsyg.2021.709979
 

Professional disk jockeys (DJs) are an under-studied population whose performance involves creating new musical experiences by combining existing musical materials with a high level of temporal precision. In contemporary electronic dance music, these materials have a stable tempo and are composed with the expectation for further transformation during performance by a DJ for the audience of dancers. Thus, a fundamental aspect of DJ performance is synchronizing the tempo and phase of multiple pieces of music, so that over seconds or even minutes, they may be layered and transitioned without disrupting the rhythmic pulse. This has been accomplished traditionally by manipulating the speed of individual music pieces “by ear,” without additional technological synchronization aids. However, the cumulative effect of this repeated practice on auditory tempo perception has not yet been evaluated. Well-known phenomena of experience-dependent plasticity in other populations, such as musicians, prompts the question of whether such effects exist in DJs in their domain of expertise. This pilot study examined auditory judgments of tempo in 10 professional DJs with experience mixing by ear, compared to 7 percussionists, 12 melodic instrumental musicians, and 11 untrained controls. Participants heard metronome sequences between 80 and 160 beats per minute (BPM) and estimated the tempo. In their most-trained tempo range, 120–139 BPM, DJs were more accurate (lower absolute percent error) than untrained participants. Within the DJ group, 120–139 BPM exhibited greater accuracy than slower tempos of 80–99 or 100–119 BPM. DJs did not differ in accuracy compared to percussionists or melodic musicians on any BPM range. Percussionists were more accurate than controls for 100–119 and 120–139 BPM. The results affirm the experience-dependent skill of professional DJs in temporal perception, with comparable performance to conventionally trained percussionists and instrumental musicians. Additionally, the pattern of results suggests a tempo-specific aspect to this training effect that may be more pronounced in DJs than percussionists and musicians. As one of the first demonstrations of enhanced auditory perception in this unorthodox music expert population, this work opens the way to testing whether DJs also have enhanced rhythmic production abilities, and investigating the neural substrates of this skill compared to conventional musicians.

Keywords: DJ, training, practice, auditory, tempo, rhythm, beat, absolute perception


INTRODUCTION

An essential element of musical rhythm is the “beat” or regular rhythmic pulse to which we often dance or clap. While listening to music, the beat—a periodic, isochronous pulse—is readily perceived from the music even in musically untrained individuals, and even when the rhythmic patterns present in the music do not always coincide with the pulse (Cannon and Patel, 2021). Together, the beat and the rate of the beat (the musical tempo, commonly expressed in beats per minute, “BPM”) represent fundamental temporal features in music perception (Geiser et al., 2014). In turn, tempo plays an important role in musical expression and appreciation (Palmer, 1997; Quinn and Watt, 2006). Although a melody’s identity can be defined in terms of relative structure, such as pitch and time intervals, the absolute “surface features” of tempo, key, and timbre are important attributes by which we can identify and remember particular musical performances (Levitin and Cook, 1996; Schellenberg et al., 2014; Jakubowski et al., 2018) and musical works (Clynes and Walker, 1986; Bailes and Barwick, 2011).

Precise perception and synchronization with the beat are important for performing musicians, as well as for other expert populations whose performance involves manipulating and combining music, such as disk jockeys (DJs). However, although musicians have been highly studied as a model of experience-dependent plasticity in various aspects of auditory perception, DJs have only recently gained attention as an expert population in this domain (Butler and Trainor, 2015). Consequently, much remains to be discovered about how the particular experience of DJs may lead to similar or unique patterns of ability compared to conventionally trained musicians.

Musical training is associated with greater accuracy of temporal perception and sensorimotor synchronization. Compared to untrained individuals, musicians have improved detection of timing differences for individual sound durations as well as for temporal manipulations embedded within sound sequences (Yee et al., 1994; Rammsayer and Altenmüller, 2006). Musicians are also sensitive to smaller changes of tempo than nonmusicians (Ellis, 1991; Sheldon, 1994). Percussionists, whose training emphasizes rhythmic timing, exhibit particular advantages over non-percussionists in performing fine temporal discrimination (Ehrlé and Samson, 2005; Manning and Schutz, 2016) as well as in sensorimotor timing synchronization and reproduction tasks (Krause et al., 2010; Cicchini et al., 2012; Cameron and Grahn, 2014).

Given the importance of musical rhythm and timing in DJ performance, and a comparable degree of long-term practice between DJs and many musicians (e.g., Butler and Trainor, 2015), we may predict that DJs also possess experience-dependent expertise on rhythmic tasks. A central skill in DJ performance is combining and transitioning between different musical works in a rhythmically seamless way. In its most long-standing form, this involves modulating the playback of a sound recording by directly interacting with a vinyl record and a variable-speed turntable in order to bring two songs into precise temporal alignment at a common tempo, and further adjusting playback as necessary to maintain synchrony (Broughton and Brewster, 2003, p. 50). This approach therefore relies on a combination of precise temporal perception to detect asynchrony and sensorimotor control to apply appropriate corrections to the record or turntable. In the context of an entire DJ performance, this process is aided by memory for the musical structure of each particular song, including its rhythm and beat tempo (Brewster and Broughton, 2000, p. 8). Similar to musicians, for whom tempo is often indicated explicitly on musical scores and controlled during practice by the use of a metronome, DJs are aided in choosing and synchronizing music by knowledge of the explicit tempo value of each song (Broughton and Brewster, 2003, p. 83). Whereas enhanced rhythmic perception and sensorimotor precision have been measured in DJs, as reviewed below, the accuracy of tempo judgments in DJs remains unexamined and is the focus of the present study.

Current evidence for training-related expertise in rhythmic perception in DJs comes from research by Butler and Trainor (2015). In that study, professional club DJs, percussionists, and untrained controls were tested on their ability to detect deviations in auditory rhythmic patterns. Compared to the untrained group, both the DJ and percussionist groups showed enhanced detection of deviations from “on beat” timing for a probe stimulus following an isochronous pattern and a brief silent period. The DJ group’s detection sensitivity was comparable to the percussion group across all levels of deviation. The authors interpret the enhanced performance on this task to reflect both greater sensitivity to small timing discrepancies and more accurate memory for rhythm through the brief silent period.

Although memory for musical tempo has not yet been studied in DJs, several studies have demonstrated that absolute tempo is remembered for highly familiar songs in untrained individuals, and this tempo memory also exists for newly heard songs when tested at shorter intervals (e.g., minutes or hours). An early demonstration of this phenomenon was made by Levitin and Cook (1996), who found that when asked to sing, hum, or whistle from memory a popular song they knew well, most participants’ renditions had a tempo within 8% of the recorded version. Subsequent studies have found similar accuracy in the range of 3–18% for highly familiar music in participants unselected for musical experience (Jakubowski et al., 2015, 2016, 2018). Additional support for the stability of absolute tempo representation comes from the observation that songs sung by mothers to their infants deviate in tempo by only 3% across sessions (Bergeson and Trehub, 2002), and evidence for memory of absolute tempo for unfamiliar birdsong (Roeske et al., 2020) and periodic environmental sounds like footsteps (Boltz, 2010) show that this ability generalizes beyond music. Evidence for a link between absolute tempo ability and musical training currently remains unclear and limited by methodological approach. A study of musicians and nonmusicians by Gratton et al. (2016) showed that untrained individuals can learn a novel absolute tempo scale but did not show clearly higher performance in musicians compared to untrained controls. In that study, the spacing between unique items was quite large (12%) and may not have had sufficient resolution to find differences between the training groups. Another study that attempted to relate individual differences in musical training to tempo accuracy of remembered familiar music did not find a significant relation (Jakubowski et al., 2018), but the number of participants was small. Nonetheless, these studies validate the idea that at least at a coarse level, tempo is remembered regardless of musical experience.

While a basic fidelity of musical tempo memory has been established in previous research, DJs present an ideal population to test whether this ability can be enhanced by sustained practice. In turn, this approach offers an opportunity to broaden the empirical description of an under-studied model of experience-dependent plasticity in professional DJs. Hence, in consideration of the importance of musical tempo to DJ performance, the goal of the present pilot study was to characterize tempo perception in highly trained DJs and compare its accuracy with conventionally trained experts in rhythm and music, i.e., percussionists and melodic musicians. The inclusion of three expert groups, with similar training duration but different training characteristics, allowed us to assess the specificity of tempo estimation ability to different training profiles. Tempo perception was tested by presenting a range of metronome tempos and measuring the accuracy of tempo estimates in groups of DJs, percussionists, melodic musicians, and untrained individuals. The results were examined to determine the effects of training and tempo upon the accuracy of this judgment. We predicted that DJs would show an enhanced ability to discern the tempo of metronome sounds compared to untrained individuals, and similar accuracy when compared to percussionists and melodic musicians.



MATERIALS AND METHODS


Participants

Forty participants (23 male, mean age 29.3years, SD 8.4) participated in the study, comprising 10 professional DJs with experience mixing by ear, 7 percussionists, 12 melodic instrumental musicians, and 11 untrained controls. Table 1 summarizes the characteristics of the study groups. DJs were required to have at least 10years of experience DJing for at least 6h per week and to mix music without the aid of synchronizing software (e.g., using turntables). Melodic musicians and percussionists were required to have at least 10years of musical practice for at least 6h per week. Individuals in the untrained group were required to have less than 3years of musical training or DJ experience. Participants completed a questionnaire to verify their history of musical or DJ experience. Group matching was not achieved for gender or age. The DJ group consisted of only male participants, whereas the other groups had between 27 and 72% male participants. Mean age was greater in the DJ group and did not differ among the other groups [F(3,36)=13.9, p<0.001; Tukey-corrected pairwise comparisons with DJ group p≤0.014]. These potential group confounds were addressed in additional analyses as described later. The experimental protocol was approved by the Comité d’éthique de la recherche en arts et en sciences at the University of Montreal. Participants gave informed consent and were compensated for their time.



TABLE 1. Participant characteristics.
[image: Table1]



Stimuli

Stimuli in the tempo estimation task consisted of isochronous patterns of a metronome sound. The full set of 81 stimulus rates included every integer BPM rate from 80 to 160 (i.e., inter-onset intervals of 750ms at 80 BPM to 375ms at 160 BPM). The metronome sound was 25ms in duration, with a strong initial transient, and having spectral energy concentrated between 500Hz and 3kHz. Each stimulus was created from the metronome sound repeated at the BPM rate with silence in the intervening samples. The total duration of each stimulus varied between 5 and 10s and was chosen randomly on each trial.



Procedure

At the beginning of the testing session, participants completed a questionnaire to assess their history of DJ and musical experience. DJs were also asked to indicate the range of musical tempos they played most often.

The tempo estimation task then took place in a soundproof audio booth. The task was implemented using the Psychophysics Toolbox extensions (Psychtoolbox; RRID:SCR_002881) in Matlab (RRID:SCR_001622), running on a MacBook Pro computer connected to an RME Fireface audio interface, and Behringer HA8000 headphone amplifier. Participants heard audio stimuli via Beyerdynamic DT 770 PRO 250 Ohm headphones and received visual prompts and feedback on a computer display.

Before testing commenced, the tempo estimation task was explained to the participant. Music recordings were played to illustrate specific tempo values, covering the range used in the task: “Halo” by Beyonce (80 BPM), “Stayin’ Alive” by the Bee Gees (104 BPM), “Raise Your Glass” by Pink (122 BPM), “Viva la Vida” by Coldplay (138 BPM), and “Happy” by Pharrell Williams (160 BPM). These song tempos were determined by automatic analyzer (Traktor software, Native Instruments, Berlin, Germany) and confirmed via online databases1,2 and manually by an experienced DJ.

In the tempo estimation task, each trial started with a 500Hz warning beep for 1s, followed by 500ms of silence, followed by the metronome stimulus. Upon completion of the metronome stimulus, the participant was prompted to estimate the stimulus tempo in BPM using the computer keyboard. After the participant’s response, the actual stimulus tempo was displayed on the screen for 1s. The participant was then presented with a random number between 20 and 100 and asked to count backward from that number, out loud, until a subsequent stop message 5s later. In combination, the feedback and subsequent counting phase were intended to help orient the participants (especially the untrained group) to the absolute tempo scale, while interfering with relative comparison of successive trial stimuli by increasing irrelevant load on auditory working memory. Finally, a 3s delay followed each trial.

Participants completed four practice trials at randomly selected tempos and then had the opportunity to ask questions before the testing phase began. In the testing phase, participants completed 36 trials of the tempo estimation task at tempos randomly selected from the full set of 81 tempos between 80 and 160 BPM, with no tempos repeated. To reduce fatigue, at an interval of every nine trials, the participant was allowed to take a pause before resuming the task. The entire task was about 30–45min in duration, including instructions and practice trials.



Analyses

Given the stimulus tempo range of 80–160 BPM, tempo responses of <20 BPM were considered to be at risk of typing errors and were discarded prior to analysis (N=8 trials out of 1,440 total). The remaining responses had a range of 63–172 BPM.

These BPM responses were then converted to absolute percent error, i.e., 100*abs[(response BPM—actual BPM)/(actual BPM)]. When stimulus BPM was used as an independent variable in analysis, it was binned into four tempo ranges: 80–99 BPM, 100–119 BPM, 120–139 BPM, and 140–160 BPM.

Statistical analysis was performed using R (R Core Team, 2019, RRID:SCR_001905). In consideration of the relatively small sample size and lack of balance between groups (McNeish and Harring, 2017), a mixed-effects model was used to test the effects of group and tempo range on absolute percent error scores on the BPM judgment task, using lmerTest (Kuznetsova et al., 2017; RRID:SCR_015656) with lme4 (Bates et al., 2015; RRID:SCR_015654). Group and tempo range were parameterized using sum-to-zero contrasts, and a random effect of participant was added to account for the hierarchical structure of the data. Omnibus tests of the main effects and their interaction were performed on this model via the car package (Fox and Weisberg, 2011), yielding F and p values calculated from Wald tests using Kenward-Roger approximated degrees of freedom (Halekoh and Højsgaard, 2014) and type 3 sum of squares. Following a significant interaction effect, the emmeans R package (Lenth, 2020; RRID:SCR_018734) was used to test post-hoc comparisons between groups within a tempo range (24 pairwise comparisons) and differences between tempo ranges within a group (24 pairwise comparisons). The post-hoc tests were corrected for 48 multiple comparisons using the Sidak method (Abdi, 2007).

In order to assess potential confounds between group, age, and gender, additional mixed-effects models were run in specific groups to test age and gender as predictors of absolute percent error scores. The first model included age, tempo range, and their interaction as predictors, with participant as a random effect. The second model included gender, tempo range, and their interaction, with participant as a random effect. Both of these models were tested in the untrained group alone, as well as with a pooled sample composed of the untrained, percussion, and musician groups.




RESULTS

Participants in the DJ group were asked to report the typical range tempos of the music they play. The distribution of those ranges is shown in Figure 1. A total of 72.9% of this distribution falls into the range 120–130 BPM, with a peak at 125 BPM, and the remaining 27.1% of the distribution falls into the range 110–119 BPM.

[image: Figure 1]

FIGURE 1. Distribution of tempos reported as typically played by participants in the DJ group. Each participant reported a range of tempos (minimum and maximum), and the distribution shows at each BPM what proportion of DJ participants included this tempo in their range.


The mixed-effects analysis of absolute percent error on BPM judgments found main effects of group [F(3, 36.02)=5.67, p=0.003] and tempo range [F(3, 1389.56)=19.86, p<0.001], and interaction between group and tempo range [F(9, 1389.55) = 2.70, p<0.001]. Mean error by group and tempo range is shown in Figure 2. Post-hoc comparisons showed that in their most-trained tempo range of 120–139 BPM, DJs were more accurate than untrained participants (DJ error 3.10%, untrained error 7.91%, p <0.001). Additionally, within the DJ group, this 120–139 BPM range exhibited greater accuracy than for slower tempos of 80–99 (error 7.54%, p<0.001) or 100–119 BPM (error 7.59%, p<0.001). When compared with the groups having conventional musical training, DJs did not differ in accuracy compared to percussionists or melodic instrumental musicians on any BPM range (p≥0.84).
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FIGURE 2. Mean accuracy of tempo judgments by participant group and tempo range. In panel (A), the values are organized by group, and Sidak-corrected significance of pairwise differences between tempo ranges within groups is indicated. In panel (B), values are organized by tempo range and Sidak-corrected significance of pairwise differences between groups is indicated. Error bars indicate 95% confidence intervals of the estimated marginal means.


Similar to DJs, percussionists were more accurate than untrained individuals on both the 100–119 (percussionist error 5.14%, untrained error 9.39%, p=0.017) and 120–139 BPM ranges (percussionist error 3.84%, untrained error 7.91%, p=0.018). Melodic musicians did not differ in accuracy with any other group, although within 120–139 BPM, the difference in accuracy between musicians and controls was near significance (120–139 BPM musicians vs. controls, p=0.065; other comparisons p≥0.255).

Because of the greater mean age and exclusively male composition of the DJ group, it was important to test whether age or gender could have imparted a confounding effect on performance differences found in the DJ group. For both age and gender, additional analyses on error scores were performed in the untrained group alone, as well as across a pooled sample of the untrained, percussion, and musician groups. No significant effects of age or gender were found. In untrained individuals, there was no main effect of gender [F(19.07)=0.19, p=0.671] nor an interaction between gender and tempo range [F(3,379.56)=1.4750, p=0.221]. Similarly, across all the non-DJ groups, there was no main effect of gender [F(128.03)=2.45, p=0.13] nor an interaction between gender and tempo range [F(3,1044.16)=0.59, p=0.62]. In the untrained group, in which ages ranged from 20 to 28years, there was no main effect of age [F(19.03)=0.12, p=0.73] nor an interaction between age and tempo range [F(3,378.75)=0.67, p=0.57]. Across all the non-DJ groups, in which ages ranged from 20 to 45years, there was a marginal effect of age [F(128.31)=4.10, p=0.052] and no interaction between age and tempo range [F(3,1046.09)=0.18, p=0.912]. Here, even given the possibility of a main effect of age, there is no evidence for a specificity of effect to any particular tempo range, in contrast to the performance differences noted for the DJ and percussion groups earlier.



DISCUSSION

These pilot results provide evidence that DJs and percussionists are more accurate at estimating auditory metronome tempo than untrained individuals. In DJs, this increased accuracy showed a specificity to the musical tempo ranges that participants reported as typical for their practice (120 to 139 BPM) and approached the previously reported perceptual discrimination threshold for tempo comparisons (Drake and Botte, 1993). The results add to the evidence that DJs are a highly trained expert population who exhibit heightened musical perception, comparable to percussionists, even though the nature of their craft and training is different from conventionally trained musicians (Butler and Trainor, 2015). As both the tempo estimation task and the study population are relatively novel, in the following discussion, we will examine several aspects of the task with consideration to both the baseline of tempo perception in the general untrained population and the tempo-specific enhancement observed in DJs.

The task in the present study asked participants to estimate the tempo of metronome stimuli using numeric values of beats per minute. To orient participants for whom this scale is unfamiliar, several pieces of popular music were played before the experiment, which together covered the range of tested tempos. Additionally, the true tempo was displayed following each trial, after the participant recorded their response. These elements of the procedure made it feasible to test tempo estimation accuracy using a continuous, concrete response scale in both untrained and trained individuals. An interfering step was added after the feedback to guard against performing the task simply using auditory working memory. This was done because the display of the true tempo of each trial could also make it feasible to perform the task in sequential and relative manner, simply comparing the tempo of the present item with the label and perceptual memory of the previous item; this relative aspect of absolute perceptual tasks exists even in the absence of feedback (Lockhead, 2004). To interfere with this effect, participants were required to count backward, out loud, for a 5s period between each trial. Nonetheless, part of the increased accuracy in tempo estimation by the trained groups that we observe could reflect a greater resilience of memory from trial to trial and decreased interference from the backward counting.

The perceptual and associative operations involved in the task may be useful to consider separately (Kim and Knösche, 2017), especially because much of the existing research on absolute tempo memory does not involve explicit labeling of tempo values. The tempo judgment task in our study asks participants to respond to each stimulus by estimating its tempo in beats per minute and hence involves a combination of perceptual extraction of the absolute tempo and an associative process of labeling this tempo with a numeric value. We may imagine that the cumulative experience of practicing as a DJ or musician improves both the perceptual and associative abilities involved in the absolute tempo memory phenomenon examined here, but potentially to different extents or with different training trajectories.

Some studies of absolute tempo perception have used tasks without any explicit tempo labeling, and their results may help elucidate the perceptual component. Halpern and Müllensiefen (2008) exposed participants having various degrees of musical experience to unfamiliar melodic excerpts, then in a subsequent testing phase, presented tempo-modified and original versions of these melodies along with novel melodies. The tempo-modified versions, which had been speeded or slowed by 15–20%, were rated as less familiar than the original versions, and this effect was not modulated by musical experience. A more recent study by Schellenberg et al. (2014) has replicated this result using a greater tempo change. Furthermore, the basic ability to remember the tempo of musical pieces appears to emerge quite early in development, as shown in infants using tempo alterations of 25% (Trainor et al., 2004).

In quantitative terms, the untrained participants in the present study had a mean absolute error of about 7.5% over the full range of tempos; DJs had the best error rate in the 120–139 BPM range, at 3%. Although no previous studies have tested absolute tempo labeling on an explicit BPM scale, the magnitude of error is comparable to that found in other types of tasks of absolute tempo memory. Studies that involve reproducing a familiar tune’s tempo, whether by singing, humming, or tapping, generally report error values between 3 and 18% in participants unselected for musical experience. For example, Levitin and Cook (1996) found that 72% of the productions on two consecutive trials came within 8% of the actual tempo. Two studies of tapping to involuntary musical imagery, or “earworms,” found mean differences of 11% (Jakubowski et al., 2015) and 8% (Jakubowski et al., 2018) as compared to the song’s canonical sound recording. When tunes are generally well known but not specifically selected by each participant, Jakubowski et al. (2016) found somewhat higher error levels of 18% when tapping to the imagined song, but 8% when listening and adjusting the playback rate of the actual song recording. The lowest value of 3% was found for songs sung by mothers to infants, measured between different renditions by the same mother (Bergeson and Trehub, 2002).

One common aspect of the latter literature is that participants are evaluated on tempo memory for auditory material that is highly familiar, either as popular music canon (e.g., Levitin and Cook, 1996; Jakubowski et al., 2016) or personal familiarity (e.g., Bergeson and Trehub, 2002; Jakubowski et al., 2015). As mentioned previously, another experimental approach familiarizes participants with novel musical material (Halpern and Müllensiefen, 2008; Schellenberg et al., 2014; Schellenberg and Habashi, 2015) or non-musical periodic environmental sounds (Boltz, 2010). These studies tested whether tempo manipulations reduce subsequent familiarity ratings, with the inference that lower ratings for tempo-modified items provide evidence of absolute tempo memory for the original stimulus. The tempo shifts in these tasks were 15–60% and therefore help establish an upper bound on absolute tempo resolution for unfamiliar auditory material. This may be particularly relevant for the untrained participants in the present study, because while the examples of several specific popular song tempos may have been familiar to them, both the absolute BPM tempo scale and the specific metronome stimuli were novel to them prior to the present experiment.

A study of absolute tempo labeling and production by Gratton et al. (2016) has several important points of comparison with the present results. In that study, seven metronome stimuli at systematically spaced tempos between 71 and 143 BPM were familiarized in two groups of musicians and nonmusicians, and then tested with tasks of absolute identification and finger tapping production. The steps between the stimulus levels were about 12% by tempo, and in the perceptual identification task, nonmusicians selected the correct tempo item 45% of the time, whereas musicians had an identification accuracy rate of 53% that was not significantly different from nonmusicians. Those results validate the idea that untrained individuals can learn an unfamiliar absolute tempo labeling scale, as they were similarly asked to do in the present study. The lack of a clear musical training effect in the study by Gratton and colleagues likely reflects the wide granularity of their tempo intervals, which were 9–16 BPM apart, whereas the spacing of 1 BPM in the present study provides a finer resolution to estimate absolute tempo perception accuracy. An additional important aspect of the Gratton study is that their task involved explicit labeling of the test stimuli on an ordinal tempo scale. The participants were able to learn this novel tempo scale and then label items on the scale, which requires both the perceptual component of extracting the tempo on an absolute scale and the associative component of selecting a discrete name for the value (Kim and Knösche, 2017), as in the present task.

Another notable finding in the absolute tempo perception study by Gratton and colleagues is a U-shaped distribution of accuracy. In studies of absolute perception, this is often referred to as the “bow” or edge effect, where identification is more accurate toward the minimum and maximum of the tested range (Brown et al., 2008). The present results appear to be consistent with this effect in the untrained group, where the intermediate 100–119 BPM range has greater error than the fastest 140–160 BPM range (Figure 2B), whereas the pattern is not seen for the trained groups. Indeed, participants having DJ or musical training may have prior, stable BPM referents in the intermediate tempo ranges that would counteract this bow effect.

Finally, the error level achieved by DJs in the 120–139 BPM range approaches the just noticeable difference (JND) of 2–3% previously reported for tempo discrimination tasks using isochronous auditory sequences (Drake and Botte, 1993). This performance is notable both for its high accuracy and its tempo specificity. The 120–139 BPM tempo range coincides with the tempos reported by the same participants as most frequently played during their DJ experience (Figure 1) and is also in concordance BPM values previously reported as typical for dance music played by DJs (Moelants, 2008). Several models of absolute perception emphasize the importance of stable memory for specific referents on the absolute scale. In the ANCHOR model by Petrov and Anderson (2005), these referent anchors serve the mapping from the perceptual continuum to the response scale, are competitively selected among when a response is needed, and provide a stable basis to estimate the actual response value. Subsequent research by others has reinforced the importance of longer-term absolute referents over short-term relative comparisons (SAMBA model; Brown et al., 2008, 2009) and determined that bow effect (decreased performance in the middle of the scale range compared to the extremes) is diminished when intermediate values are frequently encountered (Kent and Lamberts, 2016). In DJs, high familiarity with the tempos of music in their repertoire, especially those songs that are most frequently played, likely provides stable anchors referents to support highly accurate tempo estimation in this task. Additionally, as DJs are often aware of the numeric BPM value of their most familiar music, their experience could serve to provide both stable anchors that refine an internal continuum of perceptual tempo, and also the mapping to BPM values when an explicit value is to be estimated.


Limitations

This is a pilot study with 40 participants, and consequently, there is likely a diminished sensitivity to detect group differences and a greater influence of individual participants on the analytic results. A mixed-effects model was used in order to minimize bias in model estimates and obtain statistical power with a relatively small sample with unbalanced groups (McNeish and Harring, 2017). For a more detailed profile of absolute tempo accuracy in DJs and percussionists, a larger study will be necessary.

As this is a cross-sectional study, it cannot be excluded that a preexisting disposition to precise tempo estimation influenced people to become DJs or percussionists, rather than (or in addition to) the training of these individuals honing their tempo perception abilities. There is suggestive evidence that even a single week of DJ training can improve rhythm perception (Butler and Trainor, 2015). However, a longer longitudinal study is needed to confirm if tempo or rhythm perception accuracy is driven primarily by practice effects rather than predisposition in DJs.

While this study demonstrates the phenomenon of increased absolute tempo ability in DJs, it is not able to dissociate several presumed components of this ability. The accuracy of tempo memory that is measured presumably depends in turn upon the perceptual resolution for tempo, the extent and quality of one’s internal representation of tempo scale, and associations between anchors on this scale and explicit tempo value labels. The degree to which greater accuracy observed in DJs and percussionists may result from enhancement of one of these abilities (e.g., knowledge of labels for scale anchors) or a coordination of multiple abilities is unknown. To tease apart these abilities and better define the key mechanisms involved, future research on this phenomenon would benefit from comparing these groups with untrained individuals on additional tasks that do not involve explicit tempo labeling. At a low level, a tempo JND task (e.g., Drake and Botte, 1993) could test whether greater sensitivity to fine tempo differences accounts for some variation in tempo memory fidelity. A more intermediate task, like reproduction of the tempo of familiar songs (as in Jakubowski et al., 2016), could better define the stability of anchors on the absolute tempo scale, without the requirement that these anchors be associated with explicit tempo values.



Directions for Future Research

With very little existing empirical research on DJs, many interesting questions remain about the skill profile and underlying experience-dependent plasticity in this expert population. In addition to dissociating the components of absolute tempo estimation and confirming their refinement by DJ training, as described in the previous section, future research may examine the potential role of different technical approaches in DJing and seek a more detailed profile of tempo and rhythm abilities in DJs.

Through much of the history of DJing, proficiency has involved the development of sufficient perceptual and motor skills to synchronize different musical recordings, “by hand” and “by ear” (Brewster and Broughton, 2000). As we are interested in the perceptual expertise of DJs, the present study required DJ participants to have experience with playing vinyl records and mixing them by ear. In recent years, technological aids are more readily available to DJs, and many of these are aimed at easing the task of synchronizing different pieces of music. At its most basic, this support includes tempo counters in mixer hardware and extends to automated synchronization between songs provided by DJ hardware or software (Broughton and Brewster, 2003, p. 97). The extent to which tempo judgment accuracy in our DJ group may generalize to other DJs whose training embraces this synchronization assistance is unknown. It may be that tempo labeling ability remains comparably accurate due to the experience of consistent software-provided tempo displays while practicing and performing, whereas detection of beat asynchrony may be less accurate for DJs who rely upon automated synchronization of the music they play.

Given the importance of rhythm to music in general, and to the musical practice of DJs, there is a constellation of related rhythmic perception and production skills that may also be improved in DJs. The previous study by Butler and Trainor (2015) has already demonstrated that temporal changes in rhythmic sequences are better detected in highly trained DJs (at a comparable sensitivity to percussionists) and are improved in untrained individuals who undergo 1 week of DJ practice. Detecting fine temporal structure is important for DJs when synchronizing music, as the tempo must be matched and the phase kept in alignment. One beat-based perceptual task that would be well suited to evaluating DJs’ expertise is found in the Beat Alignment Test battery of Iversen and Patel (2008), which assesses sensitivity to detect a mismatch of tempo or phase in a metronome overlaid on music. Butler and Trainor (2015) also highlight the relevance of DJs’ sensorimotor expertise, finding that finger tapping to the beat of their auditory stimuli aided the perceptual detection of rhythmic deviations. Indeed, neural systems involved in motor control are believed to contribute to the precision of rhythm perception when there is a regular beat-based structure (Grube et al., 2010; Teki et al., 2011). Fine temporal motor control is also essential for DJs when they manually manipulate music playback to bring two songs into temporal alignment and apply corrections to maintain synchrony. Tasks measuring temporal sensorimotor production, such as those found in the BAASTA (Bégel et al., 2018) and H-BAT (Fujii and Schlaug, 2013) rhythmic assessment batteries, offer a means for future research to test whether these abilities are enhanced in DJs.




CONCLUSION

In sum, the present work highlights that DJs are a highly trained population having expertise in musical tempo perception that is comparable to percussionists, but with a unique performance profile shaped by their most frequently practiced musical repertoire. Parallels between DJs and musicians, both in their extensive experience and enhanced perception, point to many potential avenues for future research in this new model of experience-dependent plasticity, with the opportunity to more broadly understand the effects and neural bases of sustained practice in the brain.
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The Oxford Studies in Music Theory are recently strengthening the focus on issues around rhythm and musical time (Yust, 2018; Ohriner, 2019). Kozak's volume in this collection pursues this path by scrutinizing contemporary music through the lenses of phenomenology and cognitive science. His principal goal is to reconsider the widespread approach to time by music theorists as external to the listener's situated experience. As stated in the introduction, the author regards musical time as “constituted by the moving bodies of participants engaged in musical activities,” which leads to his main thesis: “musical time emerges when the listener enacts his or her implicit kinesthetic knowledge about ‘how music goes”' (p. 4–5).

Chapter 1 criticizes the impact of Newtonian and Cartesian conceptions in music theory for an objective time which spread from the eighteenth century. Kozak embraces in turn the idea of a lived time “as part of the unfolding dynamical system that emerges between an embodied consciousness and the world” (p. 34), thus endorsing the phenomenological tradition by Edmund Husserl and Maurice Merleau-Ponty. Informed by James J. Gibson's and Shaun Gallagher's approaches, Kozak considers the significance of music “in and through the dynamical system that forms when acoustical phenomena elicit responses from enculturated listeners that make these phenomena musical”; consequently, time “is not a condition of music, but something that emerges from it” (p. 53). Affordances are the topic of Chapter 2. Instead of limiting himself to preexistent musicological uses of this term in performance studies, he widens the ecological context by borrowing the notion of social affordances and proposing the temporal ones which jointly specify aesthetic behavior and frame musical affordances. After reviewing Anthony Chemero's approach to radical embodied cognitive science and dynamical systems theory, Kozak specifically defines temporal affordances as “information specified in perceived events in the dynamical relationship between two or more physical affordances,” and highlights their relevance as “temporal alignment […] critical to the successful realization of an intended action” (p. 90). Chapter 3 is mainly devoted to bodily matters. The fundamental contribution in this section is the definition of kinesthetic knowledge as “a contextual enactment of the dynamics, affectivity, and intercorporeality of our bodily involvement with the world,” wherein the body “enact[s] its agency in response to both physical and cultural constraints” (p. 129). I highlight in this chapter his ecological distinction between synchronization and coordination, which is chiefly illustrated with a musical example by Brian Ferneyhough. This distinction leads to privilege the contextual joint action instead of any underlying metrical beat or rhythmic patterns. Merleau-Ponty emerges again in Chapter 4 through the notion of flesh–la chair –for depicting the body secreting time via enaction. Particularly, the proposal offered by Kozak moves beyond Merleau-Ponty's predilection of haptic and visual examples toward a phenomenological framework that highlights the experience of listening. Some reasonings in this section are aimed at revealing that, beyond highly rationalized conceptions of musical analysis, “the body is already doing analytical work on its own terms” (p. 183), which speaks to the central role it plays during the enactive listening experience. Chapters 5 and 6 are finally governed by two main case studies–from Louis Andriessen's and Toshio Hosokawa's oeuvre–for further developments of the previous framework. This choice makes these two last chapters quite more meaningful for scholars in the field of music theory than those dealing first and foremost with the psychology of music.

Kozak's argumentative style is clearly rooted into the theoretical production of Zbikowski (2002, 2017), who was his Ph.D. advisor. This is particularly noticeable in the choice of apparently simple musical examples which raise important questions that are addressed through a rigorous methodological framework and with very subtle terminological precision. In addition, in Chapter 3 incorporates some empirical evidence–from research carried out by himself–for supporting some of his reasonings. This direct participation in empirical research is relatively unusual from the side of music theorists. Finally, I consider that a short conclusion by the end would have enhanced the global scope of the whole essay.

Kozak's focus on embodiment and enaction targets the listener's experience of time, which is a very appealing approach for both the music theory and the psychology of music communities. His insistence on embodiment and enaction pushes forward new directions beyond some canonic perspectives (London, 2004; Toussaint, 2013) which have conceptualized time more abstractly. By taking this path, some high-level visual representations of time, like ubiquitous timelines, have been underestimated or overtly neglected, in my opinion, through several pages of his book. However, these kinds of representations are often significant from the composers' side, in a quest of anchoring their particular struggle with temporal conceptions. This topic currently elicits scholarly discussion from cognitive perspectives which acknowledge the importance of embodiment and enaction–from a less radical viewpoint, though–as substantial features of compositional practices (Besada and Pagán Cánovas, 2020; Besada et al., 2021). Rather than a critique of Kozak's position, my last remark is a challenge for future collaboration around overlapping research questions.
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The “Different Hearing” program (DHP) is an educational activity aimed at stimulating musical creativity of children and adults by group composing in the classroom, alternative to the mainstream model of music education in Czechia. Composing in the classroom in the DHP context does not use traditional musical instruments or notation, instead, the participants use their bodies, sounds originating from common objects as well as environmental sounds as the “elements” for music composition by the participants’ team, with the teacher initiating and then participating and coordinating the creative process, which ends with writing down a graphical score and then performing the composition in front of an audience. The DHP methodology works with a wide definition of musical composition. We hypothesized that the DHP short-term (2 days) intense workshop would induce changes in subjective appreciation of different classes of music and sound (including typical samples of music composed in the DHP course), as well as plastic changes of the brain systems engaged in creative thinking and music perception, in their response to diverse auditory stimuli. In our study, 22 healthy university students participated in the workshop over 2 days and underwent fMRI examinations before and after the workshop, meanwhile 24 students were also scanned twice as a control group. During fMRI, each subject was listening to musical and non-musical sound samples, indicating their esthetic impression with a button press after each sample. As a result, participants’ favorable feelings toward non-musical sound samples were significantly increased only in the active group. fMRI data analyzed using ANOVA with post hoc ROI analysis showed significant group-by-time interaction (opposing trends in the two groups) in the bilateral posterior cingulate cortex/precuneus, which are functional hubs of the default mode network (DMN) and in parts of the executive, motor, and auditory networks. The findings suggest that DHP training modified the behavioral and brain response to diverse sound samples, differentially changing the engagement of functional networks known to be related to creative thinking, namely, increasing DMN activation and decreasing activation of the executive network.

Keywords: creativity, brain plasticity, music training, task-related fMRI, auditory perception, music composition, music education


INTRODUCTION

Creativity is one of the essential human-specific constructs and it has been consensually defined as an ability to produce novel and useful/appropriate/valuable ideas/works, both in the general public and among researchers (Runco and Jaeger, 2012). Creativity applies not only to specific domains such as music, visual arts, sciences, and industry, but also to many details of daily work and life, thus, high creativity has a big impact on the society and quality of many scenes in human life. Domain-general creativity can be enhanced by training of a certain modality, such as musical creativity, embedded in the process of composing. Many research efforts focus on specialized music teaching and further development of musical abilities (Hickey, 2002; Lapidaki, 2007; Running, 2008; Webster, 2016). In our research, we focus on the development of musical creativity through group compositional techniques in children and students. Against the background of the many proposed definitions of musical creativity (see, e.g., Cook, 2011; Burnard, 2012; Hargreaves, 2012), our work defines creativity operationally as the ability to include non-musical sounds and silence to make music, to engage in group composing, yielding a concrete result (composition), subsequently presented in public and providing satisfaction to participants, teachers/instructors as well as to audience (which was not part of the composing process).

The “Different Hearing” program (DHP) is a musical cognitive training aimed at stimulating creativity by means of group music composing in the classroom, using objects from everyday life rather than traditional musical instruments, employing non-musical sounds (Zouhar and Medek, 2010; Coufalová and Synek, 2014). The program was established in 2001 at the Department of Music Education of Palacký University Olomouc, Czechia, as an alternative method to the mainstream model of music education. The DHP methodology is based on Cage’s (1973) wide meaning of musical composition: “The material of music is sound and silence. Integrating these is composing.” (p. 62). Participants in the DHP workshop gain both knowledge that all kinds of sounds can be used and put together to create music and the practical skills how to do so. Group composing in the DHP is similar to the approach of composers and educators Paynter and Aston (1970), Schafer (1986), Schneider et al. (2000), or Laycock (2005). DHP has primarily focused on children and young people age five to eighteen, although young adults have been repeatedly studied as well (Zouhar and Medek, 2010; Coufalová and Synek, 2014). Detailed evaluations of a series of DHP workshops since 2002 are performed through structured questionnaires and clearly indicate a potential to enhance self-perceived musical creativity and change subjective appreciation of music and sounds (Synek, 2008; Medek et al., 2014). Changes of non-musical sound perception could be illustrated by a participant’s statement: “Začala jsem více vnímat zvuky (v hlučném městě zpěv ptáků)./I started paying more attention to sounds (birds singing in the noisy town)” (Synek, 2008, p. 119).

Although we have not found published evidence for neuroanatomical correlates of behavioral changes after musical creativity training, functional neuroimaging studies of domain-general creativity suggest association/relationship between the creative performance and brain function.

For example, functional neuroimaging studies in creativity suggest that there is a correlation between domain-general creativity and functional connectivity within well-defined resting state networks, namely, in the default mode network (DMN) and executive-control network (EN) as well as the salience network (Beaty et al., 2017, 2018). Observational studies of creative performance, however, identify only the brain structures associated with static creative traits. Further insight may be gained by evaluating dynamic processes, such as increasing one’s capacity for creative performance. For example, in a fMRI study by Fink et al. (2015), activation changes after 3-week domain-general creativity training (20 min/day) were observed in the left inferior parietal lobule (IPL) and the left middle temporal gyrus (MTG). Also, Sun et al. (2016) observed change in brain function in the dorsal anterior cingulate cortex (dACC) and dorsolateral prefrontal cortex (DLPFC) as well as increased gray matter volume in dACC after 20 sessions (28 min/day) of creativity training. Successful training in musical creativity would be similarly expected to induce functional plasticity of the participating brain systems. Training-induced changes may subsequently be observed not only during creative activity, but also during perception of different sound classes. This approach (using a different task to probe the brain networks changed by training or stimulation) has been used in other plasticity-inducing protocols, including but not limited to music training (Schlegel et al., 2015; Tierney et al., 2015; Herholz et al., 2016; Sachs et al., 2017).

Since DHP has a potential to develop and/or enhance musical creativity and change subjective appreciation of music and sounds (Synek, 2008; Medek et al., 2014), we hypothesized that a 2-day intense workshop would induce changes in subjective appreciation of different classes of music and sound (including typical DHP samples), as well as plastic changes of the brain systems engaged in creativity and music perception, in response to diverse auditory stimuli.

To address these hypotheses, we designed a randomized behavioral and fMRI study, where an active group would be scanned twice, before and after participating in the DHP workshop, and a control group would also be scanned twice within the same time interval. FMRI has been repeatedly used to describe neuroplastic changes related to behavioral training and learning. The subsequent analysis was designed to evaluate the effect of the intervention either (1) with respect to the perception of different sample classes or (2) regardless of the sample class.



MATERIALS AND METHODS


Subjects

Forty-six healthy volunteers with normal hearing and with no history of neurological disorders participated in this study (40 females and 6 males, mean age 21.6 ± 1.4). The subjects were Teacher Training for Primary Schools students from the Faculty of Education at Palacký University Olomouc, who had 10.3 ± 5.0 years of music education. Four participants were left-handed, two were ambidextrous, and 41 were right-handed as assessed by the Edinburgh handedness inventory (Oldfield, 1971). The study was carried out in accordance with World Medical Association Declaration of Helsinki. Written informed consent was obtained from all participants prior to their inclusion in the study and the study was approved by the Ethics Committee of the Faculty of Education at Palacký University in Olomouc, approval number 02/2017. Twenty-two participants were randomized to participate in the DHP workshop with the length of 10.5 h over two consecutive days (active group) and 24 students were randomized to the control group to receive no special training and continued normal daily activities and student life. Both groups underwent two fMRI examinations 8 days apart - for the active group, one was before and one after the workshop (Figure 1). Both groups were matched in terms of music education, according to computed results from self-reported questionnaires (unpaired t-test on 7 items scoring music education, all p-values > 0.05).
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FIGURE 1. Flow Chart of the Study. All subjects had a same-length interval (8 days) between the first and second MRI measurements. The second examination of the active group was performed within 2 days after the DHP workshop.




Description of the “Different Hearing” Program Workshop

DHP aims at stimulating and enhancing children’s own creativity by means of learning group music composing in the classroom. As already mentioned in the Introduction, participants in the DHP workshop gain both knowledge that all kinds of sounds can be used and put together to create music and the practical skills how to do so (see below). The program was established in 2001 at the Department of Music Education of Palacký University Olomouc, Czechia, as an alternative method to the mainstream model of music education. The DHP methodology is based on Cage’s (1973) wide meaning of musical composition: “The material of music is sound and silence. Integrating these is composing.” (p. 62). Group composing activities are oriented similar to composers and educators Paynter and Aston (1970), Schafer (1986), Schneider et al. (2000), or Laycock (2005). It has primarily focused on children and young people age five to eighteen, although young adults have been repeatedly studied as well (Zouhar and Medek, 2010; Coufalová and Synek, 2014).

In our study, the length of the DHP workshop was 10.5 h, divided over two consecutive days, and the instructors functioned as partners/co-performers initiating and then participating and coordinating the creative process, rather than acting as teachers. On the first day, participants were trained to discover a new sonic world, namely by creating sounds using their own bodies/voices, and by creating original musical instruments made of materials from everyday life such as plastic bottles, wooden chairs, recorded ambient sounds from the streets, etc., but without using traditional musical instruments in the traditional way. Next, they learned basic principles of improvisation and composition, as well as creation of their own graphic notations using original symbols. On the second day, the participants were divided into three groups and composed music using their original sounds and prepared the graphic scores, then performed the compositions in front of the other groups and instructors, followed by a discussion for evaluations and feedback.



fMRI Task

Each fMRI examination included two functional imaging acquisitions during the task of listening to musical and non-musical sound samples from five different classes, i.e., Classic music, New music, DHP samples (composed and performed by previous participants during the workshops in the past), Nature sounds, and Industrial noises. Classical music and New music samples were extracted from musical recordings (CD tracks). The Classical music samples cover the classes from Middle Ages (Leonin, Machaut) and Baroque music (Monteverdi, Handel, Vivaldi), through Classical Period (Gluck, Stamitz, Beethoven) to Romantic music (Chopin, Verdi, Bruckner). The selection of New music spans a wide range of 20th century esthetics from Schoenberg, Hába, Cowell, Varèse to Boulez, Stockhausen, Xenakis, Ligeti, Lutosławski and Štědroň. The samples were chosen according to various parameters – in the classical music group, compositions from different stylistic periods (Middle Ages – 20th century) were chosen in such a way that vocal, instrumental and vocal-instrumental, chamber and large-scale compositions were represented. Samples from the New music section represent different styles and various sound qualities related to contemporary music with the aim to provide a colorful selection of sounds. DHP sound compositions samples were cut from tracks recorded during different former workshops. Nature sounds and industrial sounds are field recordings – in the city, nature, etc., by members of the DHP team.

For each of these sound classes, 12 unique samples 15 s long were prepared. During each imaging run, fifteen different samples were played through MR-compatible headphones in a counterbalanced order across subjects, such that three different samples from each sound class were presented in each run. Each session consisted of two such imaging runs with different sound samples, thus, no sample was repeated twice for any subject. The volume level of sounds was adjusted in the audio editing software Audacity1 to be equal across all the samples. Furthermore, participants were asked to keep their eyes open and watch a fixation cross during the listening phase. They were instructed to press one of two buttons (like/not like) after listening to each sample as soon as the question “Did you like the sample?” (in Czech) appeared on screen (displayed for 4 s following the sound sample offset).



MRI Data Acquisition

MRI examinations were performed twice with a 8-day interval for all subjects (the second examination of the active group was scheduled within 2 days after the workshop), using a 3T scanner (Siemens Prisma, Erlangen, Germany) with a standard 64-channel head and neck coil in the Multimodal and Functional Imaging Laboratory (MAFIL), Central European Institute of Technology (CEITEC) in Brno. The subject’s head was immobilized with cushions to assure maximum comfort and minimize head motion. The MRI protocol included task-related blood oxygenation level-dependent (BOLD) fMRI data acquisition (T2∗-weighted echo-planner imaging; 48 slices, 3mm slice thickness; repetition time/echo time = 780/35ms; flip angle 45°; field of view = 192mm; matrix 64 × 64; 465 volumes; repeated twice) during listening to the sound samples through MR-compatible headphones. Gradient-echo phase and magnitude fieldmap images were acquired to allow correction of the echo planar imaging distortions. A high resolution T1-weighted structural image was acquired using Magnetization-Prepared rapid Gradient-Echo (MPRAGE) sequence for anatomical reference. In addition, resting-state fMRI with BOLD EPI imaging data were obtained before the task-related acquisition, but the data is not reported here. Heart rate (pulse oximetry) and respiration (respiratory belt) were monitored during BOLD scanning.



BOLD MRI Data Pre-processing

The fMRI data were processed using FEAT Version 6.00, part of FSL (FMRIB’s Software Library), version 5.0.9 (Jenkinson et al., 2012). The fMRI data were initially checked for susceptibility artifacts and none of the subjects were excluded. The pre-processing consisted of: correction of B0 distortions, motion correction, non-brain tissue removal, and spatial smoothing using a Gaussian kernel with 8.0 mm full width at half maximum (FWHM). During pre-processing, an affine registration matrix between the functional images and the respective structural image was obtained using FLIRT (Jenkinson and Smith, 2001; Jenkinson et al., 2002) and a non-linear transformation between the structural space and the MNI 152 standard space was calculated using FNIRT (Grabner et al., 2006). Next, using partially pre-processed data, motion-related artifacts were regressed out from functional time-series by ICA-AROMA automatic noise classifier (Pruim et al., 2015), followed by high-pass temporal filtering with sigma = 60.0 s. Finally, pre-processing included estimation of nuisance signal regressors based on the RETROICOR method (Glover et al., 2000).



Statistical Analysis of BOLD Imaging Data

Voxelwise general linear model (GLM) analysis was carried out using FILM (Woolrich et al., 2001). At the single-subject level, the GLM consisted of 5 regressors to separately model activation evoked by each sound type, 2 regressors to model positive and negative feedback responses, and a single regressor to model activation due to visual presentation of the instruction. Temporal derivatives of each regressor were added to account for non-uniform slice timing and haemodynamic response function (HRF) delay. Eight more nuisance regressors obtained from RETROICOR were added to account for physiological noise. Single-subject contrasts were set to provide mean activation for each sound type.

Next, average effects per subject were computed using a fixed-effects analysis. The resulting beta parameters and residuals were then carried over to the group-level mixed effects analysis. At the group level, an analysis of variance (ANOVA) with 3 factors (time, group, and sound type) accounting for repeated measures was employed to test the main hypotheses. Following F-tests were evaluated: (1) the goodness-of-fit of the ANOVA model (global F-test), (2) mean activation/deactivation, (3) group-by-time-by-sound type interaction, and (4) group-by-time interaction. The mixed-effects analysis was performed using FLAME (FMRIB’s Local Analysis of Mixed Effects) stage 1 (Beckmann et al., 2003; Woolrich et al., 2004). The Z (Gaussianised T) statistic images were thresholded using clusters determined by Z > 3 and family-wise error (FWE) corrected cluster significance threshold was p < 0.05 (Worsley, 2001). To assess the directionality of significant changes, a post hoc t-test was performed for the interaction where significant clusters were detected. Only voxels falling within significant clusters in F-test 1, 2, and 3 (for group-by-time-by-sound interaction) and F-tests 1, 2, and 4 (for group-by-time interaction) were considered. The post hoc analysis images were thresholded voxel wise at the FWE corrected p < 0.05. Significant clusters bigger than 100 voxels were anatomically classified according to an overlap with the Harvard-Oxford Cortical and Subcortical Structural Atlases (Desikan et al., 2006), and the Probabilistic Cerebellar Atlas labels (Diedrichsen et al., 2009). The resulting statistical images were rendered in Mango v4.0 (Research Imaging Institute, UT Health Science Center at San Antonio, TX, United States).



Analysis of In-Scanner Behavioral Data

The effect of time/session on subjective like/not like response to individual stimulus classes was tested within subject using Wilcoxon signed rank tests in the active and control groups.



RESULTS


Behavioral Data

Comparison of (behavioral) responses to sound samples showed that favorable feelings toward DHP, New music and non-musical sound samples (Nature and Industrial) significantly increased only in the active group (p < 0.05, Wilcoxon signed rank tests). The change for the DHP sound samples was most robust and survived optional Bonferroni correction for multiple testing. Descriptive statistics for the individual sound classes across groups and sessions is provided in Table 1.


TABLE 1. Behavioral responses to individual sound classes by group and session.

[image: Table 1]



Imaging Results

The main hypotheses of our study were tested within the framework of a comprehensive statistical model, including all the main effects (group, time, and sample class), interactions and specific post hoc contrasts. Firstly, the global F-test for the goodness-of-fit of the ANOVA model yielded significant clusters in a number of areas, including but not limited to the temporal and frontal cortices and cerebellum. Next, the highest level interaction (group-by-time-by-sound type, F-test 3) yielded an empty map (data not shown), meaning that there were no statistically significant clusters showing this particular effect. In other words, there was no significant difference among the interactions for each individual sample class.

Our next hypothesis addressed the differential effect of time (training) between the active and control groups, which was captured by the group-by-time interaction (F-test 4). As described in the Methods, only voxels significant on the global F-test (F-test 1) and manifesting significant mean activation/deactivation effect (F-test 2) were considered further. Figure 2 shows the statistical parametric maps for (A) the overall effect (F-test 1), (B) mean activation (F-test 2), (C) group-by-time interaction (F-test 4) and (D) the region of interest (ROI) mask created by conjunction analysis of F-tests 1, 2, and 4.
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FIGURE 2. Global F-test of the ANOVA Model, Overall Activation/Deactivation, Group-by-Time Interaction and the ROI Mask for Post hoc Analysis. (A–C) Thresholded Z-score (normalized F-statistics) maps on top of an average T1-weighted structural image. (A) Global F-test of the analysis of variance (ANOVA) model (F-test 1, red-yellow overlay). (B) Mean activation/deactivation map across all sound classes (F-test 2, green overlay). (C) Areas showing differential effect of training/time between the groups (Group-by-time interaction, F-test 4, blue overlay). (D) Binary region of interest (ROI) mask resulting from conjunction of maps A ∩ B ∩ C (red). Maps (A–C) were cluster-wise thresholded using corrected cluster significance of p < 0.05 and cluster-forming threshold of Z > 3.0. Right is right according to neurological convention.


The group-by-time interaction and subsequent post hoc analysis of fMRI data showed that, regardless of auditory sample class, activation in the active group apparently increased after DHP training (loss of deactivation) in the bilateral posterior cingulate cortex (PCC) and precuneus, which are functional hubs of the DMN. Moreover, significantly decreased activation in the active group was observed in the left inferior frontal gyrus (IFG), bilateral frontal orbital cortex (OFC) and right anterior cingulate cortex (ACC), which are parts of the EN, as well as in the regions in the motor network (bilateral supplementary motor cortex [SMA], right pre-supplementary motor area [pre-SMA] and left cerebellum) and auditory network (left MTG, right superior temporal gyrus [STG], planum temporale [PT] and temporal pole [TP]), whereas activation in all of these networks (EN, motor network, auditory network) in the control group was significantly increased (Figures 3, 4). For detailed description of the post hoc clusters, see Table 2.
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FIGURE 3. Thresholded Statistical Parametric Maps for Post hoc Contrasts within the ROI Mask (Figure 2D). Orange: Clusters manifesting significantly greater activation difference over time for the Active group compared to the Control group (posterior cingulate/precuneus, inferior cerebellum). Blue: Clusters manifesting significantly smaller activation difference over time for the Active group compared to the Control group (see Table 1 for the list of clusters). Other conventions same as Figure 2.
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FIGURE 4. Line Graphs Demonstrating Average Activation for Each Group and Session within Each Cluster Displayed in Figure 3. Statistically significant differences between sessions (paired t-test) are shown by brackets and an asterisk (*), trends (0.05 < P < 0.1) are indicated by a circle (°).



TABLE 2. Significant group-by-time interaction – Post hoc analysis.
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No post hoc analysis was performed for the three-way interaction as there were no significant clusters detected, as already mentioned.



DISCUSSION


“Different Hearing” Program and Creativity

Before we proceed to the discussion of the study results, we will discuss in more detail the concept and design of the DHP and its relationship to creativity, as defined by our group.

The DHP was developed as an alternative music education approach. Similarly to other contemporary approaches (Hickey, 2002; Lapidaki, 2007; Running, 2008; Webster, 2016), DHP uses group composition in the classroom, encouraging the participants to move beyond traditional use of traditional music instruments to make music; instead, to include any non-musical sounds as well as silence in the course of group composing, organizing their work with the help of graphical scores and finishing with a concrete result (composition). From the cognitive neuroscience perspective, the workshop becomes a special case of musical cognitive training.

The new skills acquired during the DHP workshop represent a particular/specific type of musical creativity. In fact, Burnard (2012) pointed out that in current cultural, social and activity systems it is not possible to define a single definition of musical creativity. On the contrary, she argues for “the broadening of the concept of “musical creativity” to include a plurality of equally valid creativities through which musicians may fluidly move or situate within realms of creating and receiving musical artworks and cultural products.” Among which she mentions, e.g., individual creativity, collaborative (group) creativity, communal creativity, emphatic creativity, performance creativity and others (p. 15-16). Cook (2011) used a similar argument by pointing out that the term refers to “an indefinite number of related concepts or behaviors.” Cook suggests that musical creativity “revolves round social interaction, and is embedded and embodied in the practices of everyday life” (p. 451). According to Hargreaves (2012), musical creativity is “only one facet of a much broader phenomenon, the central core of which is imagination, which incorporates creative perception as well as production.”

At conception of our study, we have not found a musical creativity scale or assessment that would, in our view, adequately capture the musical behavioral changes induced by the DHP. The lack of objective creativity measurement has been clearly admitted in the Limitations section of the Discussion.

The behavioral outcomes of DHP workshops have thus been evaluated with detailed structured questionnaires (18 questions), including one question about perceived change in musical creativity and another about change in broadening the perception of sounds from the environment (“opening the ears”) after taking the course.

The behavioral observations from the previous DHP workshops (Synek, 2008; Medek et al., 2014) have inspired the hypotheses of the present study, both the expected behavioral change and the neuroimaging correlates.



Behavioral Results

Behavioral results showed changes in esthetic/emotional perception, predominantly of New music and non-musical sounds, possibly induced by the DHP training. Increased music liking has been described after repeated exposure (McDermott, 2012), however, this cannot be the sole explanation of our results. First, sound samples were randomly selected for each sound class each time, so the subjects would not hear exactly the same selections in sessions 1 and 2, even though some repetitions may have occurred. Second, and more importantly, repetition effects would manifest in both groups, whereas most increases in the “like” scores happened in the active (DHP training) group. The only statistically increase in the control group (uncorrected) appeared for Classical music, which, interestingly, was far away from achieving significance in the Active group. However, this effect and the inter-group discrepancy may be due to a ceiling effect, since both groups’ likings were close to 100% (see Table 1). The DHP sounds may present a special case for the active group. The DHP course by definition exposed the participants to many different sounds from the same DHP sound class, even if not identical to those presented during the fMRI examination. Perhaps they were similar enough to increase the liking by repetition, a marked change, which was statistically most robust and significant, even after Bonferroni correction. The composing process itself is important as well, when the active group had an experience with producing/creating sounds and creating sound compositions related to DHP and New Music samples. The DHP group while composing uses pre-recorded environmental sounds, whether nature or industrial, as well. These, however, represent only a portion of the DHP “elements,” which would explain why the change in the active group was smaller and less robust (only significant without Bonferroni correction). One might also argue that environmental sounds would be very familiar to the adult participants and thus not likely to experience liking change by repetition during the DHP course. Here, we also consider that during the DHP course, they are used with motivation and purpose (not just passive listening), which may support the observed increase in liking. Finally, the New music samples have certain similarity to all three mentioned sound classes (DHP, Nature, Industrial), so again, taking the DHP course (composing, improvising, listening and performing activities) may influence New music perception in a similar way as actual repeated hearing New music samples. The increase in New music liking, like that for Nature and Industrial, is smaller and less robust than for the DHP samples, as would be expected.

As for the necessity of Bonferroni correction, we suggest that it depends on the perspective of the data. If we assumed that listening to each sound class was an independent process, generating a separate dependent liking variable, then we believe Bonferroni correction would not be required, as we were not performing repeated testing on the same data. If, however, we take liking as one common dependent variable and the 5 particular sound classes and 2 sessions as mere instances, then a correction would be necessary.



Imaging Results

Our hypothesis was that DHP training with composing music would change the brain activation as a functional correlate of enhancement of general creativity, i.e., widening of participants’ possibilities/flexibility to incorporate new sounds as elements of composition of music. Our imaging findings suggest that DHP training modified the response to diverse sound samples, differentially changing the engagement of functional networks known to be related to domain-general creative thinking, namely, decreasing DMN deactivation and decreasing activation of EN (see, e.g., Beaty et al., 2017).

In studies of neural correlates underlying the musical creativity, researchers have been investigating brain activity during novel music creation, as Bengtsson et al. (2007) mentioned “improvisation arguably satisfies the demands of a prototypical creative behavior.” For example, Limb and Braun (2008) suggested in their fMRI study that dissociated pattern of activity in medial and lateral prefrontal cortices is associated with the neural substrate of improvisation and spontaneous musical creativity. Furthermore, in a meta-analysis (Boccia et al., 2015) of the fMRI studies in three domains of creativity, i.e., musical, verbal and visuo-spatial, revealed that musical creativity is associated with activations in bilateral medial frontal gyrus, in the left cingulate gyrus, middle frontal gyrus (MFG), and IPL and in the right postcentral and fusiform gyri, while the general meta-analysis in all the three domains showed the activated clusters in the bilateral occipital, parietal, frontal, and temporal lobes.

However, the comparison of our results with the studies involving active creative process is not straightforward as we investigated effects of the creativity training during passive listening task with subsequent sample evaluation. Hence, in the following sections, we primarily discuss our results according to distinct functional systems that were modulated by the training intervention, followed by interpretation of the results in the context of the neural correlates of creativity.


Auditory and Motor Networks

Primarily, regions in the auditory network and motor networks were expected to be activated during our fMRI measurements, as functional neuroimaging studies document these two networks interacting during auditory perception as well as music production (Chen et al., 2007; Zatorre et al., 2007). There are many recent studies that investigated brain activation during music/sound/speech sample perception (Hanke et al., 2014; Hong and Santosa, 2016; Casey, 2017; for review in music perception, see Angulo-Perkins and Concha, 2014; Janata, 2015). The motor cortical areas are considered to play an important role in perception of temporal patterns during music listening, as a meta-analysis of the studies of perception rhythmic patterns suggested common activations of premotor areas (Janata and Grafton, 2003). Especially, activation in pre-SMA and SMA have been observed during beat perception (together with premotor cortex, basal ganglia and cerebellum) (Grahn and Brett, 2007), temporal perception (together with in ACC) (Pastor et al., 2006), and during distinguishing changes of rhythmical features (together with the premotor area) (Popescu et al., 2004). Activation in several areas in motor network can also be observed during music improvisation, possibly functioning as sequence processing centers: pre-SMA and dorsal premotor cortex (dPMC) (de Manzano and Ullén, 2012; Donnay et al., 2014); pre-SMA, dPMC as well as DLPFC, and the left posterior part of the STG (improvise > reproduce) (Bengtsson et al., 2009); and the dPMC, ventral PMC, together with areas in EN (IFG and ACC) in a different study (improvisation > playing patterns) (Berkowitz and Ansari, 2008).

In our model, activation changes in regions of the auditory network (i.e., decreased activation in right STG, PT, TP, right MTG, and enhanced deactivation in left MTG) and the motor network [i.e., deactivation in bilateral superior frontal gyrus [SFG] (pre-SMA and SMA), and decreased activation in the left cerebellum, right precentral gyrus [preCG] (dPMC)] are observed in the DHP trained group, whereas activation in these networks was increased in the control group. The strengthening with repetition in the control group can be regarded as a priming effect, engaging both the “listening” network and the “music-making” network, a learning effect which may be expected. On the other hand, the weakening of the response in the active group may come as a surprise, especially since the group has been engaged in 2-day group composition and performance, employing both the auditory and motor networks. Perhaps the weaker response in the “modality-specific” networks actually reflects a change of balance toward “modality-independent” networks engaged in music perception and creation, as a result of the DHP training. Previously, activation decrease with repetition was reported, so-called repetition suppression (e.g., Brown et al., 2013), however, the effect was observed in short-term within-session studies, not across sessions. Also, our study design did not involve exact repetition, as our sound samples were randomly selected and ordered. Our longitudinal design including a control group permits separation of general time and repetition effects from training-induced plasticity (Olszewska et al., 2021).



Default Mode and Executive Networks

Next, as a result of the post hoc analysis, we observed significant loss of task-related deactivation in PCC and precuneus in the second session in the active (DHP-trained) group. These areas are the main hubs of the DMN (Raichle et al., 2001), which was originally known to be deactivated during focused cognitive task performance and oppositely activated during the rest/mind-wondering. Whereas cognitive tasks requiring focused attention deactivate the DMN, DMN apparently becomes active during internally focused tasks, spontaneous cognition and/or broad awareness of the environment (Raichle et al., 2001; Buckner et al., 2008; Andrews-Hanna et al., 2010). For our data, it is tempting to consider the observed “loss of task-related deactivation” in the DMN as “broadening” of the attention during listening to the sound samples after training, in parallel to the above mentioned behavioral “widening” of the inner concept of (pleasant) music.

In previous studies in creativity, several researchers suggested relationship between creativity and DMN (Jung et al., 2010; Takeuchi et al., 2011, 2012; Wei et al., 2014; Bashwiner et al., 2016; Fink et al., 2018). For example, Takeuchi et al. (2011) observed that reduced task-related deactivation in the precuneus was associated with higher individual domain-general creativity, where the relationship between creativity and brain activity during working memory task was investigated. In these studies, creativity was assessed using divergent thinking (DT) tests (Guilford, 1967), which have been recognized as indicators of creative ability and often been used in neuroscientific studies of creativity due to their relationship to flexibility, fluency and originality, since psychologists have demonstrated these characteristics associated with highly creative people (Guilford, 1950; Drevdahl, 1956). The neurobiological correlates of improvement in those individual DT components (flexibility, fluency, originality) were evaluated in three neuroimaging studies of domain-general creativity training (Wei et al., 2014; Fink et al., 2015; Sun et al., 2016). Wei et al. (2014) especially observed positive correlation of originality with the strength of resting-state functional connectivity between medial prefrontal cortex (mPFC, a hub node of DMN) and MTG, whereas other two studies showed improvement of fluency and originality associated either with increased activation in the left IPL and decreased activation in the left MTG (Fink et al., 2015), or with increased activation in the bilateral DLPFC, dACC, right precuneus and left IPL (Sun et al., 2016). Since the DHP method of group composing using non-traditional instruments and environmental “non-musical” sounds is closer to DT training than domain-specific musical training such as musical improvisation, the functional changes observed in the DMN in this study may, similarly, reflect improvement in the originality and fluency components of domain-general creativity. However, such interpretation of the loss of deactivation in PCC and precuneus would be speculative since the previous changes in DMN were located elsewhere (mPFC and IPL). Furthermore, no direct assessment of DT components was performed in our study since the DHP had been originally developed independent of the concept of DT.

Structural MRI studies have also demonstrated association between creativity and gray matter change in the DMN. Jung et al. (2010) observed a positive correlation between high domain-general creativity and regional cortical volume and thickness of the right PCC, right angular gyrus (AG) and lower left lateral OFC, whereas a study by Bashwiner et al. (2016) showed that high musical creativity correlated with increased cortical surface area or volume not only in the regions associated with motor activity and sound processing, but also in three out of four nodes of the DMN (i.e., dorsomedial PFC, lateral temporal cortex, and TP).

In our study, greater deactivation in the right ACC, left OFC/IFG, AG and decreased activation in the right posterior MFG and supramarginal gyrus (SMG)/AG (IPL) was also observed in the second session in the active group. These areas constitute the EN (Seeley et al., 2007), which has been associated with working memory, problem solving, and decision making. Interestingly, a fMRI study revealed negative association with total hours of improvisation experience and activation in the EN during musical improvisation by professional musicians compared to rest (Pinho et al., 2014), while another study showed greater deactivation of EN during the generation phase of new poetry in experts compared to that in novices (Liu et al., 2015). With respect to the salience network, the observed training-related decreases in the right-sided ACC and bilateral insula (see Table 2) may, in fact, reflect decreased activation in the salience network.

Existing studies suggest a relationship between creativity and activity patterns engaging both DMN and EN in a specific manner. For example, Beaty et al. (2015) observed functional networks consisting of regions within the DMN (PCC, precuneus, and IPL) and EN (DLPFC) changing their coupling according to the current stage of the DT task performance in temporal (time-resolved) connectivity analysis. Similarly, during poetry composition, in which generation and revision phases were separated, Liu et al. (2015) observed that a hub region of DMN (mPFC) was activated during both phases, whereas activation in EN (DLPFC and IPS) was increased only during the revision phase. Also, in a study by Marron et al. (2018), the subjects with higher-creative potential (assessed by scores in the DT task) showed greater activation in the DMN as well as reduced activation in the EN during the task, compared to the lower-creative potential groups.

Even though the above studies investigated brain networks engaged in creative tasks, whereas our active group passively listened to sound samples, apparently, there was a common observation of greater DMN activation (or less DMN deactivation) together with decreased EN activation (or greater EN deactivation). We may therefore speculate that the DHP training modulates these brain networks in the same way as domain-general creativity training.

Taken together, our results from the imaging analysis may suggest that the participants of DHP were “differently hearing” sound samples in the second session. Potentially, this could mean that they were not only passively hearing but also actively perceiving sounds as materials/elements of music, as in a pre-stage (thinking phase) of composing music. In such case, DHP training could possibly widen/enhance the flexibility of subjects’ music perception toward non-musical sounds, in the similar way of the concept of divergent thinking. Of course, this conclusion would be much stronger if it were supported by specific behavioral data, as well as by sound-class specific training effects in the active group (i.e., group by time by sound class interaction), which was not found in the present data.



Limitations

Neither cognitive tests of creativity nor in-scanner task of creativity were performed. Thus, our study was mainly focused on the “wondering phase” but not “producing process.” The results of such testing, if compared with the task performed here focusing on the “wondering phase,” could provide further validation of our conclusions and shed more light on the “producing process.”

Choice of musical/non-musical sound samples did not systematically cover all music genres (e.g., There were no samples from Pop, Rock or electric music representative as more popular musical sounds among young people, instead, some sound compositions were quite similar between the samples of New music class and DHP).

Furthermore, since the control group only experienced normal student activities without any control/sham training and only the active group underwent an intervention, the possibility of “placebo” effect (e.g., due to subconscious expectations) in the active group could not be completely ruled out.

Finally, although we recognize greater potential for plasticity of the children’s brains, we opted for recruitment of university students due to methodological and ethical limitations of neuroimaging in under-age subjects. Still, previous data suggested that behavioral data of DHP training are similar in the young adults as in children.



Future Directions

Because of previous studies suggesting association between creativity and functional connectivity within/between brain networks such as DMN/EN, we plan to analyze functional connectivity changes induced by DHP training.

We also plan to further explore the brain responses of the active group to Natural sounds. Individual responses in the active group showed lower brain activation for the class of Natural sounds (stream, birds, and rain, etc.) compared to all other sound classes. If this variable phenomenon were to be confirmed as a statistically significant group effect, this type of sound could be used in educational, artistic and therapeutic activities.



CONCLUSION

We suggest that DHP seems effective to broaden sound and music preferences and perception, as reflected in both behavior and brain function. Neuroanatomical location and character of the training-induced changes suggest their possible relationship to domain-general creative processes.
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Musical minimalism utilizes the temporal manipulation of restricted collections of rhythmic, melodic, and/or harmonic materials. One example, Steve Reich's Piano Phase, offers listeners readily audible formal structure with unpredictable events at the local level. For example, pattern recurrences may generate strong expectations which are violated by small temporal and pitch deviations. A hyper-detailed listening strategy prompted by these minute deviations stands in contrast to the type of listening engagement typically cultivated around functional tonal Western music. Recent research has suggested that the inter-subject correlation (ISC) of electroencephalographic (EEG) responses to natural audio-visual stimuli objectively indexes a state of “engagement,” demonstrating the potential of this approach for analyzing music listening. But can ISCs capture engagement with minimalist music, which features less obvious expectation formation and has historically received a wide range of reactions? To approach this question, we collected EEG and continuous behavioral (CB) data while 30 adults listened to an excerpt from Steve Reich's Piano Phase, as well as three controlled manipulations and a popular-music remix of the work. Our analyses reveal that EEG and CB ISC are highest for the remix stimulus and lowest for our most repetitive manipulation, no statistical differences in overall EEG ISC between our most musically meaningful manipulations and Reich's original piece, and evidence that compositional features drove engagement in time-resolved ISC analyses. We also found that aesthetic evaluations corresponded well with overall EEG ISC. Finally we highlight co-occurrences between stimulus events and time-resolved EEG and CB ISC. We offer the CB paradigm as a useful analysis measure and note the value of minimalist compositions as a limit case for the neuroscientific study of music listening. Overall, our participants' neural, continuous behavioral, and question responses showed strong similarities that may help refine our understanding of the type of engagement indexed by ISC for musical stimuli.

Keywords: inter-subject correlation (ISC), engagement, continuous behavioral measure, minimalism (music), EEG, music cognition


1. INTRODUCTION

The genre of musical minimalism is (in)famously characterized by highly recurrent, starkly restricted pitch and rhythmic collections. From the early days of scholarship on minimalist, or “repetitive music” as it was often called, commentators described the music's timbral and rhythmic staticity and its limited pitch patterns (Mertens, 1983, p. 12). While many advocates reported what we might call blissing out to this “meditative music” (to use yet another early term for this repertoire), some composers went on record to state their intention that the music should be listened to carefully (Strongin, 1969; Henahan, 1970). For example, the composer Steve Reich wrote in 1968 that he wanted to write works with musical processes that any listener could perceive: works where the process unfolded very gradually in order to “facilitate closely detailed listening” (Reich, 2009, p. 34). Numerous professional musicians and critics have asserted that listeners do not engage in such detailed listening—in part, they argue, because the music is overly simple and has insufficient substance to be cognitively engaging (see summaries of such negative appraisals in Fink, 2005, p. 19; Dauer, 2020, p. 24). Some music scholars have argued that minimalism's simplicity contains complexities upon analysis (Epstein, 1986; Cohn, 1992; Quinn, 2006). Beyond professionally trained listeners, do listeners tend to find the music engaging? If yes, do specific compositional details and techniques drive patterns of engagement?

Reich's Piano Phase (1967) offers a case study of how engagement and detailed listening might unfold. The piece, written for two pianos or marimbas, alternates between two distinct and highly repetitive states resulting from a single process. During in-phase sections, the two performers play a short musical unit in rhythmic unison, though varying in pitch alignment (Figure 1). In between these in-phase sections, one performer gradually accelerates, resulting in unpredictable note onsets (i.e., phasing sections). Over time these phasing sections lead to a new pitch alignment in the subsequent in-phase section.1 The driving phasing process offers the listener an outline of how the piece unfolds at a macro-level while leaving many details unpredictable—for example, rhythms during the phasing sections and accent patterns during in-phase sections. For a listener interested in detailed minutia and slight variation, the work may fascinate; in other moods or with other listening priorities, the piece can bore, confuse, and even anger (Rockwell, 1973). With such a plethora of responses (Dauer, 2020), we aimed this initial study at better understanding engagement in general, operationalized for participants as “being compelled, drawn in, connected to what is happening, and interested in what will happen next” (Schubert et al., 2013).


[image: Figure 1]
FIGURE 1. The opening modules from Steve Reich's Piano Phase. Lines under the staff indicate sections: blue lines are in-phase sections and red lines are phasing sections.


Recent research using the high temporal resolution of electroencephalography (EEG) has suggested that the correlation of neural responses among participants (inter-subject correlation, or ISC) in response to natural audio-visual stimuli objectively indexes a state of “engagement.” Foundational ISC work using fMRI has highlighted across-participant synchronization of neural responses to natural stimuli such as film excerpts (Hasson et al., 2004) and spoken narratives (Simony et al., 2016), and has uncovered relationships between neural synchronization and stimulus characteristics such as emotional arousal (Hasson et al., 2004) and narrative coherence (Lerner et al., 2011). fMRI ISC has also been used to study music processing: Abrams et al. (2013) reported greater synchronization when hearing intact music compared to temporally or spectrally manipulated controls, while Farbood et al. (2015) related hierarchical structural coherence of music to hierarchical neural processing. ISC for EEG was introduced in a film-viewing study by Dmochowski et al. (2012), who found that neural correlation was higher in response to film excerpts containing intact (vs. temporally scrambled) narratives, and peaked during periods of high tension and suspense—leading the authors to frame EEG-ISC as a measure of engagement, which they defined as “emotionally laden attention.” Dmochowski et al. (2012) note that the brain state of engagement “lacks a rigorous definition” yet can be “readily describe[d] subjectively,” and that it implies not only a state of attention, but an attentive state that “entails emotional involvement.” The engagement interpretation of EEG ISC in the context of audiovisual processing was further investigated by Dmochowski et al. (2014), who found ISC of an experimental sample to reflect “engagement or interest of a large population” in television viewing. EEG ISC has subsequently been shown to index attentional state (Ki et al., 2016) and to predict memory retention (Cohen and Parra, 2016) and test scores (Cohen et al., 2018).

Ensuing studies have demonstrated how EEG ISC may be a powerful tool for analyzing music listening (Madsen et al., 2019; Kaneshiro et al., 2020, 2021). Madsen et al. (2019) drew on instrumental compositions (19 Western classical musical works in a variety of styles, and one Chinese folk song) to establish that ISCs decrease over repeated exposures to familiar music (though ISCs were sustained for participants with musical training). Kaneshiro et al. (2020) presented popular, Hindi-language songs from “Bollywood” films to participants and reported higher behavioral ratings and ISCs for their original versions when compared with phase-scrambled manipulations. Most recently, Kaneshiro et al. (2021) investigated participants' time-resolved ISCs in response to the first movement of Edward Elgar's Cello Concerto in E minor, Op. 85. In contrast to the stimuli used in these previous studies, and true to minimalism's stereotypical characteristics, Reich's Piano Phase features a high level of repetition, unchanging timbre, and narrow pitch content.2

Other researchers have used minimalist compositions as experimental stimuli, similarly taking advantage of the works' unusual musical properties. Musicologist Keith Potter and computer science colleagues used two early works by Philip Glass to compare information dynamics and musical structure (Potter et al., 2007). Psychologist Michael Schutz worked with percussionist Russell Hartenberger to examine desynchronization among performers of Reich's Drumming (Hartenberger, 2016),3 and Daniel Cameron and colleagues have studied experiences of groove and neural entrainment using Reich's Clapping Music (Cameron et al., 2017, 2019). Dauer et al. (2020) examined preattentive cortical responses to various types of formal repetition using synthesized melodies based on early minimalist compositional techniques. The current study takes minimalism as an edge case in the applicability of neural correlation, uniting the repertoire's extreme musical techniques (and unique reception history) with multivariate techniques for analyzing brain data. While we focus on phasing as one important type of musical repetition, we anticipate that some aspects of the results may meaningfully generalize to other repetitive repertoires such as music used to accompany trancing (Becker, 2004). Future work could interrogate such generalizations.

Our primary research question was to uncover whether participants shared engagement patterns (as measured by ISC) while listening to Piano Phase. In particular, we hypothesized that phasing sections (sections where one pianist is changing tempo) would be more collectively engaging (i.e., elicit more correlated responses) than in-phase sections, due to phasing sections' rhythmic variety, rhythmic unpredictability, and a wider variety of pitch interactions (see above and Figure 1 for musical details about Piano Phase). If listeners deployed the hyper-detailed listening strategy described above, phasing sections would offer rich content with which to engage. On the other hand, detailed listening during phasing sections could lead to divergent engagement between listeners as they lock on to different aspects of the music during these more eventful sections. Since ISC depends on time-locked similarities in neural data, these divergent but equally engaged listening experiences may result in lower correlations than in-phase sections. Using ISC as a way to index collective engagement, we explored whether phasing sections contribute to ISC by introducing a manipulation of Piano Phase without phasing sections (which we called Abrupt Change). We anticipated that ISC would be lower for this manipulation if phasing sections contributed to ISC in the original version. We also examined whether the gradual nature of the phasing process in Piano Phase might be critical for engagement. To this end, we included a manipulation of Piano Phase with frequent and random changes in the content (Segment Shuffle). By reshuffling 5-s segments of the original excerpt, we rendered unrecognizable the gradual phasing process and the alternations between in-phase and phasing sections. If the phasing process meaningfully contributes to engagement, we expected lower ISC values for the shuffled version as it lacked gradual phasing. To examine the possibility of listeners being bored or disengaged by the original work, we also introduced a third control stimulus with more extreme repetition that should be less engaging than the original work (Tremolo). Finally, we included a commercial remix of Reich's original work in a popular style (Remix), which we conjectured would reliably engage listeners and elicit EEG ISC comparably to previous experiments with popular music stimuli (Kaneshiro, 2016; Kaneshiro et al., 2020). Remix also provided a stylistic contrast with Piano Phase: we expected that the remix would engage listeners more than Piano Phase because the remix has more attention-catching musical events. In sum, if the core musical features of Piano Phase drive engagement, we hypothesized that the manipulated versions (Abrupt Change, Segment Shuffle, and Tremolo) would elicit lower ISC. We expected ISC in response to Remix to be comparable with values found in previous popular-music pieces (Kaneshiro et al., 2020).

In line with recent work, we computed ISCs over entire excerpts and in shorter, overlapping time windows, giving us a sense of overall engagement as well as moment-to-moment patterns shared between audience members (Dmochowski et al., 2012; Kaneshiro et al., 2021). To provide complementary measures of what ISC is reliably indexing, participants rated the stimuli and additionally completed a second experimental block where they continuously reported their level of engagement with the stimuli. This allowed us to compare relationships for both overall and time-resolved neural and behavioral measures. These continuous EEG and behavioral measures allowed us to examine our expectations at a more granular level: We expected significant ISC during phasing sections of the original version and at the onset of new phasing sections in Abrupt Change, scarce ISC for Segment Shuffle, less for Tremolo, and frequent ISC in response to the dramatic musical events in Remix.



2. METHODS


2.1. Stimuli

All five stimuli in the experiment are related to Steve Reich's Piano Phase, a much-anthologized example of American minimalism for two pianos or marimbas (Figure 1). In the experiment we used pianists Nurit Tilles and Edmund Neimann's 1987 recording on the album Reich “Early Works” released by Double Edge (Reich, 1987). The performers take an appropriate tempo (see footnote 1), use detached articulation, and create an overall energetic feel. We used the first 5 min and 5 s (5:05) of the track's 20:26 duration. We refer to this excerpt of Piano Phase used in the experiment as the Original condition (Figure 2A).4


[image: Figure 2]
FIGURE 2. The waveforms for each of the stimuli in the experiment. (A) Original, with phasing sections colored gray and the progression of events represented by the gradual change of color from white to blue. (B) Abrupt Change, white lines denoting sudden shift from one in-phase section to the next and background color showing approximate location of in-phase material in the Original condition. (C) Segment Shuffle, random re-ordering of 5-s units shown using original color in Original. (D) Remix [Winn's Piano Phase (D*Note's Phased & Konfused Mix)], gradual progression of events represented with color change from gray to yellow and key musical events beginning with white lines. (E) Tremolo, appearing as an unchanging block when zoomed out, but in the lower plot, zoomed in to show the reiterated pitch material.


Piano Phase offers contrasting sections (phasing and in-phase) with slightly varying musical content for comparison while holding many other musical parameters constant: timbre, dynamics (largely), instrumentation, pitch content, and absence of lyrics or vocal content. These features make it uncommonly amenable to the creation of the stimulus manipulations used in this study.

Using MATLAB software, we created three additional stimulus conditions of equal duration, each based on the content of the excerpt used in the Original condition. First, in the Abrupt Change condition, (Figure 2B) all phasing sections from the Original excerpt were replaced with exact repetitions of the preceding in-phase material. The stimulus thus presents repetitions of an in-phase motif through the section where the phasing would have occurred, and then shifts abruptly to the next in-phase section as closely as possible to its occurrence in the original recording. For example, the stimulus begins with the in-phase section where Pianist 1 and Pianist 2 align the first notes of the twelve-note pattern. This continues without phasing until suddenly the next in-phase section emerges, where Pianist 2 aligns the second note of the pattern with the first note of the pattern played by Pianist 1. Thus, the Abrupt Change condition is, in essence, form without function: where regular markers of formal sections (i.e., points of arrival at the alignments of in-phase sections) are situated without the functional transitions (i.e., the phasing sections).

As a contrast to the sudden changes embodied by the Abrupt Change condition, we created the Segment Shuffle condition (Figure 2C). Here we divided the Original audio into 5-s segments and randomly reordered them (i.e., “shuffled” them). In order to avoid abrupt disjunct shifts, the transitions between segments were smoothed by applying a linear crossfade. The 5-s segments included both phasing and in-phase material, meaning that upcoming content was unpredictable for listeners. In contrast with the Abrupt Change condition, Segment Shuffle featured function without form: constant, potentially surprising changes with no overarching formal scheme.

Finally, we synthesized a stimulus with neither form nor function, taking the repetition aspect of minimalist music to an extreme. Our Tremolo condition (Figure 2E) consisted solely of the aggregated pitch content of Piano Phase presented as a block chord, reiterated at Reich's opening tempo marking and lasting the duration of the Original excerpt.

For comparison with the more popular genres of audio materials used in previous ISC studies, we also included Matt Winn's Piano Phase (D*Note's Phased & Konfused Mix), an homage to Reich's piece released on the 1999 Reich Remixed album (Reich, 1999); we refer to this condition as Remix for short (Figure 2D). Winn's dance music group, D*Note, draws on sounds from electronica and jazz, and these influences show up in Remix alongside samples from Reich's piece.5 The entire track was used in the experiment and its duration (5:05) informed the length of the other stimuli. Listening to Remix, we identified moments (musical events) that we predicted would engage listeners (for a full list, see Supplementary Table S1). These events guided our interpretation of time-resolved EEG and continuous behavioral (CB) results.

All stimuli were presented to participants as mono .wav files; the second audio channel was embedded with intermittent square-wave pulses which were used as precise timing triggers (see § 2.3 and Kaneshiro et al., 2020).



2.2. Participants

We were interested in listeners' initial experiences of Reich's piece and sought participants who were unlikely to have heard the composition before. Participants had to be 18–35 years old, have normal hearing, be right-handed, have no cognitive or decisional impairments, be fluent in English, and have had no individual musical instrument or vocal training, nor musical education after high school (or equivalent).

The participant sample (N = 30; 19 female, 11 male) had a mean age of 23.8 years (ranging from 18 to 35 years). Twelve participants reported some formal musical training ranging from 2 to 16 years (average of 4.5 years) including activities such as elementary school band and orchestra and piano lessons in middle school. Only two participants reported ongoing musical activities (one was an amateur ukulele player and another noted participating in occasional jam sessions). All participants reported listening to music regularly, from 0.2 to 8 h a day (average of 2.4 h per day).



2.3. Experimental Paradigm and Data Acquisition

The Stanford University Institutional Review Board approved this research, and all participants gave written informed consent before completing the experiment. After discussing and signing the consent form, each participant completed questionnaires about demographic information and musical experience. Each participant then completed two blocks: one EEG (Block 1) and one behavioral (Block 2), both conducted in an acoustically and electrically shielded ETS-Lindgren booth (Figure 3). The participant completed a brief training session to acquaint them with the interface and task before the experimenter donned the EEG net. The participant was told to sit comfortably in front of the monitor and view a fixation image while EEG was recorded. Participants listened to each of the five stimuli once in random order with their eyes open. Participants did not perform any task during the presentation of the stimuli and were told to refrain from moving their body in response to the music: they were told not to tap their feet or hands, or bob their heads. After each stimulus in Block 1, the participant rated how pleasant, well ordered, musical, and interesting the preceding stimulus was on a scale of 1 (not at all) to 9 (very) via key press using a computer keyboard. Participants were permitted to move and take short breaks in between stimuli (during which time a “break” screen appeared). When ready, the participant initiated the next stimulus by pressing the space bar on the keyboard.


[image: Figure 3]
FIGURE 3. Analysis pipeline for experiment data. Participants heard each of the five stimuli twice, once in each block. During Block 1 we recorded EEG, and during Block 2 participants completed the continuous behavioral (CB) task. Participants answered questions about each stimulus after hearing it. For the EEG data we computed spatial components maximizing temporal correlation and projected electrode-by-time response matrices to component-by-time vectors. For vectorized EEG as well as CB vectors, we then computed inter-subject correlation (ISC) of the vectors on a per-stimulus basis, across time and in a time-resolved fashion. We additionally computed the time-resolved mean values between participants. We aggregated and analyzed ratings.


The EEG net was removed after Block 1, and the participant returned to the sound booth to complete Block 2. Here the participant heard the same five stimuli (in random order) and this time completed a continuous behavioral task while listening. Their task was to continuously report their level of engagement—which was defined as “being compelled, drawn in, connected to what is happening, and interested in what will happen next” (Schubert et al., 2013)—over the duration of each stimulus. We consider this definition to be aligned with the original definition in EEG-ISC research of “emotionally laden attention” (Dmochowski et al., 2012), while also providing participants a clearer, more elaborated way of understanding engagement in order to perform the task. This more detailed definition has also been used in previous studies involving continuous reporting of engagement in response to dance (Schubert et al., 2013) and music (Olsen et al., 2014). The definition of engagement was provided only in the second, behavioral block and not in the EEG block as participants in prior EEG-ISC studies of engagement were not informed that their neural responses would be related to this state (Dmochowski et al., 2012, 2014; Madsen et al., 2019; Kaneshiro et al., 2020, 2021).

To perform this task, the participant used a computer mouse to control a slider shown on the computer monitor. The screen displaying the slider contained the prompt “Rate your level of engagement as the excerpt plays,” and the endpoints of the slider were labeled “Not at all” and “Very engaged,” corresponding to continuous scale values of 0 and 100, respectively. The slider was positioned at the bottom of its range (0 value) at the start of each trial. After each stimulus, the participant rated how engaging they found the preceding stimulus to be overall, using the same 1–9 key press scale used in Block 1. The ordering of blocks was not randomized (i.e., the EEG block always preceded the CB block) because we wanted to ensure that during recording of EEG data in Block 1, participants would not be biased with the definition of engagement and the continuous reporting task that came in Block 2.

The experiment was programmed in MATLAB using the Psychophysics Toolbox (Brainard, 1997). Stimuli were played through two Genelec 1030A speakers located 120 cm from the participant. The stimuli were scaled to a common loudness level based on perceptual assessments from three researchers, all of whom were trained musicians. Stimulus onsets were precisely timed by sending square-wave pulses to the EEG amplifier from a second audio channel (not heard by the participant). We used the Electrical Geodesics, Inc., (EGI) GES 300 platform (Tucker, 1993), a Net Amps 300 amplifier, and 128-channel electrode nets to acquire EEG data with a 1 kHz sampling rate and Cz vertex reference. Before beginning the EEG block, we verified that electrode impedances were below 60 kΩ (Ferree et al., 2001). In the CB block, data were acquired at a sampling rate of 20 Hz.



2.4. Data Preprocessing

Continuous EEG recordings were preprocessed offline in MATLAB after export using Net Station software. The data preprocessing procedure used here is described in detail in Kaneshiro et al. (2021), which itself was adapted from the preprocessing procedure of Kaneshiro et al. (2020). Briefly, data were preprocessed on a per-recording basis: Each recording was highpass (above 0.3 Hz), notch (between 59 and 61 Hz) and lowpass (below 50 Hz) zero-phase filtered before being downsampled from 1 kHz to 125 Hz. Epochs for each stimulus were 5 min (5:00; 37501 time samples) in length; we used a slightly shorter analysis epoch than the length of the stimuli (excluding the last 5 s) because the Remix stimulus included 5 s of silence at the end. Stimulus onsets were precisely timed from the audio pulses. Ocular and EKG artifacts were removed using ICA (Jung et al., 1998): Components whose activity reflected ocular activity (identified according to the procedure described in Kaneshiro et al., 2020) or EKG artifacts (identified via visual inspection of projected activity in the first 30 components) were zeroed out before projecting data back to electrode space. Finally, data were converted to average reference, and data from bad electrodes or noisy transients were replaced with a spatial average of data from neighboring electrodes. After preprocessing, each trial of data was a 2D electrode-by-time matrix (125 × 37, 501). The matrices contained data from 125 electrodes as we excluded the four sensors over the face (electrodes 125–128) and reconstituted the reference sensor during preprocessing (Kaneshiro, 2016; Losorelli et al., 2017; Kaneshiro et al., 2020, 2021). During preprocessing, participant S08's response to the Tremolo stimulus was flagged as containing excessive noise artifacts; therefore we excluded this trial from further analysis, but retained other trials from this participant.

After preprocessing, we aggregated trials into 3D electrode-by-time-by-participant data matrices for each stimulus. As a result, responses to Original, Abrupt Change, Segment Shuffle, and Remix stimuli were stored in 125 × 37, 501 × 30 matrices, while responses to Tremolo were stored in a 125 × 37, 501 × 29 matrix.

CB data were similarly segmented into 5-min (5:00) epochs and aggregated into a single time-by-participant-by-stimulus matrix. As the data remained at the acquisition sampling rate of 20 Hz for analysis, the matrix was of size 6, 000 × 30 × 5. Behavioral ratings from the EEG and CB blocks were aggregated into a single .csv file for statistical analyses.



2.5. Data Analysis

Figure 3 summarizes our analysis pipeline for the EEG and CB data. EEG was recorded from participants in Block 1, and participants provided CB reports of engagement in Block 2. Participants also rated the stimuli in both blocks. We computed ISC of both the EEG and CB measures, and also computed mean CB across participants. Finally, we analyzed the ratings to determine whether they differed significantly according to stimulus.


2.5.1. Spatial Filtering of EEG Data

Previous EEG ISC studies have prepended a spatial filtering operation before computing correlations in order to maximize signal-to-noise ratio of the data while also reducing the dimensionality of each EEG trial from a space-by-time matrix to time vectors from one or a few components (Dmochowski et al., 2012). Therefore, we filtered the EEG data using Reliable Components Analysis (RCA) prior to computing ISC (Dmochowski et al., 2012, 2015). RCA maximizes across-trials covariance of EEG responses to a shared stimulus relative to within-trials covariance, and therefore maximizes correlated activity across trials (i.e., ISC). It is similar to PCA, but maximizes correlation across trials as opposed to variance explained in a single response matrix. Like PCA, RCA involves an eigenvalue decomposition of the data, returning multiple spatial filters as eigenvectors and corresponding coefficients as eigenvalues (Dmochowski et al., 2012). The components are returned in descending order of reliability explained; in other words, the first component RC1 is that in which ISC of component-space data is maximized, followed by RC2, RC3, etc. We use the RC1 of Tremolo in what follows but note two important limitations: no RCs for Tremolo are statistically significant, and the topography of RC1 is qualitatively different from the first RCs for the other four stimuli (Figure 5A and Supplementary Figure S1).

We used a publicly available MATLAB implementation (Dmochowski et al., 2015), computing RCA separately for each stimulus. Following Kaneshiro et al. (2020), we computed the top five reliable components (RCs). We observed a sharp drop in RC coefficients after the first, most-correlated component (RC1); given that past research has reported negligible ISC in subsequent RCs in this scenario (Kaneshiro et al., 2021), we proceeded with ISC analyses using RC1 data only, as was done by Kaneshiro et al. (2020). In presenting the forward-model projections of component weights as scalp topographies (Parra et al., 2005), each weight vector was first multiplied by ±1 such that frontal electrodes were associated with positive weightings; this was for visualization only, and polarity of the projected data does not impact computed correlations.



2.5.2. Inter-subject Correlation Analyses

In computing the EEG ISC of RC1 response vectors, we first computed ISC across the entire duration of each stimulus (Kaneshiro et al., 2020, 2021). Following this, we computed ISC in a time-resolved fashion. Following past research (Dmochowski et al., 2012; Poulsen et al., 2017; Kaneshiro et al., 2021), we used a 5-s window with a 1-s shift between windows. These parameters provide an adequate number of data points (625 EEG samples, 100 CB samples) to produce sufficient signal to noise to measure correlation, while this window length in conjunction with the 1-s hop size leads to an 80% overlap between windows, which smooths the resulting time series and facilitates interpretation. These window length and window shift parameters produced a total of 296 time-resolved ISC points across each stimulus with a temporal resolution of 1 s. ISC for each participant was computed in a one-against-all fashion (the correlation of each participant's RC1 response vector with every other participant's response vector for a given stimulus). We report the mean ISC across participants and additionally visualize single-participant correlations for all-time ISC and standard error of the mean for time-resolved ISC.

For the CB responses, we computed mean CB at each time sample, as well as CB ISC both across entire excerpts and in the short time windows described above. CB responses were already in vector form for each participant, so we did not perform any operation akin to EEG spatial filtering before computing means and ISC. At times, individual participants did not move the slider in a given 5-s window, which produced missing values when computing correlations. To address this issue, for the CB ISC analyses only we added a small amount of noise, uniformly distributed over the interval ±0.001, independently to each CB response vector prior to computing ISC. As with the EEG data, we report means and single-participant values for analyses across entire stimuli, and means with standard error of the mean for time-resolved measures.



2.5.3. Statistical Analyses

Significance of each EEG result was computed using permutation testing. As described in detail in previous studies (Kaneshiro et al., 2020, 2021), we conducted each EEG analysis 1,000 times; in each iteration, the phase spectrum of each EEG trial input to RCA had been randomized (Prichard and Theiler, 1994). The distribution of 1,000 outcomes for each analysis then served as the null distribution for assessing significance of the observed result. We performed a similar procedure to create null distributions for CB ISC, independently phase scrambling each CB response vector prior to computing ISC—also over 1,000 iterations. We compare each observed ISC result to the corresponding null distribution in order to compute p-values, and as effect size d we report the number of standard deviations between the observed result and the expected result under the null distribution (Nakagawa and Cuthill, 2007).

Behavioral ratings, EEG ISC computed over entire stimuli, and CB ISC computed over entire stimuli were each analyzed using R (Ihaka and Gentleman, 1996; R Core Team, 2019) and the lme4 package (Bates et al., 2012). We performed a linear mixed-effects analysis of the relationship between response values and stimulus conditions, with fixed effect of condition (Original, Abrupt Change, Segment Shuffle, Remix, and Tremolo) and random effect of participant in each model. We then tested each model against a null model without the fixed effect of condition using the anova function in lme4. This produced a chi-squared statistic and associated p-value (Winter, 2013). As in Kaneshiro et al. (2020), ordinal behavioral ratings were treated as approximately continuous (Norman, 2010). Following this we conducted two-tailed pairwise t-tests to assess differences between pairs of stimulus conditions. Effect size (Cohen's D) was also calculated and reported.

Results for analyses involving multiple comparisons were corrected using False Discovery Rate (FDR, Benjamini and Yekutieli, 2001). For discrete results, we corrected for multiple comparisons on a per-stimulus basis (EEG ISC and CB ISC data: 10 paired comparisons over five stimulus conditions; behavioral ratings: 10 paired comparisons per stimulus; RC coefficients: five unpaired comparisons per stimulus). We performed no temporal cluster correction on the time-resolved ISC: as noted by Kaneshiro et al. (2021), temporal dependence was accounted for in the phase-scrambling procedure underlying the permutation testing, which preserves autocorrelation characteristics of the original response data (Prichard and Theiler, 1994; Lancaster et al., 2018).





3. RESULTS

In order to examine engagement with an example of musical minimalism, we used inter-subject correlation (ISC) to analyze EEG and continuous behavioral (CB) responses from 30 adult participants who heard an intact excerpt of Steve Reich's Piano Phase, three manipulated control stimuli, and a professional remix of Reich's piece. We analyzed EEG and CB ISC in two ways: an aggregate ISC value for each stimulus (overall EEG ISC, overall CB ISC) and time-resolved ISCs for both EEG and CB data. Each participant also gave ordinal ratings of each stimulus (behavioral ratings).


3.1. Remix Stimulus Garnered Highest Behavioral Ratings

After hearing each stimulus in Block 1, participants used a 1–9 scale to rate how pleasant, musical, well ordered, and interesting they found each excerpt. Later, in Block 2, they used the same scale to report their overall level of engagement with each stimulus. Ratings for all five questions were found to differ significantly by condition (Figure 4): pleasant [[image: image], p < 0.001], musical [[image: image], p < 0.001], well ordered [[image: image], p < 0.001], interesting [[image: image], p < 0.001], and engaging [[image: image], p < 0.001].


[image: Figure 4]
FIGURE 4. Behavioral ratings for all questions in the experiment (responses were ordinal and are slightly jittered for visualization only). Ratings for “pleasant,” “musical,” “well ordered,” and “interesting” come from Block 1 and ratings for “engaging” come from Block 2. For pleasant, musical, interesting, and engaging, responses for Remix were significantly higher than for the other conditions. For these same questions, responses were also significantly lower for Tremolo compared to all other conditions. For ratings of well ordered, we saw a similar pattern except that Abrupt Change was significantly higher than Segment Shuffle. Asterisks denote significance of p < 0.05. Please refer to the online version of the paper for the full-color figure.


Follow-up pairwise t-tests comparing responses between conditions showed a similar pattern for four of the five questions (see Supplementary Tables S2–S6 for all p-values and d-values). For pleasant, musical, interesting, and engaging ratings, responses to Remix were significantly higher than to the other four conditions (pFDR < 0.01, 10 comparisons) and responses to Tremolo were significantly lower than the other four conditions (pFDR < 0.01). However, these ratings did not differ significantly between Original, Abrupt Change, and Segment Shuffle conditions (pFDR > 0.05).

Ratings for how “well ordered” the stimuli were followed a slightly different pattern. While Remix was rated significantly higher than all other conditions (see Supplementary Table S4), Tremolo was rated significantly lower than all other conditions except Segment Shuffle (pFDR = 0.719, d = 0.065). In addition, Segment Shuffle was rated significantly lower than Abrupt Change (pFDR = 0.036, d = 0.543).



3.2. Overall EEG ISC Is Highest for Remix, Lowest for Tremolo

In computing the EEG ISCs, we first spatially filtered the responses for each stimulus in order to reduce their dimensionality from 125 electrodes to a single, maximally correlated spatial component (RC1) for each stimulus. These components are shown in Figure 5A. For all but the Tremolo, RC1 was maximally weighted over the fronto-central region. While our spatial filtering technique returned multiple components, we focus only on the first component because it is the only component with statistically significant coefficients for the majority of stimuli: Figure 5B demonstrates that RC1 was the only significant component for most stimuli (permutation testing; Original, Abrupt Change, Segment Shuffle, Remix pFDR < 0.001; Tremolo pFDR = 0.379; see Supplementary Table S7 for all p-values). Remix also had a significant RC4 and Tremolo had no significant RCs. The topographies and coefficient significance for RC1 are in line with those computed in previous music EEG ISC studies (Kaneshiro et al., 2020, 2021); given that subsequent RCs did not correspond to significant ISC in a closely related study with similar distributions of coefficients (Kaneshiro et al., 2021), here we compute ISC only for RC1.


[image: Figure 5]
FIGURE 5. EEG components, coefficients, and aggregate ISC. (A) Spatial filter weights are visualized on a scalp model using forward-model projections. Maximally reliable components (RC1) exhibit consistent auditory topographies for all stimulus conditions except Tremolo. (B) Spatial filter eigenvalues serve as component coefficients. Significant coefficients are marked with red asterisks and significance thresholds; gray areas denote the 95th percentile of the null distribution. RC1 is statistically significant for all conditions except Tremolo. (C) ISC was computed over the entire duration of each stimulus. Remix elicited significantly higher ISC than all the other conditions, and Tremolo elicited significantly lower ISC than all other conditions. Individual participants' EEG ISC values are denoted with dots. Gray areas denote the 95th percentile of the null distribution. Asterisks denote significance of p < 0.05.


When computed over the entire duration of a stimulus, EEG ISC was statistically significant in response to Original (permutation test, p < 0.001, d = 2.4), Abrupt Change (p < 0.001, d = 3.1), Segment Shuffle (p < 0.001, d = 2.7), and Remix (p < 0.001, d = 5.1), but not Tremolo (p = 0.41, d = 0.7). ISC also differed significantly by condition [[image: image], p < 0.001]; follow-up pairwise comparisons indicated that Original, Abrupt Change, Segment Shuffle, and Tremolo all significantly differed from Remix (pFDR < 0.001), and Original, Abrupt Change, Segment Shuffle, and Remix all differed from Tremolo (pFDR < 0.001). Figure 5C shows the direction of these significant differences: Remix garnered higher overall EEG ISC values than the other conditions, while Tremolo received the lowest overall values. Despite their structural differences, ISC among Original, Abrupt Change, and Segment Shuffle did not differ significantly from one another when computed over entire excerpts (see Supplementary Table S8 for a full list of p-values and d-values).



3.3. Overall CB ISC Aligns Broadly With EEG ISC

To analyze the CB ISC values (Figure 6), we followed the same procedures used for comparing EEG ISC computed over entire stimuli. Statistically significant CB ISC was observed in responses to Original (permutation test, p < 0.001, d = 6.5), Abrupt Change (p < 0.001, d = 6.6), Segment Shuffle (p < 0.001, d = 12.7), and Remix (p < 0.001, d = 34.7) stimuli, but not Tremolo (p = 0.22, d = 0.6). CB ISC significantly differed by condition [[image: image], p < 0.001]. Pairwise comparisons revealed that Remix had higher ISC than all other conditions, Tremolo had lower ISC than all other conditions, and Segment Shuffle had higher ISC than all conditions except Remix. All condition comparisons were significant except for Original vs. Abrupt Change (pFDR = 0.87, d = 0.06; all other comparisons, pFDR < 0.05, see Supplementary Table S9 for a full list). Cross-correlations between time-resolved EEG ISC and CB ISC showed a similar pattern (maximum normalized r-values with a maximum lag of 10 s were: Original: 0.29, Abrupt Change: 0.29, Segment Shuffle: 0.37, Remix: 0.70, and Tremolo: 0.18).


[image: Figure 6]
FIGURE 6. ISC of continuous behavioral (CB) reports of engagement for each condition with individual participant data and standard error of the mean plotted. Shaded gray regions denote the 95th percentile of the null distribution. Remix elicited significantly higher ISC than all the other conditions and Tremolo elicited significantly lower ISC than all the other conditions. Segment Shuffle also differs significantly from all other conditions. Asterisks denote significance of p < 0.05.




3.4. Time-Resolved Measures Coincide With Musical Events

In addition to calculating the overall ISC for EEG and CB data, we were also interested in observing changes in ISC over the course of the stimuli (see Supplementary Figure S2 for individual, time-resolved CB responses underlying CB ISC). After computing ISC over short, shifting time windows, we visualized the ISC trajectory over time. Permutation testing provided a time-varying statistical significance threshold, allowing us to see when participants, as a group, had significantly correlated responses. Below we give a qualitative assessment of these results (Figure 7). Note that although EEG and CB ISC data had different sampling rates, we used identical time window lengths (5 s) and shifts (1 s) to facilitate comparison. We plot time-resolved ISC at the center of each temporal window. This means significant ISC implicates activity from ±2.5 s around each time point. Because all participants experienced the EEG block first and the CB block second, differences between the two could be due to repeated exposure (Madsen et al., 2019). In addition, although there is precedent in fMRI ISC research to remove the initial seconds of participants' responses to avoid including an onset response (Wilson et al., 2008), we decided to include the responses for the entire stimulus duration because even these early responses varied by stimulus condition.


[image: Figure 7]
FIGURE 7. Time-resolved EEG ISC, CB ISC, and CB means for each condition. The top of each shaded gray region represents the 95th percentile of the corresponding null distribution. (A) Original: Dotted lines mark the start of phasing sections, solid lines mark the start of in-phase sections. (B) Abrupt Change: Solid lines mark the start of each new in-phase section. (C) Segment Shuffle: Light gray lines mark the start of each new segment. (D) Remix: Dashed lines mark musical events expected to be significant to listeners. (E) Tremolo.


Responses to the Original stimulus show small but significant ISC peaks in the EEG data (permutation test p < 0.05, uncorrected, see Methods; time-varying effect sizes are given in Supplementary Figures S3, S4), with statistically significant ISC in 16.9% of the time windows (Table 1). The largest ISC peaks appear around the approximate start times of phasing sections, or shortly thereafter. Each of the phasing section onsets (marked in Figure 7A with dotted lines) is accompanied by a significant peak with the exception of the third phasing section (which may have a perceptually smoother transition than the other phasing sections). While phasing elicits ISC peaks relatively consistently, in-phase sections fail to correspond to any significant ISC peaks. Both EEG and CB ISC also contain a significant peak at the start of the excerpt. In the time-resolved CB ISC data, only a handful of small peaks occur above the significance threshold after the initial drop; they seem unrelated to phasing and in-phase musical events (peaks one and four fall in-phase sections, peaks two, three, and five fall in phasing sections), and only 4.7% of the ISC values are significant (Table 1). In contrast with phasing sections eliciting consistent peaks in the EEG ISC data, the CB mean data shows an increase in mean engagement rating after the start of each in-phase section. There also appears to be a slight decrease across the length of the stimulus.


Table 1. For each stimulus: the percentage of statistically significant EEG and CB time-resolved ISC windows, description of statistically significant EEG and CB peaks and CB mean changes, and qualitative assessment of alignment between time-resolved EEG and CB ISC and time-resolved EEG ISC and CB mean.

[image: Table 1]

EEG ISC data for the Abrupt Change condition shows significant peaks within seconds of the in-phase shifts (shifts number two, three, five and six as marked in solid lines in Figure 7B; (18.6% of ISC values are significant; see Table 1).6 In contrast with the Original condition, in the Abrupt Change condition, where in-phase sections begin suddenly, they seem to elicit ISC peaks in the EEG data. The other small significance peaks in the EEG data come between in-phase changes, perhaps as participants anticipate stimulus alterations during the long stretches of unchanging material (perhaps something like the hazard function between warning and imperative stimuli (Tecce, 1972; Nobre et al., 2007). After an initial descent, the CB ISC data shows significant peaks around the first two and final two in-phase changes (percentage of significant time-resolved CB ISCs = 7.0%; see Table 1). The other two significant peaks appear between in-phase changes, perhaps related to the effect noted above. As in the Original condition, time-resolved CB mean data shows slight increases in engagement ratings after all six abrupt changes and an overall decline in engagement.

The perennially unpredictable changes in Segment Shuffle were met with frequent, small bursts of significant ISC correlations in the EEG data (Figure 7C; 15.9% significant ISC values; see Table 1). Comparing EEG and CB ISC time courses reveals unreliable alignment: After the initial drop in CB data, eight significant peak bursts unfold; about half of them align with EEG peaks (see peaks around time 1:30 and 3:05) while the other half do not (see peaks around time 0:15 and 2:30). CB means show small bumps in engagement ratings in the midst of a long-term downward trend (percentage of significant time-resolved CB ISCs = 10.3%; see Table 1).

Time-resolved ISCs for the Remix condition give ample opportunity to correlate peaks with musical events, with statistically significant EEG ISC in 45.6% time windows and significant CB ISC in 25.9% of time windows (Table 1). We selected the coded events in Figure 7D based on moments in the work that we deemed most musically salient (see Supplementary Table S1 for the timings and descriptions of all 19 events). Note that not all of these events aligned with ISC peaks, but here we discuss some that did. After a sample from Piano Phase is presented for the first few seconds of Remix, a dramatic drum machine attack builds into simultaneous entrances for a synth countermelody and marimba riff (0:06). This build up and entrance align with the first and largest peak in the EEG data. The second peak in the EEG data comes at what might be the most dramatic moment in the piece, a beat drop anticipated with a drum machine lick (0:44). Note the potentially related peak in the CB ISC data following this event. But ISC peaks are not always elicited in both EEG and CB data. For example, the neighboring musical moments around minute 2:00 arise from a sudden dropping out of the percussion for a few seconds (2:01), leaving only a low, meandering synth line and a Piano Phase sample until the percussion reenters (2:04). This double event seems associated with an EEG ISC peak but no significant CB activity. A similar compositional technique plays out before minute 3:00. Two coded lines before that time (2:36), all instruments drop out except for the Piano Phase sample. It goes on, unchanging, until lush pitched percussion (a marimba) and additional synth lines enter at 2:50 (the line just before minute 3:00 in Figure 7D). The ISC peaks in both the EEG and CB data anticipate the reentry of additional instrumental lines, possibly in line with the previously mentioned hazard function: an anticipation that something must be coming given the static situation.

We did not expect any significant EEG ISC peaks for Tremolo, with its static, stark content. We see only occasional, small peaks above significance in the EEG ISC, an initial pair of significant points in the CB ISC, and a low and relatively unchanging CB mean (Figure 7E; percentage of significant time-resolved EEG ISCs = 7.4%; percentage of significant time-resolved CB ISCs = 1.0%; see Table 1). We also note that in contrast to the other stimulus conditions, the time-resolved EEG ISC for this condition does not include a significant peak at the beginning of the excerpt. However, similar to the control condition in Kaneshiro et al. (2020), this RC1 differs in topography from the other conditions (Figure 5A) and is not statistically significant (Figure 5B), making for uneven comparison between the Tremolo EEG ISC time course and the EEG responses to the other stimuli.

Comparing the present percentages of significant time-resolved ISCs for EEG data in RC1 with those reported by Kaneshiro et al. (2021) shows that our highest EEG ISC (for Remix) eclipses their finding of 37% (in response to Elgar's cello concerto); our Original, Abrupt Change, and Segment Shuffle stimuli elicit higher percentages of significant ISC than their control condition (an envelope-scaled but otherwise temporally unstructured manipulation, 8%); and our Tremolo condition approximates the percentage found for their control condition. Even the present Remix stimulus elicits a lower percentage of significant ISC windows, however, than RC1 ISC reported by Dmochowski et al. (2012) during film viewing, where over 50% of time windows contained significant ISC.




4. DISCUSSION

We used inter-subject correlation (ISC) as a measure of engagement with Steve Reich's Piano Phase and manipulated and remixed versions of the work. We expected the phasing process at the heart of Piano Phase to drive electroencephalographic (EEG) and continuous behavioral (CB) ISC. At the overall-level, we found no statistically significant differences between the EEG ISC for the original work and our phasing-related manipulations (Abrupt Change and Segment Shuffle). At the time-resolved level, however, we noted the impact of phasing and in-phase sections in the confluence of the start of phasing sections in the Original with significant EEG ISC and CB mean activity, in-phase sections in Abrupt Change with significant CB ISC and EEG ISC, and Segment Shuffle shifts with significant EEG ISC and CB mean activity. At the overall level, we found that Original, Abrupt Change, and Segment Shuffle had significantly higher EEG ISC levels than Tremolo (the extremely repetitive manipulation). The remixed version, more related to popular music, resulted in the highest ISC. Overall CB ISC results were similar, but Segment Shuffle had significantly higher ISC than Original, Abrupt Change, and Tremolo, and significantly lower than Remix. From this overall stance, EEG and CB ISC values for Original, Abrupt Change, and Segment Shuffle generally align with participants' behavioral ratings (with the single exception of ratings for “well ordered”). In general, we found alignment between behavioral and neural measures of engagement.7

In addition to the overall alignment, we also noticed differences between EEG ISC and CB measures at the time-resolved level (We note that because EEG data collection always preceded CB data collection, it is possible that order effects play a role: perhaps participants focus more on lower-level features in the initial hearing when compared with subsequent hearings). Phasing sections in the Original, with their many and unpredictable onsets, elicited neural ISC but failed to generate significant CB ISC. Participants had higher CB mean ratings at the start of in-phase sections, perhaps returning attention to the stimulus when it emerged from complex phasing sections back toward unison clarity (in-phase sections)—a phenomenon not seen in the time-resolved EEG ISC data. We also noted the mix of alignment and independence between neural and behavioral measures in Abrupt Change, Segment Shuffle, and Remix, again with some significant EEG ISC unaccompanied by behavioral ISC. One way to understand the differences between EEG and CB measures is to connect them with the previous ISC finding that frequently and unexpectedly changing stimuli seem capable of driving correlated neural responses, perhaps pointing to a relationship between ISC and something like the orienting response (voluntary and automatic neural and behavioral responses to novel information, Sokolov, 1990; Sokolov et al., 2002). Dmochowski and colleagues reported relationships between EEG ISC and population ratings of Super Bowl commercials and found that an audio-visual stimulus with “repeated and jarring scene cuts” associated with “relatively strong neural reliability” drove ISC measures above population ratings (this stimulus was ultimately excluded in order to maintain stronger predictive performance of population ratings; Dmochowski et al., 2014, Supplementary Note 3). Ki et al. (2016) found that narratives in a foreign language elicited higher ISC than a narrative in the participants' native language. Using two films as stimuli, Poulsen et al. (2017) reported a significant correlation between ISC and average luminance difference, suggesting that ISC for their primary component of interest “may indeed be driven by low-level visual evoked responses” (p. 5). Finally, Kaneshiro et al. (2020) noted that a stimulus manipulation in which measures of music were randomly re-ordered (and thus musically less meaningful but more surprising) resulted in higher EEG ISC than intact music. If EEG ISC is heavily influenced by such contrastive changes in acoustic features, perhaps some of them “break through” to the behavioral level and others do not. While this could explain the differences in time-resolved EEG ISC and CB ISC findings, we argue that it does not point to a break between ISC and engagement. Rather, the strong overall similarities between our EEG, CB, and question response data suggests that such contrastive changes may heavily contribute to participants' feeling of engagement and narrow the type of engagement that ISC indexes. Future studies could also work to remove the possible influence of order effects by alternating or randomizing the sequence of blocks in which EEG and CB data are collected (but without biasing participants about the nature of the experiment in the instructions for the CB block when it comes first).

A previous study reported decreased ISC (i.e., lower correlations of brain data between participants) when familiar music stimuli are repeated (Madsen et al., 2019). The authors argued that because EEG ISC tracks rapid responses to stimuli, it likely indexes more stimulus-driven responses, as opposed to cognitive elaborations that likely occur at longer temporal durations. One explanation of our findings is that highly repetitive music (such as minimalism and Reich's phasing process) will elicit lower engagement, and thus, lower ISC values. Our Tremolo condition offers an extreme test and seeming confirmation of this hypothesis. More varied stimuli still featuring high levels of repetition—i.e., Original, Abrupt Change, and Segment Shuffle—yielded higher EEG and CB ISC than Tremolo. Remix's frequently changing musical parameters resulted in rather high ISC. One could argue that the more repetitive the stimulus was, the less interesting it may have been, and thus, less engaging.

Yet, as some have pointed out (Madsen et al., 2019; Kaneshiro et al., 2021), ISC measures shared engagement. Put another way, ISC can only pick up on forms of engagement that unfold similarly between multiple participants. Other types of engagement, be they idiosyncratic, or only shared by a few participants, would not show up. The strongest empirical evidence for such a view of our current data comes from individual CB responses (Supplementary Figure S2). In said data, at least two participants (the highest two lines of raw data) show patterns of high and dynamic engagement in the Tremolo condition, a condition where we predicted and found very low EEG and CB ISC. Further supporting the notion of idiosyncratic engagement patterns is the fact that these two participants did not have unusually high EEG ISC responses,8 nor is their behavior explainable via musical background: one had a musical background and one did not. Previous theoretical and empirical work bolsters the idea of multiple styles of engagement. The transportation and cognitive elaboration framework for engagement (Green and Brock, 2000) posits two strands of engagement: transportation, where audience members are locked into the content of the art object, tracking details; and cognitive elaboration, where an observer or listener is prompted by the stimulus to reflect on the artwork, drawing connections with other experiences and other knowledge. David Huron's (2002) listening styles offer even more potential types or modes of engagement, ranging from mentally singing along to mentally reminiscing about musically associated memories. ISC would be unlikely to pick up on these listening styles equally, and it would be odd if a single measure could.

Some cognitive science of music scholars have argued that repetition could augment individualized, internally focused experiences by gradually demanding less processing power and attention over time. Such a process may open up reflective space for listeners (Margulis, 2012, 2014).9 (This is in contrast with the type of engagement that might occur during dramatic moments like the beat drop in the first minute of Remix.) In Piano Phase, such a trajectory could be cyclical, with listeners drifting off into individual experience and tugged back into the details of the ongoing external stimulus events by changes in the music. If enough participants were drawn back to the stimulus details at the same time, neural responses could become sufficiently correlated to produce an ISC peak (perhaps something like the peak around minute 3:00 in the Original EEG ISC time-resolved data). In this line of thought, musicologists and music theorists have noted the long trajectories of expectation formation in minimalist music such as Reich's. Cadences in tonal music (i.e., the ends of phrases) often drive and ultimately resolve such expectations (what key are we in? where are we in the phrase? what harmonic and melodic activity is likely to come next?). Cadences and their accompanying harmonic trajectories are also present in minimalism but often in a stretched out form (Fink, 1996). Some listeners may lose interest along the way, while others may be drawn into granular detail and vary in what layer of granularity they are caught up in. Perhaps most move from state to state: For examples of the former situation, two participants in the present study noted that the Tremolo stimulus was difficult to listen to—“intense” in the words of one. Another participant stated that to them the stimuli were “all the same but with different layers.”

One potential route forward for this line of research would be to use the current results to hypothesize quantifiable musical features that may be driving time-resolved EEG and CB ISC peaks (Alluri et al., 2012). This could lead to a fruitful exploration of how far specific compositional techniques such as phasing generalize into other repetition-based techniques like Philip Glass's additive and subtractive modular technique (York, 1981) or electronic dance music (Solberg and Dibben, 2019). It also reveals new layers of detail for scholars who work on the repertoire—a testing ground for theories of how the music can function for individuals. On that front, this study suggests important follow up research. For instance, alpha activity is thought to reflect meditative states (Lee et al., 2018). Therefore, alternative approaches to analyzing the EEG data—e.g., by assessing alpha power, or correlation thereof—may prove more appropriate measures for indexing listener states while listening to minimalist music. We might hypothesize that when participants are diversely engaged with a stimulus, a similar psychological state may be shared—but one that is better indexed by other means than EEG ISC. As alpha activity has been shown to index multiple states in varying locations (Nunez et al., 2001; Başar, 2012; Lee et al., 2018), future research could also include interviews with music listeners to provide complementary insights into inter-individual differences in music listening. Such mixed-methods work could reveal patterns for calm vs. bored listeners or time periods of boredom, interest, and relaxation. While we limited ourselves to exploring a general type of engagement, future research could work to distinguish between types of engagement and even diverse forms on non-engagement (distinguishing boredom from confusion, for example).

Our hypothesis that the core compositional feature of Reich's Piano Phase would differentially drive engagement (measured using inter-subject correlation, ISC) between an excerpt of that work and conditions that manipulated the phasing process was consistent with time-resolved EEG and behavioral ISC data which showed that the timing of key musical moments often corresponded with these measures of engagement. Overall, our participants' neural, continuous behavioral, and question responses show that a popular-music style Remix of Reich's Piano Phase was more engaging than the original work and two conditions that manipulated its core compositional technique. In turn, these three stimuli were more engaging than an intensely repetitive condition that featured no compositional changes. Although research continues to unravel the specifics of what EEG ISC measures when participants are presented with musical stimuli, we found that participants EEG ISC, CB ISC, and question responses broadly align: evidence that some type of engagement is tracked by EEG ISC. We propose that the nature of the engagement indexed by EEG ISC with musical stimuli seems to be a mixture of attention, acoustic features, and the level of contrastive change in those acoustic features.
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FOOTNOTES

1The piece begins with one pianist (Pianist 1) playing a twelve-note pattern consisting entirely of 16th notes and containing five unique pitches in the treble register. The pattern can be divided into two groups of six 16th notes, and Reich gave a metronome marking of 72 beats per minute to the dotted quarter note (one group of six 16th notes). The score consists of numbered modules that are repeated an indeterminate number of times: Reich noted approximate ranges for the number of repetitions above each module. After the pattern is established in the first module, the second pianist (Pianist 2) fades in, playing the identical pattern in unison with Pianist 1. After repeating the pattern in unison for some time, Pianist 2 accelerates very slightly while Pianist 1 holds the opening tempo, causing the sound from the two pianos to “wobble” out of sync to varying degrees as the pattern is repeated at different tempos (we call these portions phasing sections). Various and unpredictable rhythm and pitch events emerge and disappear in these phasing sections. Eventually Pianist 2's acceleration process culminates in another unison module where each pianist's 16th notes are once again realigned (which we label in-phase sections). Although the pianists' rhythms are realigned, the pitch content of the pattern will have shifted: In this example, Pianist 2 aligns the second pitch of the opening pattern with the first pitch of the pattern (played by Pianist 1). Piano Phase proceeds by alternating between phasing and in-phase sections, where each successive in-phase section presents the next shifted alignment of the opening, twelve-note pattern (note three aligns with the first note of the pattern, a phasing section occurs, then note four aligns with the first note of the pattern, etc.).

2We note that Madsen et al. (2019) did include Philip Glass's String Quartet No. 5 (1991): a more popular or “post-minimalist” work by comparison.

3https://maplelab.net/reich/

4A meter shift and accompanying pattern change occur later in the piece, but after the excerpt used in the experiment.

5https://www.mattwinn.co.uk/about

6Smaller peaks are easiest to see in the online version of the paper.

7See Supplementary Figure S5 for the correlations between mean CB and engagement rating values.

8We note the caveat that the RC1 for Tremolo was not statistically significant and did not appear to be auditory in nature.

9Margulis's account could be framed as a type of cognitive elaboration, where listeners are able to chunk or process ever longer swaths of the highly repetitive stimulus: “...the horizon of involvement widens with additional exposures, so that the music doesn't seem to be coming at the listener in small bits, but rather laying out broader spans for consideration” (Margulis, 2014, p. 9). In the original Reich piece, this process could happen within each in-phase unit: the musical material is short enough that even within a few repetitions, some listeners may “zoom out.” If a listener is engaged in detailed listening, phasing sections offer little exact repetition, but, if engaged in a temporally broader manner, the pattern of in-phase to phasing could similarly encourage gradual zooming out as the listener groks the structure of the composition.
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In the late 1940s and early 1950s, there emerged a radically new kind of music based on recorded environmental sounds instead of sounds of traditional Western musical instruments. Centered in Paris around the composer, music theorist, engineer, and writer Pierre Schaeffer, this became known as musique concrète because of its use of concrete recorded sound fragments, manifesting a departure from the abstract concepts and representations of Western music notation. Furthermore, the term sound object was used to denote our perceptual images of such fragments. Sound objects and their features became the focus of an extensive research effort on the perception and cognition of music in general, remarkably anticipating topics of more recent music psychology research. This sound object theory makes extensive use of metaphors, often related to motion shapes, something that can provide holistic representations of perceptually salient, but temporally distributed, features in different kinds of music.
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INTRODUCTION

In parallel with the emergence of the musique concrète, Pierre Schaeffer and coworkers also dedicated much attention to the perceptual issues of this new kind of music, in particular to the so-called sound objects and their various features. Although based on recorded fragments of sound, typically in the 0.5-5 s duration range, sound objects are actually perceptual images of these sound fragments, i.e., images in our minds of sound fragments we listen to. These perceptual images are largely influenced by our individual attitudes and schemas, including our attentional focus during listening. Yet there was also an attempt to find some common features among individual experiences of sound objects by the use of metaphor labels. These labels, largely related to motion shapes such as impulsive, iterative, sustained, rough, smooth, etc., grew out of practical composition work in the musique concrète and ensuing discussions at the Groupe de recherches musicales in Paris.

This focus on sound objects and their perceptually salient features was, and still is, a remarkable development in music theory. It is top-down in the sense of taking the subjective (or what we could call experiential) features as point of departure for systematic exploration, all the time guided by the seemingly naïve method of numerous listening to any sound fragment and trying to depict what we are hearing. In being founded on perceived sound, and not on Western notation or other abstract paradigms, this theory emerged ahead of its time, and may from our present day vantage point be regarded as just as much a project of music psychology as of music theory.

The aim of the present paper is first of all to highlight the extraordinary role of the sound object focus in music theory, not only relevant for the musique concrète, but relevant well beyond that to many different musical genres and styles, because sound objects are inherently holistic and thus capable of conceptualizing temporally distributed features of music such as the various dynamic, textural, timbral, and expressive envelopes that has not be possible within the more traditional Western music theory frameworks. A follow-up aim here is to demonstrate how the metaphors of Schaeffer and co-workers may be related to the acoustic substrate of sound objects, now that we have readily available methods and technologies to explore such relationships. The empirical material in this paper is then the collection of metaphor labels and their corresponding sound examples in Schaeffer’s theory, as manifest in the text and sound work Solfège de l’objet sonore (Schaeffer et al., 1998, here called Solfège), specifically the labels of the typology (the overall dynamic and pitch-related shapes of sound objects), and of the morphology (the various detail contents of sound objects).

The challenge in this paper is to explore how to bridge the gaps between the subjective labels and the acoustic features of the sound objects in research, in particular as these labels are applied across different sounds e.g., across that of a drumroll, a deep bassoon tone, and of a processed sound, all with prominent so-called iterative feature (cf. Solfège CD3, tracks 25, 26, and 27, see Figure 1 below). The central question is then: is it possible to document the acoustic features of sound objects that constitute the basis for the subjective labels in the Solfège? In other words: can we correlate the subjective feature labels of the sound objects with their acoustic features, as was indeed the long-term project of musical research proposed by Schaeffer?


[image: image]

FIGURE 1. Spectrograms (top part) and MIRtoolbox plotting (bottom part) of amplitude peaks (indicated with small red circles) in the sounds of a drumroll, a deep bassoon tone, and an electronic sound, from Solfège CD3, respectively, tracks 25, 26, and 27. These series of amplitude peaks, variably in the region between 15 Hz and 20 Hz, are all perceived as so-called iterative textures of the three sound objects in spite of their different origins, illustrating the principle of generic typological features across sounds with different origins. The MIRtoolbox plotting picking out the peaks from the continuous sound signal are based on a derivative function for peak finding in the MIRtoolbox, hence will be quite accurate in locating the peak points in the signal.


The scheme of this paper is to first present the reasoning for the sound object focus, and then to illustrate the correlation of metaphors and acoustics by going backward from the subjective feature labels to the acoustic features of some sound examples in the Solfège, and using available sound analysis tools (such as Praat and the MIRtoolbox), evaluate how these subjective feature labels actually relate to acoustic features. The hoped for outcome is to point out some correlations between subjective labels and their acoustical substrates in the Solfège, and contribute to future research bridging the gaps between subjective labels and acoustic features in music perception studies (be that behavioral or neurocognitive), as well as in practical sound design work.

To better understand this sound object focus, the next two sections will present some background material on the sources and context of the Musique Concrète. This will be followed by a presentation of the main challenges of the Musique Concrète, its object focus, listening ontologies, and object features, before sections on acoustic correlates, typology, morphology, and multidimensional modeling. Lastly, there will be a discussion of the gains and possible future developments of the sound object theory, in particular in view of readily available technology for analysis and creation.


Sources of the Musique Concrète

Besides being a composer and an engineer, Schaeffer was also a writer with numerous publications (including novels and plays), and he wrote an extensive account of the development, experiments, and thoughts, leading up to the musique concrète in his 1952 book, A la recherche d’une musique concrète Schaeffer, 1952, available in English translation as (Schaeffer, 2012). Part diary, part protocol, and with extensive discussions of the perceptual issues involved, this book is a testimony to Schaeffer’s fascination with the aesthetics of concrete sounds. This book also includes accounts of the composing of early concrete works such as Etude aux chemins de fer, using sounds of locomotive engines and horns put together in a kind of score (Schaeffer, 2012, pp. 26-27).

As for the label “musique concrète,” Schaffer wrote: “When in 1948 I suggested the term musique concrète, I intended, by this adjective, to express a reversal of the way musical work is done. Instead of notating musical ideas using the symbols of music theory, and leaving it to known instruments to realize them, the aim was to gather concrete sound, wherever it came from, and to abstract the musical values it potentially contained.” (Schaeffer, 2017, p. 7). And: “I have coined the term Musique Concrete for this commitment to compose with materials taken from “given” experimental sound in order to emphasize our dependence, no longer on preconceived sound abstractions, but on sound fragments that exist in reality and that are considered as discrete and complete sound objects, even if and above all when they do not fit in with the elementary definitions of music theory.” (Schaeffer, 2012, p. 12).

The terms concrete and abstract are recurrent in Schaeffer’s writings, and they denote not only the crucial difference between recorded sound and Western music notation symbols, but also the difference between more open-ended concepts of musical sound and the relatively strict categorical schemes of Western notation, i.e., of pitch and duration. In the words of Schaeffer: “The adjective “abstract” is applied to ordinary music because it is initially conceived in the mind, then notated theoretically, and finally executed in an instrumental performance. As for “concrete” music, it is made up of preexisting elements, taken from any sound material, noise, or musical sound, then composed experimentally by direct montage, the result of a series of approximations, which finally gives form to the will to compose contained in rough drafts, without the help of an ordinary musical notation, which becomes impossible.” (ibid, p. 25). It is also interesting that the conceptual apparatus and associated terminology for the sound object focus, was largely developed already in 1952, as can be seen in the section called “Twenty five initial words for a vocabulary,” developed in collaboration with Abraham Moles (Schaeffer, 2012, pp. 194-221).



Context of the Musique Concrète

The concrete-abstract antinomies should also be seen on the background of Western musical modernism in the post-1945 area. Several aesthetic directions existed side by side, but there were some prominent directions that we see allusions to in the writings of Schaeffer. There is the so-called Darmstadt School of integral serialism fronted by Boulez, Stockhausen, and Nono (among others), and in spite of its proclamations of radical aesthetic ideas, it was also practicing a conventional Western musical framework of tempered tuning and discrete notation. In the opinions of its critics (including Schaeffer), there was also a lack of focus on the perceptual outcomes of this music. But in a kind of middle position, we may find Xenakis with his schemes of formal and statistical distributions of musical sound, hence partially focused on the emergent sound object shapes and textures (Xenakis, 1992).

In parallel, there was a development of acoustics research, and Schaeffer was evidently quite well versed in this field, both by training as an engineer and by being familiar with mainstream publications in musical acoustics (Helmholtz, Stumpf, as well as Moles, with whom Schaeffer worked). What emerges from Schaeffer’s discussion of acoustics topics is a recognition of the acoustic basis for musical sound combined with reservations about the limitations of acoustic theory in view of experienced sound features. Schaeffer basically claimed there was a non-linear relationship between acoustics and perception, manifest in what he called anamorphosis, sometimes rendered in English as “warping,” implying a need for an empirical feature-by-feature mapping between signal and percept. This reservation in Schaeffer’s writings toward relevant insights from acoustics, is something that Michel Chion ascribes to a kind of “scientific” idea in the 1950s and 1960s of the sound itself without taking into consideration the complexities and non-linearities of perception and the listeners intentionality (Chion, 1983, p. 30).

Between the polarities on the one hand, of inherited western notation concepts, and on the other hand, the more physicalist acoustical research, Schaeffer sought to establish a domain of research into perception of musical sound where the sound was considered concrete in the sense of not limited by the abstractions of Western music notation symbols. The core of this research was on sound objects, and as is the main focus of this paper, Schaeffer saw sound objects as an autonomous domain of research based on our subjective experiences, however with a long-term ambition to correlate these sound objects with acoustic features.

The principal source for Schaeffer’s sound object research in this paper is his monumental Traité des objets musicaux (Schaeffer, 1966), now fortunately available in English (Schaeffer, 2017). A very useful introduction and overview of this work is in Michel Chion’s Guide des objects sonores (Chion, 1983), also available in English (Chion, 2009). The mentioned pedagogical work, Solfège de l’object sonore (originally published in 1967, but a renewed version containing 3 CDs and a text booklet was made available in Schaeffer et al., 1998), containing sound examples and Schaeffer’s narration, gives an excellent presentation of the main ideas of Schaeffer’s research and will be much referred to here. Schaeffer’s Traité (Schaeffer, 2017) may seem dauting in its extension and richness of ideas, and in comparison, the Solfège is a simplified yet highly reliable presentation of the main elements of Schaeffer’s theories.



CHALLENGES OF THE MUSIQUE CONCRÈTE

Reading Schaeffer’s accounts of the musique concrète developments in 1948-1952, we sense a profound fascination with the features of concrete sounds as well as various ideas of how to use these sounds in musical compositions. This included the idea of a kind of “noise piano” akin to Cage’s prepared piano (Schaeffer, 2012, pp. 7-8), yet there was also a need to make some more general kind of structure to all this sound material:

Faced with so many disparate objects, totally without grouping, without their conventions or their natural patrimony, a classification, even approximate, is essential, a sort of “grid” completely replacing instrumental tablature or the natural repertoire of noises. For how can we study an infinity of sounds that are not identified in any way? We will therefore use “sound identification criteria.” They will give us the means to isolate sound objects from each other, since we refuse to do this through the usual sound or musical structures. In addition, they will lead us to a practical classification of sound objects, an obvious prerequisite for any further musical regrouping. (Schaeffer, 2017, p. 289).

In (Schaeffer, 2017) there are numerous passages about how to make sense of this disparate material, and with excursions into linguistics, gestalt theory, and phenomenology (to name the most important domains), yet at the same time also recognizing that there was a rather pragmatic beginning to the pervasive focus on sound objects, namely the experience of the so-called closed groove (sillon fermé in the French original).

The experience of closed groove stems from the use of disks with looped sounds in the musique concrète during the years before tape recorders became available. In composition work, this meant mixing sounds from several different phonographs to make the wished for sound texture, but it had the side effect of making people listen to innumerable repetitions of sound fragments. This in turn diverted the listeners’ attention to various features of any sound fragment, first of all to the subjectively perceived overall dynamic shape, or envelope, of the sound fragment, and then, also to the more internal timbral-textural features of the fragment. In the words of Schaeffer:

First, using the closed groove in the early stages of our work with the gramophone (without the closed groove our method would doubtless have never come into being), we made ourselves extract “something” out of the most disparate sound continuum. Thus this surrealist violation, so far removed from the earnestness of our colleagues in electronic music, obliged us to cut up sound and face up to what was most ill-assorted, most resistant to organization. (Schaeffer, 2017, p. 310).

Another and related experience was the so-called cut bell (cloche coupée in the French original), denoting the experience of a looped bell sound containing only the resonant part of the sound, i.e., that the attack transient of the mallet stroke had been removed, resulting in a sound that more resembled a sustained flute sound than a bell sound.

The experiences of “closed groove” and “cut bell,” seemingly serendipitous in origin, became decisive for the development of research on sound objects for two main reasons:


(1) It forced the listeners’ attention to the overall shape features of the sound fragment, i.e., to highly salient sound object timescale features that tend to be swallowed up in a longer context of continuous musical sound, e.g., as in that of the timescale of Western musical works, or on the other hand, ignored by the more abstract focus on notated tones.

(2) It forced listeners to accept that sound features may be based on elements spread out in time, and that perception may work on a more holistic basis of taking some segment of musical sound into account as a whole, e.g., that the strike phase, and not only the quasi-stationary phase of the bell sound, is crucial for the perception of is characteristic sound.




Object Focus

There are other possible approaches to object-formation in auditory perception, and in the literature, we may encounter terms such as chunking, grouping, parsing, often based on qualitative discontinuities such as alternations between sound and silence, shifts in register, changes in spectral features, etc. Yet qualitative discontinuities alone may often be insufficient because of competing cues, missing information, or ambiguities requiring cues in accompanying modalities (See Godøy, 2008 for a summary). In the case of Schaeffer, the approach is first of all based on a top-down subjective perception of the overall shapes of the sound fragment, proceeding downward to more detail shapes, in a process where the closed groove gave the sound object a kind of solid appearance:

The closed groove did, indeed, give an object in the sense of a thing, hidden away, as it were, by destroying another object. We have just observed that this involves not so much an objective discovery as putting the participant in a different situation. What does he see now that he had not seen by similarly, breaking up an elementary object, such as the sound of a bell, for example? Breaking it up informs him about the object, which he has—momentarily— destroyed only to hear it better. But if we bring the two experiments together, the closed groove and the cut bell, artificial, strange, anti-musical objects, and if we open our ears, we begin to hear whatever it is, sound or musical, differently, thanks to reduced listening, an experience that these two exercises in disruption taught us. (Schaeffer, 2017 p. 311).

The experience of the closed groove and cut bell would then serve to shift our attention as listeners to the overall shape as well as to the more internal features of the sound, away from the usual everyday significations, e.g., away from perceiving the squeaking of a door as a cue that someone is coming, toward the dynamic and spectral features of the squeak. This shift of focus in listening is what Schaeffer called reduced listening, with reference to intentionally disregarding everyday significations of sounds in favor of their more intrinsic sound features. But notably so, Schaeffer stated that this shift to focusing on the sound object timescale also was a strategic choice:

We could say, in the most everyday language, that we could tackle the investigation of the musical from both ends—material and works—and that we have exclusively chosen material. But to put forward such a clear separation would be to forget the essential connectedness that articulates structures from the simple to the composite and that does not necessarily start with the simple: we enter into such relationships at any level, so we gain access as much to the higher as to the lower levels. In other words we perpetually keep in our minds and ears the part played in every work by objects (sound building blocks) that we can isolate and compare with each other independently of the context from which they come. (Schaeffer, 2017, p. 17).

Upon reflection, we may realize that the object focus is not altogether foreign to other music theory. For instance, in music theory texts we encounter the explanation of various clichés, e.g., in the treatment of dissonance (suspension, cambiata, etc.) and ornaments (mordent, trill, etc.) as well as instrumental idioms, as objects, and in this line of thinking, Schaeffer actually lists Messiaen’s birdsongs as objects (Schaeffer, 2012, p. 171). The advantage of having the twin experiences of closed groove and cut bell is then to demonstrate that sound object perception is holistic, and that what occurs sequentially may be perceived holistically.



Listening Ontologies

Another crucial feature of the concrete music was the use of loudspeakers. With reference to the myth of Pythagoras that he was hiding behind a screen when teaching so that his students should not be distracted by seeing him, Schaeffer adopted the term acousmatic to denote the listening situation of concrete music as based on loudspeakers. Having no visual sound-producing source present except for loudspeakers, this meant that all sensations had to come by way of listening. With concrete sound objects in most cases having multiple significations and features, e.g., in terms of everyday significations as well as spectral, dynamic, textural, etc., features, the listening experience will seldom, if ever, be unambiguous, and will depend on the intentional focus of the listener at any time. For this reason, Schaeffer emphasized that listening would produce varying results, yet also suggested that we to a certain extent may control our attentional focus in listening:

Every object perceived through sound is only so because of our listening intention. Nothing can prevent a listener from destabilizing this, going unconsciously from one system to another or else from reduced listening to one that is not. We should perhaps even congratulate ourselves on this. It is through such swirling intentions that links are established, information exchanged. (Schaeffer, 2017, p. 272).

The general point is that sound sensations can have multiple meanings, i.e., be what we could call ontologically composite. And on the way to a comprehensive theory of sound object perception, it could be useful to make an analysis of listening in view of focusing on the musical potential of concrete sounds. To this end, Schaeffer suggested that there are four components in listening (here with the French terms in parentheses for clarity): listening (écouter), perceiving (ouïr), hearing (entendre), and comprehend (comprendre), and that although they in most situations interact, we should distinguish them because they concern different aspects of what we perceive. To summarize the relationship between these four components, Michel Chion made this example sentence: “I perceived (ouïr) what you said despite myself, although I did not listen (écouter) at the door, but I didn’t comprehend (comprendre) what I heard (entendre).” (Chion, 2009, p. 20).

Furthermore, Schaeffer suggested that listening may proceed by sketches, i.e., that sound object images may develop in our minds by repeated listening experiences: “…the process of qualified listening, the diversity of which arises from this fundamental law of perception, which is to proceed “by a series of sketches,” without ever exhausting the object…” (Schaeffer, 2017, p. 77). With reference to Husserl’s ideas on the constitution of objects in our minds by way of multiple but different sensations of the same object (Husserl, 1982), and where the cumulative perceptual image is called the transcendence of the object, Schaeffer comments:

And then I notice that it is in my experience that this transcendence is formed: in other words, the style of perception itself, the fact that it never uses up its object, proceeds by rough sketches and always refers to other experiences that may contradict the previous ones and make them appear illusory, is not the sign of an accidental and regrettable imperfection that prevents me from knowing the external world “as it is.” This style is, in fact, the mode in which the world is given to me as distinct from me. It is a particular style that allows me to distinguish the perceived object from the products of my mind or imagination that have other structures of consciousness. So every domain of objects has its type of “intentionality.” Each of their properties refers back to the activities of the consciousness that are “constitutive” of it: and the perceived object is no longer the cause of my perception. It is its “correlate.” (Schaeffer, 2017, p. 210).

The point of the correlate is crucial for understanding the relationship between the sound object as a perceptual entity and the acoustic contents of any sound fragment. Exploring this correlation was seen by Schaeffer as the long-term aim of research, whereas his more here-and-now project consisted in mapping out the subjective features of sound objects, notably so that there would be some kind of constancy in the object images in spite of the incessant variations in our images. Under the heading of Objectivity of the object, in the Solfège CD2, tracks 88 to 95, we can hear a series of examples combining constancy and variation, and also illustrating some of the major sound object feature categories.



Object Features

In (Schaeffer, 2012, 2017) Schaeffer recounts how he arrived at considering the sound object timescale as the most important in musical experience through some experimental work using (by our present standards) rather simple technologies. The mentioned closed groove and cut bell were the beginning, and this was followed by some other discoveries regarding the role of the attack transients and spectral non-linearities, summarized in the concept of anamorphosis, i.e., of warping.

The cut bell experience was considered a temporal anamorphosis in the sense of the instrument identity being dependent on sequentially occurring elements. There were also experiences of non-linearities in other domains, such as in the spectral composition of sounds across the range of any single instrument. For instance, a deep piano tone when shifted up a couple of octaves (by increasing the playback speed) sounds more like a harpsichord than a piano, hence, our perception of the unitary “piano-like” sound across the full range of the piano must be due to a more complicated set of factors than a linear shifting of the acoustic signal. This and similar experiences led Schaeffer to suggest that perceptual sound features should be seen as an independent domain, however, related to the acoustic substrates by the mentioned relationship of correlation. This correlation serves to show that the point of departure should be the subjective experience of a sound object and its perceptual features, in other words, that we should proceed in a top-down manner starting with seemingly simple questions as to what we are hearing. Notably so, this top-down feature differentiation may become quite complex, consisting of several main features, sub-features of these main features, and sometimes also sub-sub-features, as can be seen in the Summary diagram of the theory of musical objects (Schaeffer, 2017, pp. 464-467).

In view of the possible use of sound objects in musical compositions, Schaeffer introduced the idea of the suitable object. The suitable object fulfills some very general criteria, criteria that are flexible and context-dependent, yet interesting here in view of perceptual features. In brief, these criteria may be summarized as:


• The sound object should not be too long, nor too short.

• The sound object should not be too diverse, nor not to uniform.



The most interesting here is probably that or duration, which we can correlate with theories of attention spans found in various phenomenological and/or cognitive science contexts (e.g., in Michon, 1978; Husserl, 1991; Pöppel, 1997) and in recent research on motor control (see Godøy, 2018 for a summary).

As for non-suitable objects, they are either too short or too long, and/or they are either too varied or too unchanging, what Schaeffer denotes as redundant. One such sound object is the so-called large note, denoting a sound object that in spite of having clear gestalt coherence and closure, is just too long to be a suitable object in future musical compositions (examples of large note in the Solfège are up to 30 s). Another is the ostinato object that is redundant in its manifold repetitions, and at the other extreme, there are objects that are too short and/or too dense to be called suitable. CD3, tracks 43 to 65 offers examples of these various non-suitable objects.

It may be interesting to compare these durations with some other projects, e.g., that of (Gjerdingen and Perrott, 2008) suggesting that the overall timbral features may be perceived in fragments as short as 250 ms, whereas recognition of various rhythmic and melodic features of course would require longer durations. At the longer end of the timescale, we find object durations typically in the 3 – 15 s duration range, such as the UST (Unités Sémiotiques Temporelles) project, partially inspired by Schaeffer’s research, but more focused on semiotic and affective features of sound objects (Delalande et al., 1996).



Acoustic Correlates of Sound Objects

That Schaeffer characterized the relationship between sound objects and acoustics as that of correlation and not of identity does not mean that there is no basis for sound objects in musical acoustics, but rather that he thought it necessary to make an analysis of factors involved in the perception of sound objects, and then explore the relationship between subjective perceptual sensations and acoustic features. This analysis may include features of what we presently refer to as psychoacoustics (as e.g., in Fastl and Zwicker, 2007), but Schaeffer’s theory is broader in scope in that it also includes composition-oriented features, as well as features at the timescale of entire sound objects.

For Schaeffer, the point of departure for this correlation research was the initial subjective sensations of the sound object as a whole, as manifest in the closed groove experience, and then proceed to differentiate its various features. The approach is thus top-down, starting with an overall subjective image of any sound object, and progressing downward into the signal-based acoustic substrates.

The first consideration of acoustic correlates is then that of timescales, i.e., that acoustic features of sound objects are found at concurrent timescales ranging from the slow of the shape of the entire sound object, i.e., typically in the 0.5-5 s duration range, with overall dynamical, timbral, or pitch-related envelopes, down to the fast oscillations in the range of perceived pitch and/or spectral features, i.e., in the 20-20000 Hz range. A crucial point with the experiences of closed groove and cut bell was the need to take the entire sound object into consideration, in that all events within the entire sound object, e.g., the strike tone followed by the sustain tone and the ensuing overall dynamical, spectral, pitch-related, etc., envelopes of the entire sound object, contribute to its perceptual image. This requires that the entire sound object be kept in echoic memory (Snyder, 2000), so that sequentially unfolding elements may be present in our minds “all-at-once.”

The second consideration of acoustic correlates is that sound objects may be situated in a multidimensional model consisting of main features, sub-features, sub-sub-features, as well as various values for these different feature dimensions, i.e., scales between minimum and maximum values, e.g., the feature of tremolo (amplitude modulation) may occur at a range between a maximum and a minimum speed. And with the possibility of intentional focus in listening, we may also zoom in and out of features at different timescales, i.e., from the overall shape of the sound object to its most minute transients, something that Schaeffer denoted as the “two infinities” of sound objects (Schaeffer, 2017, p. 220). A timescale analysis is then crucial for understanding the differentiation of acoustic features in Schaeffer’s theory, as reflected in these three main categories:


• The typology timescale, with various sub-categories, can encompass features in the duration range from that of the entire sound object down to patterns within a sound object, typically concerning overall dynamic and spectral shapes of sound objects, providing a coarse sorting of sound objects.

• The morphology timescale, with various sub-categories, typically including more internal features of the sound objects such as its pitch, timbre, spectral shapes, as well as various rapid internal fluctuations and transients.

• The combination of all main features in the multidimensional model, rendered in English as “Summary diagram of the theory of musical objects” (Schaeffer, 2017, and pp. 464-467), which presents an overview of the various typological and morphological main dimensions and sub-dimensions, as well as relative values for these dimensions, e.g., the sound object of a rapid harp glissando combining an overall dynamic and pitch-related shape with detail shapes of individual tone onsets and timbres.



The idea of such multidimensional modeling of musical sound has later been developed in the works of e.g., John Gray, David Wessel, and others, and with implementations in software such as e.g., in the Timbre Toolbox (Peeters et al., 2011) as well as in some projects within so-called music information retrieval, e.g., the MIRtoolbox (Lartillot and Toiviainen, 2007). Besides being remarkably ahead of his time, Schaeffer’s multidimensional model is also striking in its generality, making it applicable to any kind of music (e.g., musique concrète, various avantgarde or various non-Western music). Another advantage is the strong top-down direction of detecting and qualifying perceptually salient features, rather than a more “blind” and/or purely signal-based, bottom-up search for significant features.

Guided by subjective perceptual categories, this multidimensional model can relate to most (or all) traditional musical acoustic elements such as pitch, stationary spectra, various time domain and frequency domain envelopes, but with the additional advantage of naming salient features that are based on more composite acoustic features such as that of gait and grain in the morphology (see section “Morphology” below). This is in particular useful for capturing components of timbre and musical textures that rely on transients and fluctuations, hence are not limited to stationary spectra.

This multidimensional scheme can distinguish different values for salient components, e.g., the rate and amplitude of fluctuations within a sound objects. Changes in rates and amplitude may then help us distinguish different categorical thresholds for salient features, e.g., that of the rate and amplitude of a frequency modulation: if the rate is slow (say no more than 8 Hz) we may perceive a vibrato, but if it is significantly faster (say above 20 Hz) it will become a timbral feature. Similar value thresholds may be found in most (or all) other features and can also be explored by an analysis-by-synthesis approach (Risset, 1991), similar to what we may hear on CD2, track 89 and onward. Categorical threshold explorations may also be found at the object shape timescale, such as on CD3, track 60-63, with an incremental change from a protracted ostinato sound object to a series of singular impulse objects.

The key to exploring the acoustic correlates of sound object is then the two-step process of (a) distinguishing and naming some perceptually salient feature of the sound objects, e.g., its fluctuation in amplitude, and then (b) qualify its value, i.e., its rate, shape, regularity, etc., of fluctuation. We could also add a third step, (c) if we have the means to do so, to generate variants of this feature and evaluate the result, i.e., make incrementally different sound objects by varying the rate, amplitude, shape, regularity, etc., hence, engage in a process of analysis-by-synthesis to explore various categorical thresholds. In brief, Schaeffer’s multidimensional view of acoustics is a remarkable project of making a large number of previously non-thematized but highly salient perceptual features accessible for intentional focus in research and in artistic creation.

Throughout these considerations of salient perceptual features of sound objects and their acoustic correlates, there is a pervasive use of shape-related metaphors, in particular for time domain features such as dynamic envelopes, as well as for spectral elements. This penchant for what we could call “shape cognition” was present already in Schaeffer’s early work on the musique concrète in a number of graphical images (Schaeffer, 2012), in particular concerning the attack shapes of sound objects (see e.g., Schaeffer, 2012, p. 203) and is a further testimony to perceptual features as distributed and holistic, i.e., not reducible to more abstract symbolic representation as has been the dominant trend in Western music theory.



Typology

The typology has two basic dimensions, one concerned with the dynamic shapes, i.e., what we could call the energy envelopes of the sound objects, and what Schaeffer called facture types, and one concerned with the spectral features of the sound objects, what Schaeffer called mass types, be that as clear pitch sensations or as more ambiguous inharmonic and/or noise-dominated sensations. The three main facture types are the following:


• Impulsive, a fast and short sound, typically as by striking or plucking.

• Sustained, a prolonged sound with a steady level energy envelope.

• Iterative, fast back-and-forth or rotational motion, resulting in a stream of impulses as can be seen in Figure 1 where the sounds of a drumroll, a deep bassoon tone, and a processed sound are compared in view of the common feature of a pronounced iterative feature.



The concept of facture refers to how things are made, so the mentioned three categories can also be related to similar categories of sound-producing motions. This means that an impulsive motion is fast and brief (sometimes also called ballistic), and a sustained motion is a protracted and smooth motion, whereas the iterative motion typically is a back-and-forth shaking or rotating motion. The link between the sound facture and motion categories is interesting also in that motion categories are mutually exclusive (e.g., motion can’t be sustained and impulsive at the same time) and refer to basic biomechanical and motor control constraints. Furthermore, there is the link with what may be called the motormimetic element in perception and cognition (Godøy, 2003), suggesting that we may also make a multimodal view of these categories in Schaeffer’s theory (Godøy, 2006).

In terms of pitch and/or spectrum, the typology has three main mass types:


• Tonic, meaning a perceivable and stable pitch.

• Complex, denoting inharmonic or noise-dominated sound.

• Varied, encompassing any sound that changes in pitch or frequency placement.



All these categories are well illustrated with examples in the Solfège CD3, tracks 28, 29, 30 with respectively, a tonic mass, complex mass, and varied mass.

The typology is a coarse but flexible and universally applicable categorical scheme in which the facture and mass categories can also be combined in a 3 × 3 matrix as follows, first with traditional musical instruments in CD3, tracks 31, 32, and 33:


• Track 31: tonic impulsive, tonic sustained, tonic iterative.

• Track 32: impulsive complex mass, complex sustained mass, iterative complex mass.

• Track 33: impulsive varied mass, sustained varied mass, iterative varied mass.



Then follows a similar scheme with prepared piano sounds repeated in tracks 34, 35, and 36, and with concrete sounds repeated in tracks 37, 38, and 39, as well as with electronic sounds repeated in track 40, 41, and 42. In Figure 2, we can see spectral representations in the 3 × 3 typological matrix based on the electronic sounds of tracks 40, 41, and 42. The overall facture shapes of these 9 different sounds should be quite clear, in spite of different mass content.
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FIGURE 2. A 3 × 3 typological matrix of spectrograms based on electronic sounds from Solfège CD3, tracks 40, 41, and 42. In the first row, spectrograms of track 40 with tonic mass, i.e., clearly perceivable pitches, in the second row, spectrograms of track 41 with complex mass, i.e. inharmonic and noise-dominated sounds, and in the third row, track 42 spectrograms with varied mass, i.e., glissando pitches. In each row, the envelopes have respectively, an impulsive, a sustained, and an iterative facture (see main text for explanation of “facture”). Notice the overall dynamic envelopes of these different factures, i.e., the abrupt of the impulsive, the prolonged of the sustained, and the punctual and accelerating of the iterative.




Morphology

The morphology is mainly concerned with the internal features of sound objects, and has several dimensions and sub-dimensions, and for some features, also relative values, e.g., indicating the speed and amplitude of various fluctuations. The morphology is a rather extensive domain, here illustrated with only two of its dimensions:


• Grain designates the fast and small fluctuations in the sound, and has attributes such as variations in amplitude, speed, and consistency.

• Gait denotes the slower fluctuations in the sound, similar in pace with walking or dancing, but may have variable speed, amplitude, and quality such as mechanical, living, natural, orderly, disorderly, etc.



Additionally, there are morphology dimensions such as mass (denoting the overall spectral content, cf. the definition above in the context of the typology), dynamics (for the overall loudness), harmonic timbre (spectral distribution), melodic profile (pitch-related shapes), and profile of mass (spectral shapes). This means that the morphology contains both features that are stationary (or quasi stationary) and changing, be that as rapid fluctuations of the grain or more slowly of the gait. Crucially, the morphology features are eminently top-down with sub-dimensions, sub-sub-dimensions, etc., where the guiding principle of exploration is the increasing distinguishing of detail features.

Lastly, there is the possibility of so-called phase transitions between various typological and morphological categories. Depending on the density and duration of events, there may be a shift from one category to another, for instance, if an iterative sound is speeded up, it may turn into a grain feature, and conversely, if it is slowed down, it may turn into a series of impulsive sounds. Or: if an impulsive sound is prolonged beyond a certain limit, it may turn into a sustained sound, and conversely, a sustained sound shortened beyond a certain limit will turn into an impulsive sound. The main point here is that we have categorical thresholds where features have more or less typical value ranges, value ranges that may very well be rooted in various perceptual-cognitive schemata of our organism.

As an illustration of some of these different typological and morphological features, and linked with what Schaeffer called Objectivity of the object in track 88 of the Solfège CD2, it is instructive to consider the perception of invariance across the series of variants of a sound object starting with track 89: in track 90, a variant of its overall shape, in track 91, a variant of its mass, in track 92, a variant of its grain, in track 93, an exaggerated harmonic timbre, in track 94, an exaggerated gait, and then all combined in the resultant exaggerated object in track 95. This was meant by Schaeffer as an illustration of what a series of listening intentions on the one and same object may bring about, but here manifest in the acoustic correlates of the sound object. In Figure 3, we can see the spectrum and spectral flux (changes in the spectral width) of track 89 into the exaggerated gait in track 94.
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FIGURE 3. The gait (allure in the French original) from Solfège CD2, track 89 in the first row and track 94 in the second row, with the gait exaggerated in this second row, both shown here as spectrograms and MIRtoolbox plotting of spectral flux, i.e., plotting of changes in spectral spread, reflecting the wavy motion of the gait. The sound in track 89 is of a tremolo crescendo on a tam-tam followed by a long decay tail with the wavy gait motion at around 2 Hz, and in track 94, the same sequence of events, however, here the amplitude of the wavy gait is strongly exaggerated.




Summary Diagram of the Theory of Musical Objects

Toward the end of CD3 of the Solfège, from track 64 and onward, Schaeffer’s conceptual apparatus is put into practice, with an anecdotic account of a composition factory where masses of sound arrive by truckloads, is processed further, and then put together. In these tracks of CD3, we can hear how electronic (both concrete and synthetic) and instrumental sounds, can all be handled with the same perceptual categorical apparatus.

We have an overview of this perceptual categorical apparatus in the mentioned Summary diagram of the theory of musical objects (Schaeffer, 2017, pp. 464-467). There we see the main dimensions, sub-dimensions, sub-sub-dimensions, and relative values for these dimensions, enabling a positioning of any sound object in a multidimensional feature model. And this is the take home message from Schaeffer’s theory: we may finetune our perceptual images of sound objects, both in the musique concrète and other music, and also apply this conceptual scheme to sound design or composition as part of musical craftsmanship.

Michel Chion reminds us that this diagram is a tool for investigation, that “The general procedure in this music theory is to move forward in a series of approximations rather than in a straight line.” (Chion, 2009, 100). This back-and-forth of sound object and its typological and morphological features, resembling a kind of hermeneutic circle, is one of the key features of exploring sound objects: detecting and naming features enhance our awareness, and this awareness makes us in turn detect more detail features, progressively building up richer and more many-facetted images of sound objects.



DISCUSSION: EXPLORING SOUND OBJECTS BEYOND THE MUSIQUE CONCRÈTE

Musique concrète was a remarkable project of aesthetic innovation combined with reflections on perception, and in this respect quite different from other contemporary music (cf. section “Listening Ontologies” above). This intrinsic focus on perceptual issues seems to have been driven by the more or less total lack of conceptual tools in mainstream Western music theory for new sounds and sound features, encouraging Schaeffer and co-workers to think outside the box on what were (and are) fundamental questions of sound features and aesthetic judgment (cf. the mentioned ideas about the suitable object).

The main elements of Schaeffer’s and co-workers strategy for developing a new and more comprehensive music theory that also included the perception of concrete sound, can be summarized in the concept of the sound object and its typological and morphological features. As found in the Summary diagram of the theory of musical objects mentioned above, the most striking elements of this typology and morphology are:


• The multidimensional scheme of detecting, and further differentiating, what are considered salient features of any sound object.

• The all-pervasive element of what we can call shape cognition (Godøy, 2019). This concerns not only the verbal labels and graphic signs in the Summary diagram of the theory of musical objects, but also the numerous graphical figures in the course of Schaeffer’s work, representing the various attack and spectral components of the sound objects (e.g., shape images for attacks in Schaeffer, 2017, p. 425, and spectral components in Schaeffer, 2012, p. 210).



As for the sound object focus, it is about having holistic perceptions of temporally unfolding fragments of sound. That there always is this holistic element at work for sound objects is reflected by Schaeffer in the example of cutting an object into smaller parts: each new part has a head, body, and tail, just like a magnet cut into two parts will immediately have polarities in each new part (Schaeffer et al., 1998). In this way, any arbitrary cut in a continuous sound recording will result in new sound objects, albeit in the case of a totally random cut, the resultant sound object may not be particularly useful in a musical context, cf. the abovementioned criteria for the so-called suitable object.

It is the overall energy envelope of the sound object that usually will be most prominent, cf. the mentioned typological facture categories, and as such, may be linked with various criteria for chunk-formation in the cognitive sciences, ranging from the classics of Lashley (1951); Miller (1956) to the more recent of Gobet et al. (2016), as well as some ecologically oriented schemes for auditory chunk formation (e.g., Bregman, 1990; Gaver, 1993; Bizley and Cohen, 2013, see Godøy, 2018 for overviews). Importantly, there are also links to chunking in sound-producing motion (Godøy, 2013, 2014), in turn related to chunk formation in body motion (Grafton and Hamilton, 2007; Klapp and Jagacinski, 2011; Loram et al., 2011).

Considering the crucial role of the shapes of sound objects and their features as depicted in the typology and morphology, implies that shape cognition goes right to the core of musique concrète. In having moved outside the Western note-symbol domain, we arrive at a more general and sound-centered domain where we are concerned with temporally (and usually also spectrally) distributed, non-abstract entities. This also means we open the door to many traditionally non-thematized features in Western music, in particular concerning timbre, but also various expressive fluctuations of intonation, dynamics, and tempo, with the common feature of not being reducible to singular symbols, but actually requiring some kind of shape representation.

Several projects within the cognitive sciences converge in regarding shape images as fundamental for human perception and cognition (see Godøy, 2019 for an overview). In particular, the so-called morphodynamical domain has contributed strongly to recognizing shape images as crucial in understanding and handling complex sensory streams (Thom, 1983; Petitot, 1990; Godøy, 1997). In the words of René Thom: “…the first objective is to characterize a phenomenon as shape, as a “spatial” shape. To understand means first of all to geometrise.” (Thom, 1983, p. 6).

From the various sound examples in the Solfège, it is clear that there was an affinity of electroacoustic and ordinary acoustic music in the mind of Schaffer: the typology, morphology, and associated concepts are equally applicable to all kinds of music, i.e., just as well applicable to instrumental, vocal, orchestral, etc., music, as to electroacoustic music. In particular, the typological and morphological categories could be relevant in the analysis of orchestration (see Godøy, 2018 for some examples).

As for sources of shape representations, we have the signal-based, i.e., time-domain and frequency-domain, images. These may be subject to further levels of processing and schemes of representation, selectively representing a variety of perceptually salient features as suggested by the typology and morphology of sound objects. Additionally, there are also the connection to motor theory images of sound, with similar schemes of shape cognition (Godøy, 2003, 2006, 2010), providing multimodal links using motion data in synchrony with sound features data.

Lastly, these shape-oriented explorations of perceptual features can be linked with large-scale perceptual surveys/experiments using music information retrieval software such as the MIRtoolbox (Lartillot and Toiviainen, 2007) for exploring correlations between sound objects feature shapes and acoustic signal features, as was the long-term project of Schaeffer.
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Post-tonal music often poses perceptual and cognitive challenges for listeners, potentially related to the use of relatively uncommon and unfamiliar musical material and compositional processes. As a basic compositional device, repetition affects memory for music and is structured by composers in very different ways across tonal and post-tonal musical repertoires. Of particular concern is whether post-tonal music exhibits mnemonic affordances that allow listeners to experience a sense of global coherence, and whether repetition correlates strongly with aesthetic judgment. Although previous research suggests that repetition impacts aesthetic preference, empirical research has not mapped out the relationship between repetition and aesthetic judgments across a broad set of post-tonal music. Presenting 14 excerpts, grouped into three categories: tonal, modernist, and post-1970, we observed that indications of repetitions in the music for a group of 60 listeners, with and without musical training, showed significant periods of interindividual synchronization. Aesthetic judgments were assessed by means of ratings for the following parameters: familiarity with the piece, confidence of repetition responses, judgments of affordances for easy listening, coherence, similarity of moments, and recognition, as well as listeners’ liking and interest. A principal component analysis (PCA) on the joint question data and the repetition responses suggested that two factors account for 92% of variance in the data. These factors were interpreted as dominated by aesthetic judgment and repetition strength. Linear mixed-effects regression indicated that repetition strength generally differed across excerpt category, with modernist excerpts featuring lower repetition strength compared to both post-1970 and tonal excerpts. Aesthetic preference, on the other hand, was lower for excerpts in both the modernist and post-1970 categories when compared to tonal excerpts. The analysis did not reveal difference in response behavior for repetition responses as a function of musical training, though it indicated higher preference of modernist excerpts with increasing levels of musical training. Overall, the results suggest that the two factors, aesthetic judgment and repetition strength, act as independent determinants in the experience of post-tonal music.

Keywords: repetition, post-tonal music, mnemonic affordance, musical coherence, psycho-aesthetics, aesthetic judgment


INTRODUCTION

In the present study, we wish to contribute to a better understanding of the relationship between the perception of repetition, comprehensibility, and aesthetic judgment in the chronically understudied domain of post-tonal music. Post-tonal compositions often pose perceptual and cognitive challenges to listeners, potentially related to their novel and unfamiliar musical material and formal processes. Of particular concern for music perception and cognition is whether music of this type exhibits mnemonic affordances that allow listeners to experience a sense of similarity and coherence. As a basic compositional device, repetition affects memory for music and is employed by composers in very different ways across the post-tonal musical repertoire.

Listening encompasses a complex set of dynamic perceptual-cognitive processes that are geared toward both attending to the immediate features of an auditory event and to the relative integration of past events to form a continuous understanding (Levinson, 1997; London et al., 1999; Huovinen, 2013). Everyday acts of listening to music are adaptive and rooted in embodied cognitive mechanisms (Kozak, 2019; Reybrouck, 2020), and the processes that underlie the formation of intelligible musical experiences, for which repetition is often a key factor, must be approached from both music theoretical as well as cognitive perspectives. Music theorists identify the contoured patterning of the motive as the basic unit of coherence in the Western classical tradition (Carpenter and Neff, 1995; Van den Toorn, 1996; Boss, 2000). Motives are usually presented as compact memorable musical ideas at or near the beginning of a piece and are subsequently re-presented in various novel configurations that preserve the general identity of the original, while making important developmental changes to its structuring. In this way, motives serve as formal mnemonic signposts that are experienced across the temporal unfolding of musical pieces. The mind’s ability to establish and categorize connections between related motivic events engenders musical coherence and comprehension (Zbikowski, 1999).


Repetition in Music Listening

Lamont and Dibben (2001) identify three cognitive factors that contribute to a listener’s understanding of motivic coherence: musical experience, familiarity – both with general styles of music and within specific pieces – and the degree of complexity in the surface features of a given auditory event. Repeated units of music accrue in experience and can produce habituation – a decline in responsiveness as the novelty of a stimulus recedes relative to exposure. The attentive focus of the mind relaxes as sonic patterns take on increasing familiarity. In a review of previous findings, Huron (2013) lists five factors that influence the speed with which habituation occurs. Firstly, the number of presentations of a given stimulus has a direct impact on the degree to which the mind assesses the importance of an event. Secondly, the rate of repetition helps to determine both the degree of imprint and the relative importance of the event; too few presentations spaced at too wide an interval will lessen the cognitive importance of a stimulus and the subsequent anticipation of its re-presentation. Thirdly, the relative predictability of a stimulus can affect the speed at which habituation takes effect. Fourthly, the relative prominence and energetic magnitude of the stimulus has a direct bearing on its integration and on how quickly its repetition leads to habituation. Energetic stimuli often resist habituation for a longer period than lower energy stimuli. Finally, the particular biographical history of the listener – whether they have a high degree of experience with a given type of musical stimulus or style – plays a determining role in their ability to both track and predict repetitions. Repeated exposure increases habituation.

During listening, similarity judgments depend primarily on the relative saliency of shared features perceived between auditory cues and on the listener’s ability to organize representations, both present and past, into meaningful categories (Cambouropoulos, 2001). Within complex auditory scenes, similarity judgments for polyphonic textures are based on perceived differences in features such as amplitude, articulation, textural density, and gestural contour (Lamont and Dibben, 2001). Building upon early work on prototype theory by Rosch (1975) and Tversky (1977), and subsequent alternatives proposed by Murphy and Medin (1985), two primary modes of categorization have been proposed: perceptual equivalence (prototypical categorization) and theory-based classification (Cambouropoulos, 2001; Deliège, 2001a,b, 2007; Lamont and Dibben, 2001). Prototypical approaches to musical repetition hold that the presentation and initial few repetitions of a motive represent the privileged exemplar of a category, to which all subsequent similar repetitions, however, much altered, are understood to belong. In the context of music cognition, theory-based categorization involves prior knowledge of a given style of music acquired through acculturation. According to this view, categorization involves not only shared surface-level attributes between items (as in prototype models), but also an underlying conceptual knowledge that helps to select which items in a given scene should be attended to (Lamont and Dibben, 2001).

Echoing the theory-based view of categorization, Deliège (2001b) notes that listeners who are already familiar with a given piece of music employ functional categorization, where pre-existing concepts formed by previous exposure allow contextual knowledge to supersede surface-level similarity. Alternatively, in cases of initial exposure to unfamiliar music, Deliège (2001b) proposes that categorization occurs in real time as a prototypical comparison between present and past events, where similarity in features determines categorical grouping. Furthermore, the pairwise comparison of features relative to an initial prototype ascribes a highly mnemonic mode of cognition for music listening, at least where the repetition of material functions as the primary mode of musical organization. In these contexts, repetition engenders saliency by focusing attention on both what is at hand within an auditory scene as well as on the relationship of the present auditory event with those that have recently past. It is noteworthy here that Taher et al. (2016) demonstrate compelling evidence suggesting that when presented with tonal two-part contrapuntal textures, listeners are susceptible to a rapid type of habituation capable of guiding attention away from repeated motives in one voice and toward novel information in another after just a single repetition.



Aesthetic Judgment

Two primary factors have been shown to influence aesthetic judgments: familiarity through repeated exposure and the level of complexity displayed by a given stimulus (Hargreaves, 1984; North and Hargreaves, 1995). The “mere exposure” effect describes the positive increase in aesthetic judgment of music based on prior exposure, memory formation, and the accumulation of perceptual representation structures (Peretz et al., 1998). Repeated exposure to motives or other forms of recursion within musical works has been positively correlated to liking. Tillman and Bigand (1996) segmented two tonal piano pieces by Bach and Mozart, together with a post-tonal piece by Schoenberg into short chunks lasting approximately 6 s. Segments were linked into longer strands that either preserved the composer-intended order, or that reversed that order, but included all between-segment repetitions. The reversed order condition preserved the internal structure and ordering of each chunk, while obliterating the formally chained structure of the chunks as a larger ordered sequence. Non-musician participants rated the strands (either original or inverted) for musical expressiveness using 29 semantic scales, including ratings for coherence. Ratings for expressiveness and coherence across conditions showed no significant differences for the tonal music, and only minimal difference for the post-tonal music. Tan et al. (2006) had participants listen to 1-min excerpts of tonal piano music using two stimuli conditions: (1) intact excerpt and (2) patchworked hybrids of three 20-s excerpts from music by different composer linked together seamlessly without regard for similarity in thematic material, or structural parameters such as harmony, key, and tempo. Repeated hearings led to linear increase to cohesion and liking ratings for the patchwork compositions, while repeated exposure to intact stimuli led to decreased ratings.



Mnemonic Affordance and Aesthetic Intention in Post-tonal Music

The various perceptual and cognitive processes and schemata in operation during listening to tonal music have long been studied (Meyer, 1956; Lerdahl and Jackendoff, 1983; Krumhansl, 1990). Whereas tonal music is organized using structural features derived from the major-minor scale system that are shared across pieces and across historical style periods, post-tonal music lacks a similar degree of shared structuring and inter-stylistic uniformity. Early post-tonal music was freely structured from piece to piece and composer to composer (c. 1909–1919). Breaking from tonal conventions, where repetition and intelligibility are key factors in the perceived articulation of musical form, composers of the Second Viennese School, such as Arnold Schoenberg, Alban Berg, and Anton Webern (to name only the most prominent), re-imagined the very organizing principles of music. Their search for a shared structure that could replace tonal organization led to a subsequent period defined by the strict serial ordering of pitch classes, commonly referred to as “serialism” (c. 1919–1937).

Following the upheaval of the Second World War, a new approach to the post-tonal structuring of musical materials emerged, termed “total serialism” (c. 1945) for its serialization of additional musical parameters such as rhythm and dynamics. The tendency toward procedural evisceration of easily perceived repetition in order to create new forms of music was a key aesthetic goal of post-war modernist composers, many of whom pointed to a previous general precedent in the music of the Second Viennese School, and to the early post-tonal music of Anton Webern in particular (Erwin, 2021). However, several other key characteristics of post-war modernist music serve to shed light on the general renouncement of conspicuous repetition by composers of this period. Whether dogmatically serial in construction or not, modernist composers often eschew various cognitively salient facets of music that engender easy listening and a familiar sense of continuity and flow, including the use of octaves, consonance, and simple rhythmic grouping (Koivisto, 1996; Barton, 2012). Rather, modernist music is largely anti-thematic (and thus anti-repetitive) and places emphasis on the formal organization of various parameters of sound itself, such as pitch, duration, dynamics, and timbre.

For the post-war modernists, composition was seen as an experimental but highly structured process, one that underscored the acts of making and analyzing a work of music (Griffiths, 2011). That is to say, unity was privileged at the level of construction and made evident by the analysis of a work, but the music itself was composed intentionally to resist any easy-to-follow presentation of its organizing principles at the level of experience. Perhaps unsurprisingly, coherence as understood in tonal forms of music therefore becomes an easy and early casualty of the modernist artistic agenda to occult organization, wrenching musical variation away from a centralized and salient prototype such as a motive or theme. Difference was privileged over repetition (Campbell, 2013), resulting in the divorce of any strong sense of a work’s internal unity from the act of listening. One conspicuous difference between music composed during the modernist period and, generally speaking, music composed post-1970, is the latter period’s aesthetic reaction to and subversion of post-war modernism in the form of increased emphasis on experiential coherence (Hutchinson, 2016), often without forsaking structural rigor (Losada, 2009). Rather, the post-1970 era of post-tonal music articulates an affinity for music that affords novel forms of mnemonic salience (Pasler, 1993).



Empirical Studies on Post-tonal Music

The majority of empirical studies of similarity in post-tonal music have been conducted using music written for a single instrument. Krumhansl (1991) studied the function of memory for so-called “surface features” in the absence of the normative inter-opus cognitive schemata used for tonal music. She focused on the abstraction of features in post-tonal music and the ability to identify their characteristics, and to generalize surface features in subsequent passages. She found that listeners encoded and remembered a large amount of surface details in listening to a total serial piece for solo piano by Olivier Messiaen. Moreover, her results demonstrate that listeners abstract and retain knowledge regarding surface features and can accurately identify unfamiliar sections of the music as belonging to the same piece. Using eight 1-min long excerpts of pieces by Luciano Berio and Elliott Carter (each scored for a single instrument), Margulis (2013) had participants rate both original and modified recordings of post-tonal music. Modification involved artificially inserting repetitions into the original stimuli without specific regard for artistic or aesthetic considerations. Participants without previous experience of post-tonal music found the music to be more enjoyable and interesting when the excerpts contained added repetitions, regardless of whether the inserted repetition was immediate or placed later in the timeline of the excerpt. Importantly, as Margulis (2013, p. 54) notes,


End-of-session debriefings revealed that listeners were unaware that they had been exposed to the same excerpts in different conditions – they neither recognized that they had reheard particular examples in several forms, nor that the degree of internal repetition was varying from excerpt to excerpt. Thus, the differences in enjoyment ratings did not stem from conscious awareness of the relevant manipulations. Rather, higher degrees of repetition were associated with higher enjoyment ratings in such a way that listeners were unaware of this association.
 

Although few studies to date examine post-tonal music composed for ensemble or orchestra, those that do have found evidence for the influence of timbre and changes to instrumentation on the identity of musical materials and the perception of similarity, the classification of related motives, and the experience of either repetition or segmentation in the large-scale unfolding of musical form (McAdams et al., 2004; Poulin-Charronnat et al., 2004; Taher et al., 2018).



The Present Study

Given the limited number of studies on post-tonal music and the direct relationship between repetition, musical form, and aesthetic preference, important questions remain unarticulated. How do the various strategies for repetition across styles of post-tonal music affect listening? How are non-verbatim repetition and aesthetic judgment related for a diverse population of listeners? And do previous findings with regard to aesthetic judgment hold up in ecologically valid paradigms? In the present experiment, 60 participants with diverse musical backgrounds were presented the first 3 min of all pieces in random order and were instructed to respond by pressing a button whenever they encounter a repetition in the music, where repetition is defined as something sounding familiar or self-similar within the piece. A second task asks participants to rate each excerpt for effects such as memorability, perceived coherence, and self-similarity. We predicted that (a) the total number of responses as well as the inter-participant agreement of responses would be high for classes I (tonal) and III (post-1970) and low for class II (modernist), and (b) that the total number of responses as well as the inter-participant agreement of responses would correlate with ratings for both overall memorability and coherence of the individual excerpts as well as ratings of aesthetic preference for these excerpts.




MATERIALS AND METHODS


Participants

Sixty listeners participated in the experiment, who were recruited as part of two groups: one group with and another group without experience in playing a musical instrument. The former group consisted of 30 participants (10 males, 20 females) who reported having played at least one musical instrument for more than 2 years. Participants in this group had a mean age of M = 24.6 years (STD = 3.3, range: 19–32) and had played their primary musical instruments for M = 9.2 years (STD = 6.3) and had received M = 4.5 years of music theoretical instruction (STD = 3.0). We measured musical training using the corresponding self-report inventory of the Goldsmiths Musical Sophistication Index (MSI, Müllensiefen et al., 2014), see the Appendix for details. The MSI yielded mean scores of 31.4 (STD = 20.3, range: 6–80) for the musician participants. One participant reported mild hearing loss, all other participants reported normal hearing. Another 30 participants (eight males, 22 females) reported not to have played a musical instrument for more than 2 years and had a mean age of M = 24.2 years (STD = 3.0, range: 19–33). In this group of participants, one participant reported moderate hearing loss. All participants received monetary compensation.



Stimuli

Fifteen musical excerpts were selected as stimuli for the present experiment. Excerpts were obtained from www.youtube.com. All stereo clips were peak-normalized in amplitude and converted to mp3 format (320 kbit/s). Of the 15 excerpts, three excerpts were from the tonal repertoire. Due to a technical problem, however, major portions of the data from one of the tonal excerpts (Manuel de Falla: Ritual Fire Dance) were lost. For that reason, only the data from the 14 other excerpts will be considered. Table 1 provides information about the respective composers, titles, year, the performers and the duration and temporal placement of the excerpt used in the experiment.



TABLE 1. Excerpt information.
[image: Table1]

The chosen excerpts were taken from ensemble and orchestra pieces that fall into one of three categories: tonal, modernist, and post-1970. Tonal pieces (by Pyotr Ilyich Tchaikovsky and Edvard Grieg) were selected for their clarity of repetition and comprehensibility. Modernist pieces (by Karlheinz Stockhausen, Iannis Xenakis, György Ligeti, Igor Stravinsky, Krzysztof Penderecki, and Pierre Boulez) were selected as representative pieces of the post-war era of musical modernism (the late 1940’s, the 1950’s, and the 1960’s). These pieces are generally characterized as difficult to follow by non-specialist audiences. Modernist music generally lacks clear repetitive structuring and do not often utilize a tonally-centered or consonant musical language. While the selected pieces for the post-1970 category (by Gérard Grisey, Henri Dutilleux, Arvo Pärt, Philippe Hurel, Pierre Boulez, and Fausto Romitelli) do not themselves constitute a particular style-grouping, they do share two general structural affinities relative to the modernist pieces: a more pronounced use of repetition and a noticeably more consonant musical language. The authors acknowledge that the selection of pieces is not, and indeed could not be representative of the many inter- and intra-stylistic idiosyncrasies, artistic agendas, and other genre-oriented determinants of music within and between the chosen categories.



Procedure

The experiment was implemented using the test platform www.testable.org. Participants were recruited from the online job board of the University of Oldenburg and received a private link that provided access to the experiment. They were instructed to listen with headphones to the presented experimental stimuli. For every stimulus, participants were first asked to indicate repetitions in the music as the music unfolded and second to respond to a set of eight questions. Specifically, they received the following instruction: “Please press the spacebar whenever you have the impression that some aspect of the music is repeating. This repetition does not need to be exact. Rather, you should press the spacebar whenever you feel a sense of repetition in the music. You should indicate a repetition at least once per excerpt.” After the music had ended, participants received the following set of questions that were to be answered on scales from one to five: (Q1) Have you heard the piece before? (certainly not – certainly yes); (Q2) How confident are you in your ability to identify repetitions in this excerpt? (highly confident – highly unconfident); (Q3) How easy was it to follow this music? (very difficult – very easy); (Q4) How coherent was the piece? (highly coherent – highly incoherent); (Q5) How similar were individual moments of the piece? (highly similar – highly dissimilar); (Q6) Do you think you will recognize this piece if you hear it a week from now? (certainly yes – certainly no); (Q7) Did you like the piece? (certainly yes – certainly no); (Q8) Did you find the piece interesting? (certainly yes – certainly no). At the end of the experiment, there was a demographic questionnaire. The research reported in this manuscript was carried out according to the principles expressed in the Declaration of Helsinki and was approved by the ethics board of the University of Oldenburg.



Data Analysis

The relative timings of the spacebar taps were represented at a sampling rate of 1,000 Hz. Each tap was converted into a rectangular function of height one and with a width of 1 s, centered at the timepoint of the original tap. That is, per participant and per piece, repetition responses consisted of a sequence of zeros and ones that encoded indicated repetitions with a temporal granularity of 1 s. In order to obtain a measure of inter-participant synchronization, these series were averaged across participants. The resulting time-series of inter-participant synchronization corresponds to the proportion of participants that simultaneously indicated a repetition at a given point in time with a tolerance of plus/minus 1 s. Note that these data capture more fine-grained patterns of synchronization compared to histograms with, say, 1-s bins, because the latter approach does not appropriately represent closely spaced patterns at time points with non-integer periodicity. Significant periods of synchronization were assessed via bootstrapping: for every stimulus, synchronization time-series were computed for 60 randomly selected participants (drawn 1,000 times with replacement). If for a given time point, the first percentile of the bootstrapped distribution exceeded listeners’ mean response rate across the entire excerpt, the time point was considered to exhibit significant inter-participant synchronization.

Two summary measures were computed from the repetition data: First, the raw number of indicated repetitions per participant and piece was computed (“#Rep”). Next, the duration of segments with significantly synchronized responses relative to the overall stimulus duration was considered (“Prop. Sync.”). The data from questions Q1–Q8 were analyzed descriptively and by providing 95% CIs for means across participants. In order to explore the major factors underlying participants’ responses, the data from variable (i.e., questions) Q1–Q8 together with the variable #Rep were z-normalized by participant and by variable, before a principal component analysis (PCA) with factor rotation was computed. The Prop. Sync. variable was not used in the PCA, because it yielded data on a group level and was not specific to individual participants. Finally, a linear mixed model (LME) was run to confirm effects of stimulus category (tonal, modernist, post-1970) and musical training on the two major factors identified by the PCA. The data analysis was implemented in MATLAB.1 The LME was implemented in R using the lme4 package (Bates et al., 2014).




RESULTS

Figure 1 shows the repetition responses (as indicated by individual depressions of the space bar) for all 60 participants for four selected examples (blue and white dots correspond to participants with and without music training, respectively). As indicated by the figure, individual excerpts are characterized by different response rates; for instance, responses to Xenakis’ Achorripsis are sparser compared to the other three examples. Whereas Xenakis does not visually exhibit points where responses appear to be synchronized across participants, Grieg’s Holberg Suite and Pärt’s Fratres show multiple timepoints where this appears to be the case. Even more clearly, Grisey’s Partiels exhibits a quasi-periodic structure of strong synchronization across almost all participants. This is not to say that there is no individual variability. In fact, there are substantial differences in response rates across participants: 29 participants had average response rates of less than five responses per piece, whereas the other half of participants had mean rates of 12.2 responses per piece (max = 35).

[image: Figure 1]

FIGURE 1. Repetition response data from all 60 individual participants for four selected stimuli. White and blue dots correspond to participants with and without musical training, respectively.


However, as is already visible in the displayed individual data in Figure 1, for the tapping data there were no indicative differences between the two groups of participants with and without musical training. Time series of synchronous responses were highly similar for both groups such that the distribution of differences between groups significantly deviated from zero only for less than 1 % of time points (M = 0.5%, STD = 0.4%, max = 1,1%).

Figure 2 displays the proportion of synchronous responses across participants and the time points (in red), where significant synchronization across participants is indicated (at an alpha level of 0.01). These response signals show that for all excerpts in all categories, there are time-points of significant inter-participant synchronization. The excerpts of the modernist stimulus set tend to exhibit a sparser distribution of synchronization periods compared to post-1970 excerpts. Furthermore, individual excerpts show distinct response profiles, which becomes particularly pronounced when comparing response profiles within categories of excerpts, such as between Grieg and Tchaikovsky or Grisey and Hurel.

[image: Figure 2]

FIGURE 2. Proportion synchronous responses across participants (with a tolerance of plus/minus 1 s). Red portions of the graphs indicate time points where the synchronization significantly differed from chance.


Two indices of the repetition data (average #repetition responses, proportion of significant synchronization) plus the responses to questions Q1–Q8 are given in Figure 3. Indices of repetition responses show substantial differences across stimuli. Whereas there is a medial number of repetition responses and rather low proportion of synchronized responses for Grieg, Tchaikovsky yields many more as well as more strongly synchronized responses. The proportion of synchronization is relatively low for modernist excerpts but varies strongly for post-1970 excerpts with the highest values for Grisey, followed by Hurel, Pärt, and Romitelli. Considering the questions Q1–Q8, all but the two tonal excerpts were rated as unfamiliar in Q1. Within the modernist category of excerpts, Stravinsky stands out by receiving particularly high scores in Q2 (confidence rep. ident.), Q4 (coherence), and Q5 (similarity of moments). From the category of post-1970 excerpts, Grisey and Pärt receive particularly high scores in questions Q2–Q6. When it comes to Q7 (liking), however, only Pärt receives scores that approach those of the tonal excerpts by Grieg and Tchaikovsky.

[image: Figure 3]

FIGURE 3. Overview of responses in terms of the number of repetitions (#Repetitions), the proportion of time that a stimulus generated significant synchronization (Prop. Sync.), and responses to the eight questions Q1–Q8. Error bars correspond to 95% CIs.


To explore the underlying structure of these 10 variables (see Figure 4A, for a correlation matrix), a PCA on the data averaged across participants was computed. The first two components accounted for 92% of the variance in the data and exhibited a clear knee point in the scree plot, which is the reason why a two-dimensional representation was adopted. To increase interpretability, components were rotated using the varimax rotation. The resulting rotated factors are displayed in Table 2. Results indicate strong loadings of questions Q1 (familiarity), Q7 (liking), and Q8 (interest) on Factor 1, highlighting that this first factor is dominated by aspects of familiarity and aesthetic preference. The number of repetitions together with Q5 (similarity of individual moments) strongly load on Factor 2, suggesting that this second factor reflects the perceived strength and frequency of repetitions in the music. Note that Factor 2 (repetition strength) robustly correlated with the proportion of synchronous responses, r = 0.83, CI: [0.54, 0.96], p < 0.001 [whereas there was only a marginal correlation for Factor 1, r = 0.51, CI: (−0.03, 0.81), p = 0.065]. This confirms that excerpts with higher scores of repetition strength also featured more moments of inter-subjective agreement about the presence or absence of repetitions. Taken together, the analysis indicates that the present data are determined by the two major factors of aesthetic preference and perceived repetition strength.
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FIGURE 4. (A) Linear correlation matrix displaying significant correlations according to Bonferroni-Holm correction for multiple comparisons. (B) Coordinates of individual excerpts according to Factor 1 (aesthetic preference) and Factor 2 (repetition strength) derived by principal component analysis (PCA) and varimax rotation.




TABLE 2. First two components of the PCA after varimax rotation.
[image: Table2]

Figure 4B provides the coordinates of the mean responses for each piece with respect to Factors 1 and 2. Modernist excerpts tended to cluster according to both low aesthetic preference and repetition strength. An exception is the excerpt by Stravinsky, which scored higher in terms of repetition strength. Post-1970 excerpts had higher scores with respect to repetition strength (Factor 2). Most notably, Grisey and Pärt had similar scores in terms of repetition strength compared to the tonal excerpts. In terms of aesthetic preference, however, Tchaikovsky and Grieg yielded higher scores. Overall, three clusters emerged from the PCA: modernist excerpts with low aesthetic scores and low repetition strength, post-1970 excerpts with low aesthetic preference scores but medial repetition strength scores, and tonal or post-1970 excerpts with rather high aesthetic preference scores and high repetition strength.

In a final step, the observation regarding the effects of stimulus category on aesthetic preference and perceived repetition strength was sought to be confirmed by means of regression modeling. Two separate LME were set up to test the fixed effects of stimulus category (I: tonal, II: modernist, III: post-1970) and MSI scores on aesthetic preference (Factor 1) and repetition strength (Factor 2). The data for these two dependent variables was derived by projecting the data of individual participants on the rotated factors that were derived from the PCA (see the Supplementary Material for a visualization). The random effects structure of the LME consisted of by-participant intercepts and slopes for the stimulus category and by-item (i.e., stimulus) intercepts.

Considering the aesthetic preference factor, estimated marginal means (95% CIs in square brackets) of the three categories were 1.38, CI: [0.79, 1.97], for tonal excerpts, −0.47, CI: [−0.80, −0.13], for the modernist excerpts, and 0.01, CI: [−0.33, 0.34], for the post-tonal excerpts. With aesthetic preference as dependent variable in the LME, there were significant differences between modernist and tonal excerpts [β = −1.85, CI: (−2.45, −1.24), p < 0.001] and between post-1970 and tonal excerpts [β = −1.38, CI: (−2.00, −0.76), p = 0.001], but only a marginal effect of musical training as measured by the MSI [β = −0.16, CI: (−0.34, 0.02), p = 0.091]. There was an interaction of the factor of musical training and the factor contrasting tonal and modernist excerpts [β = 0.24, CI: (0.03, 0.44), p = 0.028], see the Supplementary Material for the full set of statistics. As indicated in Figure 5, this interaction effect is also visible in a trend toward a negative correlation between participants’ MSI scores and their raw scores along Factor 1 (averaged across excerpts) for tonal excerpts, r = −0.23, p = 0.08, together with a weak positive correlation for modernist excerpts, r = 0.31, p = 0.02. That is, in general the stimulus categories of modernist and post-1970 excerpts were less preferred compared to the tonal excerpts, but participants with more formal musical training appeared to show slightly higher aesthetic preference for modernist excerpts compared to participants with less musical training.
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FIGURE 5. Scatter plot of the Gold-Musical Sophistication Index (MSI) of musical training (Müllensiefen et al., 2014) and Factor 1 (aesthetic preference).


Considering the repetition strength factor, estimated marginal means were 0.82, CI: [0.10, 1.54], for the tonal excerpts, −0.64, CI: [−1.05, −0.22], for the modernist excerpts, and 0.36, CI: [−0.05, 0.78], for the post-1970 excerpts, indicating least repetition strength for the modernist excerpts. With repetition strength as dependent variable in the LME, there was a significant effect of modernist excerpts compared to tonal excerpts [β = −1.45, CI: (−2.20, −0.71), p = 0.003], but repetition strength did not differ for post-1970 excerpts compared to tonal excerpts [β = −0.46, CI: (−1.20, 0.28), p = 0.25] and there also was no effect of musical training [β = 0.02, CI: (−0.17, 0.12), p = 0.74] and no interaction effect, see the Supplementary Material for the full set of statistics. Hence, modernist excerpts showed significantly less repetition strength compared to tonal and post-1970 excerpts.



DISCUSSION

Presenting excerpts from the post-tonal repertoire, we observed that indications of repetitions in the music in a group of 60 listeners with and without musical training showed significant periods of interindividual synchronization. Ratings of a set of eight questions that probed aspects listeners’ (Q1) familiarity with the piece, (Q2) confidence of repetition responses, and judgments of affordances for (Q3) easy listening, (Q4) coherence, (Q5) similarity of moments, and (Q6) recognition, as well as their (Q7) liking, and (Q8) interest in the piece indicated particularly strong correlations between questions Q2, Q3, and Q4. A PCA on questions Q1 – Q8 and the number of repetition responses as well as the proportion of timepoints with significant inter-participant synchronization of responses suggested that two major factors account for 92% of variance in the data. We interpreted these factors in terms of aesthetic judgment (dominated by Q1, Q7, and Q8) and repetition strength (dominated by the number of repetitions and Q5).

Regression modeling indicated that repetition strength generally differed across excerpt category, with modernist excerpts featuring lower repetition strength compared to post-1970 and tonal excerpts. Aesthetic preference, on the other hand, was significantly lower both for excerpts from modernist and post-1970 pieces compared to excerpts from tonal pieces. The analysis did not reveal any differences in response behavior as a function of musical training with regards to the perception of repetitions, neither as measured by the repetition strength factor, nor for the time series based on the synchronous responses. Note that a comparable independence of musical training and response behavior has been observed in the segmentation literature (Hartmann et al., 2016; Popescu et al., 2021). With regards to Factor 1 (aesthetic preference), however, the regression model indicated a (comparatively weak) interaction effect of excerpt category and musical training, which was based on an association between preference scores for modernist excerpts and the level of musical training of participants, demonstrating a slight rise in preference for post-tonal music by listeners with previous musical training.


Repetition and Aesthetic Preference as Two Determinants of Post-tonal Music

Previous research in the psycho-aesthetics of music make persistent mention of the co-dependency between complexity and exposure (also sometime called familiarity) and their mediating influence on aesthetic judgments. Based on a hypothesis proposed by Berlyne (1971), the inverted-U model holds that aesthetic preference ratings are likely to be highest when the stimulus is within an optimal intermediate range that lies between the extremities of underdetermined and overly determined complexity. Several studies that examine the effects of familiarity, coherence, and repetition on aesthetic preference judgments have appealed to the inverted-U model to help explain their results after repeated exposures to music with an intervening period of time (Hargreaves, 1984; North and Hargreaves, 1995; Peretz et al., 1998; Tan et al., 2006). Moreover, Margulis (2013) suggests that given the complexity of post-tonal musical structure, and the relative unfamiliarity most participants have with modernist music, the inverted-U model might also help to account for within-composition repetition, as repeated exposure within a limited timeframe may attenuate the perceived complexity of the repeated events. This suggestion conforms to the habituation theory proposed by Huron (2013). A recent review of the music psychology literature asserts the inverted-U model’s efficacy in accounting for a large amount of data (Chmiel and Schubert, 2017).

Taken together, the findings of the present study both complement and challenge earlier work that suggests a link between repetition and aesthetic preference in music listening. In what may be the only previous study devoted exclusively to repetition in post-tonal music, Margulis (2013) showed that aesthetic judgments skew upward when repetitions are inserted into excerpts artificially. It is important to note that participants in study of Margulis (2013) were not asked to identify repetitions, and in many cases were not aware that they had heard multiple versions of the same music containing differing degrees of repetitive materials. Her findings signal the important role repetition plays in listening to music that lacks easily cognized recursion at the structural level and demonstrate that post-tonal music can be made more aesthetically pleasing with the additional perceptual parsing that the repetition of surface events provides.

However, our results may be interpreted to indicate that repetitiveness per se is not as strongly correlated to aesthetic preference as the previous literature on both tonal and post-tonal music would seem to indicate. Rather, our data suggests a two-factor model wherein aesthetic preference and repetition strength may be considered to some degree separate determinants of the listening experience. Although none of the excerpts presented within this study both scored highly on the aesthetic preference factor, while at the same time scoring low on the repetition strength factor – a fact that conforms to findings of Margulis (2013) – several observations gleaned from our data converge to demonstrate a degree of independence between repetition and aesthetic preference.

First, there are important discrepancies between the number of repetitions recorded for a given excerpt and the proportion of intersubjective synchronizations for these repeats, demonstrating that not all repetitions are equally perceptually salient (see Figure 2). This finding may also indicate that certain repetitions are perceptually more prominent, and therefore more important to the formal unfolding of a given excerpt than others. Second, synchronous responses do not always correlate with aesthetic qualities (see Figures 2, 3). For instance, “liking” ratings for Tchaikovsky and Grieg were the highest recorded, while the proportion of synchronous responses for the Grieg excerpt are substantially curtailed relative to the Tchaikovsky. Curiously, the confidence self-report for identifying repetitions in the Grieg excerpt is among the highest across excerpts. It is important to note that both of these pieces belong to the tonal category, and therefore the presence of tonal structure cannot account for differences in the results.

Similar discrepancies can be observed for the post-1970 category. For example, the Hurel excerpt displays a large amount and high degree of synchronous responses, but scores relatively low for liking, high for similarity of moments and coherence, and low for ease of following. Conversely, the Dutilleux excerpt displays an extremely low number of repetitions and low participant synchronicity, yet scored moderately well in liking, interest, and ease of following. Although the variety of considered composers and excerpts was naturally limited in this study, these findings may generally be taken to indicate that repetition strength exists somewhat independently of aesthetic preference. As our cross-stylistic results demonstrate, the mere presence of strongly rated repetition does not in itself guarantee aesthetic preference, but in its absence, at least in most cases, aesthetic preference appears to be clearly diminished. Further comparison of the response data together with the quantitative measures for repetition within individual excerpts suggests that additional factors contribute to preference judgments. For example, repetition strength and frequency for the Hurel excerpt would seem to suggest that the music is easy to attend to; repetitions are both prominent and obvious to listeners, at least for the first half of the excerpt. Moreover, ratings for Q5 (similarity) suggest that in general, participants felt the music to be coherent. However, participant ratings for Q3 (easy to follow) and Q4 (coherence) display slightly diminished ratings, and the score for Q7 (liking) reveals the excerpt to not only be the least liked within its category, but also rated on part with the modernist excerpts.

A more pronounced discrepancy is evident when we compare results for the Grisey and Pärt excerpts with those for Grieg and Tchaikovsky, the four excerpts that occupy the upper right quadrant of Figure 4B. First, participant agreement and synchronization are both high and consistent across the Grisey excerpt (Figure 2). From a listener’s perspective, the repeating event can be characterized as low in complexity and evolves only minimally across the excerpt. Repetitions across the excerpt are the most periodic of all the stimuli. For the most part, qualitative response data for Grisey are scored quite high. Questions 2 (repetition confidence), 3 (easy to follow), 4 (coherence), 5 (similarity), and 6 (memorability) all suggest a deeply engaging piece of music. However, relative to the other members of the post-1970 category, interest is flat. And, perhaps more importantly, compared to the two tonal pieces and fellow category member Pärt, Q7 (liking) is rated surprisingly low. Taken together with the lack of development across repetitions, the regularity of the period points to high predictability and rapid habituation as a potential explanation. Excerpts for Pärt and Grieg scored disproportionately high on Q7 (liking) despite receiving far fewer synchronous responses relative to Tchaikovsky, Grisey, and Hurel. In the case of Grieg, the proportion of synchronous is low relative not only to the Tchaikovsky excerpt, but also to Grisey, Hurel, and Pärt. Despite this finding, relatively high scores persist for the Grieg excerpt across all other qualitative measures and culminate in the highest score for liking.

Our data leaves several important questions open to further investigation. The general across-category results would seem to suggest that further underlying parameters play into determinations of aesthetic preference beyond the repetition-liking paradigm hitherto acknowledged by previous literature and supported by the present experiment. Given the structural differences between tonal and post-tonal music, our data suggests that across category differences in responses involves both stylistic considerations and may also involve structural-harmonic differences. However, the relatively consistent categorical differences reported here between what we have termed modernist and post-1970 forms of post-tonal music suggest that further empirical delineation of stylistic, structural, and cognitive elements of post-tonal music are required in order to develop a more complete explanation of aesthetic preference.

With a few important and noteworthy exceptions (McAdams et al., 2004; Poulin-Charronnat et al., 2004), previous research on similarity, repetition, and coherence in Western classical music has limited its stimuli to single instruments. While stimuli for the present study were drawn from the repertoire for ensemble and orchestra, where multiple instrumental parts contribute to complex textures, our experimental design does not take into account the important and intricate sonic differences between simple and complex textures. Moreover, ecological validity of the excerpts was a crucial element in the experimental design that prevents us from testing additional contributing variables such as the differences in harmonic configuration and syntax between tonal and post-tonal music. Although both modernist and post-1970 music are structured using post-tonal configurations, modernist excerpts contain a low number of internal repetitions and score lowest for aesthetic preference. However, post-1970 excerpts, while containing a proportionately larger number of repetitions, score disproportionally lower than tonal excerpts. With the caveat that more research is desirable in order to more comprehensively understand the relationship between repetition and aesthetic preference, and a wider array of compositions inclusive of the plethora of styles that have developed in contemporary music need to be considered, our findings suggest that in addition to repetition, factors including tonality and harmonic configuration, the distribution of repetition, and the specific nature of repeated events, need to be accounted for in research on the perception and cognition of post-tonal music.
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Auditory repetition suppression and omission activation are opposite neural phenomena and manifestations of principles of predictive processing. Repetition suppression describes the temporal decrease in neural activity when a stimulus is constant or repeated in an expected temporal fashion; omission activity is the transient increase in neural activity when a stimulus is temporarily and unexpectedly absent. The temporal, repetitive nature of musical rhythms is ideal for investigating these phenomena. During an fMRI session, 10 healthy participants underwent scanning while listening to musical rhythms with two levels of metric complexity, and with beat omissions with different positional complexity. Participants first listened to 16-s-long presentations of continuous rhythms, before listening to a longer continuous presentation with beat omissions quasi-randomly introduced. We found deactivation in bilateral superior temporal gyri during the repeated presentation of the normal, unaltered rhythmic stimulus, with more suppression of activity in the left hemisphere. Omission activation of bilateral middle temporal gyri was right lateralized. Persistent activity was found in areas including the supplementary motor area, caudate nucleus, anterior insula, frontal areas, and middle and posterior cingulate cortex, not overlapping with either listening, suppression, or omission activation. This suggests that the areas are perhaps specialized for working memory maintenance. We found no effect of metric complexity for either the normal presentation or omissions, but we found evidence for a small effect of omission position—at an uncorrected threshold—where omissions in the more metrical salient position, i.e., the first position in the bar, showed higher activation in anterior cingulate/medial superior frontal gyrus, compared to omissions in the less salient position, in line with the role of the anterior cingulate cortex for saliency detection. The results are consistent with findings in our previous studies on Parkinson’s disease, but are put into a bigger theoretical frameset.

Keywords: musical rhythm and beat processing, temporal cortex, predicitve maintenance, supression, surprisal


INTRODUCTION

New musical forms and experiments often challenge established structural forms in composition or reshape old ones into new uses, reordering fundamental musical building blocks to challenge the perception of music. The challenge of studying such diverse music in a principled and systematic manner within a context of neuroscience demands first to establish some fundamental and perhaps common mechanisms in music perception, a work that has been flourishing in the last decades. In this article, we focus on rhythm, one of these fundamental building blocks. Within new music, some artists work with rhythmic entropy while others try to dispel rhythm altogether. Insights into some basic mechanisms of the “listening apparatus” in our nervous system as they pertain to perception of musical rhythms might perhaps still be of use to both researchers and artists, either as a starting point for more advanced research or as a starting point of artistic defiance.

In short, auditory repetition suppression and omission activation, which this study address, are opposite neural phenomena and manifestations of principles of predictive processing. Repetition suppression is the reduction of neuronal activity during listening to a repeated sound that is present, omission activation is the increased neuronal activity that occurs when an expected sound is not present. Listening activates bilateral superior temporal cortices, independent of whether we are exposed to tones, words, animal, and instrumental sounds (Specht and Reul, 2003), while prolonged listening to an unchanging sequence of sounds quickly leads to a deactivation of neural activity, a phenomenon known as repetition suppression (Grill-Spector et al., 2006). Auditory repetition suppression is a robust, experience-dependent adjustment of neural functions (Grotheer and Kovacs, 2016), predictability (Costa-Faidella et al., 2011; Cacciaglia et al., 2019), and prior expectation (Summerfield et al., 2008; Todorovic et al., 2011). It is modulated by a range of factors, such as time scales of presentation rates, sequence position and stimuli similarities (Kovács and Schweinberger, 2016), and stimuli-specific characteristics (Linke et al., 2011), and is also task-dependent (Arnott et al., 2005). Repetition suppression also neatly demonstrates principles of predictive coding (Friston, 2005; Baldeweg, 2006; Auksztulewicz and Friston, 2016), where repetition suppression biases the activity in sensory cortices (Sreenivasan et al., 2014). For auditory stimuli, repetition suppression can be seen in the temporal cortices, including Herschel’s gyrus (HG), superior temporal gyrus (STG), and middle temporal gyrus (MTG) (Auksztulewicz and Friston, 2016; Cacciaglia et al., 2019).

Repetition suppression is related to working memory mechanisms, where attenuation of neural activity can be interpreted as a minimization of activity needed in a working memory maintenance stage (Kumar et al., 2016) through the suppression of irrelevant information (Linke et al., 2011; Ahveninen et al., 2017). It is, however, unclear whether working memory is dependent on persistent neural activity (for maintaining the information) (Huang et al., 2016) or on transient reorganization of synaptic weights (D’Esposito and Postle, 2015) in representational states (Myers et al., 2017; Sreenivasan and D’Esposito, 2019) or a combination of the two (Sreenivasan et al., 2014). A potential theoretical (or actual) difference between these two descriptions—working memory as either persistent or transient neural states [or what within a predictive coding framework can be called “representation units” (Clark, 2013)]—could lie in a distinction between auditory sensory memory (shorter low-level sensory cortical retention intervals) and higher-level working memory network organization (Nees, 2016). Different cortical activation for simple sequence processing and more complex, task-specific working-memory maintenance could point to such nuances (Brechmann et al., 2007). Neural correlates for auditory working memory have been shown in temporal cortices, including STG, HG, and planum temporale (PT) (Brechmann et al., 2007; Kumar et al., 2016). Furthermore, distinct neural differences between perceptual processing and active working memory tasks for melody and pitch (Zatorre et al., 1994), separate neural correlates for duration-based and beat-based auditory timing (Teki et al., 2011), and differentiations for melody and rhythm have been shown—with the right inferior frontal gyrus and insula particularly involved (Jerde et al., 2011).

Within a predictive coding framework, auditory prediction errors (Friston, 2005) must depend on working memory or sensory memory mechanisms, since they occur when an unchanging and predictable sequence of sounds suddenly changes, i.e., when predictions and expectations are breached, or when the incoming sensory signal does not match the “representation unit” (Clark, 2013); what we will henceforth call the representational maintenance. The concept of prediction errors [or “surprisal” (Clark, 2013)] draws on findings in EEG/ERP-studies on mismatch negativity (MMN) (Naatanen et al., 1978; Kompus et al., 2015). MMN potentials are measurable neural spikes triggered by deviant and rare stimuli in a chain of standard stimuli, where the difference between the deviant and the standard stimuli are proportional to the deviance [see (Näätänen, 1992) for a review]. This difference is the mismatch or prediction error (Friston, 2005). In fMRI, as in EEG/ERP studies, the size of activation reflects the magnitude of the MMN deviant (Mathiak et al., 2002; Liebenthal et al., 2003; Eichele et al., 2008). Omissions are a particularly interesting type of deviant stimuli, where omission activation (Raij et al., 1997; Wacongne et al., 2011) describes cortical activation as a result of missing stimuli in a predictable sequence of sounds, and can therefore be assumed to be generating internal responses based solely on expectancy or prediction, and not by a change in the deviant characteristics in the stimuli itself (Jongsma et al., 2005). As with repetition suppression, MMNs or prediction error magnitude is modulated by numerous factors (Näätänen, 1992), and as with repetition suppression and auditory working memory, specific parts of the temporal cortices have repeatedly been shown to be involved in the reporting of such prediction errors (Friston, 2005). Imaging and electrophysiological studies have consistently shown that a main source of MMN potentials is located in the intersection of STG, PT, and HG (Recasens et al., 2014), predominantly right lateralized (Tervaniemi et al., 2000; Opitz et al., 2002; Doeller et al., 2003; Rinne et al., 2005), also for omissions (Mustovic et al., 2003; Voisin et al., 2006; SanMiguel et al., 2013a, b), although one study has found omission activation predominantly on the left (Nazimek et al., 2013). Pertaining to our study, these cortical areas are sensitive to beat and pattern deviations, as shown in both EEG/ERP and fMRI studies (Tervaniemi et al., 2000; Opitz et al., 2002; Doeller et al., 2003; Mustovic et al., 2003; Rinne et al., 2005; Voisin et al., 2006; Nazimek et al., 2013; Recasens et al., 2014). Beat omission and positional saliency have been used to investigate rhythm and pattern-related phenomena with several imaging and neurophysiological techniques, indicating different levels of magnitude for salient and less salient metric beat positions, although findings are somewhat ambiguous (Winkler and Schroger, 1995; Jongsma et al., 2003, 2005, 2006; Ladinig et al., 2009; Wacongne et al., 2011; Salisbury, 2012; Bouwer et al., 2014; Damsma and van Rijn, 2016).

In the current study, we wanted to examine repetition suppression, representational maintenance, and omission activation during the perceptual processing of musical rhythms. In short, these three phenomena can be seen as manifestations of key principles in predictive processing frameworks, and musical rhythms are ideal stimuli to operationalize and demonstrate these principles because of their predictive, temporal nature (Vuust and Witek, 2014; Koelsch et al., 2019). Musical rhythms also facilitate operationalization of modulating factors such as contextual characteristics (simple or complex rhythms) and saliency (position of omission).

In addition, the neuronal mechanisms involved in the perception of musical rhythms are partly known, which makes it possible to compare our results with existing literature. Listening to rhythms activates cortical motor areas, such as premotor cortex and supplementary motor area (SMA), the basal ganglia, as well as large-scale networks across the brain (Grahn and Brett, 2007; Chen et al., 2008a, b; Bengtsson et al., 2009; Geiser et al., 2009, 2012; Grahn, 2009; Trost et al., 2014; Large et al., 2015).

We also wanted to examine the effect of pattern complexity on repetition suppression and omission activation and the effect of positional saliency on omission activation. To this end, two musical rhythms, one simple and one complex, were presented several times to the participants during scans. The first part of the stimuli presentation consisted of a short presentation (16 s) of continuous, unperturbed rhythmic repetition to examine repetition suppression, segueing into a longer continuous presentation of the same rhythm. In this second part, an overt target-detection task (with a quasi-randomly distributed deviant tone) was introduced to keep the participant attending to the rhythm, while quasi-randomly distributed beat omissions were used to covertly examine omission activation (see section “Materials and Methods” for more details on the stimuli and the paradigm).

Based on previous literature, we expected to see listening, repetition suppression, and omission activation in largely overlapping areas in the temporal cortices, with omission activation occurring in more posterior areas than suppression and maintenance. We hypothesized that representation maintenance would also occur in the temporal cortices, with additional activation of inferior frontal areas, insula, and premotor cortices. We hypothesized that complexity would differentially affect suppression, as the encoding stage presumably would be affected by a higher cognitive load for the complex rhythm. We also hypothesized that omission activation would be modulated by rhythmic context where the cognitive demand (i.e., higher neural activity in a representational maintenance) of the more complex rhythm would result in smaller omission sizes, and furthermore that positional saliency would modulate omission activation, where a more salient position (beat position number one) would show higher activation than the less salient position (beat position number two). Finally, we hypothesized that there would be an interaction between pattern complexity and beat position for omission activation.



MATERIALS AND METHODS


Participants

Participants were recruited among Norwegian-speaking students enrolled at the University of Bergen (UiB). Fourteen participants underwent scanning with fMRI, but four were excluded due to head movement in the scanner. Analyses were done on the remaining 10 (6 females, mean age = 24.4). Eight were right-handed by self-report. The number of years participants had played instruments (outside mandatory music lessons in public school) was done by self-report. A participant was labeled as a musician if s/he had 5 or more years of consistent instrument practice, and 5 out of the 10 participants reached this target. Personal data were coded and stored offline and anonymity was assured. All procedures were approved by the Regional Committee for Medical and Health Research Ethics (REK no 2014/1915) and carried out in accordance with the code of Ethics of the World Medical Association, Declaration of Helsinki. Upon enrollment in the study, all participants gave written informed consent to participate in the study and were rewarded 50NOK for their participation.



Stimuli

We used two musical rhythmical stimuli of different rhythmic complexity described elsewhere (Vikene et al., 2018, 2019). The stimuli consisted of deep, multilayered synthesizer bass sounds in two octaves and a sampled bass drum sound, to place the general character of the stimuli in a different frequency range than the Eigenfrequency of the scanner during the echo planar imaging (EPI) sequence. The first 8 bars (16 s) of each stimulus contained an alternating piano chord, at the first position to clearly mark the beginning of the bar. For each rhythm (simple/complex), these chords were composed in one major and one minor mode for listening variation (no tests where planned for the effect of mode). The remaining 44 bars/88 s of each stimuli were constructed with quasi-distributed overt deviant probe tones (consisting of a six-note up-shift of tonality, to keep the participants attending to the musical rhythms), and covert beat omissions. Probe tones were always placed on the first position of the bar, while omissions were placed in equal numbers on first and second positions. Each of the four versions of the stimuli blocks (simple/complex vs. major/minor) had six omissions. The omissions were either at the first or second position of the rhythmic patterns. In two versions of the blocks, three omissions were at the first position and three omissions were at the second position. In one version of the blocks, four omissions were at the first position and two were at the second position. In one version of the blocks, two omissions were at the first position and four were at the second position. The smallest time between two consecutive omissions was 8.5 s; the longest was 17.5 s. Because we were interested in the covert, or passive, detection of omission, and not active detection success, and because target detection of the probe tones involved button-pushing on a hand grip leading to motor area activity, no analysis was planned for the overt probe tone detection. All participants did, however, correctly detect all target tones. Stimuli were created using Steinberg Cubase 7 and presented in the scanner with EPrime 2.0 (Ver 2.3 Professional), which was also used to collect responses to the overt task.



Experimental Design

Participants were given earplugs and were placed comfortably in the scanner. They were given fMRI-compatible headphones with additional physical noise cancelation foamed ear plugs. Participants were also fitted with fMRI-compatible video goggles and a handgrip with buttons to respond to the overt target-detection attentional task. After initial structural scans and a 5-min-long resting-state fMRI scan (not part of this report), goggles were turned on and participants were given instructions for the study. Participants were told to keep eyes open and look at a cross in the middle of the screen and asked to press a button on the hand grip when the probe tone was detected. Instructions were followed by a short test run before scanning started. Before each trial, the same written instructions were repeated in the goggles (4.5 s), followed by a blank screen and silences ranging from 13 to 19 s. When the music stimuli began playing, a cross was presented in the goggles as a focus point to minimize head movement. Each sound file was presented twice during the scan, in randomized order between subjects. Total scan time for the paradigm was 33 min. See Figure 1 for an overview of the paradigm.
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FIGURE 1. Construct of fMRI paradigm.




Data Acquisition and Pre-processing

fMRI images were acquired using a 3-T scanner (GE Signa Excite 750) with a 32-channel coil. Repetition time (TR) for the EPI sequence was 1.5 s, echo time (TE) was 30 ms, voxel size was 3.44 × 3.44 × 5 with 28 slices interleaved, for 1325 volumes. Pre-processing steps included realignment (0.9 quality, 5 mm smoothing kernel, registered to first image with second-degree B-spline), unwarping (using 12 × 12), resliced to mean image, normalized to ICBM template (with 2mm3 voxel size), and smoothing with Gaussian kernel (5 mm3).



First-Level Analysis

We aligned the onset of stimuli epochs (below) to 13th of the 28 interlaced slices. A high-pass filtering threshold was set at 1/249 Hz cutoff (calculated as the mean between onsets of the stimuli blocks). Single-subject data were analyzed by specifying a general linear model, and for the whole scan, movement-related variance (realignment parameters) was included in the model as six covariates of no interest.

Each block was modeled as follows: 4.5 s of on-screen instructions were labeled as “READ.” Silence periods (randomly assigned between 13 and 19 s) between each block were not segmented and thus served as contrast for all other epochs (“REST”). The whole block was segmented into 2-s bins, i.e., the total length of one whole rhythmic pattern. The first 4 s of each block were labeled “LEARNING”; the next 12 s, “SUPPRESSION.” In the following 88 s of each block, bins containing a probe tone were labeled “PROBE,” bins containing the normal, unperturbed version of the rhythmic pattern were labeled “MAINTENANCE,” while 2-s bins containing an omission were labeled according to the position of the omission (i.e., “OMISSION1” for the first position-omission). The 2-s bin immediately following an omission was labeled “NOT OF INTEREST” to avoid any secondary effects of the omission spilling into the segments labeled “MAINTENANCE.”

All blocks were divided into simple and complex rhythm, and segmentation of different epochs were labeled “SIMPLE” or “COMPLEX.” For example, the “LEARNING” epochs in the simple rhythm were called “SIMPLE_LEARNING”; for the omission in position 2 in the complex rhythm: “COMPLEX_OMISSION2.” First-level analysis produced 10 contrasts for “SIMPLE/COMPLEX” blocks, with “LEARNING/SUPPRESSION/MAINTENANCE/OMISSION (1/2)” epochs, all with REST epochs subtracted for the contrasts.



Second-Level Analysis (Initial)

A full factorial analysis—akin to a repeated measures ANOVA—was conducted, with MUSICIAN (musician/non-musician), RHYTHM (“SIMPLE/COMPLEX”), and TYPE [“LEARNING/SUPPRESSION/MAINTENANCE/OMISSION (1/2)] as dependent factors. The analysis was examined with a threshold of family-wise error (FWE) correction for multiple comparisons at p < 0.05, with a minimal voxel-cluster size of at least 10 voxels. No main effect or interaction effects were found for neither MUSICIAN nor RHYTHM, but as expected, a main effect for TYPE was found. Since we had a clear hypothesis on omission complexity and position, we did, however, probe these comparisons through t-tests, but did not find any significant differences on omission, neither between rhythms nor positions at a FWE-corrected level. For completeness, we would nonetheless mention that at an uncorrected level (p < 0.001, cluster size of 100 voxels), we found higher activation in an area in the anterior cingulate cortex (ACC)/medial prefrontal gyrus (see Supplementary Figure 1 and Supplementary Table 1).



Second-Level Analysis (Reduced Model)

Based on the lack of main and interaction effects for RHYTHM, and lack of significant t-test results on OMISSION, we decided to re-segment the data, dispelling of the division into two rhythms, as well as omission position. Furthermore, based on the lack of main and interaction effects of the categorical MUSICIAN group division, we instead included the number of years playing an instrument as a covariate in the analysis. A new full factorial analysis was therefore conducted using only TYPE as dependent factors, i.e., “LEARNING/LISTENING/MAINTENANCE/OMISSION.” A main effect for TYPE was found [F(1,31) = 18.36, p < 0.001], and we proceed to do t-tests for our planned comparisons.



RESULTS

All results are reported with a FWE-corrected threshold of p < 0.05 and at least 10 voxels per cluster. Figure 2 shows a detailed excerpt of the frontal right hemisphere of the findings listed below. Figure 3 shows a more detailed overview of the findings across the while brain.
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FIGURE 2. Excerpt from right hemisphere of separation of (in red) LISTENING (L), (in yellow) SUPRESSION (S), (in blue) MAINTENANCE (M) and (in green) OMISSION (O). A = Caudate Nucleus, B = Anterior Insula, C = Putamen, D = Superior Temporal Gyrus, E = Middle Temporal Gyrus. Panel at MNI z = –5 on the axial plane. (Figure made partly with MRIcroGL, with small cluster removal).
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FIGURE 3. Red areas, overall activity during listening for the first 16 s. Yellow areas, where activity decreased in the last 12 s, compared to the first 4 s of listening. Blue areas, persistent activity for the remaining 88 s of listening (only for epochs of normal presentation of the rhythm). Green areas, beat omission activity in the middle temporal gyrus. Numbers refer to MNI coordinate on the axial plane (figure made partly with MRIcroGL, with small cluster removal).



Overall Listening

For the combined LEARNING, SUPPRESSION, and MAINTENANCE bins, we found activations in large parts of bilateral superior and middle temporal gyri (STG/MTG), as well as bilateral angular gyri, SMA, cerebellum, and posterior areas [fusiform, occipital, posterior cingulate cortex (PCC)] (Table 1).


TABLE 1. General effect of listening (LEARNING + LISTENING + MAINTENANCE).
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Learning/Suppression

We contrasted the first 4 s of the introduction of music, LEARNING, by subtracting the following 12 s of SUPPRESSION. This showed more bilateral activations across many areas, including STG, angular gyri, and cerebellum (crus 1 and vermis 6), the basal ganglia (caudate nucleus and putamen), and thalamus, in the first 4 s (Table 2).


TABLE 2. Effect of Time (LEARNING > SUPPRESSION).

[image: Table 2]


Maintenance

We subtracted the last of the 12 s of the initial listening (SUPPRESSION) from MAINTENANCE to examine which brain areas, after the initial listening period, showed more activation during maintenance of the rhythm throughout the remaining 88 s. The rationale behind this contrast was that after the first 4 s (LEARNING), the next 12 s (SUPPRESSION) consolidates the (reduced) neural activation related to the establishment of a predictive model of the rhythmic pattern, while MAINTENANCE represents additional areas needed to keep the rhythmic pattern in working memory pertaining to the overt task. Areas including SMA; caudate nucleus; anterior insula (AIN); superior, middle, and inferior frontal gyrus (SFG/MFG/IFG); and middle and posterior cingulate cortex, as well as parts of the occipital cortex, showed more activation during MAINTENANCE than during SUPPRESSION (Table 3).


TABLE 3. Maintenance of rhythmic patterns (MAINTENANCE > SUPPRESSION).
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Omission

We contrasted OMISSION by subtracting MAINTENANCE to examine which brain areas were activated during beat omissions. The rationale behind this contrast was that MAINTENANCE, as stated above, represents areas needed to keep the rhythmic pattern in working memory, while OMISSION represents the neural activation related to the prediction error triggered by the missing beat.

For OMISSION, more activation was seen, predominantly in the right MTG, extending from the inferior to the superior temporal gyrus. In addition, a smaller activation was seen in the left MTG as well as in the right angular gyrus (Table 4).


TABLE 4. Omission activation (OMISSION > MAINTENANCE).
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DISCUSSION

Listening to musical rhythms predictably activated the bilateral STG as well as bilateral angular gyrus. Areas in the STG attenuated after the first 4 s of repetition of the rhythmic patterns overlapped exclusively with these areas, with the size of deactivation being larger in the left STG. In addition, activity in bilateral cerebellum, and the (predominantly right) basal ganglia, including caudate nucleus, putamen, and thalamus, decreased after the first 4 s. Since processing of music (Zatorre and Zarate, 2012) and particularly rhythm (Thaut et al., 2014) has been found to be right lateralized (Large et al., 2015), this larger deactivation in the left STG might reflect an asymmetric allocation of resources, where—after initial processing in sensory cortices—the processing of musical rhythms is predominantly done in the right STG. The rapid deactivation of the basal ganglia and cerebellar areas points to a role for these areas in initial beat detection (Peretz and Zatorre, 2005; Grahn, 2009).

During the prolonged listening to rhythms after the initial 16 s of encoding, larger activity was found in the SMA and the caudate nucleus, areas well known to be activated by rhythm (Grahn and Brett, 2007; Bengtsson et al., 2009). Areas related to attention, such as the anterior insula and frontal areas (the inferior frontal gyrus in particular, but also middle and superior frontal areas), were also activated. These areas have been directly implemented in rhythm perception (Chapin et al., 2010; Heard and Lee, 2020), in particular as crucial in working memory for rhythm (Jerde et al., 2011). Activity in the precuneus, the posterior part of the cingulate cortex, and middle prefrontal cortex has in addition been found to play a particular role in the maintenance of musical beats with high beat salience (Toiviainen et al., 2020), which the rhythms in the current study must be characterized as. The areas found to be more activated during maintenance (anterior insula, frontal areas, SMA, posterior cingulate, and precuneus), with more activity in the right hemisphere, were clearly distinct compared to the other conditions and could indicate that working memory mechanisms of representational maintenance are allocated in different areas of the brain, separate from primary cortices activated during initial sensory processing.

Omission activation was distinctly more posterior than listening, suppression, and maintenance, located predominantly in the MTG, and, as expected, omission activation was significantly bigger in the right MTG (Raij et al., 1997) (see Figure 3 and Table 4), with coordinates closely matching those found in previous fMRI (Mustovic et al., 2003; Voisin et al., 2006) and EEG (SanMiguel et al., 2013a, b) studies on omissions and silences in healthy controls and in our previous fMRI study on persons with Parkinson’s disease (Vikene et al., 2019).

In addition, at uncorrected levels, the more salient position of the omission showed a higher activation in the ACC, consistent with previous research implicating the ACC in saliency detection (Menon, 2011) (Supplementary Figure 1 and Supplementary Table 1).

On a theoretical level, our findings can be interpreted as manifestations of crucial principles in predictive processing frameworks, where repetition suppression (Friston, 2005; Baldeweg, 2006; Auksztulewicz and Friston, 2016) can be interpreted as model building; maintenance (Brechmann et al., 2007; Kumar et al., 2016) as a “representation unit” (Clark, 2013); and omission activation (Raij et al., 1997; Wacongne et al., 2011)—an internal response based solely on expectancy or prediction (Jongsma et al., 2005)—as a prediction error (Friston, 2005). Despite the limitations in this study, we will claim that it robustly shows results in line with previous findings on repetition suppression and omission activation—and the perception of musical rhythms in general—and that our paradigm, concretely or abstractly, can be used as a starting point for more refined studies of predictive processing mechanisms for the perception of musical rhythms.


Limitations

Due to the small sample of participants (n = 10) taken from a homogenous population of Western Educated Industrialized Rich Democratic (WEIRD) students of psychology, our findings are difficult to generalize. During a continuous scanning paradigm, the scanner is never silent, which makes the study of omissions questionable, although our results are consistent with previous research. Previous studies have also shown differences in omission detection between musicians and non-musicians (Ono et al., 2013, 2015), but we did not find a difference between them in this study. This might be a result of a low number of participants in the study. Using musical stimuli at “ecological” tempo (120 bpm), with 250 ms ISI in the isochronous metric framework, meant that omissions had to be distributed at fairly long intervals (between 8 and 17.5 s), and to amass sufficient instances of the omissions for statistical analysis, the total scan time for the paradigm was long (33 min). The lengthy paradigm could have affected levels of vigilance and attention during the scan and, as a consequence, could have influenced the results. We did try to remedy this by adding an overt target-detection task, which all participants performed correctly. Furthermore, we only used two rhythms, both of which were repeated several times during the scans. The consequence of longer-term habituation and learning effects could therefore also have influenced the results. In addition, the lack of effects on complexity in our study could indicate that the two rhythms chosen for the study did not differ (enough) in their level of complexity to yield such differences. Finally, due to the poor temporal resolution of fMRI, we might not have been able to pick up finer details of the mechanisms we have tried to describe. Future studies should try to limit paradigm length and use more varied and perhaps “real” musical samples, also with more levels of complexity. Factors such as musical aptitude, level of vigilance, and general working memory capacity should also be taken into consideration in future studies.



CONCLUSION

Our study successfully replicated previous findings for repetition suppression and omission activation and shows that tailored musical stimuli can be used in an fMRI setting to robustly investigate such neural phenomena, even with a limited number of participants (n = 10). Importantly, our findings show a clear separation between repetition suppression and prediction error activation, and additionally indicate that representational maintenance activates areas different from those deactivated during repetition suppression. While listening and subsequent repetition suppression were located mainly in anterior parts of the superior temporal gyrus, prediction errors (omission activation) were clearly separated from these areas and located mainly in posterior parts of the MTG. Representational maintenance activated SMA, caudate nucleus, anterior insula, frontal areas, and middle and posterior cingulate cortex, potentially showing persistent representational maintenance activity in areas separate from initial listening (encoding), repetition suppression (attenuation), and prediction error (omission).
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Today’s audio, visual, and internet technologies allow people to interact despite physical distances, for casual conversation, group workouts, or musical performance. Musical ensemble performance is unique because interaction integrity critically depends on the timing between each performer’s actions and when their acoustic outcomes arrive. Acoustic transmission latency (ATL) between players is substantially longer for networked music performance (NMP) compared to traditional in-person spaces where musicians can easily adapt. Previous work has shown that longer ATLs slow the average tempo in ensemble performance, and that asymmetric co-actor roles and empathy-related traits affect coordination patterns in joint action. Thus, we are interested in how musicians collectively adapt to a given latency and how such adaptation patterns vary with their task-related and person-related asymmetries. Here, we examined how two pianists performed duets while hearing each other’s auditory outcomes with an ATL of 10, 20, or 40 ms. To test the hypotheses regarding task-related asymmetries, we designed duets such that pianists had: (1) a starting or joining role and (2) a similar or dissimilar musical part compared to their co-performer, with respect to pitch range and melodic contour. Results replicated previous clapping-duet findings showing that longer ATLs are associated with greater temporal asynchrony between partners and increased average tempo slowing. While co-performer asynchronies were not affected by performer role or part similarity, at the longer ATLs starting performers displayed slower tempos and smaller tempo variability than joining performers. This asymmetry of stability vs. flexibility between starters and joiners may sustain coordination, consistent with recent joint action findings. Our data also suggest that relative independence in musical parts may mitigate ATL-related challenges. Additionally, there may be a relationship between co-performer differences in empathy-related personality traits such as locus of control and coordination during performance under the influence of ATL. Incorporating the emergent coordinative dynamics between performers could help further innovation of music technologies and composition techniques for NMP.

Keywords: perceptual-motor coordination, interpersonal coordination, joint action, technology-mediated interaction, acoustic transmission latency, role asymmetries, time-delayed coupling synchronization, musical turn-taking


INTRODUCTION

Cyber-based social interaction has become ubiquitous in our society due to rapid advances in interactive technologies including video-conferencing, online social networking, and even multiplayer gaming platforms and virtual reality. This has generated a wide range of opportunities for collaborative interaction across distinct geographic locations. As with in-person human interaction, many cyber-based collaborations require individuals to effectively coordinate their actions with others. However, information transmission latencies are present at greater lengths and with increasing frequency during social interactions. This can substantially impact behavioral coordination. For instance, when auditory and visual feedback from listeners in response to a speaker is absent or delayed during videoconferencing this can disrupt conversational turn-taking behaviors (O’Conaill et al., 1993). Such effects are especially poignant in ensemble musical performance. Here the timing information about a performer’s actions is extremely critical to their co-performers’ actions, all of which have an immediate effect on the quality of musical outcomes (Goebl and Palmer, 2009). This also affects audiences’ perceptions. When a temporal offset is introduced between the video of a conductor and the audio of the ensemble performance, audiences perceive conducting quality to be lower (Meals et al., 2019). As a result, while “networked” music performance (NMP) offers intriguing opportunities for experimental music and novel compositional techniques (e.g., Chafe, 2011), it also poses significant challenges to the achievement of robust, gratifying ensemble performance.

Scarce work exists on how musicians might maintain collective temporal coordination and sustain ensemble performance during NMP. Past empirical work has, however, demonstrated that acoustic transmission latencies (ATLs) disrupt the temporal dynamics of many perceptual-motor tasks. Notably, ATLs in the action-feedback an individual receives can disrupt behavioral production of tapping, speech, and musical performance (e.g., Fairbanks and Guttman, 1958; Robinson, 1972; Gates et al., 1974; Howell et al., 1983; Finney, 1997; Finney and Warren, 2002; Pfordresher and Palmer, 2002). For example, Pfordresher and Palmer (2002) found that for a pianist playing a rhythmically isochronous melody, increases in the ATL between their keypresses and the resulting sound is associated with increased temporal variability in their playing.


ATLs and Music Ensemble Coordination

For ensemble musical performance, the effects of ATL show more complex patterns characterizing the temporal relationships between musicians’ behaviors (Delle Monache et al., 2019; see Rottondi et al., 2016 for review). Chafe et al. (2010) asked pairs of individuals to perform a coordinated clapping task to establish an initial empirical understanding of the limitations and implications of NMP. ATLs were introduced bidirectionally between the duet partners (i.e., each performer heard their co-performers’ clapping at the same, fixed latency during a given trial). There was no pre-designated “leader” in this clapping duet like an orchestra conductor. Instead, one individual started first as a solo performer (henceforth “starter”), repeating a rhythmic pattern [“dum-(rest)-da-da”], before the other joined (henceforth “joiner”) repeating the same rhythmic pattern but in a temporally staggered manner [“da-da-dum-(rest)”]. The collective rhythm was the two unison notes (clapped by both) always interleaved with a solo note (clapped by a starter or joiner).

The researchers observed the emergence of four distinct coordinative regimes, each corresponding to a different range of ATL. Most notably, when performers exhibited stable synchronized behavior at latencies of 10–25 ms they appeared to maintain symmetrical behavioral roles. Contrastingly, the emergence of a starter-joiner dynamic for latencies between 25 and 60 ms involved distinctly different, or asymmetric roles. Different ATL ranges can therefore lead to distinct, emergent temporal relationships that can support the maintenance of ongoing coordination. The effect of a given ATL may also depend on training and the instrument being played. For example, percussionists appear able to maintain tempo when experiencing both moderate and extreme delays while other instrumentalists (e.g., harpists and flutists) are potentially more affected due to melodic and agogic constraints (Jack et al., 2018; Delle Monache et al., 2019). Past work has also revealed differences in the effects of ATL among instruments with melodic constraints (Bartlette et al., 2006), as well as variations due to instrument entropy (Rottondi et al., 2015) and reverberation (Carôt et al., 2009; Farner et al., 2009).



Asymmetries in Musical Interaction

The “functional asymmetry” in co-actor roles observed in Chafe et al. (2010) is similar to those that often emerge over the course of general, non-musical, interpersonal interaction without explicit instruction or intention (Richardson et al., 2016). Other factors that support functional asymmetries are primarily related to (1) task structure, and (2) individual traits.


Task-Related Asymmetries

Individuals commonly adopt functionally asymmetric behaviors based on their distinct task roles. For example, when two people move a table together one might support the table while moving backward while the other moves forward and guides the direction. There is evidence of asymmetries in musical interaction as well. Ensemble performers often have distinct roles corresponding to their part/instrument that are understood in a hierarchical fashion (i.e., the “first” violinist is the predetermined leader of a string quartet). Timmers et al. (2014) identified a leader-follower relationship in performance timing between Viola and Violin 1 and between Violin 1 and Cello, as well as mutually adaptive relationships between Violin II and Viola and between Violin II and Cello in a professional quartet. Other studies have shown that body sway movements of the individual playing the leading melody precede those of their co-performers (Goebl and Palmer, 2009; Badino et al., 2014). Interestingly, Chang et al. (2017) found that if a leader other than Violin 1 is explicitly designated during string quartet performance then the other members’ body movements tend to follow theirs. This suggests that explicit role recognition influences the overall ensemble coordination behaviors.

Such task-related movement patterns are further associated with differences in underlying neural activities. Vanzella et al. (2019) used functional near-infrared spectroscopy (fNIRS) to identify greater activation in temporo-parietal and somatomotor regions for individuals performing the second violin part vs. the first violin part in a duet. This indicates that collective goals for ensemble performance may especially shape the behavior of the follower musician. Furthermore, a functional magnetic resonance imaging (fMRI) study of dancers revealed that the level of expertise in one role compared to the other (e.g., leader role or follower role) in couple-style dances enhanced brain activation specific to the trained role during joint hand movement coordination (Chauvigné and Brown, 2018). Thus, the two types of behavior may correspond to distinct synchronizing strategies, where a greater focus on one’s own behavioral outcomes or those of the interaction can be emphasized. Electroencephalography (EEG) hyperscanning has also revealed theta- and delta-band oscillatory coupling between musicians’ cortical activity during coordination (Lindenberger et al., 2009), and stronger alpha- and beta-band oscillatory coupling for follower to leader behavior than vice versa during guitar duet performance (Sänger et al., 2013).

In addition to explicit and predetermined roles, differences in the musical content between performers’ parts may also contribute to the emergence of asymmetries in coordination. The difference in the number of notes between players’ parts can actually affect patterns of relative adaptation between piano duet performers more than assigned leadership (Goebl and Palmer, 2009). Here, the pianist whose part had twice as many notes to play was more likely to exhibit a temporal lead, regardless of who had been assigned the “leader” role. Interestingly, this behavior may be accounted for by the widely observed “more is up” phenomenon in which larger quantitative magnitudes are associated with higher physical space (Fischer, 2012; Shaki and Fischer, 2018). Thus the performer with a greater number of notes, and larger workload, may feel hierarchically higher relative to their co-performer and more responsible for leading. Further, Loehr and Palmer (2011) observed that the melodic and harmonic complexity of the accompaniment part within a piano duet resulted in temporal grouping coinciding with the melodic structure, showing increased adaptation in the accompaniment role. Relatedly, Bishop and Goebl (2020) suggest that asymmetric leader-follower relationships can make performance more predictable for performers by decreasing variability in interpretation and increasing predictability. This potentially unconscious strategy is similar to instances of non-musical joint action where co-actors make their behavior more predictable, and consequently achieve greater coordination (Vesper et al., 2011).



Person-Related Asymmetries

Loehr and Palmer (2011) showed that a greater difference between partners in individual preferred tempo led to an increase in their temporal asynchronies. Pianists matched for preferred tempo achieved greater interpersonal synchrony and synchronization stability during duet performance than those who were not (Zamm et al., 2016). Wing et al. (2014) examined temporal relations between musicians in two separate professional quartets performing the same piece, finding that the two groups exhibited unique patterns of symmetry and asymmetry at the beat-to-beat timescale. Thus, functional asymmetries in temporal coordination between musicians are shaped not just by differences in musical role and the musical content of their parts, but also by the performers themselves.

Volpe et al. (2016) emphasize that coordination and leadership within music ensembles can also be related to the social dynamics between individual performers. The personality traits of each performer, including locus of control and empathy, are relevant to the emergence of co-performer asymmetries in music. In particular, individual differences may at least partially contribute to the asymmetries observed in behavioral or neurophysiological patterns. For example, during a synchronized tapping task with a virtual partner, individuals with a latent internal locus of control (i.e., perceive events to be the consequences of their own actions) showed less adaptive behavior and more leader characteristics, while those with a latent external locus of control (i.e., perceive events to be caused by external forces) adopted more of a follower role, exhibiting more frequent corrective behavior (Fairhurst et al., 2013). Further, Fairhurst et al. (2014) and Konvalinka et al. (2014) have found distinct neural activity associated with leading vs. following behavior and corresponding personality traits. For example, using fMRI during a finger tapping task with a virtual adaptive partner, Fairhurst et al. (2014) identified a correlation between internal locus of control score and the tapping interval stability in those who showed “leader” behavior (e.g., less adaptive). The score was further positively related to subjective perception of the leadership role as well. Similarly in Konvalinka et al. (2014) only individuals who showed leadership behavior during synchronized tapping exhibited alpha suppression as captured via EEG.

Individual differences in the perspective taking dimension of empathy also affect synchronized tapping, with higher scores linked to greater anticipation of tempo-changing metronome sequences (Pecenka and Keller, 2011). Such individual differences appear to further interact with the task asymmetry between co-performers. In our own recent piano-duet work (Washburn et al., 2019), pianists with high empathy scores exhibited greater variability in temporal coordination when the performers’ parts were melodically dissimilar as compared to when they were similar, even though duet parts were rhythmically identical. Together, these studies consistently demonstrate that a person with increased empathy or perspective taking tends to be more influenced by the activity of an external stimulus, or co-performer behavior. This point is further supported by two other studies, both requiring pianists to perform the right-hand part of a piece with a pre-recorded left-hand part (Novembre et al., 2012, 2013). During the performance, researchers used transcranial magnetic stimulation (TMS) to facilitate or inhibit excitability of the right motor cortex (thus, modulating the person’s perceptual-motor experience of the left hand). The effects of stimulation were associated with increased impairment of tempo adaptation accuracy for more empathic individuals.



Current Study

Acoustic transmission latencies clearly influence the stable coordinative states available to co-performers. However, there is little existing evidence on how these ATLs interact with the aforementioned task and personality-related factors. Direct manipulation of ATL between co-performers may systematically influence how each type of asymmetry plays its role. In the current study we assessed this possibility by examining how two pianists, playing in separate rooms without seeing each other, adapt their coordination patterns during naturalistic, simple, rhythmic duet tasks at a given ATL. We composed eight original duets employing the same interlocking rhythmic pattern with two independent but equal parts previously studied with clapping (Chafe et al., 2010). These duets included two forms of task-related asymmetry: performer role asymmetry (starting vs. joining roles), and musical part asymmetry (similar vs. dissimilar musical parts with respect to pitch range and melodic complexity). To examine the effects of person-related asymmetry we evaluated perspective taking and locus of control. During duet performance, we introduced three ATLs (10, 20, and 40 ms), allowing us to evaluate how ATL interacts with both musical task-based and person-related asymmetries in shaping coordination. In the past decade standard internet latencies have typically ranged from 20 to 100 ms (Cáceres et al., 2008; Cáceres and Chafe, 2010), with current 5G networks producing latencies on the order of tens of milliseconds (Landström et al., 2016). The ATL values for the current study therefore fall within typical internet latencies while targeting three characteristic effects. These include a speeding up, steady maintenance, or slowing down of the average tempo for duet performance when initial performance tempo is around 90 beat-per-minute (bpm) (e.g., Farner et al., 2009; Chafe et al., 2010; Rottondi et al., 2015).

Our primary coordination measures were the magnitude and variability of note-onset asynchronies between co-performers at unison points in each duet as well as the magnitude and variability of tempo. Based on previous work, we predicted that starting performers would exhibit greater note-onset asynchrony leads, and less variability in both note-onset asynchronies and tempo. We also expected possible interactions between performer role and musical part asymmetry, with greater differences between starters and joiners in both asynchrony and tempo when the duet parts were dissimilar. We predicted that ATL would moderate these effects, with greater ATL leading to greater differences in starting vs. joining behavior. This study’s overarching goal was to provide a foundation for understanding how key aspects of the music ensemble setting shape co-performer interaction within cyber-mediated environments such as NMP.



MATERIALS AND METHODS


Participants

We conducted a power analysis for the number of participant pairs in the current study. We based this on the Pearson correlation coefficient (R = 0.96) for the relationship between ATL and collective lead/lag from Chafe et al. (2010) (we refer to this measure as “cycle asynchrony,” see section “Measures and Analyses”). Using a significance level of alpha = 0.05, an intended power of 0.9, and a directional analysis without bias-correction, we obtained a sample size of N = 6 pairs of participants. We recruited 12 pairs of performers, satisfying the minimum sample size supported by the power analysis.

Twenty-four pianists (12 pairs) ranging from 18 to 47 years old were recruited from the Stanford University community. All had at least 4 years of piano-playing experience and all but one were active musicians, playing an instrument or singing at least 2 h a week. No one reported hearing problems relevant to their musical pursuits.1

Of the pairs recruited, three pairs knew each other and had played music together prior to the experiment, ranging between one and six occasions. These three pairs did not exhibit particular advantages against the ATL effects compared to the other nine pairs, or consistent outlying values for within-pair differences in the perspective taking and locus of control scores compared to the other eight pairs included in the correlation analyses. The study was approved by the Stanford University Institutional Review Board. All participants provided informed consent via a signed form and were paid $20/h for participating.



Apparatus

Two Yamaha Axiom-61 digital keyboards were located in two adjacent rooms, where the smaller room included sound shielding for use during EEG studies (see Figure 1). Each room was equipped with a pair of AKG K271 MKII Closed-Back headphones. We made a custom program using the Max/MSP 7.0.1 platform to not only synthesize and control all acoustic feedback but also to monitor accuracy of the performers’ keypresses and record all the keypress timing data explicitly associated with the individual notes of the duet compositions throughout the study via a Macintosh computer (OSX 10.9.5). Sounds recorded from the built-in OSX MIDI sound synthesizer, AU DLS Synth, were precisely triggered to create the piano timbre used throughout and the snare drum “cross-stick” timbre used for introductory metronome count-ins. The experimenter sat with this computer in the larger room. Play-back loudness was set constant regardless of the MIDI keypress velocity with pianists unable to produce changes in dynamics during performance. Note duration was fixed at 200 ms regardless of performer key-offset timing. These settings were controlled so that we could best examine the effects of the experimental manipulations of interest on temporal coordination.
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FIGURE 1. The experimental set-up. The experimenter (center, gray circle) was able to see both pianists (red and blue circles) while they were located in separate rooms and could not see each other. The keyboards were controlled by the experimenter’s Macintosh computer with Max/MSP software such that the pianists always heard their own playing at the base latency inherent within the apparatus (solid red and blue lines) but heard their partner’s playing with an additional ATL of 10, 20, or 40 ms (dashed red and blue lines) during experimental trials. In this figure the left pianist (red) is performing the starter role (playing the associated yellow highlighted score part), with the right pianist (blue) performing the joiner role (playing the associated yellow highlighted score part). All pianists played both parts of all musical compositions; this role distribution occurred for half of the trials, while for the other half the roles were reversed.


As demonstrated by Wright et al. (2004), we evaluated the latency inherent to the experimental apparatus by obtaining audio recording for the following events simultaneously: (1) the acoustic sound of each keyboard keypress (captured with an AKG C 414 B-ULS microphone from approximately 5 cm distance) and (2) the resulting acoustic feedback (a piano tone emitted by the apparatus), via a direct electrical connection from the output of the sound generator into the input of the audio interface connected to Audacity software. From these recorded audio files we detected the instantaneous onset time of each event using a simple amplitude threshold (set to 10 times the maximum amplitude of the recorded background noise) and the rule that after one onset the amplitude must remain below the threshold for ∼2 ms before the next onset can be detected. Subtracting the keypress onset time from the corresponding piano tone onset time gives the latency for each keypress. Following outlier removal the average keypress to acoustic feedback onset for Keyboard 1 (larger room) press to Keyboard 1 audio was 33.5 ms (SD = 3.3 ms), for Keyboard 2 (smaller room) press to Keyboard 2 audio was 25.4 ms (SD = 2.0 ms). The base latency for Keyboard 1 press to Keyboard 2 audio was 27.7 ms (SD = 2.5 ms), and for Keyboard 2 press to Keyboard 1 audio was 35.3 ms (SD = 3.6 ms). Kolmogorov–Smirnov tests were used to assess whether there were significant differences between the distributions of the mean-centered latency for: (1) self-feedback at each of the two keyboards (i.e., K1-K1 vs. K2-K2), (2) self vs. other feedback at Keyboard 1 (i.e., K1-K1 vs. K2-K1), (3) self vs. other feedback at Keyboard 2 (K2-K2 vs. K1-K2), or (4) other-feedback at each of the two keyboards (i.e., K1-K2 vs. K2-K1). All tests were not significant.

Importantly, the latency differences between self-produced sound and the other keyboard sound were compatible (Keyboard 1: 33.5 vs. 35.3 ms; Keyboard 2: 25.4 vs. 27.7 ms). Performers had the opportunity to calibrate to the base latency at their own keyboard during the initial practice and test trials in the same way that musicians regularly adjust to the inherent base latency of a given environment. This means that, in our recorded timing data, the effect of the additional ATL from the partner’s keyboard sound in the experimental condition was only compared to each respective self-produced action-to-playback latency.

The Max/MSP program was used to introduce additional bidirectional ATLs of 10, 20, or 40 ms between performers during experimental trials as described below in section “Procedure.” In these trials both pianists experienced a given latency of experimentally induced delay in the acoustic outcomes of their partner’s keypresses, but not their own. Throughout every trial the Max/MSP program tracked the pianists’ performance (the MIDI inputs from the two keyboards) for accuracy in note pitch and sequence compared to the musical score to identify errors. With the introduction of ATLs we expected tempo changes, and therefore allowed all timing distortions as long as the duet collectively played the correct alternation of solo notes and “unison” notes (regardless of the timing difference in note-onset). The program also controlled the order of the ATL conditions and metronome tempo, and generated codes for events associated with experimental conditions to store these with timepoints for the data analyses.



Stimulus and Task

Eight duets in C Major were composed where each performer was meant to play either the top or bottom line (see Figure 2). All duets employed the same interlocking rhythmic pattern, with two independent but equal parts such that temporally synchronized performance results in unison just once every two notes, and the analysis of a lead/lag relationship between parts is possible (i.e., metrical phase for each part can be assessed individually) (Chafe et al., 2010). All parts were to be played with the right hand. Each duet included four full bars in which both performers played, along with a preceding pickup bar to be played by the “starting” performer. Both performers played the same rhythmic pattern consisting of three consecutive eighth notes followed by one eighth rest. However, the parts were temporally staggered such that when one player had the rest, the other player had one eighth note to play. The composition’s repeat sign meant that the players had to repeat their part four times before ending the trial at the first note of the fifth repeat.
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FIGURE 2. Music scores of eight piano duets composed for this study. Each duet consisted of two parts (e.g., lines) that were either similar or dissimilar, as defined by pitch range and melodic complexity. In similar duets (left panel) the pitch ranges of the two parts overlapped while in dissimilar compositions they did not (right panel). Similar duets also included parts that were either both melodically simple or complex, while dissimilar duets included one of each kind of part. For half of the duets the starting part (red labels) was placed in the top line with the joining part (blue labels) in the bottom. For the other half the line placement was reversed. Pianists had to repeat the four bars of each duet indicated by the repeat signs a total of four times. The metronome count-ins for the starting pianist were added to the starter’s line.


We employed two factors to define partners’ musical part similarity for the duets (Figure 2). The first of these was the pitch range of the co-performers’ melodic parts; the two parts had either overlapping pitch ranges (sharing at least one pitch), or were separated into two distinct ranges (at least three semitones apart). In our “similar” conditions, the unison notes had an average interval of 6.16 semitones (range 3–10) while for the “dissimilar” conditions it was 14.1 semitones (5–22). The second factor contributing to musical part similarity was melodic complexity (simple vs. complex), with players assigned to the same or different types. In our melodies, “simple” ones always used three-note phrases with one-pitch repetition, while “complex” melodies had three-note phrases out of three different pitched notes, leading to a more dynamic melodic contour change over the course of the composition.

In the similar duets the performers’ parts were either both simple or both complex. By also requiring that each condition included one duet that started on the top line and one that started on the bottom line, four similar duets were generated. The dissimilar duets had distinct pitch ranges and always combined one melodically simple part and one melodically complex part. This resulted in eight total compositions: four similar and four dissimilar. We employed the pitch range distance and melodic complexity factors to manipulate melodic similarity between the duet parts based on previous research findings. Halpern (1984) found that musicians and non-musicians alike rated melodies least similar when they have different pitch contour and rhythm. Further, when two melodies are presented in an interleaved manner (e.g., alternate one note between the melodies), listeners can identify melodies only when their pitch ranges do not overlap (Dowling, 1973), closely related to Gestalt principles of similarity resulting in auditory streaming (Bregman, 1990). In a statistical learning study which also used alternating tones, listeners learned the statistical regularity within each melodic stream much better when the two melodies were perceptually well segregated by a contrasting grouping cue such as timbre or pitch range (Creel et al., 2004). Our duet compositions follow these principles straightforwardly. Each performer was given the opportunity to act as both the starter and joiner on each duet, for a total of 16 compositions. Duet order was organized pseudo-randomly by pair with at least one similar duet and at least one dissimilar duet occurring within both the first four compositions and the last four compositions. There were never more than three of either the similar or dissimilar duets in a row within the full presentation of the eight duets. Similarly, at least one top-line starting duet and one bottom-line starting duet occurred in both the first four duets and the last four duets and no more than three same-line starting duets ever occurred in a row. For a given duet, pianists played alternating starter/joiner roles one after another meaning that no more than two compositions in a row had the same starting vs. joining player assignment.



Procedure

Paired participants received instructions together before being randomly assigned to separate rooms, within which each had a USB/MIDI keyboard controller and headphones (see “Apparatus” section above and Figure 1 for details). One pianist sat in the same room as the experimenter (larger room), while the other pianist was alone (smaller room). A window between the rooms allowed the experimenter to see both individuals, and vice versa, but the participants were not able to see each other when seated in front of their respective keyboards. With the headphones participants were able to hear acoustic output corresponding to their own playing, as well as their partner’s. Overall volume levels were adjusted to performers’ comfort.

Performers received binders with copies of the 16 duet compositions with the part they were to play in each highlighted for them (i.e., the starting vs. joining line). As the starter, performers were to follow the metronome tempo they heard via their headphones to begin the pickup measure, while as the joiner they would take tempo from the starter. Only after completing seven successful performances of a given composition would the pair move on to the next (as described below, these seven performances included one test trial without ATL, and six experimental trials with two trials at each of the three ATLs). Performers were not given any specific information about the ATL conditions but asked to play the notes of their part accurately while maintaining coordinated playing with their partner and also aiming to maintain the tempo of the metronome heard by the starting player as best as possible. A successful trial required them to play all notes of the pickup and four repeats of the subsequent four bars of a composition accurately and in the correct order, ending on the first note of what would be the fifth repeat of the composition (i.e., 52 total notes for the starting part and 49 total notes for the joining part). If any notes were missed or incorrect pitches were played the trial would abort immediately and they would start again (cued by a new metronome count-in).

Each time a new composition was presented, the performers could practice their part for a few minutes to be able to play successfully with comfort. During this practice period both performers could hear each other (at the base latency for the apparatus with no additional ATL introduced). Once they were comfortable, performers would indicate to the experimenter that they were ready to begin the recorded trials. At the beginning of each recorded trial a metronome consisting of four eighth note beats was presented exclusively to the starter. The first recorded trial following the practice period was a test trial to establish that the pair could successfully play the duet under normal acoustic conditions (i.e., with the base latency for the apparatus). The tempo of the metronome in these trials was always 90 bpm (e.g., one eighth note = 666.67 ms) where in 4/8 time the beat occurs at the eighth note level, consistent with the average tempo used in the clapping duet study by Chafe et al. (2010).

In the six experimental trials for each composition, bidirectional ATLs were introduced between performers (i.e., performers heard their own playing at the base latency but heard their partner’s playing with an additional ATL). Three different ATLs were used: 10, 20, and 40 ms. Latencies around or below 10 ms are associated with persistent anticipatory behavior between co-performers, resulting in a progressive increase in playing tempo over the course of a performance (Chafe et al., 2010). Interestingly, this range overlaps with the acoustic latencies typically experienced by performers in small chamber music ensembles, which have previously been reported as 6–9 ms (Chafe et al., 2010) or 5–10 ms (Bartlette et al., 2006).2 Latencies between 10 and 25 ms are found to support a high incidence of synchronous behavior between performers and stable tempo. At latencies of 25–60 ms performers begin to show either decreases in tempo or the formation of a new strategy for maintaining synchronization, namely a consistent starter-joiner dynamic. Beyond 60 ms ATL coordination generally deteriorates until performance is no longer sustainable. Each of the three ATLs employed in the current study were meant to elicit one of each of the distinct coordinative states preceding coordination deterioration.

An example of the organization of ATL and tempo conditions for the set of seven required trials associated with a single composition is provided in Table 1. The first of these trials was always the test trial (base apparatus latency with no added ATL, 90 bpm). Unlike the test trial, the six experimental trials for a given musical composition used two different tempo setups, either 84 or 96 bpm. While the average of these two tempi is 90 bpm, this variation was introduced to engage participants and maintain attention over the course of the session as it required them to adjust their internal tempo frequently between trials and respond to a given ATL rather than relying on memory. Within the six experimental trials each ATL was introduced twice and each tempo was presented three times. Presentation of the ATL and tempo conditions was organized into two blocks of three trials each. Within a three-trial block ATLs were presented pseudo-randomly such that each ATL was experienced once before any ATL was repeated. Tempo order for the six experimental trials associated with a given composition was also pseudo-random with one tempo experienced just once in the first three trials and the other experienced just once in the remaining three trials. Importantly, the tempo associated with the second presentation of a given ATL within these trials was always different from the one used for the first presentation. As noted in the “Apparatus” section above, all tempo changes during a trial were allowed as long as the duet collectively played the correct alternation of solo notes and “unison” notes (regardless of the timing difference in note-onset).


TABLE 1. Example ATL and tempo condition organization for the seven required trials associated with a single composition.

[image: Table 1]Each successful trial took between 18 and 48 s to complete, as performances with the longer ATLs took a longer time to finish due to the collective slowing described in the results below. The six experimental trials associated with each of the 16 compositions resulted in a total of 96 trials for each pair. Following the duet-playing task, individual participants were asked to stay in their separate rooms to complete Davis’s (1980) Interpersonal Reactivity Index and the Internality, Powerful Others, and Chance (IPC) Scales (Levenson, 1981) before they were debriefed about the purpose of the study together. Each session took approximately 1.5 h.



Measures and Analyses

Performers’ coordination behavior was examined using MIDI keypress timing for the notes to be played in unison based on the interlocking rhythmic pattern underlying all compositions (i.e., the first and third eighth note of every measure following the pickup). There were 33 of these unison points in every trial. In total, four timing measures were extracted. Two measures of collective temporal dynamics, cycle asynchrony, and collective tempo allowed comparison to previously reported effects of ATLs on rhythmic clapping (Chafe et al., 2010). Two additional timing measures, note-onset asynchronies and individual tempo, allowed us to further investigate the effect of ATLs on inter- and intrapersonal musical timing, respectively.

Questionnaire data from the Interpersonal Reactivity Index (Davis, 1980) and the IPC Scales (Levenson, 1981) were used to gather a perspective taking score and locus of control score for each performer, respectively. This allowed us to identify relationships between performer personality characteristics, performer role (i.e., starting vs. joining), and environmental ATLs in shaping temporal coordination. Details of each of these measures are described below.


Cycle Asynchrony

We can define a “cycle” as a single notated measure of an interlocking duet composition (shown in Figure 2). This consists of a “unison” note (both players synchronously), one player’s solo note, a second unison note, and the other player’s solo note. Each unison note supposed to be played synchronously was, in reality, associated with two individual keypress timepoints. The total amount of time disparity between performers within this one cycle would express the collective anticipation (lead) or lateness (lag) of performers with respect to each other’s playing at that moment (Chafe et al., 2010) [note that Chafe et al. (2010) referred to this measure as “collective lead/lag” and calculated it as a percentage rather than a proportion as we have here]. Effectively, this measure captures whether performers are both consistently leading or lagging each other to display acceleration or deceleration in a given cycle. For example, if the starter leads the joiner at one unison note, and the joiner leads the starter at the next then the duet is displaying acceleration. This was calculated for a pair of unison points as in Eq. 1,
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where startunison[n] and joinunison[n] correspond to the onset timing of the n-th unison note played by the starting player and joining player, respectively, while 2k equals to n (i.e., n is an even number). This method of evaluating asynchronies preserves the sign of the difference, thus maintaining information about the potentially dynamic relationship between performers occurring over the course of a trial.

Since a given trial would contain 16 cycles in total, the 16 lead/lag values obtained were then averaged to provide a measure of the overall acceleration or deceleration exhibited by the pair across all cycles within a trial. Each pair produced 16 trials in each of the part similarity (similar vs. dissimilar) × ATL (10, 20, and 40 ms) condition combinations. We used these trials to establish an average cycle asynchrony per pair for each part similarity × ATL condition combination. These pair averages per ATL were then averaged to identify the characteristic cycle asynchrony for each ATL condition across all pairs.



Collective Tempo

This measure expresses a momentary tempo estimate of the performance as it evolved over the course of a trial. First, we determined a collective unison time for each of the 33 unison points as the midpoint between player onset times. We then found the inter-unison intervals (IUIs) between the collective unison times for a given trial, resulting in a total of 32 IUIs. At the n-th unison note, the interval value was then expressed as a tempo value (in bpm; beat per minute) by Eq. 2,
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The collective tempo values for each trial were used to visualize tempo drift occurring over the course of a single performance. We averaged these tempo drift series associated with each part similarity × ATL condition combination to generate an average tempo drift series per pair for each condition combination. We then averaged these tempo drift series within condition combinations to provide a characteristic tempo drift series for each condition combination across all pairs.



Note-Onset Asynchronies

Note-onset asynchronies were also evaluated with respect to the performers’ starting and joining roles in a given trial. This allowed us to establish the frequency with which each player led or lagged the other within the trial, the average magnitude of temporal lead for each player when they played first at unison points (“asynchrony lead”), and the standard deviation of temporal lead at these points (“asynchrony variability”). The magnitude of a single unison point asynchrony in this context was calculated as the proportion of a beat based on the starting tempo for the given trial as
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Note that if this value is negative, that means that the starter played first at the unison. Thus, the negative values that occurred within a given trial were used to identify the frequency of starter leading, the average magnitude of leading, and the standard deviation of leading magnitude during a trial. For the positive values from (Eq. 3) the inverse was taken to calculate the frequency, average lead, and standard deviation of joiner-led asynchronies during a trial.

Ultimately, a single pair produced 16 trials in each of the part similarity (similar vs. dissimilar) × ATL (10, 20, and 40 ms) condition combinations. From those trials, we identified the average frequency of leading for each participant when they were assigned the starter role and when they were assigned the joiner role. We used these values to identify the within-person difference in frequency of leading for the starter vs. joiner role. This within-person difference was averaged per pair for each of the condition combinations, and then across pairs to give a characteristic within-person difference in frequency of leading for the starter vs. joiner role associated with each of the condition combinations. For each of the trial-wise measures of asynchrony lead and asynchrony variability we calculated the unique starter and joiner averages for a pair across the 16 trials in each of the part similarity × ATL condition combinations. These pair averages were ultimately used to establish the unique average asynchrony lead and asynchrony variability for starters and joiners in each of the noted condition combinations across all pairs.

The cycle asynchrony measure depicted the collective leading vs. lagging behavior exhibited by both members of a pair over the course of a “cycle” including two unison notes and two solo notes per performer. The asynchrony lead measure revealed the magnitude of leading displayed by the performer who played first at each unison timepoint. While these measures are related, cycle asynchrony can be understood as representing the mutual temporal disconnect between performers over the course of an exchange in solo behavior. Alternatively, asynchrony lead establishes the absolute temporal lead exhibited by whichever performer plays first at each unison timepoint, and allows for a comparison between starter vs. joiner behavior. Asynchrony variability also provides further opportunity to evaluate possible differences in starter vs. joiner asynchrony behavior during performance.



Individual Tempo

We also evaluated individual tempo through the IUIs derived for the starting and joining player separately in each trial, as in Eq. 4,
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These series were used to determine the average and standard deviation of starting and joining player tempo for each trial.

For each of the average individual tempo and standard deviation of individual tempo measures we calculated the unique starter and joiner averages for a pair across the 16 trials in each of the part similarity (similar vs. dissimilar) × ATL (10, 20, and 40 ms) condition combinations. We then used these pair averages to determine the overall average individual tempo and individual tempo variability across all pairs in each condition combination.



Perspective Taking and Locus of Control

The Interpersonal Reactivity Index (Davis, 1980) contains a Perspective Taking Subscale with seven questions. A higher score on this subscale is indicative of more frequent perspective taking, with the maximum score being 28 and the minimum being zero. One participant did not provide responses to this index, resulting in data for a total of 23 participants for this measure.

The IPC scales (Levenson, 1981) contain the Internal Locus of Control Subscale with eight questions. The maximum score on this scale is 48 and the minimum is zero, with higher scores associated with a stronger sense of internal locus of control possessed by a person. The participant who did not provide data on the Perspective Taking Subscale also did not provide responses to this subscale, resulting in data for the same total of 23 participants for this measure.

We analyzed correlations between each of the perspective taking and locus of control scores and our behavioral measures at both individual and pair levels, as described below in section “Results.” Correlations based on individual behavioral measures included 23 data points, while those based on pairwise behavioral measures included 11 data points.



Statistical Analyses

For all ANOVAs conducted as described in the Results Greenhouse–Geisser correction was applied for the degrees of freedom (dfs) when the assumption of sphericity was not met. Corrected dfs are reported. Post hoc tests were performed using either additional ANOVAs for interactions or Fisher’s least significant difference (LSD) pairwise comparisons with Bonferroni correction for main effects.

For all statistical tests, the significance level was set at alpha = 0.05. Analyses were performed using SPSS (ver. 20, IBM Inc.).



RESULTS

Pairs performed between 110 and 174 trials to achieve the 96 required successful experimental trials. An average of 73% (SD = 9%) of the total trials performed by each pair were deemed successful and included in our analyses.


Cycle Asynchrony

An initial simple regression model including both ATL and part similarity (IVs: part similarity and ATL; DV: cycle asynchrony) revealed no effect of part similarity, so the model for the collapsed data is reported (IV: ATL; DV: cycle asynchrony). This established a strong relationship between ATL and cycle asynchrony. Specifically, pairs exhibited a small degree of leading with respect to each other’s behavior at the 10 ms ATL, and increasing amounts of lagging at the 20 and 40 ms ATLs (see Figure 3A).3 ATL significantly predicted cycle asynchrony, b = 0.93, t(34) = 14.56, p < 0.001. ATL also explained a significant proportion of variance in cycle asynchrony, R2 = 0.86, F(1,34) = 211.88, p < 0.001.
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FIGURE 3. Collective temporal behaviors. (A) Cycle asynchrony indicates how much lead or lag performers produced in one cycle of the collective rhythmic pattern, expressed as a ratio to the initial metronome tempo. It revealed that both performers’ keypress timing preceded each other’s keypress timing at the 10 ms ATL and then lagged each other’s behavior by increasing amounts at the longer 20 and 40 ms ATLs. (B) Collective tempo indicates the tempo estimated at each unison note position. Over the course of a trial performers sped up in the 10 ms ATL condition, maintained a consistent tempo in the 20 ms ATL condition, and got substantially slower in the 40 ms ATL condition. Error bars show standard error.




Collective Tempo

Collective tempo curves for each ATL condition illustrated characteristic patterns of tempo change over the course of a trial (see Figure 3B). On average, pairs accelerated slightly in the 10 ms condition, maintained the starting tempo in the 20 ms condition, and exhibited a substantial, progressive decrease in tempo in the 40 ms condition. An initial linear regression model for collective tempo used part similarity, unison note position, and ATL (IVs: part similarity, unison note position, and ATL; DV: collective tempo). As for cycle asynchrony, the initial model revealed no effect of part similarity and the model for the collapsed data is reported (IVs: unison note position and ATL; DV: collective tempo). This model confirmed our observations based on visual inspection of the tempo curves, with both ATL, b = –0.92, t(93) = −25.35, p < 0.001, and unison note position, b = –0.17, t(93) = −4.53, p < 0.001, significantly predicting collective tempo. This model also explained a significant proportion of variance in collective tempo, R2 = 0.88, F(2,93) = 331.62, p < 0.001.



Note-Onset Asynchronies

We conducted a 2 (part similarity: similar, dissimilar) × 3 (ATL: 10, 20, and 40 ms) repeated measures analysis of variance (ANOVA) on the within-person difference between the frequency of leading behavior in the starter vs. joiner role (IVs: part similarity and ATL; DV: frequency of leading). This revealed no significant interactions or main effects (overall M = 0.32, SD = 1.1).

We conducted a 2 (performer role: starter, joiner) × 2 (part similarity: similar, dissimilar) × 3 (ATL: 10, 20, and 40 ms) repeated measures ANOVA on asynchrony lead (IVs: performer role, part similarity, and ATL; DV: asynchrony lead). Specifically, this measure captured the magnitude of average temporal lead for each player when they played first at unison points (see Figure 4A). The ANOVA demonstrated a significant main effect of ATL, F(1.13,12.37) = 55.46, p < 0.001, [image: image], but no other main effects or interactions between variables. Fisher’s LSD post hoc comparisons revealed a significantly larger asynchrony lead at 40 ms ATL compared to 10 and 20 ms ATL, ps < 0.001.
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FIGURE 4. Note asynchrony between partners. (A) Asynchrony lead indicates the magnitude of temporal lead exhibited when the performer played first at unison note positions. (B) Asynchrony variability illustrates the standard deviation of asynchrony lead that occurred at unison note positions. Both measures were significantly greater in the 40 ms ATL condition than in either of the other two ATL conditions. Error bars show standard error. ∗∗∗p < 0.001.


We also conducted a 2 (performer role) × 2 (part similarity) × 3 (ATL) repeated measures ANOVA on the standard deviation of asynchrony lead (IVs: performer role, part similarity, and ATL; DV: asynchrony variability). This allowed us to determine the effect of the current experimental conditions on the variability of asynchronies between performers (see Figure 4B). Like the ANOVA for average asynchrony lead, this analysis illustrated a significant main effect of ATL, F(1.16,12.8) = 40.86, p < 0.001, [image: image], but no other main effects or interactions between variables. Fisher’s LSD post hoc comparisons revealed significantly larger variability at 40 ms ATL compared to 10 ms ATL and to 20 ms ATL, ps < 0.001.



Individual Tempo

We conducted a 2 (performer role) × 2 (part similarity) × 3 (ATL) repeated measures ANOVA on individual tempo (IVs: performer role, part similarity, and ATL; DV: individual tempo). This allowed us to identify the effect of experimental condition on performance tempo (see Figure 5A). The omnibus ANOVA revealed a significant interaction between performer role and ATL, F(2,22) = 5.85, p = 0.009, [image: image], as well as a significant interaction between part similarity and ATL, F(1.22,13.45) = 10.53, p = 0.004, [image: image], and significant main effects of performer role, F(1,11) = 7.21, p = 0.021, [image: image], and ATL, F(1.03,11.28) = 318.40, p < 0.001, [image: image]. The interactions are detailed below and in Figure 5A; the main effect of performer role revealed a greater individual tempo for the joiner compared to the starter while the main effect of ATL revealed significant differences in individual tempo between all three conditions (ps < 0.001). The fastest individual tempo was observed at 10 ms ATL and progressively slower tempos were observed at 20 and 40 ms ATL, respectively.
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FIGURE 5. Individual temporal behavior. (A) Average individual tempo illustrates the tempo produced by each individual averaged over the trials. Note that the 10- and 20-ms ATL resulted in a faster tempo than the initial tempo (90 bpm on average) whereas the 40-ms ATL made performers play slower. (B) Individual tempo variability is computed as the standard deviation of each individual’s tempo values over the course of a trial. Significant interactions were observed between part similarity and ATL, as well as between performer role and ATL for average individual tempo (A), and individual tempo variability (B). Error bars show standard error. ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.


To explore the interaction between performer role and ATL we collapsed the individual tempo data across the similar vs. dissimilar part similarity conditions and conducted a simple effects analysis evaluating the effect of performer role in each of the ATL conditions. We found a significant effect of performer role in the 20 ms, F(1,11) = 5.01, p = 0.047, [image: image], and 40 ms conditions, F(1,11) = 8.37, p = 0.015, [image: image], but not in the 10 ms condition. These analyses established that in both the 20 and 40 ms ATL conditions performers with the joiner role played faster than those with the starter role. To elucidate the interaction between part similarity and ATL we collapsed the individual tempo data across the starter vs. joiner performer role conditions and conducted a simple effects analysis evaluating the effect of part similarity in each of the ATL conditions. We found a significant effect of part similarity in the 10 ms, F(1,11) = 14.0, p = 0.003, [image: image], and 40 ms conditions, F(1,11) = 8.76, p = 0.013, [image: image], but not in the 20 ms condition. These analyses established that at 10 ms ATL performers played slower when their parts were dissimilar compared to when they were similar, but at 40 ms ATL the opposite was true as they played faster when their parts were dissimilar.

We also conducted a 2 (performer role) × 2 (part similarity) × 3 (ATL) repeated measures ANOVA on the standard deviation of individual tempo (IVs: performer role, part similarity, and ATL; DV: individual tempo variability). This allowed us to identify differences in individual tempo variability between the experimental conditions (see Figure 5B). The omnibus ANOVA revealed a significant interaction between performer role and ATL, F(2,22) = 5.22, p = 0.014, [image: image], as well as a significant interaction between part similarity and ATL, F(2,22) = 31.86, p < 0.001, [image: image], and significant main effects of performer role, F(1,11) = 7.85, p = 0.017, [image: image], and ATL, F(1.27,13.96) = 70.1, p < 0.001, [image: image]. The interactions are detailed below and in Figure 5B; the main effect of performer role revealed greater individual tempo variability for the joiner compared to the starter while the main effect of ATL revealed significantly greater individual tempo variability in the 40 ms ATL condition than in either of the other two ATL conditions.

To further evaluate the interaction between performer role and ATL we collapsed the individual tempo variability data across the similar vs. dissimilar part similarity conditions and conducted a simple effects analysis evaluating the effect of performer role in each of the ATL conditions. We found a significant effect of performer role in the 20 ms, F(1,11) = 6.35, p = 0.028, [image: image], and 40 ms conditions, F(1,11) = 7.69, p = 0.018, [image: image], but not in the 10 ms condition. These analyses established that in the 20 and 40 ms ATL conditions performers in the joiner role exhibited greater individual tempo variability than performers in the starter role. To better understand the interaction between part similarity and ATL for standard deviation of individual tempo we collapsed individual tempo variability data across the starter vs. joiner performer role conditions and conducted a simple effects analysis evaluating the effect of part similarity in each of the ATL conditions. We found a significant effect of part similarity in the 20 ms, F(1,11) = 9.85, p = 0.009, [image: image], and 40 ms conditions, F(1,11) = 65.58, p < 0.001, [image: image], but not in the 10 ms condition. These analyses established that while there was no effect of part similarity on individual tempo variability at 10 ms ATL, at 20 ms ATL performers were more variable when their parts were dissimilar and at 40 ms ATL performers were more variable when their parts were similar.



Perspective Taking and Locus of Control

Our results regarding the perspective taking and locus of control measures are based on a total of 23 individual participants or 11 duet pairs as one participant did not provide responses. Perspective taking scores in this group ranged from 15 to 26 (M = 20; SD = 3.37) and locus of control scores ranged from 22 to 41 (M = 32.61; SD = 5.96).

We first evaluated individual traits in relation to timing behavior. Specifically, we examined Pearson correlations between each performer’s perspective taking score and their own asynchrony lead, asynchrony variability, individual tempo, and individual tempo variability performing (1) the starter role, and (2) the joiner role (IV: performer perspective taking score; DVs: asynchrony lead as starter, asynchrony variability as starter, individual tempo as starter, individual tempo variability as starter, asynchrony lead as joiner, asynchrony variability as joiner, individual tempo as joiner, and individual tempo variability as joiner). We performed the same set of correlations for each performer’s locus of control score (IV: performer locus of control score; DVs: asynchrony lead as starter, asynchrony variability as starter, individual tempo as starter, individual tempo variability as starter, asynchrony lead as joiner, asynchrony variability as joiner, individual tempo as joiner, and individual tempo variability as joiner).

Second, we calculated the correlation between each performer’s perspective taking score and the difference in each of the asynchrony and tempo measures between the participant’s behavior when they performed the starter role vs. when they performed the joiner role (IV: performer perspective taking score; DVs: difference in asynchrony lead as starter vs. joiner, difference in asynchrony variability as starter vs. joiner, difference in individual tempo as starter vs. joiner, and difference in individual tempo variability as starter vs. joiner). We also performed the same correlations using each performer’s locus of control score (IV: performer locus of control score; DVs: difference in asynchrony lead as starter vs. joiner, difference in asynchrony variability as starter vs. joiner, difference in individual tempo as starter vs. joiner, and difference in individual tempo variability as starter vs. joiner).

Lastly, we examined possible associations between within-pair differences in co-performer trait scores and interactive behavior during performance. Specifically, we ran two additional sets of correlations. In the first set we calculated the correlation between co-performer perspective taking score differences and differences in the average starter vs. joiner behavior exhibited collectively by both co-performers for the asynchrony and tempo measures (IV: co-performer difference in perspective taking scores; DVs: difference in pair asynchrony lead for starter vs. joiner roles, difference in pair asynchrony variability for starter vs. joiner roles, difference in pair individual tempo for starter vs. joiner roles, and difference in pair individual tempo variability for starter vs. joiner roles). We did the same for co-performer locus of control score differences (IV: co-performer difference in locus of control scores; DVs: difference in pair asynchrony lead for starter vs. joiner roles, difference in pair asynchrony variability for starter vs. joiner roles, difference in pair individual tempo for starter vs. joiner roles, and difference in pair individual tempo variability for starter vs. joiner roles). In the second set of correlations involving within-pair differences in co-performer scores, we assessed the correlations between co-performer perspective-taking score differences and co-performer differences in the asynchrony and tempo measures (IV: co-performer difference in perspective taking scores; DVs: co-performer difference in asynchrony lead, co-performer difference in asynchrony variability, co-performer difference in individual tempo, and co-performer difference in individual tempo variability). We also performed equivalent correlations for locus of control scores (IV: co-performer difference in locus of control scores; DVs: co-performer difference in asynchrony lead, co-performer difference in asynchrony variability, co-performer difference in individual tempo, and co-performer difference in individual tempo variability).

We found no correlations between perspective taking scores and any of the individual performance measures or within-pair differences. However, data from the 11 pairs we analyzed revealed an interesting pattern of preliminary correlations between within-pair differences in co-performer locus of control and co-performer differences in average asynchrony lead. Specifically, there was a significant negative correlation between co-performer locus of control difference and co-performer average asynchrony lead difference in the 10 ms ATL condition, r(11) = −0.62, p = 0.04 (R2 = 0.38; see Figure 6A). This means that the larger the trait score difference between duet partners, the larger the timing discrepancy between co-performers as reflected in the average asynchrony. While there was no association between these measures in the 20 ms ATL condition (see Figure 6B), in the 40 ms ATL condition the data trended toward a positive association, r(11) = 0.51, p = 0.11 (R2 = 0.26; see Figure 6C). As shown in Figure 6, the regression slopes (β10 = −0.0001, β40 = 0.0002) indicated similar changes in asynchrony lead difference vs. locus of control difference in the 10 and 40 ms ATL conditions, with opposite directions. Interestingly the intercepts were close to zero, showing that although this analysis was based on a relatively small number of pairs, both sets of co-performer differences made by our convenient sample of pianist pairs produced distributions around zero without skews.
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FIGURE 6. Correlation of co-performer measures between asynchrony and locus of control score. (A) 10 ms ATL. Within a pair, the performer with a more internal locus of control exhibited more anticipatory behavior than their co-performer in the 10 ms ATL condition. (B) 20 ms ATL. There was no association between within-pair differences in locus of control and asynchrony lead in the 20 ms ATL condition. (C) 40 ms ATL. There was a trending positive association in the 40 ms ATL condition, with relatively less anticipatory behavior by the co-performer with the more internal locus of control. *p < 0.05.




DISCUSSION

Our findings employing piano duets are largely consistent with past work examining the effects of ATL on coordination and temporal stability during music ensemble performance (e.g., Farner et al., 2009; Chafe et al., 2010; Rottondi et al., 2015). We replicated three types of ATL effects on collective tempo such that with an ATL of 10 ms performers gradually accelerated, with an ATL of 20 ms they maintained tempo, and with an ATL of 40 ms they exhibited a progressive deceleration over the course of a trial. Our data also demonstrated that the increased asynchrony between performers at unison points was accompanied by a significant increase in the variability of asynchronies at 40 ms ATL as compared to the other two ATL conditions. This collective slowing and increased asymmetry were further confirmed in the average individual tempo and greater tempo variability. Altogether, our results demonstrate that the previously observed coordinative regime of mutual co-performer lagging and progressive tempo decline associated with ATLs at and above 40 ms is linked to a high degree of instability in both interpersonal asynchrony lead and intrapersonal performance tempo.

More importantly, however, the current study reveals novel findings on how task-related asymmetries in performer role (starting vs. joining) and musical part similarity (similar vs. dissimilar parts) shape temporal coordination, extending the replication of the overall ATL effects. Regarding performer role, it is especially remarkable that in both the 20 and 40 ms ATL conditions we saw clear differences between starters and joiners; the starters exhibited significantly lower average individual tempo and lower individual tempo variability compared to joiners. This indicates that while starters may have prioritized maintaining a stable tempo, joiners may have taken on a more adaptive role in which they adjusted their own behavior frequently to maintain coordination with their co-performer. This is consistent with the kind of functional asymmetry often exhibited by individuals assuming “leader” vs. “follower” roles in musical tasks (e.g., Fairhurst et al., 2014; Timmers et al., 2014; Chang et al., 2017) and non-musical tasks (e.g., Schmidt et al., 1994). Notably, our paradigm did not explicitly designate musical leadership to either performer. However, the starting pianist, who was given the metronome counts and started a trial as a solo, appears to have assumed leadership nonetheless. Thus, our results point to the importance of emergent leadership in temporal stability and complementary roles of musicians in duet performance.

Musical part similarity affected average individual tempo differently according to the ATL; at 10 ms ATL performers exhibited a slower average individual tempo when their parts were dissimilar compared to when they were similar. At 40 ms this was reversed such that performers displayed a faster average individual tempo when their parts were dissimilar. There was no effect of musical part similarity on average individual tempo at 20 ms ATL. This illustrates that having dissimilar parts may actually mitigate the adverse effects of ATL on individual tempo to some degree. Specifically, the acceleration observed at 10 ms ATL and the deceleration observed at 40 ms ATL appear to be somewhat diminished and there is less progressive change in tempo over time. This benefit of task complementarity is particularly interesting as previous joint action studies mostly focus on the benefits of “action simulation” for representing self and other’s action similarity through a shared coding scheme and anticipating its outcome efficiently. For example, in a joint Simon task, incongruent stimulus-response geometric mapping resulted in interference (e.g., slower reaction time) for the joint setting, and an enhanced event-related potential (ERP) component related to motor preparation (Sebanz et al., 2003; Tsai et al., 2006). Further, Novembre et al. (2014) suggested that in a piano duet task, knowledge of the other’s action represented in the motor system is key to successful coordination. This was based on the finding that TMS caused interference only for coordinating with the learned left-hand part, pre-recorded by other pianists. In our paradigm, all parts were ultimately played by all pianists, as the starting and joining roles were assigned in a counterbalanced order. This would mean that only a momentarily more active status would be given to the currently assigned duet part, compared to the partner’s part for the consecutive trials. Thus, based on the shared representation scheme, the more musically similar the parts, the more successfully the temporal coordination would have been predicted to counter the adverse effect of the ATLs on tempo drift. The opposite was observed here.

In fact, no theory accounts for how the ATL between co-actors’ actions would affect respective action representations. At least, the delayed auditory feedback for a single agent task such as auditory paced tapping is known to cause increased stimulus-tap asynchrony (e.g., Aschersleben and Prinz, 1997), indicating that theorized action planning and outcome monitoring would interact with each other. Indeed, the naturalistic delay that exists between action execution and sensory outcome is thus considered to make people assign the agency, or ownership of the movement to the outcome, and learn and calibrate the prediction according to the feedback delay (Rohde and Ernst, 2016). Within this framework, one might expect that the two action sequences assigned to self and partner would be encoded with the designated ATL. Moreover, our task employed a time-offset between the co-performers’ actions, further differentiating temporal organization between one’s own and another’s behavior. In particular, our interlocked rhythmic pattern likely assigned a momentary leadership function alternatingly to the pianist who had the solo eighth note before a given unison note, as shown in Goebl and Palmer (2009). These temporal asymmetries may play an important role in defining how action representations are managed. Especially, because the ATL was only applied to the co-performer’s sound, each performer might separately represent the other’s action with the uniquely associated time schedule (ATL plus rhythm-offset). When the co-performer played a musically distinct part, maintaining and monitoring the two duet parts scheduled independently in the motor system might be computationally easier than assigning two different time schedules to the shared, or similar, action sequences. The latter scenario may be prone to introducing cross-talk between self and other schedules, leading to inaccurate timing information extracted and encoded from the other’s action outcome. This view is actually compatible with another piece of our results, where at 20 ms ATL performers showed greater variability when their parts were dissimilar, and at 40 ms ATL performers showed greater variability when their parts were similar. Therefore, it is possible that performers have access to more independent timing representations of each other’s actions when their action sequences are dissimilar, pointing to the possible interaction between what and when information in joint action representation. This could then lead to decreased stability under conditions that otherwise support relatively stable coordination (i.e., 20 ms ATL) but also ultimately lead to a counter against the influence of conditions that typically perturb coordination.

Dynamical systems theory offers a mathematical framework for understanding the processes giving rise to the coordination patterns observed in our study. Here, two interacting individuals are seen as a single, multi-component system living within a “phase space” which contains all of its potential behavioral states and how they change over time (Kelso, 1995). Various symmetries and asymmetries between interacting individuals can shape these behavioral possibilities (see Richardson et al., 2016), including interpersonal social psychological asymmetries. Interestingly, past work has demonstrated that pairs of individuals with distinctly different social competence scores actually achieve more stable coordination than those with similar scores during a rhythmic synchronization task (Schmidt et al., 1994). Relatedly, pairs of individuals arbitrarily assigned to different artistic preference groups displayed greater coordination than those assigned to the same group (Miles et al., 2011). Schmidt et al. (1994) suggest that the advantage of complementarity they observed may be based on associations between the asymmetry being controlled for (e.g., social competence) and asymmetries in typical interaction behaviors such that there is a natural complementarity of stability and adaptation supporting coordination. Alternatively, Miles et al. (2011) propose that their observations may be based on a desire to lessen perceived social distance, which could also lead to increased coordinative effort. These findings point to the significance of asymmetries in determining the interplay between agents. Our current results are consistent with these past findings in demonstrating that having dissimilar musical parts is sometimes associated with greater coordination than having similar parts. Furthermore, Richardson et al. (2016) emphasize that not all types of symmetries and asymmetries consistently influence collective behavior, and that this can depend on other aspects of the interaction context. In the current study, the change in the dynamical system capturing the musicians’ interacting behavior precipitated by the introduction of different ATLs may have heightened the effect of asymmetry between co-performer parts so that at 10 and 40 ms ATL having dissimilar parts actually afforded more stable coordination than having similar parts.

We found no relationship between the self-reported perspective taking measure of empathy and any of the intrapersonal or interpersonal coordination measures. This contrasts with previous findings that individuals with higher levels of perspective taking behavior show greater adaptive behavior during rhythmic coordination (e.g., Pecenka and Keller, 2011; Washburn et al., 2019). However, those previous findings were obtained when the higher empathy was assumed to enhance the action simulation in in-person, simultaneous coordination. Thus, the discrepancy here could be explained by the above proposal with respect to possible temporal information representation required for encoding and monitoring the two complementary actions. More importantly, our results did reveal an interesting, novel pattern of potential associations between the within-pair, person-related asymmetry in locus of control scores and average asynchrony lead that appears to change as a function of the ATL. Specifically, the positive association observed at 10 ms ATL shifted to no association at 20 ms ATL, and a trending negative association at 40 ms ATL. The co-performer with a more internal locus of control may therefore have been more anticipatory than the co-performer with a more external locus of control at 10 ms ATL, but less anticipatory, and potentially more reactive, at 40 ms ATL. Because the tempo drift we observed was accelerating at 10 ms ATL and decelerating at 40 ms ATL, such individuals with the more internal locus of control may have driven the tempo drift exhibited by piano duet pairs.

With respect to the effects of co-performer differences on temporal asynchrony during coordination, Loehr and Palmer (2011) demonstrated that asynchronies between pianists were smaller when the co-performers’ individual preferred performance rates were more similar. While we did not measure individual pianists’ preferred tempo, the within-pair difference in locus of control may function in a similar manner. Notably, our findings actually indicate that within-pair difference in locus of control has a greater influence on interpersonal interaction under conditions where maintaining stable coordination is generally more difficult. Specifically, while the within-pair difference in co-performer locus of control did not impact interaction at 20 ms ATL, with the challenges to stable coordination present at 10 ms ATL and 40 ms ATL this difference did have an effect. Interestingly, our results also suggest that the individual in a pair with the more external locus of control may actually be more resilient to the coordination challenges posed by certain ATLs. This contrasts with previous findings indicating that individuals with an internal locus of control are less adaptive to the behavior of a co-performer during coordination (e.g., Fairhurst et al., 2013).

Studies with experimentally controlled musical scores allow us to observe the effects of differences in the musical structure between co-performer parts. However, in typical performance contexts such relationships between performers are likely to be dynamic, with performers exchanging who has, for example, the higher note ratio and exhibiting associated changes in temporal coordination patterns over the course of a single piece (Bishop and Goebl, 2020). Moreover, although there is evidence that performers approach etude or exercise-like material similarly to more naturalistic musical material (Brooks, 1995), it is possible that repetitive compositions lead to reduced attention or engagement with expectancy-related processes. It is therefore important that future work on NMP employ more complex musical materials as well. The incorporation of visual sensorimotor interaction within studies of NMP is also a key consideration for further study. Interestingly, Iorwerth and Knox (2019) recently illustrated that video was rarely attended by performers during NMP, despite their self-report of its importance for successful performance. In contrast, work by Hilt et al. (2020) indicates that a range of different movement kinematics sources related to ensemble performance (e.g., bow movement and head movement) each affect either inter- or intra-group coordination. Altogether, multimodal, audiovisual interaction may significantly affect the coordination of co-performers during NMP.

Notably, our evaluation of associations between individual performer personality traits and coordination during musical performance in the context of ATL is preliminary; our study was not specifically designed to include individuals with a wide range of perspective taking or locus of control characteristics or to create pairs of performers based on similarities or differences. A better understanding of how co-performer differences influence coordination, as well as other social factors related to joint action such as likeability, in contexts that involve time-shifted and asymmetric feedback such as NMP will require further targeted investigation. We also acknowledge that while our study demonstrates differences in objective measures of performance behavior in relation to ATL, we do not know what performers consciously perceived of the ATLs. Especially for the 10 ms ATL, the additional effect on top of the base apparatus latency may be not perceivable. Even with similar ensemble performance behavior there may be differences in consciousness about the effect of a delay (e.g., at the low and high ends of a range of ATLs associated with a consistent coordination regime). Other aspects of subjective performer experience in the context of NMP will also benefit from additional study. Existing work has revealed that musicians describe the physical separation associated with NMP as challenging to communication and leading to musical issues (Iorwerth and Knox, 2019). To build on this understanding, it would, for example, be valuable to investigate performer enjoyment related to ensemble coordination in the context of ATLs. Such work will be advantageously informed by the methodologies of groups like Glowinski et al. (2015), who used a combination of motion capture and semi-structured performer interviews within an Immersive Virtual Environment to identify performance strategies associated with differences in audience engagement. Relatedly, it will also be informative to gather information about the subjective experiences of audience members in relation to ATL during NMP.

Networked music performance provides an intriguing space for exploring novel composition techniques and the creation of experimental music. In an increasingly global society as well as the current COVID-19 pandemic it also provides a practical solution for musical interaction across separate geographical locations. With the need for quarantining and social distancing following the onset of the COVID-19 pandemic in early 2020 music students, educators, and professionals have sought opportunities to continue learning, rehearsing, and performing together. This has driven rapid and transformative improvements in the primary platform for NMP, a multi-machine technology called JackTrip which supports bidirectional flows of uncompressed audio over the internet at the lowest possible latency (JackTrip, 2021). Advancements have focused on ease of use and scaling across worldwide cloud infrastructure to support a range of activities, including rehearsal for orchestral-sized ensembles. This ongoing development led by developers and musical practitioners in conjunction with the recently established JackTrip Foundation constitutes a significant contribution to the potential utility of NMP across contexts (JackTrip Foundation, 2021). Other researchers have also proposed a global metronome for facilitating NMP (Oda and Fiebrink, 2016; Hupke et al., 2019a,b). Most recently this has included the presentation of an adaptive metronome capable of supporting increased synchronicity at higher delays and reducing tempo drift via a low-latency solution for when high-end hardware is not available (Battello et al., 2020). Collectively, these efforts are generating technologies that will increase the quality and accessibility of cyber-mediated musical interaction far beyond the needs of the current pandemic. The existence of functional, remote musical education, for example, would greatly increase the availability and frequency of music education activities worldwide.

Our study directly informs how musical interaction in NMP could be designed with the presence of the ATL. Notably, our findings indicate that ATLs around 20 ms are most likely to support stable coordination. Internet connections supporting ATLs of 20 ms or lower will therefore be more appropriate for the majority of NMP applications than those with longer latencies. Interestingly, we also observed that task-related asymmetries, such as dissimilarity between musical parts, may increase the coordinative stability between co-performers. Accordingly, individuals leading music education activities via NMP might aim to prioritize exercises involving complementary, asymmetric musical tasks, especially in cases where ATL is variable or cannot be kept to a minimum around 20 ms. Further experimental research into the effects of ATL on interpersonal coordination during musical performance, including the ongoing development of computational models capturing multi-agent coordination in the context of informational delays (e.g., Rottondi et al., 2016; Demos et al., 2019; Heggli et al., 2019; Román et al., 2019; Shahal et al., 2020), is invaluable to the continued improvement of NMP. Performers have also indicated that physical separation alone poses challenges to music ensemble performance independent of those introduced by ATLs, noting that the associated hindrances to tuning, blending, and taking musical risks can all inhibit creativity (Iorwerth and Knox, 2019). The significant and transformative implication for cyber-interaction is that together researchers, developers, and performers have the opportunity to: (1) understand the effects of physical separation and perceptual-motor delays on complex musical interaction, and (2) use this information to shape the evolution of technologies for robust, versatile, and rewarding NMP.
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FOOTNOTES

1One participant reported a hearing impairment at high frequencies necessitating the use of a hearing aid in a classroom but not while playing music.

2The speed of sound in air is 343 m/s, at 68°F (20°C) and 1 atmosphere pressure. For example, a distance of 4 m would produce 11.6 ms delay.

3We are presenting cycle asynchrony and note-onset asynchrony results following the simple sign. This means that the individual who plays their note first during a given note-onset asynchrony will have a smaller time value than the individual who plays second, resulting in a negative value associated with leading behavior during asynchrony. This approach is consistent with many coordination researchers but is the opposite of how results were presented by Chafe et al. (2010). Ultimately this difference in approach does not affect the interpretation of the results.
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Atonal music is often characterized by low predictability stemming from the absence of tonal or metrical hierarchies. In contrast, Western tonal music exhibits intrinsic predictability due to its hierarchical structure and therefore, offers a directly accessible predictive model to the listener. In consequence, a specific challenge of atonal music is that listeners must generate a variety of new predictive models. Listeners must not only refrain from applying available tonal models to the heard music, but they must also search for statistical regularities and build new rules that may be related to musical properties other than pitch, such as timbre or dynamics. In this article, we propose that the generation of such new predictive models and the aesthetic experience of atonal music are characterized by internal states related to exploration. This is a behavior well characterized in behavioral neuroscience as fulfilling an innate drive to reduce uncertainty but which has received little attention in empirical music research. We support our proposal with emerging evidence that the hedonic value is associated with the recognition of patterns in low-predictability sound sequences and that atonal music elicits distinct behavioral responses in listeners. We end by outlining new research avenues that might both deepen our understanding of the aesthetic experience of atonal music in particular, and reveal core qualities of the aesthetic experience in general.

Keywords: new music, atonal music, exploratory behavior, predictive processing, aesthetic experience, neuroaesthetics, musical pleasure


INTRODUCTION

Western art music from the twentieth and the twenty-first centuries is regarded as the continuation of the earlier classic-romantic Western art music tradition and has been characterized by transformation and innovation since its origins in Europe around 1910. The continuous invention of novel compositional techniques and practices has ultimately led to the pluralism of music styles and idioms seen today (Taruskin, 2010). One common element of twentieth/twenty-first century Western art music is its aesthetic premise of creating and presenting something completely novel if not merely experimental (Maletz, 2011; Hiekel, 2016; Mencke et al., 2019). In fact, these aesthetic premises resemble the motivations for engaging with Western art music: one of our studies showed that expert listener’s expectations revolve around the desire to experience both novelty and surprise (Mencke et al., 2022) and similarly, the audience of contemporary art has been found to seek for experiences in which they are presented with novelty and are able to engage with challenging and difficult to understand materials (Gross and Pitts, 2016).


Fundamental Characteristics of Atonal Music

Despite the tremendous variety of compositional creation in the twentieth and twenty-first centuries, the focus of this article relates to two specific characteristics of this period of music. First, we focus on atonal music (Griffiths, 2001) which we define as music that clearly lacks a tonal center and that suspends tonal hierarchical relations between scale degrees (Bigand and Poulin-Charronnat, 2016). Typically, all 12 tones of the chromatic scale are treated as equal, leading to an abstract and non-hierarchical tonal structure. Atonal music is used here as a style-independent term as it is a description of a certain feature of the music that appeared (and still appears) in various epochs of the twentieth and twenty-first centuries. However, an exemplary compositional style is serialism. It originated in the 12-tone technique developed by Arnold Schoenberg in the early 1920s, and was further developed in the 1950s by composers such as Karel Goeyvaerts, Karlheinz Stockhausen, Pierre Boulez, and Luigi Nono (Dibelius, 1998; Taruskin, 2010). While a large number of pieces composed in a serial manner are strictly atonal, non-serial music that is atonal has been composed throughout the twentieth and twenty-first centuries until today making Atonality a critical feature of many compositions (Kostka and Santa, 2018).

Second, we focus on music that lacks a clear metrical structure. In post-tonal music, perceived rhythms are often highly complex and varied leading to an a-metric structure (Kostka and Santa, 2018). A number of pieces composed during serialism can serve as examples, since the deterministic principles guiding pitch in 12-tone compositions was—among other features—transferred to note duration. Critically, the irregular rhythmic structure and free treatment of meter that results from this compositional technique (Grant, 2001; Kostka and Santa, 2018) ultimately prevents listeners from easily following and entraining with the heard music (London, 2004).

Indeed, both atonal and ametrical musical structures strongly lower the predictability of the music (Kramer, 1989). In particular, serial pieces are, according to Lerdahl, “cognitively opaque,” by which he is referring to the distance between the composed and heard structure (Lerdahl, 1992, p. 115; Lerdahl, 2019). Thus, even though compositions were based on a certain set of principles (e.g., re-presenting a given row of tones reversed and/or turned upside down) for a listener this underlying non-hierarchical organization is barely perceivable. An exemplary series of pieces that resemble or represent both the atonal and the ametric aspects that the current article is targeting are the piano pieces I-IV by Karlheinz Stockhausen, composed in the early 1950s (Stockhausen, 1954; Wörner, 1973). These fall under the category of pointillistic compositions, a technique that has the tendency to “isolate the sounds into ‘points’” (Kostka and Santa, 2018, p. 233) and that generate a “verticalize(d) […] sense of time” (Kramer, 1989, p. 202: for more exemplary pieces see Mencke et al., 2019).



The Challenge of Atonal Music

With the brain’s prioritization of auditory input containing cognitive reference points (Rosch, 1975) such as the tonic or the cadence in tonal music (Krumhansl and Cuddy, 2010), it is no wonder that atonal music is widely recognized as challenging (Utz, 2016). As early as in the dawn of experimental psychology research, Wilhelm Wundt proposed an inverted U-shaped relationship between stimulus intensity and pleasure, known as the Wundt-curve (Wundt, 1896): a stimulus is liked until a certain level of intensity, but if intensity further increases, pleasure will decay. This theory was extended by Daniel Berlyne, who proposed that each stimulus has a certain potential for physiological arousal: defined as “arousal potential” and referring to the excitement of the nervous system in response to the stimulus (Berlyne, 1971). As a stimulus’ arousal potential is mostly modulated by variables such as complexity, surprise, ambiguity and novelty, atonal music has a high arousal potential that is likely going beyond the pleasure peak for most listeners (Berlyne, 1954, 1970; Marin et al., 2016; Marin, 2020). In turn, listeners with a preference for atonal music might particularly seek for this complexity and therefore potentially have an increased need to engage in cognitive tasks (as can be measured by the Need for Cognition—Scale; Cacioppo and Petty, 1982; Cacioppo et al., 1996) in conjunction with a particularly high degree of tolerance to ambiguity (McLain, 2009; for more hypotheses regarding the correlation between preferences for atonal music and interindividual differences see Mencke et al., 2019).

Atonal music typically also has a high degree of dissonance, a key factor underlying the challenge it presents listeners. Dissonant intervals lead to beating and roughness (Helmholtz, 1954) and are often experienced as sensorily unpleasant (Brattico, 2015). It is important to note that dissonance is a central component in perhaps all styles of music and in the context of tonal music, is an important means to generate moments of tension and release (Juslin, 2013; Brincker, 2015; Lehne and Koelsch, 2015; Brattico, 2021), both of which are experienced as pleasurable by many listeners. However, works of atonal music often are predominantly dissonant, which may be why listeners might find this music less appealing. Here, the idea that tolerance toward negative feelings or emotions increases in the context of art perception and that such feelings or emotions are used by artists to reinforce the intensity of an aesthetic experience (Menninghaus et al., 2017) may explain why listeners nevertheless choose to engage with this music. Acceptance of high levels of dissonance in atonal music parallels the fact that feelings of sadness are particularly appreciated in music (Taruffi and Koelsch, 2014; Sachs et al., 2015; Brattico et al., 2016; Eerola et al., 2018).



Roadmap

In the following, we are concerned with the internal states and cognitive processes that occur while listening to atonal music and argue that in the uncertain environment it provides, neural and cognitive mechanisms associated with exploratory behavior may become engaged. Further we suggest that a focus on this exploratory behavior, may be helpful when considering the predictive processes and hedonic values underlying reception of atonal music. We first give a brief summary of the perceptual and predictive mechanisms that have been suggested to play a key role in music processing and in music appreciation (section “Predictive Dynamics in Music”), before summarizing empirical findings consistent with our proposal that atonal music affords exploratory behavior (section “Neural and Behavioral Levels of Predictive Processing Under High Uncertainty”). In section “Building Predictions in Atonal Music,” we elaborate on how predictive models might emerge as a listener engages with atonal music and argue that these specific model-building processes may be responsible for a sustained exploratory internal state in a listener. Finally, we present future research avenues addressing the role of exploration as a crucial facet of the engagement with atonal music, as well as with respect to aesthetic experience in general (section “Future Research Avenues”).




PREDICTIVE DYNAMICS IN MUSIC


Musical Expectancy: Bottom-Up and Top-Down

When listening to music, individuals constantly generate expectations about future events and about how the music will evolve. The interplay between the violation and confirmation of these expectations is widely accepted to be a key underlying mechanism for music-induced pleasure in tonal music (Meyer, 1956; Blood and Zatorre, 2001; Huron, 2006). However, in the context of atonal music, where expectations and predictions are more difficult to establish, it seems relevant to have a closer look at the interplay between bottom-up and top-down expectations and how their weighting may differ in atonal music.

With regard to bottom-up expectations Gestalt principles such as pitch and temporal proximity (Deutsch, 1999), rhythmic grouping (Koelsch, 2012), and sound similarity (Bregman, 1990; Deutsch, 1999) have been proposed to be central. According to Lerdahl, grouping preference rules can additionally be based on changes in intensity and articulation (Lerdahl and Jackendoff, 1983; Clarke, 1999). In other words the grouping of notes or phrases into processable chunks can be carried out with regard to a number of musical properties. Bottom-up grouping is thought to happen in early processing stages, namely in short-term memory comprising a time span of 250 ms–8 s (Snyder, 2008). Furthermore, grouping processes in music are related to chunking which determines the memorability of sequences, whereby the better a musical phrase can be chunked, both the better it can be recalled (Lerdahl and Jackendoff, 1983; Bregman, 1990; Snyder, 2000) and the more efficiently it can be processed (Deutsch, 2013).

While, on the one hand, our expectations are strongly shaped by Gestalt-like principles, thanks to bottom-up grouping, musical expectancy is similarly modulated, on the other hand, by top-down mechanisms that are linked to statistical learning (Loui and Wessel, 2006; Pearce, 2018). Our brain is sensitive to auditory regularities in the environment, internalizing and using them to predict future events (Friston, 2009; Clark, 2013). In the case of music, this means that the predictive model of the musical style(s) that we grew up with is the one that we internalize most (Kliuchko et al., 2019) and for which we have the best predictive model. Processes underlying musical expectancy are not only modulated by cultural background but also by style-specific expertise and by piece-specific knowledge (Huron, 2006).

These bottom-up and top-down expectations stemming from both Gestalt principles and statistical learning have been shown to work in parallel and be critical to the reception of tonal music (Morgan et al., 2019). In atonal music, however, as we will argue in later sections of the article, the difficulty of the listener to apply clear top-down expectations may mean an upweighting of bottom-up grouping effects.



Predictive Coding of Music

One theory that combines bottom-up and top-down processes is the theory of predictive coding and having shown great success in accounting for how we respond to tonal music, it is relevant to consider it in the context of atonal music.

The predictive coding theory is based on the assumption that the brain, as a prediction machine, continuously tries to predict upcoming sensory input by means of generative cognitive models on higher levels. These top–down predictions encounter bottom-up sensory input and in cases where the model’s prediction is incorrect, a prediction error signal occurs to update the model (Friston and Kiebel, 2009; Clark, 2013). To measure this prediction error signal, often times the mismatch-negativity (MMN) is used, which is a brain response to deviating sounds in a regular sound environment (Näätänen et al., 2007). The MMN is suggested to index violations of predictions that are set up by the statistics of an unfolding melody (Denham and Winkler, 2006) and is therefore regarded as a neural marker of prediction error in musical processing.

Critically, research shows that the brain effectively adapts to the statistics of incoming input and thereby to the level of predictability of the sensory input. In high uncertainty contexts, predictions therefore become attenuated or imprecise and the error minimization process is consequently reduced, if not nullified (Garrido et al., 2013; Sohoglu and Chait, 2016; Heilbron and Chait, 2018). Accordingly, it has been suggested that high predictive uncertainty of a stimulus is reflected in a weak predictive model (Vuust and Frith, 2008; Ross and Hansen, 2016; Koelsch et al., 2019) and that in such high-uncertainty conditions imprecise prediction errors have been suggested to be “effectively ignored” (Koelsch et al., 2019).

Recently, the predictive coding framework has been used to account for the enjoyment that humans derive from listening to music (Vuust and Kringelbach, 2010; Koelsch et al., 2019; Brattico, 2021). In particular, it was put forward that—since music plays with a listeners’ expectations and predictions—music provides the opportunity to constantly resolve uncertainty (Koelsch et al., 2019). It has been suggested that the enjoyment of music stems from the interplay between levels of predictability that are typical for music, and how those unfold over time. In some moments, music allows us to generate strong predictions, and at other moments, our predictions are more uncertain, with such changes in the precision of predictions relating to a range of different musical properties such as to meter, melody, rhythm of harmonic progressions (Pearce and Wiggins, 2012; Koelsch et al., 2019).

In essence, the process of resolving uncertainty is proposed to be an appealing element when listening to any music that has some degree of regularity and crucially, resolving uncertainty is typical for states of exploration (Friston, 2010; Schwartenbeck et al., 2013). However, the extent to which a drive to resolve uncertainty is important in atonal music has yet to be fully explored.




NEURAL AND BEHAVIORAL LEVELS OF PREDICTIVE PROCESSING UNDER HIGH UNCERTAINTY

Generally, atonal music has indeed long been a fringe topic in the literature of music cognition, with Western tonal music being central to most studies. The atonal music studies that do exist make explicit listeners’ everyday intuitions that atonal music is more difficult to recognize and remember than tonal music (see for instance: Cuddy et al., 1981; Dibben, 1994; Dowling et al., 1995; Schulze et al., 2012). An interesting question is what insights a predictive coding framework can offer the study of atonal music. Indeed, as predictive coding frameworks have predominantly dealt with Western tonal music, their application to atonal music would seem to present a particular challenge: this both when considering predictive processes in general and when considering the role predictive dynamics might play in music-induced pleasure.


Prediction in Atonal Music

Only a few studies have focused on the extent to which listeners make or do not make predictions when listening. In a series of experiments, Krumhansl et al. (1987) provided data suggesting that tonal predictions are being made even when individuals (from Western culture) listen to atonal sequences. After hearing a 12-tone row, trained musicians expected that the following tone would not have been heard in the preceding row and would not suggest any sort of tonal center. This is consistent with the interpretation of another study (Ockelford and Sergeant, 2012) suggesting that listeners’ expectations in response to atonal music may follow an “anti-structure” and the claim that listeners of atonal music adapt to the unpredictability of the music by “expect(ing) the unexpected” (Huron, 2006, p. 331). In any case, atonal contexts have been shown to behaviorally evoke weaker expectancies than a major-minor tonal context with higher false alarm rates for recognizing atonal unexpected target notes (Vuvan et al., 2014). All of the above accord with the idea that atonal contexts provide a more significant challenge to a listener than a major-minor tonal context even though studies could provide evidence that a listener is implicitly internalizing other regularities than pitch as for instance with regard to timbre (Tillmann and McAdams, 2004). In recent work, we asked how high-uncertainty musical contexts affect brain activity, in particular the precision of automatically generated predictions (Quiroga-Martinez et al., 2019; Haumann et al., 2021). Consistent with research showing that early evoked responses are dampened in unpredictable contexts (Garrido et al., 2013; Hsu et al., 2015; Sohoglu and Chait, 2016; Southwell and Chait, 2018), we provided evidence that contextual uncertainty can attenuate a pre-attentive neural response to deviating sounds known as the mismatch-negativity (MMN) (Quiroga-Martinez et al., 2020a,b). However, in a yet more recent study, we demonstrated that contextual uncertainty may not always completely eliminate sensory sensitivity to deviating events (Mencke et al., 2021). In contrast to previous studies that largely used musical stimuli composed according to Western tonal rules, we created atonal melodies based on original 12-tone rows by Arnold Schoenberg and then measured how the brain responded to deviants using the MMN (Näätänen et al., 2007). In 20 non-musicians measured with magnetoencephalography (MEG) and other 39 non-musicians tested behaviorally, we found that, while the MMN response to four types of deviants (pitch, timbre, intensity, location) did not differ between tonal and atonal sequences, the behavioral accuracy and confidence in pitch deviance detection were nevertheless significantly lower in atonal sequences (Mencke et al., 2021).

Taken together, our results show that subjective ratings, which reflect processing stages in which conscious awareness is engaged, are strongly affected by the atonal structure of the stimuli even when earlier sensory processing stages addressed by the MMN may remain relatively unaffected. We regard this as evidence of a dissociation between sensory and cognitive musical expectations, whereby the latter may be most affected in the context of high uncertainty stimuli (see also: Neuloh and Curio, 2004). An interesting possibility is that the lack of accuracy and confidence that accompanies listening to atonal music enhances the adoption of searching or exploratory listening behaviors in pre-disposed listeners.



The Phenomenal Level: Listening Experts and the Experiential Dimension

Previous work shows that listeners’ predictions are weaker for tonal than atonal music (Vuvan et al., 2014). Our recent data further demonstrate that processes in which conscious awareness is involved may be particularly affected by the lack of a tonal hierarchy (Mencke et al., 2021). However, relatively little is known about the phenomenal experience of atonal music. Specifically, characterizations of the nature of aesthetic experiences of atonal music, the key affective dimensions underlying engagement with this music, and the sources of enjoyment reported when listening to it, all remain largely absent.

To fill this gap, a series of interviews with experts specialized in atonal music and, by way of comparison, listening experts from the field of classic-romantic music, were conducted by the first author (Mencke et al., 2022). The aim of the study was to investigate a variety of experiential dimensions underlying an aesthetic experience with atonal music as well as to explore hedonic values, appreciation and pleasurable experiences with this music. Sixteen interviews were conducted with 8 experts in each group and the interview guide (for both groups) comprised questions about several aspects of a listening experience with the corresponding style of expertise. Physiological, cognitive and affective dimensions were covered. After the transcription of audio-recorded interviews, the textual material was analyzed qualitatively both following a deductive and an inductive step (Mayring, 2014).

The analysis revealed striking differences between the expert groups regarding how they described engagement as well as pleasurable experiences with music from their style of expertise. In the following we elaborate on a few findings of the analysis of the reports of the atonal music group that were most frequently mentioned.

First, the notion of exploration was prominent in many of the resulting themes of the qualitative analysis. Participants from the atonal music group repeatedly reported on their adoption of an exploratory attitude and on the fact that they enjoyed the active exploration of a piece of music. With regard to the latter, they emphasized their appreciation of the opportunity to continuously seek new ways of engaging with a piece of music by “probing it through listening.”

Second, the results showed that pattern recognition, i.e., the perception of a memorable musical motive or phrase, may be a large source of pleasure when listening to atonal music. Specifically, when probed regarding experiences of beauty and pleasure during listening, participants reported the joy experienced when discovering a certain pattern in the music (“joy of discovery”) and the high valuation of such moments of perceptual insight. One participant called this insight a “listening guide,” something that leads one through a piece of atonal music. According to the participant’s descriptions, such patterns were, for instance, related to a certain rhythmic structure that re-occurred from time to time. Thus, pleasurable moments were shown to emerge from recognition of an underlying pattern or structure in the music. Another finding supporting this notion are reports that increasing coherence as well as the confirmation of one’s own expectations was experienced as highly positive.

Third, participants from the atonal group emphasized their adoption of an open stance and of their emergent feelings of curiosity. Here it is important to note that, while it has frequently been suggested that the curiosity and openness at a trait level correlate with a preference for (particularly complex) art (Feist and Brady, 2004; Silvia, 2008; Nusbaum and Silvia, 2011; Omigie, 2015), the relevance of state curiosity and openness during engagement with music has received only very little attention in empirical research. In one study employing a continuous rating methodology, it was shown that the perception of change while listening to music can lead to increases in feelings of curiosity as to how the music will unfold (Omigie and Ricci, 2021). Interestingly, in another recent study (Omigie and Ricci, 2022) a difference in the way state curiosity emerges in high- vs. low-uncertainty contexts was demonstrated, whereby while in low uncertainty contexts, high information content notes tended to induce curiosity, in high uncertainty contexts, both low and high information content events were able to drive curiosity. While that study did not focus on listeners that are experts in atonal music, it is interesting to consider how it aligns with the idea that the feeling of discovering a pattern (encountering a predictable event in a high entropy context) can lead especially engaged (atonal music) listeners to feel greater curiosity and further inclinations to explore the heard music as it unfolds.

Taken together, recent empirical data suggest that the complexity in atonal music may make listeners desire both coherence and a decrease in complexity, a phenomenon that is clearly in line with Berlyne’s arousal theory proposing an inverted U-shaped relationship between hedonic value and the complexity of a stimulus (Wundt, 1896; Berlyne, 1970, 1971) and is further supported by other neuroscientific and behavioral studies in the context of empirical music research (Cheung et al., 2019; Gold et al., 2019). Critically, contrary to what was reported by the atonal music experts in the interview study (Mencke et al., 2022), a key role for pattern discovery was at no point mentioned by the classical music group. Rather, these listeners instead reported enjoying the clear structure of classical music, an interesting harmony or rhythm, and the “thrill of an unfamiliar interpretation” of a familiar piece (reports on the entire data see Mencke et al., 2022).

In sum, we argue that the following interrelated processes may be critical to the aesthetic experience of atonal music: The exploratory stance, by promoting the identification of sensory and perceptual features conveying coherence, may allow state curiosity to emerge. In turn, state curiosity by encouraging further engagement increases the opportunity for moments of structural insights to emerge (Brattico, 2015). This oscillation between exploring and moments of structural insights may characterize the experience of atonal music.




BUILDING PREDICTIONS IN ATONAL MUSIC

Having considered the evidence for an exploratory stance during atonal music listening, the current section elaborates on the mechanisms underlying the interplay between this stance and momentary phases of structural insight and on how predictive processes may give rise to positive hedonic values during online processing of atonal music.


Grouping and Gestalt Processes

As described above, memorable patterns can emerge in atonal music, for instance, when a repetitive structure arises in a piece based on pitch, rhythm, timbre, pitch, or loudness similarities. Critically, the recognition of memorable patterns, which constitutes moments of insight or a “listening guide,” may indicate the cognitive process by which a Gestalt or a grouping—and therefore a momentary predictive model—has been developed.

Indeed, it is likely that model-building processes in the context of atonal music are strongly related to grouping principles and Gestalt heuristics (Bregman, 1990; Deutsch, 1999). That low-level predictive models are indeed present in an atonal context (Mencke et al., 2021) supports the assumption that low-level musical features may be used to produce those moments of structural insight, even when they do not reach conscious awareness. A listener of an atonal music work—more than a listener of tonal music—may have to rely on such bottom-up and implicit perceptual principles related to pitch proximity, rhythmic grouping or sound similarity (Bregman, 1990; Deutsch, 1999; Koelsch, 2012), as well as neural processes such as stimulus specific adaptation and forward masking. Sound similarity, as an example, would provide the listener an opportunity to perceive a certain instrumental group in an ensemble piece as a single Gestalt or, in terms of auditory scene analysis, as one sound stream. Another example—for instance, considering one of the early piano pieces by Stockhausen (1954)—would be a few subsequent notes that are played in the high register while being preceded and succeeded by melodies in a very low register: here a chunk or a Gestalt would be perceived based on pitch proximity. When and how Gestalts or chunks emerge and are recognized is modulated by a listener’s musical and cultural background, their style-specific expertise, their piece-specific knowledge, and by cognitive abilities such as working memory capacity (Snyder, 2000; Tillmann and McAdams, 2004; Huron, 2006). By influencing the ways in which Gestalts, and thereby low-level and sensory predictions, are generated, all of these may be expected to modulate the experience of atonal music.

In sum, even though Gestalt elements are typically avoided in atonal music, growing evidence suggests that Gestalt-related processes of pattern identification and recognition should be taken into account when considering how atonal music is received. The lack of clear, familiar Gestalts in atonal music, and the complex environment that it presents to a listener, results in attention being enhanced in those moments in the music when regularity increases (Jones, 2019) or when sound events are particularly salient.



Structures of Saliency

Gestalt-related processes may be linked to so-called salient events in the context of listening to atonal music (Lerdahl, 1989). Lerdahl argued that listeners of atonal music “grab on to what they can: relative salience becomes structurally important” (Lerdahl, 1989, p. 84) and indeed, the relative salience of musical events (indexing structural importance) has been shown to be more relevant for listeners of atonal music than for those of tonal music (Deliège and Mélen, 1997; Dibben, 1999).

It has been suggested that such salient musical features function as cues, serving as “memory triggers” in situations in which they are repeated (Daynes, 2011). Interestingly, listeners have also been shown to remember and localize certain excerpts in atonal pieces if they can relate them to a specific cue (Deliège, 1989). Thus, salient cues that elicit an increase in attention and awareness could be the basis for building a memory trace of an atonal piece thanks to the opportunity they provide for the listener to form a perceptual chunk (Jones, 2015).

Salience can be generated in different ways (for instance by rhythmic, timbral or dynamic means). These structures of saliency could form so-called “event hierarchies” (Bharucha, 1984; Deutsch, 1984) and may conspicuously vary throughout a single work of music so that only provisional musical hierarchies can be generated (Imberty, 1993; Ordoñana and Laucirica, 2017). Such momentary hierarchies may only be applicable to certain phrases or parts within a piece and are therefore “extremely fluid for the hearer” (Imberty, 1993, p. 331) inasmuch as they do not have a fixed or a definite structure. Only temporarily valid predictive models can be built: one chunk that was built in a certain phrase of a musical work and that provided a momentary stability and a momentary predictive model might not be applicable in the next phrase of a work.

We therefore suspect that the generation of predictive models in the context of listening to atonal music is a highly transitory and fluid process, characterized by only temporary stability and temporary moments of increased predictability. It requires a high degree of adaptability of the listener and thus prompts the continuous exploratory behavior that is typical for an aesthetic experience with atonal music.



Exploration in Atonal Music

Taking into account the reports from dedicated and professional atonal music listening experts about the adoption of an exploratory state even after many years of exposure (Mencke et al., 2022), and considering the deliberate goal of avoiding predictability, particularly in serialist compositions (Stockhausen, 1963; Boulez, 1972; Kramer, 1989; Lerdahl, 1992; Hiekel, 2016), we suggest that atonal music is an artistic language that, more than other musical styles, affords its listeners an exploratory attitude.

Exploratory behavior is essential in environments that are novel, have surprising elements, and are complex (van Lieshout et al., 2020). Humans intrinsically seek knowledge (Berlyne, 1954; Perlovsky, 2010), have a drive for curiosity (Jepma et al., 2012), and actively engage with novel environments (Kidd and Hayden, 2015). Exploratory behavior can be seen as resulting from a desire to reduce uncertainty, a mechanism that all biological agents share (Friston, 2010; Schwartenbeck et al., 2013). Some studies and theoretical proposals suggest that uncertainty reduction is linked to positive affect and argue that it allows an agent to either confirm or update their existing predictive models (Van de Cruys, 2017; Koelsch et al., 2019; Kraus, 2020). In the case of atonal music, this may be particularly relevant since increased regularity in these uncertain environments are reported to be particularly pleasant (Mencke et al., 2022). A recent study using musical stimuli has shown that this model update is linked to activity in the nucleus accumbens (Gold et al., 2019), a central part of the dopaminergic mesolimbic reward pathway (Koelsch, 2014) and known to index pleasurable emotional peak experiences (Salimpoor et al., 2011). The hedonic value underlying atonal music might be closely linked to the positive affect stemming from a momentary reduction of uncertainty.

While exploration can be defined as “learning about the properties of an uncertain environment” (Gazzaniga et al., 2010, p. 1,065), a complementary behavior termed “exploitation” refers to a state in which an individual benefits from a familiar environment in which they know where rewards can be obtained (Kidd and Hayden, 2015). Arguably, Western tonality, with its inherent tonal and metrical hierarchy, offers a (Western) listener the opportunity for immediate exploitation (Meyer, 1956; Huron, 2006; Vuust and Frith, 2008; Rohrmeier and Koelsch, 2012; Salimpoor et al., 2015; Koelsch et al., 2019). In contrast, for atonal music, which lacks such a fundamental predictability there is no structure to be gleaned —especially when we first listen—, and accordingly no immediate exploitation to be afforded.

Rather, we argue, atonal music, by being minimally predictable, affords a mode of exploration that allows brief pleasurable moments of insight to emerge but these insights may disappear as quickly as they emerge. This exploratory state is likely to be highly relevant for a number of different sorts of engagements with art, from abstract painting and contemporary dance to modernist poetry (Saklofske, 1975; Cupchik and Gebotys, 1990). It might additionally be relevant for many other genres from twentieth to twenty-first century art music that present listeners with unconventional musical structures. Accordingly, the minority of individuals who are willing to engage in atonal music are likely also willing to engage with these kinds of artistic languages (Mencke et al., 2019). Finally, an exploratory state might also be adopted if a listener engages with music from an unfamiliar culture as for instance when Western listeners encounter music based on the pentatonic scale.




FUTURE RESEARCH AVENUES

The constant generation of new predictive models facilitated by atonal music may provide unique insights, not only with respect to how a psychological state of listening to atonal music can be characterized, but also with respect to aesthetic experiences more generally.

A first issue pertains to the role of pattern discovery in music and other cross-modal aesthetic domains and its relation to the hedonic value. The cognitive mechanism related to the successful recognition of a musical pattern could be regarded as the auditory analog of the “Aesthetic Aha” in the visual (art) domain, which refers to a pleasurable moment stemming from pattern recognition (Muth and Carbon, 2013; Graf and Landwehr, 2017; Muth et al., 2018). It has been argued that the pleasurable effect originates in the sudden increase of processing fluency (Topolinski and Reber, 2010), a cognitive process that has been associated with liking (Reber et al., 2004). This effect is corroborated by studies showing that moments of insight evoke intense positive feelings (Shen et al., 2016; Webb et al., 2018). With regard to problem solving or verbal comprehension, the cognitive process of insight is regarded as an unexpected solution for a problem (Subramaniam et al., 2009) and a moment of sudden comprehension (Bowden et al., 2005; Kounios and Beeman, 2009). In one study investigating verbal problem-solving, insight moments were shown to be reflected in an increase in synchronous gamma-band oscillatory brain activity in the right anterior superior temporal gyrus, that was preceded by an increase in alpha-band activity at the right occipital cortex (Jung-Beeman et al., 2004). The authors suggested that these electrophysiological signatures point to the transition from a pre-attentive to an attentive state and reflect the “conscious availability of a solution” (Jung-Beeman et al., 2004, p. 506). In a more recent study that used auditory sequences, it was shown that the shift from a random to a regular sequence was accompanied by a sustained increase in the amplitude of neural signals (Barascud et al., 2016; Sohoglu and Chait, 2016; Southwell et al., 2017).

For this reason, it would be interesting to study whether such moments of insight similarly emerge in the context of music listening, particularly in the context of high-uncertainty music such as atonal music. Here, such moments might potentially emerge when an auditory object is perceived (Winkler et al., 2009), which could lead to an increase in conscious auditory perception or auditory awareness (Gutschalk et al., 2008; Dykstra et al., 2017). In order to study this, a series of musical stimuli could be created in which the complexity is gradually modified, either with regard to pitch or meter. While simpler stimuli would offer many ways to form chunks, the more complex stimuli would hamper the formation of chunks or auditory objects. Using magneto- or electroencephalography (MEG/EEG), brain responses could be analyzed with the aim to see whether neural activity evolves in comparable patterns such as those found for verbal moments of insight. Complementary data collection of ratings addressing (a range of) questions related to liking or preferences would shed light on any relationships to hedonic values.

Second, the predominance of exploration afforded by atonal music opens up the opportunity to study effects that stem from an aesthetic attitude—a state of mind that, according to philosophical aesthetics, “is entered into, voluntarily and consciously, by an individual, making that individual receptive to having an aesthetic experience” (Fenner, 1998, p. 1954) and thereby involves a certain intentional stance of the listener (Fenner, 1996, 1998; Kemp, 1999; Levinson, 2009; Brattico and Pearce, 2013; Hodges, 2016). Some scholars conceptualize this stance as an attentional focus on the formal and perceptual properties of an object in the context of an aesthetic experience (Levinson, 2009; Juslin and Isaksson, 2014). This is in line with the conceptualization of an aesthetic experience as a person’s phenomenal state while consciously immersing and interacting with the music and in which the attention is directed to the music’s perceptual and formal properties as well as its cognitive and affective interpretations (Brattico and Pearce, 2013; Wald-Fuhrmann et al., 2021). It has been proposed that an aesthetic attitude entails a focus on “sensory impressions, based on low-level features of the music” (Juslin, 2013, p. 248), i.e., features of the music that potentially serve as important cues in order to build Gestalts. Reybrouck (2015) proposes that art contexts force an individual to explore the content of an artwork, which may, in turn, cause this focus on sensory or perceptual properties. One conception and operationalization of the aesthetic attitude might therefore be that it evokes a particular attentional focus on sensory and perceptual properties of the music.

The empirical findings summarized in chapter three indeed support the idea that a focus on perceptual properties is afforded by atonal music, and thereby corroborates the proposal that “some pieces of music will “invite” an aesthetic attitude to a greater extent than other pieces (because of certain formal features)” (Juslin, 2013, p. 247). Atonal music might therefore be helpful when studying behavioral and neural correlates of an aesthetic attitude. In an experiment, one could utilize different musical stimuli with varying degrees of predictability and complexity (for instance, classical music vs. jazz music vs. atonal music). In order to investigate whether the attentional focus shifts as a function of complexity, participants’ responses to questions relating to a number of different low-, medium-, and high-level features of the music could be collected. Based on what presented above, we would predict a positive correlation between degree of complexity and attentional focus on low-level properties of the music. By contrast, in music that provides a certain structure and clear anchor points, such as a tonal hierarchy, the attentional focus on sensory properties would remain in the background, i.e., such basic properties would remain subconscious.

Here it is worth noting an interesting alternative strategy for dealing with uncertainty that was described by the interviewed participants: namely, the adoption of an attitude in which they tried to avoid an analytic and structured listening mode and instead switched to a more free, open-ended listening mode. One respondent said: “If you go in without any expectation of understanding and just let yourself be affected, then you end up understanding more than if you had gone in already expecting to acquire knowledge.” Thus, the acceptance or awareness of not being able to fully predict and ultimately to exploit the music for an open-ended exploratory listening experience might be another, complementary strategy of how to deal with the perceptual challenge present in this music. This might lead to the generation of subjective meaning that goes beyond the positive experience of successfully generating or refining predictive models. Thus, how this particular aspect of “guidedness” can be conceptualized, what it underlies and which effects it has, and ultimately how this mode of open-ended exploration interacts with a mode of active exploration, represent another novel potential research avenue.



CONCLUSION

In this article we aimed to provide a novel perspective on how an aesthetic experience with atonal music could be characterized. With reference to neural and behavioral evidence, we emphasized that an exploratory state is important and often adopted given that it facilitates the discovery of novel reference points. Importantly, this state becomes particularly crucial in relation to the poor prospects of exploitation. Future research that aims to study the exploratory state in the context of an aesthetic experience should therefore include atonal music in their research paradigms.
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Background: This study concerns the perception of musical segmentation during listening to live contemporary classical music. Little is known about how listeners form judgments of musical segments, particularly when typical section markers, such as cadences and fermatas, are absent [e.g., Sears et al. (2014)] or when the music is non-tonal (e.g., in much contemporary classical music).

Aims: The current study aimed to examine the listeners’ segmentation decisions in a piece of contemporary music, Ligeti’s “Fanfares”?

Methods: Data were gathered using a smartphone application [Practice & Research in Science & Music (PRiSM) Perception App] designed for this study by the Royal Northern College of Music (RNCM) Centre for PRiSM and the Oxford e-Research Centre. A total of 259 audience participants were asked to “tap” when they felt that a section had ended. Subjective responses were captured, as well as contextual data about the participants.

Results: The audience members demonstrated high levels of agreement regarding segmentation, mostly at places in the music involving breaks in the musical texture (one piano hand resting), changes in dynamic (volume), and changes in register/pitch. A sense of familiarity with contemporary repertoire did seem to influence the responses—the participants who self-reported being familiar with contemporary music used a wider range of cues to make their segmentation decisions. The self-report data analysis suggested that the listeners were not always aware of how they made decisions regarding segmentation. The factors which may influence their judgment of musical segmentation are, to some extent, similar to those identified by music analysis (Steinitz, 2011) but different in other ways. The effect of musical training was found to be quite small.

Conclusion: Whether musically trained and/or familiar with contemporary classical music or not, the listeners demonstrate commonalities in segmentation, which they are not always aware of. This study has implications for contemporary composers, performers, and audiences and how they engage with new music in particular.

Keywords: music perception, large-scale form, segmentation, contemporary music, Ligeti, live music


INTRODUCTION

When we listen to a piece of music, we perceive the information as consisting of separate units or events (Drake and Bertrand, 2001). Such a process may be referred to as grouping (Lerdahl and Jackendoff, 1983), chunking (Miller, 1956), or segmentation (Cambouropoulos, 2006). How listeners infer such chunks of information or segment the auditory stream may be influenced by multiple factors. These may include individual differences, such as musical expertise, and/or features in the music itself, for example, when the music changes significantly in some way (for example, in modality or tempo). Investigating how musical information is parsed in real time, i.e., what determines how one event is deemed to have ended and another begun, may grant valuable insights into the ways in which expertise may shape the experience of music and how some aspects in the musical surface or structure may be more perceptually salient than others.

Most popular studies and models of the perception of musical form (e.g., Meyer, 1956; Lerdahl and Jackendoff, 1983) are based on the perception of tonal music. Contemporary (or “new”) music is rarely tonal and hence does not include related features such as diatonic harmony, harmonic tension and release, harmonic closure (e.g., at the cadence), or melody as conceived in the conventional 19th-century sense. Tonal music is often constructed as a series of organized events existing in a hierarchy. However, this may not be the case for non-tonal music (Dibben, 1994).

Such models of music listening, although perhaps addressing tonal music most often, may have relevance for the perception of contemporary music. Temperley’s (2007) theories of music and probability not only examine tonal hierarchies in their discussions of patterns but also discuss how music perception relies on familiarity with musical structures (relevant for contemporary music) and the probabilities regarding which events follow which others. Other notable music scholars have theorized about musical form (Rothstein, 1991; Caplin, 2001; Marsden, 2005). However, such works of theory and analysis, while often discussing notions of perception and building on the work of Schenker (1979) and Lerdahl and Jackendoff (1983), rarely include non-tonal music as their focus and do not examine perception empirically. Notable scholars have taken non-tonal music as their focus, for example, Hanninen’s (2003) concept of “recontextualization,” particularly with regards to her work on Feldman’s music, Straus’s (2016) theories of pitch-class sets, and Chew’s (2001) work with mathematical models of perception of tonal music, and much of this work includes reference to how a listener may parse (or segment) musical information. However, again this literature takes a theoretical stance and does not seek to examine the perception of non-tonal music empirically.

A common assumption is that “atonal music is generally perceived as opaque and difficult to understand because it rarely makes aural sense to the uninitiated listener” (Spies, 2005). Such a stance raises the question of whether tonal and non-tonal music are perceived differently from one another, and if so, how? Also, to what extent might non-tonal music be more difficult to understand, and does this depend at all on expertise? Research regarding the perception of musical form and factors which may influence this (such as a listener’s level of musical training) has only recently begun to interrogate ways in which contemporary classical music is processed and stored (e.g., Schulze et al., 2012), and there are many unanswered questions in this field despite the obvious relevance to modern-day listeners, composers, and performers.

Over the last 30 years, multiple studies have explored the perception of musical form in tonal music. Most have suggested that local cues (small scale and short duration) may take priority over global relationships (large scale and overall formal structure) in the perception of musical information (Deliège et al., 1996; Tillmann and Bigand, 2004; Rolison and Edworthy, 2012). Moreover, studies which have examined the impact of rearranging segments of music on the listener have found that the participants may not be able to differentiate between the original and the rearranged pieces of music (Tillmann and Bigand, 1996) and that the listeners may not prefer an original over an arrangement (Eitan and Granot, 2008). Two studies by Granot and Jacoby (2011, 2012) suggested that the participants may demonstrate sensitivity to some aspects of musical form (e.g., the ABA structure, the placement of the development section, and features at the beginning and end of the work) but not to others (e.g., overall harmonic structure). In summary, this research on the perception of large-scale form suggests that global relationships in the structure of music may not be available to perception, or if they are, such perception may not be as prominent as the recognition of smaller-scale events.

The question of how such local events are parsed, or segmented, when listening to large-scale form has only recently begun to be explored. Empirical work has suggested that, in tonal music, cadences (Tillmann et al., 1998; Tillmann and Bigand, 2004) and long notes and rests (Bruderer and McKinney, 2008) influence the judgment of segmentation during music listening. Studies of non-tonal music are fewer. Clarke and Krumhansl (1990) undertook five experiments which investigated various ways in which trained and untrained listeners perceive musical form. Experiments 1–3 used Stockhausen’s Klavierstueck IX and experiments 4–6 used Mozart’s Fantasie in C minor, K. 475, as their stimulus set. The authors state that, overall, the results of these experiments suggest that the attempts to model the perception of large-scale form and predict the perception of segments (in this case, using the model proposed by Lerdahl and Jackendoff, 1983) may be successful such that the listeners largely agree on the segment boundaries (for both the works by Mozart and by Stockhausen) and that the listeners are largely accurate in judging the location of segments. These results were relevant when listening to both tonal and non-tonal stimuli, which the authors attribute to “the two pieces share[ing] some high-level property on which listeners focus” (p. 249). This study laid important groundwork for questions of perception of musical structure (including segmentation) in tonal and non-tonal music. However, the study also invited a more thorough investigation of the perception of contemporary music (the structure of Stockhausen’s Klavierstueck IX may not be representative of non-tonal music more generally or shares attributes with later contemporary music), with a larger participant pool representative of a broader demographic listening in an ecologically valid environment. The question of how segments are perceived in a live performance of contemporary non-tonal music is central to the current study.

Clarke and Krumhansl’s (1990) study used musically trained participants. There is varying opinion regarding whether listeners with musical training perceive musical structure differently from those with no training. Deliège et al. (1996) found differences, and Eitan and Granot (2008) found some evidence that musical training may lead to the preference of a hybrid version over an original. Phillips and Cross (2011) found that musically trained listeners, when asked to judge duration in retrospect, judged the length of an extract of tonal music to be shorter than those with no musical training. Ockelford and Sergeant (2012) suggested that musicians may process non-tonal structure differently due to their training; they asked 14 musicians to listen to tone-rows and rate the extent to which notes “fit” with the other notes (probe tone paradigm) and found that musically trained listeners may impose tonal frameworks on the perception of non-tonal music (however, the study does not include a non-musician group for comparison). In contrast, Tillmann and Bigand (2004) found that the participants prioritized local over global features in perception, regardless of musical training. Bigand (2002) conducted a series of experiments which explored the perception of melody and harmony and, finding no difference in perception between trained and untrained listeners, concluded that mere exposure to music in everyday life results in everyone being an “experienced listener” (p. 304). A review of studies which examined various ways in which music is processed (perception of tension and relaxation, link between theme and variations, expectation generation, locating local features in global structure, and emotional response) by Bigand and Poulin-Charronnat (2006) also found that music perception depends on exposure to music rather than on formal training. Hence, studies do not convincingly support claims that musical training may alter the perception of musical structure.

The exposure effect (Zajonc, 2001) has been demonstrated to be important in music listening. For example, listeners exposed to a new musical scale for 25–30 min may show “extensive learning as characterized by recognition, generalization, and sensitivity to the event frequencies in their given grammar, as well as increased preference for repeated melodies in the new musical system” (Loui et al., 2010, p. 377). The proposition in this study, that “knowledge of musical structure is implicitly acquired from passive exposure to acoustical and statistical properties of musical sounds in the environment” (p. 386), is important when considering the perception of contemporary music; how this is perceived may depend on the extent to which a listener has been exposed to a similar musical system, or grammar, previously. However, it may not be the case that a grammar may be assumed for contemporary classical music, and there is as yet no convincing evidence of such. It is therefore also necessary to consider empirical studies of learned familiarity with contemporary music. For example, Western listeners may acquire knowledge of the structure of non-Western music through exposure (Stevens et al., 2013), and both musicians and non-musicians may acquire knowledge of sequences of melodies through exposure to a new musical grammar (Rohrmeier et al., 2011). On the other hand, studies have suggested that non-tonal music may be more difficult to store in working memory than tonal music for both musicians and non-musicians (Krumhansl, 1979). Schulze et al. (2012) asked musician and non-musician listeners to indicate whether tonal and non-tonal sequences were the same or different from the ones previously heard and found that both musicians and non-musicians performed better for tonal sequences than for non-tonal ones. These studies suggest that not only may working memory be better for tonal than non-tonal music but also that this may be the case regardless of musical training. It is not clear whether these two theories—that non-tonal music may be processed differently or that processing depends on exposure—are competing or two sides of the same coin (i.e., that processing depends on the extent of the exposure). Given that it is also not clear whether those who listen to contemporary classical music might acquire a set of expectations based on a learned grammar, this seems to be an important research question to pose in the current study.

Perception of structure in music relies on the way in which information is grouped and stored in memory or segmented. Moreover, the way in which musical information is organized and structured also plays a significant role in how that information is processed and remembered (e.g., Lerdahl, 1992 and notions of tonal pitch space, and probe tone and tonal hierarchy experiments such as Krumhansl and Kessler, 1982). Experimental work has recently begun to explore the sense of segmentation in contemporary music. Hartmann et al. (2017) asked 18 musicians and 18 non-musicians to listen to six 2-minute stimuli of unfamiliar music and to note segment boundaries (which they define for the participants as “instants of significant musical change,” p. 6) by pressing a computer keyboard space bar. In a second experiment, the same 18 musicians were invited to listen and mark instants of significant change once again and then to revisit the places they had marked and move these as they wished after the second occasion of hearing. They then rated the strength of each change that they had marked. The study indicated that musical training may play a role in the perception of segmentation.

The question of what constitutes a “significant change” in music perception is an important one. Models of segmentation have highlighted relevant factors including emotion (Aljanaki et al., 2015), rhythm, timbre, and harmony (Jensen, 2007), and novelty (Foote, 2000). However, such modeling exercises have largely sought to represent experiences of tonal music (for example, Foote, 2000 discusses a change of tonality as representing a significant change). Most of these musical factors are relevant to contemporary music listening, but few studies have sought to explore how these may lead to the perception of change in non-tonal music.

The participants in all studies discussed so far listened to stimuli in a laboratory or office environment. Only recently have studies begun to collect data in a live concert hall setting, which could be considered a more ecologically valid setting. As Broughton et al. (2008) note: “There is a need to understand how audience members respond to a concert as the music unfolds in time” (p. 366). A live performance may be considered more immersive than listening to a recording, involving auditory and visual information and a close focus on the performance as the main object on which attention is focused. Indeed the results of the study by Broughton et al. (2008) do suggest that audience response is partly based on the bodily movement of the performer (in this case, a solo marimba player). During a concert hall performance, the listeners have usually elected to listen attentively to music. Sound quality is also likely to differ between a live concert half performance and a recording, with the latter preserving more of the detail of the acoustic sound (without recording, editing, and altering this and without the sound being passed through headphones or speakers or listened to in an otherwise noisy environment). It could thus be deduced that a live music listening experience may result in more attention being paid to the piece as it unfolds in time and to the chunks (or segments) of information in the auditory stream. Experiments conducted in a live concert hall environment may also further the understanding of what it means to be a performer or a member of the audience in a contemporary music performance in the modern day. A performance could be considered a co-creation of, in this case, the composer’s work, a pianist, and the audience as a collective (rather than a set of isolated individuals), in which relevant experiences include other audients’ reactions and the pianist’s unique interpretation and realization. An experiment in a live concert hall setting is therefore communal, and the liveness of the assessment is an essential part of it. The findings of such a study may aid the knowledge of how performers and venues may adapt programs to audience demographics:

The application of experimental techniques to the study of music performance in its own environment builds new pathways for performing musicians, teachers, researchers, and those involved in the presentation of music performance to better understand the behavior and development of audience members. Such research in the future will be of great interest to the aforementioned groups and impact upon the creation, presentation, and programming of live concert music. (Broughton et al., 2008, p. 369)

Egermann et al. (2013) asked 50 concert audience members to provide subjective responses to a live flute performance. In line with theories relating to the exposure effect, they found that the listeners’ expectations regarding musical structure were a strong predictor of emotional response. This study provides support for notions such as the “experienced listener” discussed above, i.e., that familiarity with, or exposure to, music may influence the perception of segmentation and structure.

Results from relevant literature such as those studies discussed here suggest that there is a need for investigation of the experience of musical form as it unfolds in a live concert hall setting, where much of the real audience listening experience may be preserved (note that this method also involves limitations in the current study, which are discussed in the relevant section later). Furthermore, such investigation needs to advance the understanding of music created today rather than of tonal music composed in previous centuries. Studies should aim for data gathered from larger audiences, in excess of 50 participants, which is the maximum in existing studies. Finally, data on environmentally valid listening experiences should be gathered via means which are familiar to listeners and as unobtrusive as possible on the listening experience. This study seeks to address these gaps in knowledge in this field.



THE CURRENT STUDY

The aims of this study were to examine how audience members perceive segmentation in a live performance of contemporary classical music and whether perception varies according to musical training and/or familiarity with contemporary music in general. The study sought to address the gaps in existing empirical work discussed above by employing a smartphone app designed for the study, which allowed live concert hall audience participants to tap their devices when they considered a segment to have ended.


Research Questions


1.Is there evidence of agreement among audience members about segment boundaries in a piece of contemporary music?

2.What musical and sonic features, if any, occur where there is agreement on segment boundaries?

3.Does familiarity with contemporary music influence the decisions relating to segmentation?

4.What musical and sonic features do listeners self-report to have guided their decisions regarding segmentation and to what extent do these match the empirical tapping data collected?

5.Does musical training influence the decisions of segmentation?





MATERIALS AND METHODS


Ethical Considerations

The study was granted ethical approval by the Royal Northern College of Music (RNCM) Ethics Committee (REC 131, approved 13 September 2017). The first screen of the app contained information relating to ethical consent and details of how the data would be processed, stored, and used.



Participants

The 259 participants were audience members who attended an evening concert event in October 2017 as part of the Manchester Science Festival (MSF), which is run annually by the Science and Industry Museum in Manchester. The event was advertised in MSF publicity in print and online and in the event brochure of the RNCM, where the event took place. Those who purchased tickets for the event were subsequently contacted by email and invited to download the Practice and Research in Science and Music (PRiSM) Perception App (free to download via Apple and Android application online stores) in advance of their attendance at the event. Participation in the study was optional, and the audience members could attend the performance without taking part in the study. The 259 audience members who did opt to take part represented 43.2% of the 600 total attendees at the event. The performance was part of the launch event for the PRiSM research center titled “The Music of Proof: What Does Maths Sound Like?” Audience members included musicians from the RNCM and members (both adults and children) of the general public with an interest in music, maths, or science communication (as the event was part of a science festival).

Expert musicians were those that reported having had 10 or more years of musical training (52 participants in total). Those familiar with contemporary classical music were considered to be the participants who gave a response of 5, 6, or 7 to the question “As a listener, how familiar are you with twentieth-century music?” and those unfamiliar were the participants who responded with 1, 2, or 3. Although there was some overlap in these groups (those with musical training and those familiar with contemporary classical music), the overlap was only partial (46.67% of the participants who responded with 5–7 on a seven-point Likert scale to the question regarding their familiarity with contemporary classical music were also considered to be musicians for the purposes of this study, i.e., they had 10 or more years of musical training).



Apparatus

The audience responses were captured on the participants’ own smartphones or tablets via the PRiSM Perception App, which was designed for this study. The source code used for the mobile app is registered under DOI “10.5281/zenodo.2542790”. Each device was used by one person and data were captured in real time.

After an “about this app” screen (described above and which included the ethics statement), the app consisted of three pages on which the participants were asked to enter data:


1.“Your profile” (date of birth, musical and mathematical training and experience, education, and how often the participants listen to music).

2.“Performances” (including the button to tap in response to the live performance).

3.“Questions” (questions relating to the experience of the stimulus).





Stimulus

The participants heard the solo piano piece “Fanfares” from Etudes (Book 1, 1985) by Ligeti. The piece remains at a consistent tempo throughout, and while one piano hand plays quavers (seven quavers per bar), the other plays a motif often referred to as “horn fifths” or a variation on this motif. The material switches between the piano hands and changes in register and dynamic (volume) throughout the piece (although these changes are less overt in the second half of the piece). Although occasionally one piano rests for a number of quaver beats, there is never a break in both piano hands until the final bars of the piece. Thus, the work could be seen as being made up of 8 to 10 bar “phrases,” but the motion is never interrupted completely, and those segment boundaries commonly found in tonal music (cadences, fermatas) are not present. Steinitz’s (1996, 2011) expert analysis of the work focuses on the first 45 bars and outlines how the motif changes hands every 8 to 10 bars, with the accompanying ostinato being played 208 times in the duration of the piece.

This contemporary study for solo piano was performed in a large concert hall in front of 600 audience members, of which 259 opted to take part in the current study. The work was selected for the experiment for the following reasons:


1.As a composer, Ligeti is firmly established as representative of contemporary composition.

2.Ligeti’s Etudes is considered an important part of contemporary music repertoire and is regularly performed.

3.“Fanfares” includes features common to contemporary music (multiple series of notes which repeat, including an ostinato pattern, and a recurring motif commonly referred to as “horn fifths”).

4.“Fanfares” lacks many of those features commonly found at points considered to mark section boundaries in tonal music (silences, harmonic closure, and changes of meter or tempo).



The live performance of this work lasted for 3 minutes and 26 seconds (i.e., 206 s).



Procedure

The participants could opt to fill in the “About You” page of the smartphone app before they arrived at the performance or afterward (it was compulsory to complete this page on the app in order to proceed to the experiment page). Immediately before the performance began, the participants were advised to take out their devices and open the “Performances” page on the PRiSM Perception App, which asked them to wait for the instruction to begin the participation in the study. A countdown was then given to the participants by a member of the PRiSM research team, at the end of which they were instructed to tap their screen to synchronize the devices to the timings of the performance. The performance then began, and the participants tapped the green button displayed on the app whenever they felt that a section had ended. The participants could also tap a button to mark the previous tap as an “error.”

Following the experiment, the participants were asked to respond to a final series of questions concerning their experience of the piece (on the “Questions” page of the app), including their enjoyment of and familiarity with the piece, familiarity with contemporary music as a genre in general, and how they made decisions regarding section boundaries. A full list of the questions can be found in Appendix 1.



Analysis

The following steps were used to analyze the data:


1.A chi-square goodness-of-fit analysis was performed to examine whether the total taps were equally spread across the performance or whether they were not (research question 1).

2.The taps were divided into 2-s windows, i.e., the taps were grouped into clusters of 2 s each throughout the duration of the piece. 2 s was chosen as the relevant size of the groups as each bar in the performance lasts approximately 2 s, and the maximum size of one of the “breaks” (where one piano hand rests for a number of quaver beats) is 2 s. Therefore, 2 s is the upper limit for where we would expect audiences to identify a new segment. Additionally, comparable empirical studies have used windows [termed by Broughton et al. (2008) as a “lag,” which they defined as 1.5 s for the purpose of their study] varying between 0.5 s (Geringer, 1995) and 3.25 s (Krumhansl, 1996). 2 s is therefore within the normal range established in the field when examining how long after an event a participant can be considered to have responded to that event.

3.The top five 2-s windows where the participants tapped were examined to explore which musical features occurred at these points (research question 2).

4.The top 10 2-s windows where the participants tapped were examined for those classified as familiar and not familiar with contemporary music (research question 3).

5.The participants’ self-reports of how they decided where to tap (part of the post-performance “Questions” page of the app) were analyzed to determine what the most common factors were in guiding the participants’ decisions regarding segmentation (research question 4).

6.The results of step 5 above were used, along with relevant research, to construct a new prediction of where the participants may tap.

7.This new prediction was compared to the actual groups of taps, including an investigation of the relevance of this new prediction to musicians vs. non-musicians (research question 5).





RESULTS

The 259 participants tapped an average of 8.16 times (standard deviation: 4.43) during the 3.78-min performance (minimum taps: one, maximum taps: 21). The taps which the participants marked as “errors” were removed prior to analysis. Figure 1 shows all the taps by all the participants during the performance of the work, split into 2-s windows.


[image: image]

FIGURE 1. All taps (“presses”) by all participants during the performance of the work, split into 2-s windows (capital letters A–E refer to the aspects of this analysis which will be referred to in the outline of the results of the study).


A chi-square test of goodness-of-fit was performed to determine whether the taps were spread evenly over the duration of the performance. The analysis suggested that the taps were not equally distributed across the total duration of the performance, χ2(36) = 543.81, p < 0.0005.

The five most common 2-s windows where the participants tapped occurred at the following points in the musical work (letters A–E below refer to the labels in Figure 1):


-A—bar 63, break of eight quavers in one hand, followed by a change in register and dynamics (ppp to ff) in the right hand.

-B—bar 74, break of 12 quavers in one hand, followed by a significant change in register in the left hand.

-C—bar 88, break of 10 quavers in one hand, followed by a change in register in the left hand, and dynamics in the left (pp to ff) and the right hand (pppp to mp).

-D—bar 96, break of 10 quavers in one hand, followed by a change in register in the left hand, and dynamics in the left (mp to pppp) and the right hand (mp to pp).

-E—bar 210, penultimate note (semibreve) of the piece.



From these five points, the following observations may be made: the factors which governed the decisions in relation to segmentation for all participants include: a break (quaver rests) in one piano hand, a change in register (or pitch), and a change in dynamic (or volume/listening level). The listeners also marked a segment break at the end of the piece when the consistent motion of the notes is replaced by one long note.

If points A–E above are reordered with the point which received the highest number of taps first, the following list results:


1.B—bar 74, break of 12 quavers in one hand, followed by a significant change in register in the left hand.

2.D—bar 96, break of 10 quavers in one hand, followed by a change in register in the left hand, and dynamics in the left (mp to pppp) and the right hand (mp to pp).

3.A—bar 63, break of eight quavers in one hand, followed by a change in register and dynamics (ppp to ff) in the right hand.

4.E—bar 210, penultimate note (semibreve) of the piece.

5.C—bar 88, break of 10 quavers in one hand, followed by a change in register in the left hand, and dynamics in the left (pp to ff) and the right hand (pppp to mp).



This reordering could suggest that a break (quaver rests) in one piano hand is the most common factor in leading the listeners to perceive segmentation.

Figures 2, 3 give the equivalent visualization in Figure 1 of taps in 2-s windows for those who self-reported as being familiar (Figure 2) or not familiar (Figure 3) with contemporary music.


[image: image]

FIGURE 2. All taps (“presses”) by all participants familiar with contemporary music, split into 2-s windows.



[image: image]

FIGURE 3. All taps (“presses”) by all participants not familiar with contemporary music, split into 2-s windows.


As the participants filled in this page of questions (which included familiarity ratings) after the performance, this gave the participants the option of not completing these questions. A total of 85 out of the 259 participants who provided tapping responses completed these questions. The method of analysis of these familiar and not familiar groups was informed by this fact, i.e., not all participants whose data features in Figure 3 responded to this part of the smartphone app.

The top 10 points where all the participants, familiar and not familiar with contemporary music, tapped are outlined in Table 1.


TABLE 1. Top 10 points (in seconds) where all participants, familiar and not familiar with contemporary music, split into 2-s windows, tapped (the “Notes” column refers to the comments in the results section).

[image: Table 1]From this table, it can be seen that the familiar and the not-familiar groups both tapped at the main points at 76 s (“1” in the notes column in Table 1), 88 s (“2”), and 64 s (“3”). There is hence some agreement between these two groups on points of segmentation.

However, the remaining four points in Table 1 differ between the groups. First, the familiar group features six times in Table 1, compared with four times in the not-familiar group. This may suggest that those not familiar with contemporary music were in more agreement regarding segmentation with others than those in the familiar group. The remaining four points occur at the following points in the music (the numbers below refer to the “notes” column in Table 1):


4.In this bar, the music remains in the pp (right hand) and pppp (left hand) dynamic range (as for the eight bars before this), but the right hand changes register by moving upwards by c. three octaves.

5.This is the final bar of the music (two semibreves tied together).

6.In this bar, the music changes in dynamic (mp to pp in the left hand and pp to f in the right hand) and the two piano hands swap roles in terms of the musical information that they play—the right hand now plays the “melody” (“horn fifths”) material, while the left hand plays the quaver ostinato.

7.This is 1 s before the window at 76 s and is therefore most likely to be a marker of earlier responses to the same event.



Points 4 and 6 above suggest that there may be musical and sonic features which lead the listeners to mark a point of segmentation (change of register and change of musical material played by each piano hand) but that these may be detected more by the listeners who are familiar with contemporary classical music than those who are not.

In the post-performance “Questions” page of the app, the participants were asked to state in a blank text box the basis on which they made their decisions of segmentation. The responses were categorized into overarching themes, and the results.

The participants reported that the main factors used to make their decisions about where a segment ended were speed, register/pitch (a change in pitch or register), and a change in melody, theme, phrase, or motif. The work did not change tempo throughout but did include changes in various places in relation to pitch and melody. Any perception of a change of speed could not have resulted from changes in tempo in the music but may have been caused by changes in other musical characteristics.

Based on the self-reported data, it is possible to form new predictions regarding where the participants in the study may have tapped. Such predictions can also be informed by existing formal music analysis of the piece. At this point, it is important to acknowledge that all of these features, which may result in the listeners choosing to mark a segment boundary, may be thought of as distinct phenomena. On the one hand, the features may be the musical material itself, such as the melodic material, the notes themselves, and any moments where one hand of the piano has a break (rests). The second category of features could be termed the “sonic” features of the piece. Such sonic features include those aspects which may be used to determine auditory streams (in line with Bregman’s, 1990 theories of “auditory scene analysis”). These include changes in the quality of the sound, such as its pitch height (register) and listening level (or volume/dynamic).

The following segmentation analysis is based on the main musical and sonic characteristics which listeners self-reported to have guided their judgments of segmentation (see Table 2, which shows the main musical characteristics—other than “speed,” as the piece did not change tempo during the performance—as “melody,” “register/pitch,” and “dynamic”), plus segment boundaries identified by music analysis (note that the first five segments in Table 2 are also identified as the first five segments in the analysis of the work by Steinitz, 2011).1


TABLE 2. Prediction of segmentation in the piece based on participant self-reports of what musical features lead to segmentation decisions.

[image: Table 2]As can be seen from the discussion above, the top five segments in which the participants tapped most commonly (at the beginning of the 2-s window) are 9, 15, 12, 13, and 16. The musical and the sonic features of these include a change in dynamics (or volume/listening level), a change in the kind of musical material which makes up the “melody” (i.e., a different motif to the “horn fifths”), a break in the musical material in one piano hand (rests), and a change in register/pitch. Given the balance of these features in these top five segments, the importance of each of these features in the perception of segmentation seems to be in the following order of priority:


1.Melody + dynamics.

2.Break in the musical material (one piano hand has rests).

3.Register/pitch.



A change in dynamics occurs at three of these top five segments and is the most common feature out of this list of three.

Segments 9, 15, 12, 13, and 16 (marked with an asterisk in Table 2) are the five segments identified in Figure 1 as being in the top five 2-s windows in which the participants tapped. The participants self-report that the main factors influencing their segmentation decisions are speed, register/pitch, melody, and dynamic. However, Table 2 suggests that these self-reports of which factors influence the decisions of segmentation are only partially accurate. The participants mainly appear to use dynamic, melody, a break in the musical texture (rests in one piano hand), and register/pitch to guide their decisions rather than changes in tempo.


[image: image]

FIGURE 4. Number of taps (“clicks”) at each segment boundary outlined in the final column of Table 2.


These top five segments in Table 2 (9, 15, 12, 13, and 16) occur at bars 46, 114, 74, 88, and 116, respectively. This means that, when predictions of perceptual segmentation are formed using music analysis and self-report data regarding how the listeners make their decisions, these are the top five places where the predictions match the main points at which people tapped. However, the top five points at which all the participants tapped as per Figure 1, which shows the top taps when data are split into 2-s bins (rather than according to prediction of segmentation), occur at bars 63, 74, 88, 96, and 210. In summary, Figure 1 and Table 2 both have bars 74 and 88 in common, but they differ on their other top five points. This suggests that music analysis and self-report data alone do not account for how segmentation is perceived.

Logistic regression models were built to determine whether tapping (or not tapping) at a segment boundary was predicted by the degree of musical training that the participants had. We found that music training did predict whether people tapped at the segment 13 boundary (beta = 0.13308, z = 2.103, p = 0.0355) and at the segment 15 boundary (beta = 0.12626, z = 2.373, p = 0.0177), but not at any other boundary (all other ps > 0.05). As the level of musical training increased, the participants were more likely to tap at these segments. As can be seen in Table 2, segment 13 involves a change in dynamics, and segment 15 involves a break (one piano hand rests). This may be interpreted as suggesting that musicians and non-musicians rely differently on these cues for their judgment of segmentation, with musical training resulting in listeners being more likely to tap in response to some musical and sonic features. However, the effect of musical training is quite small as it only affected two of the segments, and there is no clear evidence that there are distinct features, or cues, at these points in the music. This should not, therefore, be considered a significant result.

All data and the script for the models discussed above are freely available at https://github.com/ajstewartlang/RNCM_Ligeti.



DISCUSSION

The research questions will be addressed in turn:


Is There Evidence of Agreement Among Audience Members About Segment Boundaries in a Piece of Contemporary Music?

The results outlined above suggest that the taps were not evenly distributed across the piece of music (as can be seen clearly in Figure 1). We would have expected to see a more even distribution had taps been random. This suggests that there are commonalities in how segmentation is perceived by the listeners to this piece of music.



What Musical and Sonic Features, If Any, Occur Where There is Agreement on Segment Boundaries?

The musical characteristics which influence such decisions include a break (quaver rests) in one piano hand, register (pitch), dynamic (volume), and iteration or breakdown of an established pattern (i.e., the end of the piece, when the continuous ostinato and melody pattern ceases). Of these, a break in the continuous quaver pattern in one piano hand seems to be the most common feature which leads to perceptual segmentation.



Does Familiarity With Contemporary Music Influence Decisions Relating to Segmentation?

The results suggest that familiarity with contemporary classical music in general (not only with this specific piece of music) may influence the segmentation decisions when listening to this piece. More of the top 10 groups of taps, for those who self-reported being familiar with contemporary music or not, were found in listeners who were familiar. This suggests that these listeners pick up on a wider range of cues to make their decisions of segmentation. The features which resulted in the listeners marking a point of segmentation, such as change of register and change of musical material played by each piano hand, seem to be detected more by listeners familiar with contemporary classical music than those who were not.



What Musical and Sonic Features Do Listeners Self-Report to Have Guided Their Decisions Regarding Segmentation, and to What Extent Do These Match the Empirical Tapping Data Collected?

The participants self-reported most commonly that speed influenced their decisions regarding segmentation. As this piece of music remained at one constant tempo throughout, this finding suggests that the listeners are not fully aware of how decisions regarding segmentation are made. The data analysis also suggests that the top five points at which the listeners perceived segmentation are different, depending on whether the data are analyzed in 2-s windows (Figure 1) or compared with a model of perceptual segmentation which was formed using self-report data and music analysis (Table 2).

Taken together, these findings indicate that the factors guiding the perception of a piece of music as it is realized in time may not be predicted by the listeners’ own accounts of perception or by an examination of the musical score. These data provide further support to the notion that the structures which may be relevant during an analysis of a musical score may not be the same as those relevant in the perception of the music as it unfolds in time (relevant debates in this area have concerned, for example, music and the golden section; see e.g., Cook, 1987; Phillips, 2019). Also, regardless of the level of musical training or familiarity with contemporary classical music, the listeners may not be able to entirely predict how a piece of music may be perceived. This has relevance for listeners, composers, and performers today.

One possible reason that the participants self-reported speed as playing a role in their decisions may be that speed was a proxy for a different musical characteristic. For example, perhaps note density (number of onsets in a given temporal window) was interpreted as speed. This interpretation proposes that a point where there are fewer notes in the bar, for example, where one hand of the piano does not play, could sound like a change in tempo. The results discussed in relation to research question 1 suggest that the listeners commonly marked a segment when one piano hand was resting and hence where there were fewer notes in the piece at the point. Perhaps note density is key in understanding the sense of segmentation during live music listening.



Does Musical Training Influence Decisions of Segmentation?

Although the multiple logistic regression models used to analyze these data suggested that musicians were slightly more likely to tap at certain segments than non-musicians, this effect was found to be quite small. We therefore consider that there is no clear evidence for an effect of musical training on perceptual segmentation.



Limitations

Data collection took place in a live concert hall environment, using a smartphone application which could be freely downloaded onto the participants’ personal devices. This allowed for high-resolution and non-obtrusive data capture, which may be conducted in a silent, low-light environment. Data collection by smartphone application also allowed for the participants to contribute responses both within (real-time responses to musical structure) and outside (demographic data and subjective responses to music) the concert hall environment. However, this element of the study design also resulted in some limitations to the study. Firstly, peripheral or direct vision of the other participants’ activity on the app could have altered behavior. It may have been the case that the listeners tapped due to seeing a neighbor tap, possibly demonstrating a desire to conform (Asch, 1951, replicated by Brandstetter et al., 2014). The results of the study by Brandstetter et al. (2014) suggest that the participants are even more likely to conform if a situation contains a high degree of uncertainty. The current experiment could be considered to include uncertainty, first, as it is not common that listeners are asked to respond to a concert hall performance in real time and, second, as conventional segment boundaries in classical music (silence, cadences, and pauses) were not available in this piece of music, and the decisions regarding segmentation may therefore have been difficult. However, not all audience members who attended the event took part in the experiment; 259 of the 600 audience members chose to download the app and take part in the study, i.e., 43%. The participants were not asked for their seat numbers and no data were collected on their physical clustering or dispersal. Those taking part in the study were not allocated particular seats apart from the non-participants. Therefore, it was not the case that all the participants were sitting next to someone else who was also participating. It is therefore unlikely that conformity could account for the main findings of this study.

A further limitation of this study was that, although the first research questions asked “is there evidence of agreement among audience members about segment boundaries in a piece of contemporary music?,” only one piece of contemporary music was used for the experiment. The results cannot be considered as generalizable to all contemporary classical music. However, the results may be relevant for considerations of perception of segmentation in music which does not contain any of those segment boundaries that have been shown to influence the perception in tonal music, and the method, app, and data analysis could be reproduced for comparative studies of future live performances.

The performance lasted for 206 s. This brings with it another limitation, which is that the participants’ responses may have changed over the duration of the listening period (e.g., they may have paid more attention to the performance at the beginning and therefore tapped more or less than in the middle). However, the taps at each of the segments outlined in Table 2 suggest that it is not the case that the listeners tapped less frequently in the second half of the piece than in the first half; there are 100 taps in the first 10 segments in this table and 115 taps in the segments in the second half. However, the cues to which the listeners responded may indeed have changed over the course of the work. Although Table 2 does not suggest this, changing responses over 206 s could have played a role in the results. Future studies could create multiple versions of the stimulus in which the segments are rearranged (similar to that of Eitan and Granot, 2008), and the listeners are asked to respond to segmentation in these new versions.

There are multiple different ways in which these data could have been analyzed. The analysis above addresses the research questions and leads to valuable insights which will hopefully pave the way for future studies. One aspect which could be examined in such studies includes the size of the temporal windows into which the tapping data were split. The current study used windows of 2 s due to the musical information in the piece, the rate at which events occurred, and existing standards in other relevant empirical work. However, future studies could consider different temporal windows.



CONCLUSION

Overall, this study suggests that listeners do agree on segment boundaries when listening to this piece of contemporary classical music in a live concert hall setting as evidenced in their responses to segmentation in real time using a bespoke smartphone app. The segments which were identified by the participants seem to have occurred where one hand in the piano part had a break of 10–13 quavers (N.B.: some audience members could see the pianist’s hands and the piano keyboard, but only from a distance), where the music changed significantly in register/pitch, dynamic (volume), or where there was a change in the melody or motif (e.g., at the end of the piece). The musical factors which influenced segmentation were partly evidenced in the participants’ self-reports of how they made decisions, although speed was the most commonly reported reason for identifying change, and the piece was at a consistent tempo throughout. The perception of a change of speed may actually be a response to a change in note density. A break in one piano hand also leads to the perception of segmentation, which is a factor that could be linked to previous empirical studies of tonal music, which have also found that a rest, or break, provides a sense of a segment having ended. The marking of a segment boundary at a point where one piano hand rests could also be linked to the idea that the listeners perceive segmentation when there is a change in an aspect of the texture or timbre of the piece in general.

The results suggest that familiarity with contemporary classical music as a genre may influence the perception of segmentation. Those familiar with this genre seemed to use a wider range of cues to inform their responses (taps), including a change of register and a change of musical material played by each piano hand. These findings could be interpreted as supportive of the notion of the “experienced listener”—general music listening experience may play as significant a role in music perception as formal music training, or perhaps an even greater role.

The results of this study shed valuable light on how the listeners with varying levels of experiences of listening to contemporary classical music may parse musical information in real time in an ecologically valid setting. Such findings may be of interest to composers and performers who could make decisions regarding how they use musical material to suggest a particular structure to a listener (e.g., a performer could alter the dynamic level in different segments). However, given the results of the self-report data above, it is unlikely to be the case that composers or performers could predict all aspects of how segmentation may be perceived.

A further implication of these findings relates to concert hall programming and audience engagement. The perception of contemporary classical music may change as a listener becomes more familiar with this repertoire. Access to contemporary music may appeal to new audiences if these audiences can be gradually exposed to the musical and the sonic features of contemporary classical music, and it may not be the case that marketing should be targeted preferably at those potential audience members with formal musical training.
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FOOTNOTES

1
It should be noted that, in the live performance which formed the basis for this study, the pianist skipped two bars (c. 2 s) of the original musical notation. The mistake was not audible, as verified during discussions with expert audience members (including Professor Richard Steinitz, author of Steinitz, 2011) but was detected during the analysis. This two-bar skip did not happen across any of the segment boundaries in Table 2 or at any of the points at which the audience marked on the main segment boundaries in the piece.
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Appendix 1—Survey Questions

Q1. What is your date of birth (YYYY-MM-DD)?

Q2. How many years of formal music training have you had (including A-level and any instrumental, vocal, or composition lessons)? [options: 0 1 2 3 4 5 6 7 8 9 10+]

Q3. Do you currently play a musical instrument, sing, or compose, and if so for how long? (Please select zero if you do not have any) [options: 0 1 2 3 4 5 6 7 8 9 10+]

Q4. How many years of formal mathematics training have you had (including A-level and any further study of mathematics)? [options: 0 1 2 3 4 5 6 7 8 9 10+]

Q5. Do you currently work in a field which requires mathematical skills, and if so for how long have you worked in this area? (Please select zero if you do not work with mathematics) [options: 0 1 2 3 4 5 6 7 8 9 10+]

Q6. What is your highest level of formal

Qualification? [options: GCSEs, A-levels, Bachelor’s Degree, Master’s Degree, Ph.D., other (please state in the text box)]

Q7. How often do you listen to music (of any style)? [options: never, occasionally, sometimes, most days, every day]

Q8. How long did you think that the piece of music lasted? [minutes and a seconds box, with the options that either can be left blank but not both]

Q9. Please describe the piece in three words [followed by a text box]

Q10. How did you decide when a section had ended [followed by a text box]?

Q11. How much did you enjoy the piece of music? (from 1 = I did not enjoy it at all to 7 = I enjoyed it a lot) [options 1–7]

Q12. As a listener, how familiar are you with twentieth-century classical music? (from 1 = I am not familiar with it at all to 7 = I am very familiar with it) [options 1–7]

Q13. How often do you listen to twentieth-century classical music? (from 1 = never listen to 7 = listen every day) [options 1–7]

Q14. How familiar are you with the piece performed? (from 1 = I have never heard of it to 7 = I have heard it many times) [options 1–7]

Q15. Does participation in a scientific experiment such as this increase or decrease your enjoyment of a performance? (from 1 = it significantly decreases my enjoyment to 7 = it significantly increases my enjoyment) [options 1–7]

Q14. What motivated you to come to tonight’s event (select all that apply)? [options: I wanted to learn more about music and maths working together, I am a regular attendee of RNCM events, I wanted to take part in a scientific study, a friend/family member asked me to come along]

Q16. Please use this box for any other comments you wish to make [followed by a text box]
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Contrast Cluster Volume
index [cm?]

Atlas label

Zmax

Z,ax Coordinates
[x, y, z (mm)]

(Active S2-81) > (Control S2-S1) 1 2.79

1 10.40

(Active S2-S1) < (Control S2-81) 4 2.49

31.2% L cingulate gyrus, posterior division
30.7% L precuneous cortex

25.8% R precuneous cortex

12.3% R cingulate gyrus, posterior division
35.5% R superior frontal gyrus

17.5% R SMA

16.2% L superior frontal gyrus 14.0% L SMA
11.1% R paracingulate gyrus

5.8% L paracingulate gyrus

55.3% R frontal pole

21.3% R paracingulate gyrus

14.5% L paracingulate gyrus

6.8% R cingulate gyrus, anterior division

51.0% L CRBL crus |

38.3% L occipital fusiform Gyrus

34.0% L CRBL VI

25.0% L temporal occipital fusiform cortex
47.9% R frontal orbital cortex

23.2% R insular cortex

12.2% R inferior frontal gyrus, pars triangularis
9.6% R temporal pole

65.6% L frontal orbital cortex

11.5% L insular cortex

11.5% L inferior frontal gyrus, pars opercularis
5.4% L frontal operculum cortex

79.4% R precentral gyrus

19.0% R middle frontal gyrus

45.6% L angular gyrus

41.8% L middle temporal gyrus, temporooccipital part
7.7% L lateral occipital cortex, superior division
49.7% R supramarginal gyrus, posterior division
48.4% R angular gyrus

40.0% R supramarginal gyrus, posterior division
283.7% R superior temporal gyrus, posterior division
17.8% R middle temporal gyrus, temporooccipital part
13.3% R planum temporale

7.06

9.01

7.82

7.01

7.15

8.37

5.66

5.98

4.70

6.39

—4, —54,18

10, 22, 66

14, 58, 20

—36, —80, —24

42,16, —6

—44, 20, -6

50, 2, 48

—48, 52,2

54, —48, 18

44, -36, 8

CRBL, cerebellum; L, left; R, right; S1, session 1; S2, session 2; SMA, supplementary motor cortex (Juxtapositional Lobule Cortex); Zmax, maximum Z score.
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Session 1 Session 2

Group Sound class Median 25% 75% Median 25% 75% P-value
Active Classical 100.0% 100.0% 100.0% 100.0% 87.5% 100.0% 0.8359
New 16.7% 0.0% 45.8% 50.0% 33.3% 66.7% 0.0389
DHP 16.7% 16.7% 33.3% 50.0% 20.8% 66.7% 0.0043
Nature 83.3% 66.7% 100.0% 100.0% 100.0% 100.0% 0.0244
Industrial 33.3% 16.7% 55.4% 66.7% 33.3% 83.3% 0.0397
Control Classical 100.0% 87.5% 100.0% 100.0% 100.0% 100.0% 0.0479
New 50.0% 33.3% 66.7% 25.0% 16.7% 50.0% 0.1878
DHP 50.0% 20.8% 66.7% 25.0% 16.7% 33.3% 0.1195
Nature 100.0% 100.0% 100.0% 83.3% 72.9% 100.0% 0.0902
Industrial 66.7% 33.3% 83.3% 33.3% 19.2% 50.0% 0.2651

P-value: Wilcoxon signed-rank test (session 1 — session 2). Bonferroni-corrected threshold is 0.05/10 = 0.005. Statistically significant changes are displayed in bold
(corrected) and italics (uncorrected). DHR, “Different Hearing” program.
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Group n n Male % Male Range
DJ 10 10 1000 30-52
Percussionist 7 5 714 22-45
Musician 12 5 a7 20-33
Untrained " 3 273 20-28

Age*
Mean (SD)

39.2(7.7)
29.9(7.6)
26.2(4.8)
237(33)

Years DJ experience

Range Mean (SD)
9-40 19.6(1.1)
0-55 08(2.1)
0-05 0.102)
0-0 0.00.0)

Years music experience'

Range

0-12

11-27

10-285
03

Mean (SD)

3.3(6.1)
16.9(5.1)
16.7(5.2)
1.001.1)

*Mean age is greater i the DJ group and does not differ among the other groups [F(3,36)=13.9, p<0.001; Tukey-corrected pairwise comparisons with DJ group p < 0.014].

"Music experience is based on vears of formal practice on @ musical instrument
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Trial ATL Tempo
1 (test) 0 ms (base) 90 bpm
2 (experimental) 20 ms 94 bpm
3 (experimental) 10ms 94 bpm
4 (experimental) 40 ms 86 bpm
5 (experimental) 20 ms 86 bpm
6 (experimental) 40 ms 94 bpm
7 (experimental) 10ms 86 bpm
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MNI

Region X Y z Size it

R Superior temporal gyrus 42 —-20 —6 1146 11.97
Extending to 50 —10 —10 10.75
Middle temporal gyrus 56 —4 -8 10.32
L Superior temporal gyrus —46 -8 -6 1518 11.73
Extending to —44 —16 -8 11.34
Middle temporal gyrus —52 —16 —4 10.71

R Angular gyrus 34 -84 —16 61 8.70
32 —94 -16 6.20

28 —94 -8 6.12

L Cerebellum crus 1 —46 —-72 —34 22 8.28
R Angular gyrus 42 —56 28 50 7.86
L Fusiform —24 —96 -20 81 7.48
L Inferior occipital cortex —28 —88 —16 7.47
—42 —88 -10 6.78

R Supplementary motor area 0 18 48 29 7.32
2 24 42 6.29

R Posterior cingulate cortex 4 —22 28 49 7.22
L Angular gyrus —34 —64 36 49 719
—36 —56 40 6.62

R Supplementary motor area 10 24 36 24 6.81
R Thalamus 4 —-14 16 10 6.76
L Middle temporal gyrus —48 32 26 12 6.75
R Inferior frontal gyrus 56 14 26 20 6.59
R Inferior occipital cortex 28 —84 —4 10 6.52

All results reported as t-tests with family-wise error (FWE) correction at p < 0.05,
cluster size of 10 voxels. Coordinates listed without cluster size belong to the
previous listed cluster. Size = number of voxels activated in the cluster.
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Region

Thalamus
Caudate nucleus
Hippocampus
Precuneus

Precuneus

Superior temporal gyrus
Middel temporal gyrus
Angular gyrus

Inferior parietal lobule
Thalamus

Caudate nucleus
Cerebellum crus 1
Cerebellum crus 1
Cerebellum 6

Superior temporal gyrus
Inferior temporal gyrus
Middle temporal gyrus
Putamen

Cerebellum crus 1

Hippocampus

Thalamus
Superior temporal gyrus

Planum temporale
Thalamus
Precuneus

Rectus

Angular gyrus

X

6
12
12

8
10
12

—-10
-8
44
50

—32

—32

12

14
—4

—44

-30

—44

—40

—52
22
48
38

—28

—34

22

—66

—60

—34

-10
-8
10
40

MNI

Y

~09
-2
—28
—66
—72
-70
—68
-76
—20
12
—68
—62
-6
0
-80
=79
—66
22
—26
—24
22
—48
—60
—28
—32
—28
-2
—26
—44
14
-78
30
—62

z

12
14
8
34
48
26
40
44
-6
~10
44
36
12
24
—20
—34
—26
4
~18
0
4
_o8
_o8
0
8
14
10
6
8
2
54
12
38

Size

1650

357

94

78

180

114

26

16

38
182

57
52

101

39

25
24
17
15
10

t

10.38
10.36
9.7
8.86
7.62
7.55
8.56
6.26
8.46
7.26
8.42
8.24
7.98
6.11
7.8
7.72
7.62
7.62
7.6
7.22
7.61
7.59
7.46
7.32
6.76
6.19
7.26
7.07
7.26
712
6.69
6.56
6.17

All results reported as t-tests with family-wise error (FWE) correction at p < 0.05,
cluster size of 10 voxels. Coordinates listed without cluster size belong to the
previous listed cluster. Size = number of voxels activated in the cluster.
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MNI

Region X Y V4 Size t

R Supplementary motor area 4 12 56 366 8.97
2 20 54 8.88

Middle cingulum cortex 10 24 36 8.03

R Precuneus 12 —74 32 61 8.23
R Anterior insula 34 28 —4 a7 8.23
42 16 -2 7.02

R Posterior cingulum cortex 4 —28 26 147 8.16
—4 —20 28 747

12 —36 24 6.49

R Caudate nucleus 14 -2 14 53 7.91
16 8 12 6.54

R Inferior frontal gyrus 50 20 4 21 7.39
R Lingual 16 —78 -8 17 7.28
L Superior occipital —-14 —92 20 26 7.21
R Superior frontal 30 48 10 22 7.02
L Middle occipital —20 —78 20 30 6.91
R Inferior occipital 34 —80 —14 31 6.77
30 —82 —6 6.55

R Middle frontal gyrus 46 18 42 10 6.77
R Middle occipital 28 -84 20 17 6.49

All results reported as t-tests with family-wise error (FWE) correction at p < 0.05,
cluster size of 10 voxels. Size = number of voxels activated in the cluster.
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Region X Y 4 Size it
R Middle temporal gyrus 60 -30 —-12 197 7.41212416
50 —26 —-12 7.2957921
Inferior temporal gyrus 52 —16 —-30 6.50495815
L Middle temporal gyrus —56 —20 —20 23 7.19963741
R Middle temporal gyrus 50 —42 6 17 6.6976552
R Angular gyrus 36 —72 38 13 6.42334318

All results reported as t-tests with family-wise error (FWE) correction at p < 0.05,
cluster size of 10 voxels. Coordinates listed without cluster size belong to the
previous listed cluster. Size = number of voxels activated in the cluster.
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Composer Title Year Performer URL Duration Timing

Tehaikovsky Violin Concerto (movement 1878 Janine Jensen, Deutsche  https://www.youtube. com/ 306 0:00-3:06
[0) Radio Phiharmone, watch?v=KrVMmRWZRSM
Christoph Poppen
Grieg Holberg Suite (movement | 1884 ‘A Far Cry' String hitps://www.youtube.com/ 240 0:00-2:40
Ensemble watch?v=dFEBTbNs4yk
MeModemist
Stockhausen Gruppen 1957 Berliner Philharmoniker,  https://www.youtube. com/ 306 0:00-3:06
Friedrich Goldman () watch?v=CZ7jpkh_UFO
Claudio Abbado (I) Marous
Creed (1)
Xenakis Achorripsis 1957 Luxembourg Philharmonic — https:/www.youtube. com/ 255 0:00-2:55
Orchestra, Arturo Tamayo  watch?v=rEyqJPW3Hi8
Ligeti Apparitions 1959 Berlin Philharmonic hitps:/www.youtube.com/ 307 000-3:07
Orchestra, Jonathan Nott  watch?v=pCSBDUINXOE
Stravinsky The Fiood, (movement i) 1962 London Sinforietta, Oliver  https://www.youtube. com/watch?v=| 234 0:00-2:34
Knussen SCnHvosibdglist=OLAKSuY_
KIRrgBCPIONF._
eKQILOIEPOXV2pC3Zg8index=6
Penderecki Fluorescences 1962 Polish National Radio hitps:/www.youtube.com/ 301 0:00-3:01
Symphony Orchestra, watch?v=DBbSZD2IkJI
Antoni Wit
Boulez Figures-Doubles-Prismes 1968 BBC Symphony Orchestra,  htips://www.youtube.com/ 300 0:00-3:00
Pierre Boulez watch?v=SKEBBKQ82_88=0
M-Post970
Grisey Partiels 1975 Asko Ensemble, Stefan  htips://www.youtube.com/watch?v=1 306 0:00-3:06
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Dutileux Larbre des songes 1985 Olivier Charlier, BBC hitps://waw.youtube.com/ 314 0:00-3:14
Phiharmonic, Yan Pascal  watch?v=EDVFNh7MDQk
Tortelier
Part Fratres 1991 Antal Eisrich and Miki6s  https://www.youtube.com/ 307 000-3:07
Kovécs, Strings of watch?v=UlelRghsD_k
Hungarian State Opera
Orchestra, Tamas Benedek
Hurel Six miniatures en trompe- 1991 Ensemble hitps://www.youtube.com/ 2:50 7:12-10:02
Pael, (movernent ) Intercontemporain, Pierre  watch?v=IT4jQiFq80
Boulez
Boulez Sur Incises 1998 Ensemble hitps://www.youtube.com/ 308 0:00-3:08
Intercontemporain, watch?v=HCQIBWu3QxE
Meatthias Pintscher
Romiteli Flowing down too slow 2001 Musiques Nouvelles, Jean-  htips://www.youtube. com/ 302 0:00-3:02

Paul Dessy Watch2v=Xg5UQVa5CBA
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Variable Factor 1 Factor 2

#Rep -0.20 059
at 054 -0.13
Q2 0.09 0.42
Q3 0.26 0.26
Q4 021 031
Qs 0.06 052
Q6 034 0.15
a7 045 -0.03
Q8 047 -0.02

The top three highest loadings per factor are marked in bold font. “#Rep” corresponds
to the average number of repetitions per excerpt.
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