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Editorial on the Research Topic
 Ecology and Evolution of Non-Consumptive Effects in Host-Parasite Interactions




INTRODUCTION

The COVID-19 pandemic has vividly illustrated that when a highly contagious, deadly pathogen begins circulating, humans adjust their behavior to reduce their risk of contracting the disease. Such avoidance-induced changes in social interactions, movement, and food acquisition, i.e., “non-consumptive effects” (NCEs), can be extremely costly to hosts, reducing our GDP, impacting our mental and physical health, and shrinking our birth rates (e.g., Buck and Weinstein, 2020). Furthermore, infection avoidance can trigger cascading effects on other species and the environment. For instance, lockdowns reduced greenhouse gas emissions and caused behavioral changes in various animal species (Bates et al., 2021; Montgomery et al., 2021). But humans are not the only species that experiences infection outbreaks. Animals, too, host a variety of infectious agents, and behaviorally-mediated parasite avoidance is increasingly recognized as widespread and important (e.g., Behringer et al., 2018; Hart and Hart, 2018).

This special issue draws attention to the mounting evidence that parasites and pathogens can impose NCEs on hosts, and the diversity of study systems spanned by the contributed articles speak to the generality of this phenomenon. These provide examples of behavioral mitigation of infection risk by various animals, from mollusks to mammals, as well as considering the consequences of behavioral trait changes, and the evolution of strategies to avoid infection. The inclusion of different host-parasite systems adds considerable phylogenetic breadth to our current state of knowledge—-a critical element as we work toward identifying and quantifying the effects exerted by natural enemies irrespective of how they consume their victim (infection in this case). Both invertebrate and vertebrate hosts are investigated, with parasites ranging from helminths and fungi to biting flies, as well as aquatic and terrestrial habitats. The findings of the contributors clearly demonstrate that different animal species engage in behavioral avoidance to reduce their infection risk, and that this can take different forms. In addition, this Research Topic takes a comprehensive view in considering the occurrence and consequences of parasite/pathogen-induced NCEs from beginning to end. This starts with detection of risk by potential victims, followed by avoidance behaviors, and some of these studies are the first to show that parasite-induced NCEs can affect host populations, community interactions, and ecosystem structures (Figure 1). Such an integrated viewpoint is necessary to better understand when and why host trait alterations occur in response to the threat posed by parasites and pathogens. As the NCEs of parasites have been largely ignored until relatively recently, we may be severely underestimating the total cost of living in an infectious world. Below we briefly summarize the key messages of the contributed articles, followed by suggestions for future studies that build upon these.


[image: Figure 1]
FIGURE 1. Across diverse hosts and parasites, infection risk generates avoidance via changes in behavior and other traits. Papers in this special topic provide insight into the mechanisms of detection, the range of avoidance behaviors, trade-offs associated with reducing infection risk, and the ecological and evolutionary consequences of avoiding infection. As demonstrated by Selbach and Mouritsen, consequences can occur at a range of scales, from individual (e.g., reduced feeding) to ecosystem (e.g., altered nutrient cycling). Effects at the individual and population levels can also exert selective pressure, acting as feedback on avoidance behaviors to increase or maintain these for any given host-parasite system.




BEHAVIORAL AVOIDANCE OF INFECTION

Lopes broadly observes that social-distancing measures employed during the COVID-19 pandemic correspond to strategies used by non-human animals, and that we are not alone in using such tactics to reduce infection risk. To this end, Friesen and Detwiler explore the means by which potential hosts detect and avoid transmission risk, particularly in aquatic environments, where potential hosts may use chemical cues (oxylipins) to detect parasitized conspecifics and avoid becoming infected. Working at the interface between aquatic and terrestrial environments, Daversa et al. demonstrate that alpine newts use non-visual cues from parasite-exposed conspecifics to inform habitat avoidance that could reduce their risk of Batrachochytrium dendrobatidis infection. However, these newts might experience NCEs as a result of altered habitat use. Sarabian et al. find that bonobos avoid soil- and fecally-contaminated food, with individuals exhibiting the strongest avoidance behaviors the least likely to be infected by Balantioides coli, a parasitic protozoan with an oral-fecal route of transmission. Rubenstein and Feinstein show that horses adjust their daily habitat use to avoid being bitten by blood-drinking flies, basing foraging decisions on the speed of winds that mitigate this risk. As different habitats provide different nutrients, here, parasite avoidance might not require the trade-offs often seen in other systems.



CONSEQUENCES OF PARASITE/PATHOGEN AVOIDANCE

Selbach and Mouritsen consider how reductions in mussel filtering activity to avoid trematode infection might have far-reaching consequences for aquatic communities, with parasites acting as cryptic ecosystem engineers via NCEs. Koprivnikar et al. examine similarities and differences between host-parasite and plant-invertebrate herbivore systems in terms of natural enemy detection and potential for risk-induced trait alterations. Such comparisons may prove useful for predicting the occurrence and costs of NCEs.



EVOLUTION OF INFECTION AVOIDANCE STRATEGIES

Amoroso evaluates whether physiological resistance to infection is a useful framework for considering the evolution of behavioral resistance, concluding that there are some benefits, with avoidance behaviors more likely to represent an innate rather than a learned strategy. Poulin et al. develop a “ghost of parasitism past” hypothesis, suggesting that animal species with lower than expected parasite diversity are a good starting point in the search for traces of past parasite-mediated selection. This could help explain the dynamic and inconsistent relationship between the expression of avoidance traits and relative infection risk in comparative analyses across host species. Relatedly, Doherty and Ruehle consider the evolution of avoidance behaviors in an integrated “landscape of peril” containing predators, parasites, and other natural enemies that may exert distinct selective pressures.



CONCLUSIONS

Articles contributed to this Research Topic have advanced our knowledge of the ecology and evolution of NCEs, but clearly some gaps persist. Specifically, examples of risk-induced trait alterations from a broader range of host and parasite species are needed. The emphasis to date has been on behavioral alterations, but hosts could also alter other traits (e.g., morphology, physiology, development) to avoid parasites. Because the fitness costs of trait alterations are often assumed rather than directly measured (e.g., Luong et al., 2017), we still have little understanding of how consumptive and non-consumptive effects of parasites compare in terms of frequency and cost. Although a few trait-mediated effects triggered by parasite NCEs have been reported (including in this Research Topic), these pale in comparison to density- and trait-mediated indirect effects stemming from consumption by parasites (Buck, 2019). Furthermore, consequences for ecosystem structure and function remain largely unknown, although it has been shown that predators can elicit such effects. Given that NCEs are ubiquitous yet often overlooked, the true cost of parasitism may be underestimated in many host populations, making this an important area of continued study.
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Certain diseases, like colds, tend not to stop us. A paracetamol here, an ibuprofen there, and we are on the go. That is, until we, as a species, are faced with a virus that not only spreads through social contact, but has an estimated reproductive number of 2 to 2.5 and potentially kills 3–4% of those infected (WHO, 2020). To reduce transmission probability of COVID-19, governmental agencies around the world have recommended or enforced measures to decrease social contact; early evidence suggests these measures produce the intended effect (Kucharski et al., 2020).


WOULD WE HUMANS TEND TO DO THIS NATURALLY?

Interesting insights can be found from studying how other animal species change their behavior when infectious disease is present, and by considering the extent to which these changes are self-regulated or enforced by other individuals. Recently, a study by Stockmaier et al. (2020) suggested that vampire bats (Desmondus rotundus) decrease social contacts when exposed to an immune challenge, but in a non-random way. Contacts between mothers and their offspring are maintained regardless of either being immune challenged but contacts of immune challenged animals to non-close kin are decreased. In this instance, the behavior seems to be self-regulated. Wild mice (Mus domesticus) have also been found to cut ties to their social groups when feeling sick (Lopes et al., 2016), but in this case kinship does not appear to play a role (Lopes et al., 2018). The effects of sickness in reducing host social contacts tend to be so robust that, in laboratory rodent studies, a standard test to verify sickness symptoms quantifies the decrease in social exploration of juvenile conspecifics by the host (Dantzer, 2001). A group of animals that is particularly susceptible to socially transmitted parasites are social insects given the high density of individuals living together and, in many cases, the high degree of genetic similarity amongst them. Here too, it is found that pathogen-exposed individuals or even individuals dying from other, non-infectious, causes spend more time away from their colonies (Müller and Schmid-Hempel, 1993; Heinze and Walter, 2010; Bos et al., 2012; Stroeymeyt et al., 2018).

The vampire bat, rodent and social insect studies are examples of when the sick animals change their social behavior. But several studies have highlighted the ability for a number of different species to recognize disease cues and avoid animals displaying those cues. For instance, mandrills (Mandrillus sphinx) avoid both fecal material from and grooming of parasitized conspecifics (Poirotte et al., 2017). Female olive baboons (Papio anubis) behave similarly by avoiding mating with males carrying a symptomatic sexually transmitted bacterial disease (Paciência et al., 2019). Interestingly, these female baboons also avoid mating when they are themselves infected. Guppies (Poecilia reticulata) can use chemical and visual cues to adjust avoidance behavior of infected individuals to times when transmissibility of the parasite is the highest (Stephenson et al., 2018). Social lobsters (Panulirus argus) also avoid groupmates infected with a deadly virus (Behringer et al., 2006). Going back to social insects, when dampwood termites (Zootermopsis angusticollis) produce a vibratory display in the presence of a pathogenic fungus, nestmates distance themselves from the vibrating termites (Rosengaus et al., 1999). While detection of diseased conspecifics or disease cues is found in social insects and can directly trigger avoidance (e.g., Lasius niger ant nurses, Stroeymeyt et al., 2018) or aggression (Waddington and Rothenbuhler, 1976; Drum and Rothenbuhler, 1985) in non-infected nestmates, these reactions aren't necessarily always the case (Richard et al., 2008; Leclerc and Detrain, 2016). This may be because, as explained in the previous paragraph, diseased or moribund social insects tend to show spontaneous avoidance of the colony so there is no need to develop discrimination strategies against them, and also because immunity can be socially transferred in some cases (e.g., dampwood termites, Traniello et al., 2002).

In humans, a lot of research on the pathogen avoidance topics described above for other species has been done under a framework referred to as the “behavioral immune system” (Ackerman et al., 2018; Murray et al., 2019). This term describes a system of disease detection that activates behavioral responses aimed at diminishing pathogen exposure. For instance, humans not only recognize visual cues of disease (such as a photograph of a person coughing), but they respond to those cues physiologically by priming their immune system (Schaller et al., 2010). Detection of and preference for health cues also seems to occur in humans. For example, evidence suggests that women prefer the faces and the scent of men heterozygous at Major Histocompatibility Complex (MHC) loci. Heterozygosity at MHC loci has been associated with greater resistance to certain infectious diseases in humans relative to homozygosity (reviewed in Tybur and Gangestad, 2011). Another overlapping term for this disease avoidance behavior is the “disgust adaptive system,” a term sometimes used interchangeably with behavioral immune system (Curtis et al., 2011). Disgust here would be the visceral emotional reaction that generally accompanies withdrawal from people (particularly strangers) displaying cues that reliably indicate pathogen presence (Curtis et al., 2004). Although disgust is expressed universally in humans, disgust sensitivity is variable across individuals and there are currently no good hypotheses that explain this variation (Tybur et al., 2018). Disgust sensitivity seems to predict the strength of behavioral avoidance of cues of contamination (Deacon and Olatunji, 2007).

Not all disease cues, however, lead to avoidance, particularly if they are relatively novel in a population. One example in which this has been studied is conjunctivitis caused by the bacterial pathogen Mycoplasma gallisepticum. This is a directly transmissible pathogen that causes house finches (Haemorhous mexicanus) to develop visible symptoms around the eye, as well as lethargy. One study found that male house finches preferred to feed near diseased conspecifics, potentially because the diseased animals became less aggressive around food (Bouwman and Hawley, 2010). Such a result raises interesting questions regarding the extent to which animals are able to make appropriate decisions when faced with new circumstances.

Perhaps the important take-home message is that these avoidance behaviors have likely evolved because they increase survival in the presence of disease. Allowing other animals to inspire some of our social rules during this time and to teach us something about community may not be a bad idea. By adopting social distancing as part of our battle against a novel infectious disease, we are fighting against some of what it means to be human: to live socially. But simultaneously, we are also doing a tremendous act of kindness for one another and for our communities.
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Animals adopt a range of avoidance strategies to reduce their exposure to parasites and the associated cost of infection. If strong selective pressures from parasites are sustained over many generations, avoidance strategies may gradually evolve from phenotypically plastic, or individually variable, to fixed, species-wide traits. Over time, host species possessing effective infection avoidance traits may lose parasite species. Indeed, if overcoming the avoidance strategies of a host species is too costly, i.e., if individuals of that species become too rarely encountered or difficult to infect, a generalist parasite may opt out of this particular arms race. From the host’s perspective, if avoidance traits are not costly or have been co-opted for other functions, they may persist in extant species even if ancestral parasites are lost, as signatures of past selection by parasites. Here, we develop the “ghost of parasitism past” hypothesis. We discuss how animal species with a lower number of parasite species than expected based on their ecological properties or phylogenetic affinities are a good starting point in the search for traces of past parasite-mediated selection. We then argue that the hypothesis explains the dynamic and inconsistent nature of the relationship between the expression of avoidance traits and relative infection risk in comparative analyses across host species. Finally, we propose some approaches to test the predictions of the hypothesis. Animal morphology and behavior show clear evidence of past selective pressures from predators; we argue that past selection from parasites has also left its imprint, though in more subtle ways.

Keywords: avoidance behavior, comparative analysis, infection risk, parasite-mediated selection, parasite species richness, selection pressure


INTRODUCTION

The idea that the non-consumptive effects of predators can match or even exceed those of their direct consumption of prey has gained much evidential support in recent years (Preisser et al., 2005; Suraci et al., 2016). In particular, the fear experienced by prey and manifested as distinct behavioral or physiological responses to avoid predation can be costly, leading to reductions in reproductive output and impacts on population dynamics (Clinchy et al., 2013; Zanette and Clinchy, 2019). Similarly, the fear (or disgust) of parasites and the associated costs of infection might cause hosts to adopt particular strategies that reduce the risk of infection (Buck et al., 2018; Weinstein et al., 2018). Parasite avoidance strategies include all steps involved in preventing infection, from early detection and recognition of parasites, all the way to active evasion of infective stages. These strategies are costly, for instance by causing animals to miss out on foraging, mating or socializing opportunities (Norris, 1999; Fritzsche and Allan, 2012; Kavaliers and Choleris, 2018). As we write these lines, the threat of infection by the virus responsible for the COVID-19 disease is causing major changes worldwide to our social behavior with major repercussions on the economy, employment security, and the availability of goods and services. Who then can doubt the costs associated with the fear of infection? Despite these costs, however, avoidance strategies must confer overall net fitness gains, or else they would not be maintained.

In addition to their immediate ecological consequences, the adoption of avoidance strategies by animals and other non-consumptive effects of parasites could have evolutionary implications. Given that avoidance strategies must have overall positive fitness effects, these benefits could drive the evolution of avoidance strategies from phenotypically plastic, or individually variable, to fixed species-wide traits. For this to happen, two conditions must be met. First, the risk of infection must be high enough to represent a real danger for any individual in the population. In other words, the prevalence of infection by a costly parasite, or the diversity of parasite species that may infect a host by a particular route, must be locally high enough to lead to a high probability of incurring a cost from parasite infection. Secondly, the high infection risk must persist over time, thus exerting strong selective pressures over several generations. Situations in which both conditions are met are likely to be common (Wilson et al., 2019), and we may therefore expect some of the traits of extant animals to be the product of past selection to avoid parasite infection. These traits may not be easy to identify, however, as they may now be associated with different functions, or so ubiquitous that they are assumed to have other origins. For example, sexual reproduction is so widespread among living organisms that its potential evolutionary maintenance as a defense against fast-evolving pathogens was long overlooked (Hamilton, 1980).

Here, we discuss how strong and sustained selection of avoidance strategies against parasites in the past may have left its mark in extant species, whether or not this signature is easily detectable. In a parallel with the idea that the ghost of competition past is still visible in the character displacement and non-overlapping niches of extant species living in sympatry (Connell, 1980), we propose that the ghost of parasitism past has shaped host evolution. As examples of evolutionary anachronisms (Barlow, 2000), many behavioral, physiological or morphological traits of extant species may be ascribed to past selective pressures from parasites, i.e., pressures that are no longer measurable. We first discuss how animal species that are nowadays used by a disproportionately low number of parasite species may offer clues in the search for traces of past parasite-mediated selection. Then, we argue that the relationship between the expression of avoidance traits and relative infection risk across host species can change over evolutionary time, and thereby explain the inconsistent results from comparative analyses that have attempted to link these variables. Finally, we acknowledge the challenges of demonstrating cause-and-effect in testing the “ghost of parasitism past” hypothesis, and propose different ways to overcome these difficulties. Our focus is on long-term evolution and interspecific differences, i.e., we look at variation in avoidance strategies among different species, and how this relates to the risks of infection they now face. We consider the abundance and pathogenicity of specific parasites, as well as parasite species richness, as measures of selective pressures imposed by parasites (Bordes and Morand, 2009).



HAVE HOST SPECIES WITH FEW PARASITES EVOLVED A SOLUTION?

Have animal species with disproportionately few parasite species found the secret to parasite avoidance? Some species are exploited by fewer parasite species than what would be expected based on their ecological properties (e.g., body mass, population density, longevity, and social behavior) or phylogenetic affinities. For example, among seabirds with similar habitats, lifestyles and body sizes, members of the order Pelecaniformes (pelicans, gannets, boobies, and cormorants) consistently harbor fewer species of ectoparasitic lice than members of the orders Charadriiformes (gulls, skuas, and auks) and Procellariiformes (albatrosses and petrels) (Hughes and Page, 2007). Similarly, in anthropoid primates (monkeys and apes), even after controlling for uneven sampling effort, the species richness of helminth and protozoan parasites varied substantially among host species, with only a modest proportion of that variance explained by the combined effects of ecological variables such as body mass, population density or longevity (Nunn et al., 2003). Some primate species simply appear to be under-parasitized. Can the “ghost of parasitism past” hypothesis explain why some species have so few parasites? Do species with relatively fewer parasites possess intrinsic features that we are yet to recognize as parasite avoidance strategies? If so, what might these be?

Poulin et al. (2011b) used species-area relationship (SAR) models on several large datasets on parasite species richness in vertebrates to identify host species with more or fewer parasite species than expected based on sampling effort and body mass. Host species lying below the 80% confidence interval of the averaged SAR function were considered as hosts with disproportionately low numbers of parasites for their body mass. In most datasets, there was clear evidence of phylogenetic clustering, i.e., host species from the same family were more likely to all fall above, within or below the confidence interval of the SAR curve (Poulin et al., 2011b). Key ecological traits within a phylogenetic group also played a role. For instance, among shark species, the likelihood that a host species had a disproportionately low number of cestode parasites was influenced by the species’ median depth range, although in different ways depending on the family it belonged to Poulin et al. (2011b). Depth range is indeed known to be an important determinant of cestode species richness in sharks, although depth preferences are assumed to have evolved for other reasons, and not as a strategy to avoid parasite-laden prey (Randhawa and Poulin, 2010). However, if animals perceive their environment as a landscape of risk and move preferentially to safer zones where exposure to infection is lowest (Weinstein et al., 2018), we would expect some of these habitat preferences to have become fixed traits over evolutionary time.

As the physical environment represents a multi-dimensional space in which organisms occupy particular zones, diet, morphology, behavioral, and physiological traits also form continuums along which natural selection can position any given species based on net fitness benefits. If both axes of a two-dimensional space represent the full range of possible values for two behavioral traits, all potential behavioral responses to a detected infection risk can be visualized as a continuous landscape along which there are peaks, i.e., combinations of behavioral patterns corresponding to an elevated infection risk, and valleys representing safe behavioral patterns (Figure 1). Over time, in species selected to avoid pressures from parasites, natural selection may have narrowed down the range of possible responses displayed by a given host species to safe ones only. Effective parasite avoidance strategies could therefore be identified by carefully investigating the properties of animal species with unusually few parasites compared to related species with rich parasite faunas.
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FIGURE 1. Phenotypic landscape of infection risk, illustrating the infection risk associated with all possible combinations of values for two hypothetical phenotypic traits, A and B. Red peaks correspond to phenotypes exposing individuals to a high risk of infection, whereas green valleys correspond to safe phenotypic strategies. Species whose phenotypes settle in valleys over evolutionary time may eventually lose parasite species.




EVOLUTIONARY COVARIANCE OF AVOIDANCE TRAITS VERSUS INFECTION RISK

Could the fixation of parasite avoidance strategies, originally evolved out of “fear” and to counter immediate risks of infection, but later maintained because they serve other beneficial functions, obscure the relationship between host traits and parasite species richness? Many host traits, such as diet specialization, whether they are parasite avoidance strategies or coincidental determinants of parasite exposure, are expected to correlate with parasite species richness across host species. However, comparative analyses reveal no consistent correlations between diet breadth and parasite species richness across various groups of vertebrate hosts: the relationship is significant in some studies, but not others (e.g., Gregory et al., 1991; Watve and Sukumar, 1995; Sasal et al., 1997; Morand et al., 2000; Nunn et al., 2003). The same is true of many other host traits thought to be associated with parasite species richness (Kamiya et al., 2014; Morand, 2015).

We suggest that the relationship between parasite infection risk and the phenotypic expression of any given parasite avoidance trait may be reversed over evolutionary time (Figure 2). When a clade of hosts first encounters a new set of parasites, following a host shift or habitat invasion, host populations or host species facing the highest infection risk, i.e., the most parasite species, will evolve the strongest avoidance response. This should produce a positive relationship, across host populations or species, between infection risk and the degree to which avoidance strategies are expressed. However, this situation is dynamic over evolutionary time, as hosts and parasites are involved in a coevolutionary arms race. Just as hosts evolve parasite avoidance strategies, parasites will evolve counter-adaptations. Although, if the costs of overcoming the avoidance strategies of a host species are too high, a parasite may simply opt out of the race. Thus, if members of a host species become too rarely encountered or too difficult to infect, thanks to their avoidance strategies, selection may favor parasites that drop this host species from the range of hosts they can exploit, saving themselves the cost of species-specific adaptations against certain host defensive systems. Indeed, there are costs of being a generalist parasite, because maintaining adaptations to exploit multiple host species often limits performance on any of them: jacks of all trades are usually master of none (Straub et al., 2011; Arbiv et al., 2012; Pinheiro et al., 2016). Thus, short-term success at avoiding parasites could lead to a long-term reduction of the number of parasites actually exploiting a host species, and thus a negative relationship, across host populations or species, between infection risk and the expression of avoidance strategies (Figure 2). This may not only apply to traits playing a role pre-infection, such as avoidance strategies, but also to traits acting post-infection, such as those involved in immunocompetence like relative spleen sizes in birds (e.g., Morand and Poulin, 2000).
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FIGURE 2. Evolutionary dynamic relationship between infection risk and avoidance traits, as it shifts from positive to negative over evolutionary time. Species facing multiple parasite species (colored points) are under stronger selection to develop more pronounced avoidance strategies (dark shape outline) than those facing few parasites; over time, however, strong avoidance strategies may lead to the loss of parasite species. The different points on the graphs represent either distinct host species, or distinct populations of the same host species. NB: Scale on x-axis shows relative risk (e.g., parasite species richness), and not absolute risk; it allows comparison among points on the same graph, but not among graphs.


Of course, the above scenario is not the only possible evolutionary direction. If a particular avoidance trait is costly and traded-off against other functions, and if pressure from infection risk is relaxed, we might expect the expression of the trait to be reduced with time. In contrast, if it is co-opted for other functions and continues to confer benefits, it may persist and become disconnected from its original parasite avoidance function. Or, if it is fitness neutral, the trait may persist even with no clear function. Nevertheless, the scenario we propose could explain the lack of consistent relationships found between parasite species richness and host traits thought to be associated with infection risk: the various studies focusing on different taxa may simply capture snapshots of different stages in a dynamic evolutionary process.



THE CAUSALITY CHAIN

Any association among extant species between a particular trait and some measure of infection risk like parasite species richness can have at least two evolutionary explanations. Some host species may have few parasite species because that trait provides them with limited exposure, with the trait having evolved for other reasons or functions in the first place. Alternatively, the trait may have evolved to its full extent in those host species that faced a high infection risk and specifically for the purpose of lowering that risk, even if these hosts now experience a much lower infection risk. For instance, among Amazonian bats, omnivorous species have much higher infection levels by foodborne helminths than species that specialize strictly on nectar or fruits (Albuquerque et al., 2016). One possible explanation is that the narrow diet of a specialized forager could coincidentally protect it from exposure to many foodborne parasites, even if that diet has evolved for other ecological or physiological reasons. Alternatively, a forager living in an environment rich in foodborne parasites may have been selected for a narrow diet as a parasite avoidance strategy. How can we distinguish between these two scenarios?

Correlative evidence from field studies can only support the “ghost of parasitism past” hypothesis, but it cannot refute it. As an example, consider the link between fish migration and infection risk. In a field study of sympatric and congeneric species of galaxiid fishes in New Zealand, species that leave freshwater habitats and migrate downstream to spend their early life in coastal habitats incur significantly lower risks of infection by a range of trematode species, compared to their close relatives which do not migrate and reside in freshwaters for their whole lives (Poulin et al., 2012). There are clear benefits gained by fish that avoid trematode infection in early life: infection of young fish <40 mm in length causes malformations and greatly increases mortality (Kelly et al., 2010). So why do these fish migrate? Is the migratory behavior truly acting as an ongoing strategy to reduce exposure to parasites during a critical life stage? Or is it the legacy of an ancestral parasite avoidance strategy retained by selection for the other benefits it confers? Or did it evolve for completely different reasons and only coincidentally provides reduced infection risk as a side-effect? Theoretical models suggest that parasitism can indeed exert selective pressures strong enough to drive the evolution of migration, but only if it causes a reduction in prevalence by costly parasites rather than a reduction in the number of parasite species faced by the fish (Shaw et al., 2018, 2019).

Similar comparative studies among related species that differ in a key trait also hint at past selective pressures from parasites, with species possessing particular traits successfully escaping from parasitism. For instance, lepidopteran species with hairy caterpillars face a much lower risk of attack by parasitoid wasps than those with smooth caterpillars (Kageyama and Sugiura, 2016), as do species of gall wasps which produce ornate and bumpy galls compared to those that produce simpler galls (Bailey et al., 2009). The huge variation in behavioral and morphological defenses among insects (Gross, 1993) provides excellent material for tests of the “ghost of parasitism past” hypothesis.

Although intriguing, the results of comparative studies on extant species provide only hints of what may have happened over evolutionary time. Studies that focus on changes across long time scales would be more convincing, but these also have their limitations. In particular, we lack data on the strength of selective pressures exerted by parasites on extinct animals in the deep past. Data on infection risk or parasite species richness in extinct host species are almost impossible to obtain, except from glimpses obtained from coprolites (e.g., Wood et al., 2013) or traces left on fossils (e.g., Huntley et al., 2014). Therefore, we are blind to past selection pressures, just as we are blind to most parasite avoidance strategies of extinct animals involving behavior or other phenotypes that leave no fossil traces.

Some approaches nevertheless allow large-scale and convincing ways of testing the “ghost of parasitism past” hypothesis. One of them would be to test for covariation between the geographical distribution of a putative parasite avoidance trait and the distribution of past selective pressures from parasites, estimated as accurately as possible, among populations of the same or closely related species. For example, the sickle cell hemoglobin gene causes malformation of red blood cells and reduces their ability to bind and transport oxygen (Serjeant and Serjeant, 2001). The gene provides some resistance to malaria in heterozygous carriers, but causes sickle cell anemia and is usually fatal in individuals carrying two copies of the gene. Geographical variation in the frequency of the gene among human populations shows a strong association with the historical distribution of malaria endemicity, dating back to the times before any interventions or control measures were first implemented (Piel et al., 2010). Yet the gene still persists in human populations from areas where malaria is no longer a problem. This provides strong evidence that even where an otherwise deleterious anti-parasite trait is no longer needed nor beneficial in any other way, it can persist as a signature of past selective pressures from parasites. A similar approach could be used to determine whether the expression of any presumed parasite avoidance trait shows a spatial match with estimates of past selective pressures. Threespine sticklebacks, Gasterosteus aculeatus, may be the ideal system for such an approach. They have proven an excellent model system for studies of host-parasite interactions (Barber, 2013), the diversity and abundance of parasites vary widely among stickleback populations (Poulin et al., 2011a), and the genetic and phenotypic signature of selection pressures from parasites has proven tractable in stickleback populations (Brunner et al., 2017; Weber et al., 2017).

Alternatively, one might use a comparative approach across host species that vary in the expression of the presumed avoidance trait. Using dated phylogenies as a basis for the comparative analysis, it may be possible to reconstruct the ancestral origin and evolution of the presumed avoidance trait, and use this information to predict whether a positive or negative correlation would be expected between trait expression and relative parasite infection risk (see previous section). None of the approaches summarized above is ideal on its own, but in combination they offer a way forward to put the hypothesis to the test.



CONCLUSION

In this essay, we have argued that what begins as an adaptation providing immediate protection from infection may in the long run promote the loss of parasites and lead to a host species with fewer natural enemies. An inducible parasite avoidance mechanism showing variation among individuals could produce, if parasite pressures are sustained over many generations, fixed species-wide traits and/or an evolutionary niche shift. These can manifest in many ways. For instance, one could even argue that the excessive propensity for hygiene among people in industrialized countries is a legacy of pressures from parasites no longer plaguing human populations. In homage to previous hypotheses explaining niche segregation in the absence of measurable competition among sympatric species from the same guild (Connell, 1980), or anti-predator adaptations displayed by populations no longer facing predation (Peckarsky and Penton, 1988; Gliwicz and Jachner, 1992), we dub this the ghost of parasitism past.

Of course, some caveats apply to the arguments we propose. For instance, a strategy protecting hosts against a parasite that is no longer present may nevertheless persist if it also protects the host against other parasites. Alternatively, an avoidance strategy that serves against parasites that go extinct may be underpinned by the same neurobiological and physiological mechanisms that allow other avoidance strategies acting against other natural enemies that are still around; that strategy would therefore not necessarily be abandoned. The general avoidance of feces shown by many animals belongs to this category (Weinstein et al., 2018). The “ghost of parasitism past” hypothesis thus requires a more nuanced interpretation than what we presented in some of the earlier examples.

Due to the nature of the phenomenon, the “ghost of parasitism past” hypothesis cannot be tested within an experimental framework allowing strong inference of causality. However, we provide plausible examples of situations where putative avoidance strategies may now be species characteristics associated with fewer parasite species than one would expect based on a host species’ other ecological features or phylogenetic affinities. We also propose some analytical approaches which, though not perfect, can serve to support the hypothesis. The morphology and behavior of extant animals display an array of adaptations that evolved in response to sustained pressures from predators, ranging from cryptic coloration and spines, to vigilance and alarm calls. Some of these persist in populations where predation pressures have been relaxed. We argue that similar adaptations against past pressures from parasites must be widespread in the animal kingdom. These are perhaps more subtle and more difficult to identify than adaptations against predators, but they are no less worthy of study.
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Fear of natural enemies in non-human animals is a concept dating back to the time of Darwin. Now recognized as a non-consumptive effect, the ecological and evolutionary impact of fear has been studied in a number of predator-prey systems within the last few decades. However, comparatively little consideration has been given to the non-consumptive effects that parasites have on their hosts, which have evolved behaviors to avoid parasites, impacting habitat selection, mate choice, and foraging activity. These avoidance behaviors create a “landscape of disgust,” wherein hosts navigate to avoid parasites, akin to the “landscape of fear” in prey. Evolutionarily speaking, however, predators and parasites are but two examples of natural enemies. Pathogens, parasites, predators, and parasitoids, among others, each exert their own fitness cost on the victims they attack. Since animals likely evolve in the presence of multiple natural enemies, they must adopt a range of avoidance behaviors to navigate through the resulting “landscape of peril.” Therefore, in line with recent efforts to combine the landscapes of fear and disgust, we offer a theoretical framework to better understand the impacts of natural enemies on the evolution of trait-mediated avoidance behaviors in animals. More precisely, we look at how victims may evolve to allocate energy optimally among distinct avoidance behaviors under the selective pressures imposed by different types of natural enemy. This framework is then put into the more realistic context of a food web, which highlights the impact of trophic interactions and trophic level on the evolution of avoidance behaviors.
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INTRODUCTION

When imagining a pride of lions chasing down an antelope in sub-Saharan Africa, few would consider that these apex predators have any enemies of their own. As it turns out, even the “king of the jungle” has its own set of natural enemies [i.e., any organism that has evolved to exploit the resources of a victim, incurring a negative or lethal impact on the latter (Raffel et al., 2008)] which, apart from humans and sometimes hyenas, are mostly parasites (Bjork et al., 2000; Berentsen et al., 2012). In fact, it is likely that every metazoan species has evolved with at least one parasite (Poulin, 2014; Costello, 2016), therefore it is reasonable to assume that no animal species is devoid of natural enemies (now referred to simply as enemies). Following this assumption, we would expect lions to have evolved traits that reduce the probability of acquiring parasites, such as avoiding the carcasses of conspecifics and other carnivores even though they represent an easy energy source (Moléon et al., 2017). Avoidance behaviors such as this are termed non-consumptive effects because the victim (i.e., the lion) is responding directly to a potential act of consumption by an enemy (i.e., a parasite), without consumption actually taking place (Curtis, 2014; Buck et al., 2018). Further, if lions evolved behaviors to mostly avoid parasites, antelopes may have evolved an even greater number of behaviors to avoid lions, other predators, and parasites.

For a primary consumer like the antelope, the non-consumptive effects of predation on their reproduction and even survival can sometimes surpass the direct effects of consumption (Sheriff and Thaler, 2014; MacLeod et al., 2018). These processes are now well established in predator-prey interactions (Gaynor et al., 2019), even though the overall impacts on prey population size are still poorly understood (Sheriff et al., 2020). Parasites can also induce non-consumptive effects in their hosts, a topic that has received more recognition in recent years (Sarabian et al., 2018b; Buck, 2019). Hosts can avoid getting infected through changes in behavior (Hart and Hart, 2018), such as limiting interactions with conspecifics that appear infected (Stephenson et al., 2018), directly avoiding parasitic infective stages through the detection of cues (Strauss et al., 2019), or changing feeding habits (Sarabian et al., 2018a) or habitat use (Amoroso et al., 2019). These avoidance behaviors differ from other defensive strategies in that they are a direct and dynamic response to environmental cues, as opposed to constitutional defense strategies such as morphology (e.g., the long hairs on a caterpillar). As a result, hosts have evolved to invest resources in behavioral or sensory traits that decrease the probability of infection. Animals can thus navigate more safely through their environment, which has aptly been named the “landscape of disgust” (Weinstein et al., 2018a) as opposed to the “landscape of fear” in predator-prey systems (Laundré et al., 2001). The degree to which a species experiences fear or disgust is difficult to assess (Mendl et al., 2010), but regardless of the avoidance behavior, it is likely that many species have evolved with more than one enemy to contend with.

As enemies go, predators and parasites are but broad generalizations of a multitude of trophic strategies that exist, each one having its own fitness cost on the victims that are successfully attacked (Lafferty and Kuris, 2002). For example, parasitic castrators do not kill their hosts, but they effectively suppress host reproduction, thereby reducing host fitness to zero (Lafferty and Kuris, 2009). Other enemies, such as micropredators (e.g., mosquitoes and vampire bats), may feed on multiple hosts without drastically reducing their fitness (Poulin, 2011). Animals that have evolved with multiple enemies, each with specific trophic strategies, may allocate their resources toward avoidance behaviors that balance immediate danger with potential fitness loss. Tadpoles, for example, prefer to forage in the presence of trophically transmitted parasites rather than predators, likely because infection is relatively less costly to fitness than being eaten (Koprivnikar and Penalva, 2015). Considering the above, it is sensible to combine the landscapes of fear and disgust into a broader landscape of enemies (Buck et al., 2018; Sarabian et al., 2018b), which we call here the “landscape of peril.” Only then could we understand how animals invest energy in their evolutionary toolkit of avoidance behaviors to safely navigate under the near constant threat of attack.

In light of recent efforts to unite the landscapes of fear and disgust (Buck et al., 2018; Weinstein et al., 2018a), we discuss here the broad evolutionary implications of animals that evolve in the presence of one or more enemies with different types of trophic strategy, each of which incurring a differential fitness cost upon the victim. By illustrating how victims may evolve to detect enemy cues and invest their resources into avoidance behaviors to navigate safely through the landscape of peril, we can predict how animals allocate energy for optimal survival. This depends ultimately on the selective pressures or risk imposed by enemies, which can be measured with abundance, lethality, or species richness (Bordes and Morand, 2009). These predictions are then verified with recent examples in the literature, putting into evolutionary context the landscape of peril. We then explore the idea of how, like for lions and antelopes, the trophic level in a food web may impact the avoidance behaviors in animals, along with some examples from the literature. We show that, regardless of trophic level, it is likely that all animal species have inevitably evolved with their own set of enemies. However, the composition of enemy types for a particular victim could depend on its relative position in the food web, in addition to other characteristics such as body size or sociality. Thus, we provide a theoretical backdrop for the evolution of avoidance behaviors in animals subjected to the selective pressures imposed by one or more types of enemy.



A MYRIAD OF NATURAL ENEMIES

Trophic strategies in animals are not limited to predators and parasites. Lafferty and Kuris (2002) recognized a total of ten trophic strategists, consisting of seven types of parasites and three types of predators. Each strategist incurs a negative fitness cost on the victims that they effectively consume or attack (see Figure 1 in Lafferty and Kuris, 2002), which varies in relation to the evolutionary history between both antagonistic species. An enemy that successfully attacks a victim will either eliminate its fitness completely or reduce it partially. So, if victim fitness has a maximum value of 1 in a continuum ranging from 0 to 1 inclusively, an enemy, depending on its trophic strategy, can either reduce it to 0 (i.e., a “lethal” enemy) or reduce it to a number between 0 and 1 (i.e., a non-lethal enemy) (Figure 1A). Of course, there are exceptions to this (e.g., a host with an extraordinary number of non-lethal parasites may die), but on an evolutionary timescale, we argue that this dichotomy represents a strong selective pressure exerted by enemies on the evolution of avoidance behaviors in victims.
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FIGURE 1. How animal victims may evolve to allocate energy toward avoidance behaviors against natural enemies. (A) Ten recognized trophic strategies in natural enemies toward victims. “Lethal” natural enemies do not necessarily kill their victims, but effectively eliminate victim fitness. The dichotomy between lethal and non-lethal natural enemies represents one of the evolutionary pressures to evolve avoidance behaviors. (B) Theoretical evolution of energy allocation toward avoidance behaviors based solely on the probability that a victim will be attacked by a natural enemy during its lifetime. Each circle represents one victim population that evolves with a certain probability of being attacked by a natural enemy. (C) How victim populations theoretically evolve to allocate energy toward avoidance behaviors under the risk imposed by natural enemies. Risk results from the product of the probability of attack multiplied by the fitness cost imposed by a certain natural enemy. Therefore, in the case of victims that evolve exclusively with lethal natural enemies (red dashed line), the risk imposed by the latter equals to the probability of being attacked. With victims that evolve exclusively with non-lethal natural enemies (blue dashed line), the risk can range from anywhere between 0 and 1, depending on the fitness cost imposed by the natural enemy (in this case, the fitness cost is 0.2). The colored areas represent a plastic response of resource allocation, whereas the dashed lines represent a fixed response.


Upon consumption, enemies can reduce victim fitness either partially or completely, but this is not the only selective pressure imposed on victims. We hypothesize that another important evolutionary pressure is the probability of a successful attack on a victim, which depends on a number of variables, such as the population densities of both enemies and victims (Ioannou et al., 2008) and the resulting encounter rate between them (Mols et al., 2004). However, regardless of the determining factors, a victim is most likely subjected to a certain probability of being attacked by an enemy during its lifetime, ranging from 0 to 1 inclusively. In some host-parasite systems, the lifetime probability of being attacked is almost guaranteed to equal 1 (e.g., an abundant parasite present in the only water source of a particular area), therefore what matters in these cases is the probability of sufficient repeated attacks which results in an intensity of infection that lowers fitness. Nevertheless, if the probability of attack by an enemy remains constant or varies little over many generations, we predict that a victim will evolve to allocate resources toward their avoidance behaviors proportionally to this lifetime probability of attack (Figure 1B). This relationship may not be linear, but we would still expect a positive correlation between energy allocation and the probability of attack. If the probability of attack is more variable over evolutionary time, we would expect a more plastic response of resource allocation toward avoidance behaviors.

We suggest that victims have a risk of completely losing their fitness or dying from a lethal enemy that is equal to the lifetime probability of being successfully attacked by said enemy (Figure 1C). Therefore, a victim that evolves with a probability of 0.4 of being attacked by a lethal enemy during its lifetime should invest relatively less in their avoidance behaviors than a victim that evolves with a probability of 0.8 of being attacked (Figure 1C). Realistically, we could predict that this resource allocation translates into the amount of time that victims spend scanning their environment for enemy cues or how much they limit habitat use (see introduction). Regardless of the behavior employed, the more a victim invests resources into avoiding a potential enemy, the more likely it is to lose foraging opportunities. For example, deer that evolve with predators limit their foraging activities to twilight and night hours, whereas deer that have lived on predator-free islands for several generations forage more during the day, thus increasing their energy intake considerably (Bonnot et al., 2016). This appears to be due to a relaxed selection on foraging traits linked to predator avoidance. Still, the increased foraging activity during twilight hours is observed in deer on predator-free islands, suggesting that this avoidance trait persists even after long-term absence of predators. We could also predict that the energy investment into avoidance behaviors translates into the physiological sensitivity that victims have toward enemy cues, if the enemy is at all detectable. For example, pea aphids appear to respond rapidly to the presence of generalist parasitoids by dropping from the plant they are feeding on (Fill et al., 2012). Even though this species is not a host of the parasitoid, the aphid appears to be very sensitive to the presence of potential enemies. This high sensitivity results in the aphid losing a considerable amount of time away from the leaf, resulting in a reduction of energy intake.

The allocation of resources toward avoidance behaviors may differ if a victim evolves exclusively in the presence of a non-lethal enemy. Since they do not eliminate victim fitness upon consumption, the actual risk of dying (or potential loss of fitness) from a non-lethal enemy results from the product of the probability of attack multiplied by the fitness cost (Figure 1C). If non-lethal enemies impose the same amount of risk over time, victims should evolve to allocate resources accordingly. Therefore, even if non-lethal enemies pose less risk than lethal ones, we would still expect victims to invest resources into avoidance behaviors proportionally to the risk imposed by non-lethal enemies (e.g., lions avoiding carcasses, see introduction). As for lethal enemies, this relationship is certainly positive, but it may not be linear. As stated above, if the level of risk varies more over time, victims may evolve plastic traits to allocate energy responsively toward avoidance behaviors depending on perceived risk (Figure 1C). For example, the metabolic rate in Drosophila flies increases when they are either indirectly or directly exposed to parasitic mites, but to different degrees, suggesting that the avoidance behaviors of the fly may have evolved to contend with different levels of risk imposed by the enemy (Luong et al., 2017).

If a victim evolves with lethal and non-lethal enemies that impose similar levels of risk, we predict that more energy would be invested into avoiding the lethal enemy, simply because of the potential fitness loss it imposes. Even though both types of enemy can have a synergistic negative effect on victim survival (Marino and Werner, 2013; Shang et al., 2019), when given the choice, victims (e.g., tadpoles, see introduction) may choose to forage more under the threat of a non-lethal enemy than under the threat of a lethal one. This obviously depends on the risk associated with a certain enemy, which may vary in time and space. Moreover, victims that evolve plastic trait-mediated avoidance behaviors should be better at responding to the dynamic threats imposed by multiple types of enemy. Interestingly, some avoidance behaviors may evolve as a response to multiple enemy cues. A good example of this is the general avoidance of feces by animals that are susceptible to disease (Weinstein et al., 2018a). Victims under selective pressures to avoid both lethal and non-lethal enemies may have evolved traits to avoid feces altogether, which simultaneously reduces the risk of encountering predators and acquiring parasites (Weinstein et al., 2018b). However, the research on avoidance behaviors in response to both lethal and non-lethal enemies is limited to a few studies and even less study systems (Buck et al., 2018). Therefore, more research is needed to better understand the impacts of risk and enemy type on the evolution of avoidance behaviors in victims.

In this section, we argue that the dichotomy of fitness effects between lethal and non-lethal enemies and the lifelong probability of a successful attack represent the two strongest selective pressures imposed by enemies on the evolution of resource allocation toward avoidance behaviors. Of course, the probability of attack is variable and is also likely to be context-dependent, but if it remains somewhat constant over an evolutionary timescale, we would expect victims to evolve avoidance behaviors accordingly (see above). Another possible selective pressure imposed by enemies is the loss of energy intake or foraging opportunities due to the time victims spend detecting enemy cues or avoiding patches of food. While this indirect effect may also have implications in the evolution of avoidance behaviors, we suggest that a loss in energy intake results from the dynamic changes in behavior that evolved in response to the two pressures described above. Therefore, we argue that a loss of foraging opportunities is highly variable and context-dependent and represents a weaker selective pressure. For example, non-parasitized sheep avoid patches of vegetation contaminated with feces, which decreases food intake and activity levels. Contrarily, parasitized sheep graze more in contaminated patches, which increases food intake (Hutchings et al., 2001). Here, the trade-off between nutrition and parasitism appears to depend mainly on the infection status of the sheep.



WHAT ABOUT TROPHICALLY TRANSMITTED PARASITES?

Trophically transmitted parasites impose a unique type of selective pressure on victims. Their general life cycle includes at least one intermediate host that must then be consumed by a definitive host in order for the parasite to mature and reproduce (Poulin, 2011). These parasites can increase the likelihood that the intermediate host gets eaten by the definitive host through alteration of its behavior or appearance, making it more conspicuous (see Moore, 2002 for examples). For the intermediate host, this non-lethal enemy increases the probability of attack from a lethal enemy, meaning that the level of risk increases after infection. This evolutionary pressure may select for victims that allocate more resources toward avoiding trophically transmitted parasites, which also reduces the probability of being eaten by the definitive host of the parasite. For the definitive host, a conspicuous prey is easier to identify, providing more resources, however, this increase in energy intake also increases exposure to infection. Although trophically transmitted parasites are unlikely to have evolved to harm or kill their definitive hosts, since they help disperse the parasite into the environment, the host may have evolved traits to avoid heavily parasitized prey in order to mitigate the reward of eating conspicuous prey with the cost of acquiring heavy parasite burdens. For example, oystercatchers consume mainly medium-sized cockles and avoid larger, energy-rich cockles that are likelier to have heavy parasite loads (Norris, 1999).



UP AND DOWN THE FOOD WEB

Animals at the base or at the top of the food web probably evolve with different ratios of lethal to non-lethal enemies. If an apex predator, such as a lion, evolves avoidance behaviors mainly against non-lethal enemies like parasites (i.e., a lower relative number of lethal enemies), it is reasonable to suggest that, as we move down the food web, primary and secondary consumers may evolve avoidance behaviors mainly against lethal enemies (i.e., a higher relative number of lethal enemies). To test this idea, we look at food web data for a shallow brackish water ecosystem from Germany and Denmark (Zander et al., 2011). By counting the number of trophic links between victim species and enemy species provided in this study, it was possible to estimate the species richness of lethal and non-lethal enemies for each victim. Victim species were then grouped qualitatively into “organismal groups” identified by the authors of the study, in order to approximate the trophic level of each victim species. From these data, we are able to observe that the total number of lethal enemies, along with the ratio of lethal to non-lethal enemies, decrease in victims as we move up the food web of aquatic and semi-aquatic animal groups (Figure 2 and Supplementary Material). This suggests that lower-level consumers, such as invertebrates and small vertebrates, probably evolve to invest more resources into avoidance behaviors against both non-lethal and lethal enemies than do tertiary consumers. Therefore, a primary consumer like an amphipod may invest heavily into avoiding lethal enemies, whereas a secondary consumer like a solitary fish may invest relatively more resources toward non-lethal ones. In fact, in this aquatic food web, the ratio of lethal to non-lethal enemies is almost completely inversed between primary consumers and tertiary ones (Figure 2). Here, the framework of the landscape of peril appears to apply more to victims situated in the middle trophic levels, which have to contend with both lethal and non-lethal enemies. Victims at the bottom of the food chain may navigate more through a landscape of fear, whereas victims at the top of the food chain may navigate more through a landscape of disgust.
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FIGURE 2. Number of lethal natural enemy species (i.e., enemies that effectively eliminate the fitness of victims, such as predators and parasitic castrators) with the ratio of lethal to non-lethal natural enemy species (i.e., enemies that reduce fitness to between 0 and 1, such as trophically transmitted parasites and pathogens) in parentheses for different organismal animal groups (body size is not to scale) in a simplified food web of a tidal basin that approximates trophic level. From left to right, primary consumers in green include annelids, snails, and amphipods; secondary consumers in orange include schooling fishes and solitary fishes; tertiary consumers in red include birds and mammals. The numbers for each animal group are median values calculated for a number of species that were included in each group (Supplementary Material). Note that, for mammals, only one species was available from the dataset.


The complex interactions between species in a food web may change depending on how victims evolve to invest in their avoidance behaviors. For example, if a victim avoids conspecifics to reduce the likelihood of acquiring non-lethal enemies, this could simultaneously increase the likelihood of being detected and eaten by a lethal one. Rainbow trout tend to form smaller and less cohesive shoals in the presence of conspecifics infected with eye flukes (a trophically transmitted parasite), which may in turn increase the chance of individual trout getting eaten by birds (Seppälä et al., 2008). Here, there is a clear trade-off between parasitism and predation in the trout, with social grouping behaviors playing a key balancing role. Thus, the evolution of avoidance behaviors toward non-lethal enemies may drastically change the energy flow in trophic networks. It is recognized that parasites alone are important in sustaining diverse and complex food webs (Dunne et al., 2013). However, there remains much to be discovered about the hidden diversity of non-lethal enemies such as parasites and pathogens and the roles they play in maintaining the structure and health of food webs (Lafferty et al., 2008; Sukhdeo, 2012).

If a certain victim evolves with a particular set of enemies due mainly to its position in the food web, it is possible that others lessen this particular pressure by growing larger. For instance, mammal species that grow beyond a certain body mass threshold are less susceptible to predation, but may still evolve avoidance behaviors toward parasites (Sinclair et al., 2003). Asian elephants, primary consumers that are seldom predated upon (except perhaps for small juveniles), have evolved the avoidance behavior of “fly switching,” in which an individual fashions a swatting tool out of a tree branch to decrease the risk of getting bitten or infected by parasitic flies (Hart and Hart, 1994; Hart et al., 2001). Therefore, even if growing big reduces the probability of being attacked by a lethal enemy, larger victims may still invest energy in avoidance behaviors against smaller, non-lethal ones. Actually, the diversity of non-lethal enemies tends to increase for larger animal victim species. In a meta-analysis from Kamiya et al. (2014), it was shown that parasite species richness increases generally with host body size, a trend that appears to be universal across taxa and study scales. So, if larger animals harbor more diverse parasite communities than do smaller ones in general, it is reasonable to assume that they evolved to invest relatively more in their avoidance behaviors against non-lethal enemies.



CONCLUSION

All species likely evolve under the selective pressures imposed by enemies and therefore have to adapt in order to safely navigate through their environment with the use of avoidance behaviors. We argue that the lifelong probability of a successful attack and the fitness cost imposed by enemies (lethal or non-lethal) create risk, which ultimately selects for victims that allocate energy toward avoidance behaviors that reduce the risk of an enemy attack, thus optimizing survival. Both the fitness cost and the probability of attack represent strong selective pressures for the evolution of resource allocation toward avoidance behaviors. Moreover, depending on how variable the probability of attack is over evolutionary time, victims may adapt plastic trait-mediated behaviors to evade the dynamic pressures exerted by one or more enemies. We also argue that, depending on the position of a victim in the food web, resource allocation may be focused more into behaviors for avoiding lethal enemies as opposed to non-lethal ones, or vice versa.

In practice, we predict that the allocation of resources toward avoidance behaviors may translate into the amount of time that victims spend scanning their environment for enemy cues. Victims may also evolve to invest more or less of their time or energy avoiding certain areas or activities, based on perceived risk in the landscape of peril. Such activities could result in the loss of foraging opportunities and potential energy intake. Additionally, we predict that the evolution of resource allocation impacts the sensitivity of victims toward enemy cues. Therefore, depending on the pressures imposed by the enemies they evolve with, victims may be more or less attuned to the environmental signals left by enemies. To date, there are only a few studies that simultaneously look at the complex interactions between victims and their multiple types of enemies; the ones that do exist focus on a limited set of study systems (Buck et al., 2018). In sum, this evolutionary framework stresses the importance of considering the impacts of multiple enemies with differential fitness costs and levels of risk. There is still much to understand in this burgeoning field of research and this perspective will hopefully provide ideas for stimulating new studies about the landscape of peril.
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Parasite infections have negative impacts on their hosts. Accordingly, many organisms try to detect and avoid infective parasite stages, leading to changes in host behavior or physiology. Such non-consumptive effects (NCEs) on host traits can have cascading impacts on whole ecosystems but remain largely overlooked. Here, we discuss the potential impacts of the presence of free-living trematode stages on blue mussels Mytilus edulis, an important ecosystem engineer in coastal habitats, and highlight the ecological implications of these interactions. Specifically, we discuss how parasite avoidance behavior can regulate the filtration activity of these bivalves in coastal ecosystems and show how even moderate changes in mussel behavior can lead to far-reaching shifts in energy flow. Such processes might be further amplified under future climate change developments, since both parasite abundance and biotic productivity are highly temperature dependent. Overall, we hypothesize that, in addition to their more evident consumptive impacts, trematodes act as cryptic ecosystem engineers by shaping bivalve filtration processes via NCEs. Due to our still very limited understanding of these parasite-mediated processes, we outline key questions for future research directions. We hope this perspective will help encourage new efforts to empirically investigate these fascinating processes that can be crucial regulatory forces in complex ecological systems.
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INTRODUCTION

Fear shapes ecological landscapes. Animals have long been known to sense and avoid potential predators via a range of behavioral, physiological, and morphological adaptations (Werner and Peacor, 2003; Creel and Christianson, 2008). Even plants have been shown to employ sophisticated perceptual abilities to detect the presence of herbivores and can induce defense mechanisms, such as leaf closure, under perceived danger (Mescher and De Moraes, 2015). Such risk effects or non-consumptive effects (NCEs) have far-reaching impacts on the interaction between organisms and the structure of whole ecosystems, which can even exceed the direct effects of predation (Ripple and Beschta, 2004; Preisser et al., 2005; Creel and Christianson, 2008; Suraci et al., 2016). For example, the waterborne risk cues released by a crab predator change the grazing behavior of snail species in intertidal rocky shores, which in turn controls the abundance and distribution of brown algae and barnacles, and thus shapes the whole community dynamics of these coastal systems (Trussell et al., 2003). Collectively, these ecological consequences of predator avoidance are referred to as the “ecology of fear” (Brown et al., 1999; Zanette and Clinchy, 2019).

Just like predators, parasites can have a strong negative impact on their host’s fitness, i.e., survival and reproductive success (Bush and Clayton, 2018), and just like prey fear and try to avoid their predators, the risk of encountering parasites can induce “fear” or “disgust” in free-living organisms (Buck et al., 2018; Weinstein et al., 2018). Accordingly, hosts have developed a range of parasite and pathogen avoidance strategies and mechanisms, ranging from avoiding interaction with infected conspecifics to evading parasite transmission stages directly when they can be detected, or indirectly via cues related to infection risks, such as potentially contaminated food items (Behringer et al., 2018; Buck et al., 2018). How individuals can detect and avoid parasites depends on a wide variety of factors, including the organism’s habitat and life style as well as the parasite’s transmission and host finding strategies (see Behringer et al., 2018). The ecological impacts of NCEs of parasites have been shown to be comparable to the far-reaching effects of anti-predator responses (Rohr et al., 2009). However, while the ecology of fear is an integral element of our understanding of predator-prey interactions, host-parasite interactions have so far received considerably less attention in this regard. Although empirical evidence of parasite avoidance behaviors is accumulating, our understanding of these interactions is still very limited and needs to include more ecologically important host-parasite systems, in particular from aquatic environments (Behringer et al., 2018).

In coastal marine communities, bivalves often act as ecosystem engineers, i.e., they modulate the availability of resources in an ecosystem (Jones et al., 1994). Blue mussels (Mytilus edulis) form extensive mussel beds along Atlantic coastlines, often covering areas of up to hundreds of hectares. These mussel populations play central ecological roles such as filtering out large amounts of organic matter and creating biogenic reefs, on which a range of organisms depend for shelter, substrate, and foraging (Ragnarsson and Raffaelli, 1999; Bertness, 2007; Commito et al., 2008; Larsson et al., 2017). The two trematode species Himasthla elongata and Renicola roscovita utilize M. edulis as a host. Both parasites share similar life cycles and require the infected mussel to be eaten by shorebirds to mature (Figure 1A). Blue mussels become infected via free-swimming dispersal stages, the cercariae, that are emitted from the common periwinkle snail Littorina littorea and encyst as metacercariae in mussel tissue (Werding, 1969; Figure 1B). Trophically transmitted parasites often directly affect their host’s behavior or physiology to facilitate transmission. In the case of H. elongata, metacercariae predominantly infect the mussel’s foot and mantle tissue, reducing byssal thread production, which likely increases the risk of dislodgement and predation (Lauckner, 1983). Renicola roscovita encyst mainly in the gills and palps, decreasing the mussel’s filtration and growth abilities (Thieltges, 2006; Stier et al., 2015). Moreover, trematode infections induce pathological responses in M. edulis, e.g., a decreased heart rate, highlighting that infected individuals are at an energetic disadvantage compared to uninfected conspecifics (Bakhmet et al., 2017). Overall, trematode infections come at immense fitness costs to the mussels, and they should benefit from avoiding the infective cercariae.
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FIGURE 1. (A) Schematic life cycle of the trematode species Himasthla elongata and Renicola roscovita that utilize seabirds as final hosts, and periwinkle snails Littorina littorea and blue mussels Mytilus edulis as first and second intermediate hosts, respectively. Background photo: M. edulis and L. littorea in a mussel bed during low tide. (B) Schematic drawing of the tissues of M. edulis that metacercariae of H. elongata (large blue dots) and R. roscovita (small red dots) typically parasitize; arrows indicate water flow during the mussel’s filtration activity. All organisms not drawn to scale.


While more motile hosts groups, such as tadpoles, can evade infectious trematode cercariae via increased swimming activities (Rohr et al., 2009), semi-sessile mussels cannot rely on such escape tactics. Instead, bivalves (cockles) have been reported to strongly react to trematodes in the water by contracting their inhalant siphon and expelling cercariae that were inhaled (Jensen et al., 1999). In laboratory trials, we were able to repeatedly observe a similar behavior in M. edulis. When exposed to water containing cercariae of H. elongata, mussels rapidly contracted their siphons, before closing their shells completely after a few minutes (Figure 2). Such changes in behavior and withdrawing into their shells is a common response to avoid imminent danger from parasites or predators (Dzierżyńska-Białończyk et al., 2019). Although intertidal organisms such as blue mussels are well adapted to rapidly changing environmental conditions and can withstand prolonged periods out of the water, a parasite-induced shell closing prevents mussels from feeding and ventilating when submerged, thereby reducing crucial energy uptake and metabolism (Gosling, 2003). At the same time, such a shutdown of mussel activity results in a reduction in their ability to perform a vital ecosystem function, the removal of organic matter from the pelagic environment. Parasite-NCEs could therefore have severe ecological implications for coastal systems, in particular, under warm conditions when both parasite emission and algal growth peak. However, to what extent these processes take place and could shape ecosystems remains completely overlooked.
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FIGURE 2. Photo series of Mytilus edulis reacting to Himasthla elongata cercariae in the water observed under laboratory conditions. (A) Mussel filtering with exhalant siphon (white arrow) wide open. (B) Cercariae of H. elongata (small red arrows) swarming around the mussel. (C) Mussel retracting exhalant siphon and ceasing filtration activity.


Here, we discuss these fundamental interactions and highlight their potential ecological implications based on a mussel-trematode model system. Specifically, our key questions are, (i) how can trematode avoidance behavior impact the filtration ability of bivalves in coastal habitats, and what are the potential ecological consequences, and (ii) since both parasite presence and biotic productivity are temperature dependent, which future developments can be expected under current climate change scenarios? Overall, we hypothesize that trematodes act as cryptic ecosystem engineers by shaping bivalve filtration via NCEs, in addition to their more obvious infection costs. Due to our very limited understanding of these processes, we outline key questions for future research directions.



QUANTIFYING THE ECOLOGICAL COSTS OF MUSSEL SHUTDOWN

Along the North Sea coast, blue mussels form dense beds with thousands of individuals per square meter that have the capacity to filter the water column several times a day and significantly reduce the density of microalgae and smaller mesozooplankton organisms (Prins and Smaal, 1994; Laursen et al., 2010; Dolmer and Stenalt, 2010). Along these coastlines, periwinkle snails from which the infective parasite cercariae emerge live in high density within these blue mussel beds, often grazing directly on and around the mussels (Lauckner, 1984; personal observation; Figure 1A). Prevalence of infection in these snail populations shows large temporal and spatial variation but can locally be high and reach more than 50% (Werding, 1969; Lauckner, 1984; Mouritsen, 2017; personal observation). During summer, a single infected snail can release hundreds of cercariae within a few hours (Thieltges and Rick, 2006; personal observation), resulting in large numbers of these infective transmission stages swarming in the water column in search of suitable target hosts (see Morley, 2012). Under such conditions, mussels will regularly come into contact with large numbers of cercariae and be prompted to close their shells to avoid infection with the parasites.

In the western Limfjord, Denmark, a 12,000 m2 intertidal mussel bed with average densities of 1,000 individuals m–2 was shown to clear approximately 37,000 m3 of water during each tidal cycle (Vismann et al., 2016). After corrections for potential overestimations, the authors conclude that the bivalve bed cleared the available water column in the shallow intertidal zone close to 1 time during a tidal cycle. Since these clearance rates were assessed based on field measurements during the summer months when trematode prevalence and transmission dynamics peak, parasite-induced closure of M. edulis and a reduction of their filtration activity are likely an integral but overlooked part of this equation. Although we still lack data to accurately quantify the reduction in mussel clearance rates as a result of parasite avoidance, even moderate NCEs of parasites could translate into strong impacts at the ecosystem level that should be tested in the future.



PARASITES AS CRYPTIC ECOSYSTEM ENGINEERS?

Parasites themselves have been recognized as important ecosystem engineers that modulate the availability of resources to other species via biotic or abiotic changes (Thomas et al., 1999; Pascal et al., 2020). Yet, these estimations of the ecological functions of parasitism are typically only based on post-infection, i.e., consumptive, effects of parasites, which likely grossly underestimates the full impact of these organisms on their environment. In a complex ecosystem, both consumptive and NCEs will take place simultaneously, i.e., a host can already have acquired a number of parasites while trying to avoid further infections. In the case of M. edulis, established infections with R. roscovita in the gills and palps impair the mussel’s filtration ability (Stier et al., 2015), while the presence of cercariae in the environment and subsequent closure of mussels can further limit this activity (see Figure 2). This can have potentially interacting or cascading effects on the hosts and their ability to provide valuable ecological functions. Since mussels themselves are important food items to a wide range of keystone predators in the habitat (e.g., crabs and seabirds), the parasite-mediated lower energy uptake and growth rates can be expected to influence the energy flow in coastal systems.

Accordingly, the largely unknown NCEs of parasites are likely playing an important yet still hidden role in the function of these organisms as ecosystem engineers. Moreover, just like NCEs of predators can outweigh the direct ecological impacts of predation (Preisser et al., 2005; Creel and Christianson, 2008; Suraci et al., 2016), this is potentially also true for parasites and pathogens. In the case of blue mussel filtration, the consumptive impact of parasites on the host increases with infection intensity (Thieltges, 2006), i.e., it will only begin to show over time as individual mussels acquire substantial amounts of metacercariae in their tissue. The effects of parasite avoidance behavior, on the other hand, are likely to show immediate effects once significant numbers of trematode cercariae are present in the water and will also affect unparasitized individuals. Overall, both costs of infection and NCEs of parasites have shaped the long co-evolution of intricate host-parasite systems and their interaction (Poulin, 2007; Behringer et al., 2018). For instance, it has been suggested that circadian rhythms of Mytilus filtration and the mussels’ tendency of to keep their valves closed during daytime has evolved as an anti-predator response (Gnyubkin, 2010). Since cercarial activity in the water typically peaks during daytime, this behavioral adaptation and the ecological implications are very likely shaped by parasite NCEs. To understand the “full” ecosystem engineering potential of host-parasite systems, we must study all effects of parasites on their hosts, and the potential interactions between these factors. This will also advance our understanding of the role of host-parasite systems in changing environments.



TURBID TIMES AHEAD?

Global climate change and ocean warming will have severe and lasting impacts on free-living and parasitic marine biota (Harvell et al., 2002; Marcogliese, 2008; Smale et al., 2019). Although the response of parasites to climate change is complex (see Marcogliese, 2016), the transmission dynamics of trematodes are expected to increase in warmer environments, since higher temperatures can provide favorable conditions for both intermediate and final hosts, allowing longer host-parasite transmission windows (Mas-Coma et al., 2009), and increase the release of infective cercariae into the water (Poulin, 2006; Poulin and Mouritsen, 2006; Studer et al., 2010). Higher levels of trematode infection in bivalves are typically associated with warm water temperatures, e.g., in shallow tidal pools and during summer, indicating that these parasites might benefit from an overall increase in temperature (Thieltges and Rick, 2006). Accordingly, we would expect both the consumptive as well as the NCEs of trematodes on blue mussels to intensify under predicted global warming developments.

At the same time, climate change is altering the distribution and potentially increasing the rate of primary production in the world’s oceans (Rabalais et al., 2009; Brown et al., 2010). Under such a scenario, the combination of higher primary production and the parasite-induced reduced filtration activity of bivalves could have implications for the nutrient cycling and food webs in coastal ecosystems. Bivalves might not be able to adequately filter and remove the higher concentration of organic matter from the water column in coastal areas, resulting in increased oxygen depletion and water turbidity, which have been shown for other host-parasite systems (Sánchez et al., 2016).

Under changing climate conditions, even small changes in NCE dynamics could potentially lead to larger cascading impacts, in particular during the warmer summer months. Recent studies have highlighted how trematodes can act as potent ecological engineers and alter the structure and function of communities in intertidal systems under increasing temperatures (Mouritsen et al., 2018). To be able to understand and ultimately predict how ecological systems will react to changing environmental conditions, we therefore need to include the dynamics of parasite NCEs into our assessments.



OPEN QUESTIONS AND FUTURE RESEARCH

Due to our limited knowledge of these important inter-specific interactions, many elements of NCEs on blue mussels remain speculative and will require further investigation. For instance, the exact mechanisms by which bivalves can detect swarming trematode cercariae in the water remain unclear. Blue mussels have been shown to detect and actively react to volatile chemical cues of potential predators in various ways, e.g., by exhibiting lower rates of respiration and activity or seeking refuge in the mussel bed structure (Reimer et al., 1995; Reimer and Tedengren, 1997). Additionally, bivalves and other organisms are capable of sensing and responding to alarm cues from conspecifics that face parasites or predators (Poulin et al., 1999; Kobak and Ryńska, 2014; Dzierżyńska-Białończyk et al., 2019). It should be tested, if mussels are able to react to parasite-induced chemical cues, or if parasite-avoidance behavior is triggered by physical contact with cercariae. Moreover, it is unknown if the mussels’ trematode-avoidance strategies constitute species-specific reactions or a generalized response. Since the cercariae of H. elongata and R. roscovita infect different target tissues and show different infection pathways into their host, they might trigger different parasite avoidance responses. Furthermore, the possible interactions of consumptive and NCEs of parasites on their hosts remain unclear. For example, are already infected mussels more likely to show parasite avoidance behaviors compared to naïve conspecifics, i.e., can mussels learn to avoid parasites (see Behringer et al., 2018)? In addition to H. elongata and R. roscovita, other trematode species, such as Proctoeces maculatus, utilize Mytilus spp. as a first intermediate host, and as parasitic castrators completely eliminate host fitness (Lauckner, 1983; Buck et al., 2018). It should be expected that the anti-parasite responses of an organism are stronger the higher the fitness costs associated with an infection. Blue mussels offer an attractive model to explore these interactions, due to their role as host to a range of trematodes and other parasites.

In order to assess the ecological impacts of a parasite-induced mussel shutdown, experimental approaches will need to quantify how long mussels close upon encountering cercariae and how this affects clearance and filtration rates under varying conditions, e.g., food availability or host nutritional status (see Hutchings et al., 2000). Ultimately, it remains to be explored to what extent a parasite-mediated reduction in filtration activity translates into changes in nutrient and energy cycling in coastal ecosystems, and how this affects other organisms in coastal habitats. For example, could other organisms consume the organic matter left by mussels, and could parasitism therefore expand a niche for these species? In addition to changes in filtration activity, other impacts of parasite-avoidance behaviors should be explored, such as changes in migration and mussel bed aggregation under perceived threats, similar to behavioral responses of predator-exposed M. edulis (Reimer and Tedengren, 1997). Ecological niche shifts due to behavioral and morphological changes have so far been described as a consequence of consumptive effects of trematode infections (e.g., Miura et al., 2006), and it is feasible that NCEs of parasite could have similar impacts. Finally, with regard to future climate changes, a central question is how the dynamics of NCEs of parasites will be affected by changing environmental conditions. In particular, it remains to be tested, if and to what extent changes in water temperature, salinity or resource availability might modulate the mussels’ avoidance response to infective parasite stages, and how these processes will impact bivalves and their central ecological functions.

Overall, this range of open questions highlights the possibilities for research projects to answer fundamental ecological questions, using a wide-spread, accessible and relevant mussel-trematode model system for a wide variety of field and laboratory studies.



CONCLUSION

Fear of parasites can shape and moderate organismic interactions and ecological systems. Although we currently still lack data to quantify the exact amount by which NCEs of parasitism do so for most host-parasite groups, there is mounting reason to expect that this is not different from the “ecology of fear” that regulates predator-prey interactions.

Especially in the case of organisms that function as central ecosystem engineers, such as mussels and their trematode parasites, we should seek out to test specific hypotheses to shine more light on these fundamental processes. We understand the open research questions raised in our perspective as potential starting points for this.

We believe the mussel-trematode system discussed here presents an attractive model system for exploring the ecological impacts of parasite avoidance to better understand the processes that shape complex ecological systems. Based on other well-documented cases of parasite and pathogen avoidance and their far-reaching ecological implications, we have no reason to believe that this universal pattern would be different for bivalves and their trematode parasites. Mussels and clams are central ecosystem engineers in many coastal ecosystems and trematodes occur in virtually all aquatic habitats. Therefore, the ecological consequences of NCEs of trematodes on bivalves might be a crucial regulatory force in these habitats that we have long overlooked.
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Conceptual parallels between physiological and behavioral forms of resistance to parasites have led to the development of terminology like “the behavioral immune system” to refer to behaviors that combat parasites. I extend this metaphor by applying findings from research on physiological resistance to generate predictions for the ecology and evolution of behavioral resistance (here, synonymous with avoidance). In certain cases, behavioral resistance may follow similar evolutionary dynamics to physiological resistance. However, more research on the nature of the costs of behavioral resistance is needed, including how parasite transmission mode may be a key determinant of these costs. In addition, “acquiring” behavioral resistance may require specific mechanisms separate from classical forms of conditioning, due to constraints on timing of host learning processes and parasite incubation periods. Given existing literature, behavioral resistance to infectious disease seems more likely to be innate than acquired within the lifetime of an individual, raising new questions about how individual experience could shape anti-parasite behaviors. This review provides a framework for using existing literature on physiological resistance to generate predictions for behavioral resistance, and highlights several important directions for future research based on this comparison.
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INTRODUCTION

Behavior establishes the first interface at which animal hosts and parasites interact (Moore, 2002). Given the parallels between physiological and behavioral forms of resistance to parasites, the concept of the “behavioral immune system” has emerged: the cognitive and behavioral mechanisms for avoiding infectious agents and their cues (Schaller and Duncan, 2007; Schaller and Park, 2011). In other words, through behavioral means, hosts can prevent establishment of parasites analogously to physiological resistance strategies. Does this analogy predict that behavioral resistance should follow the evolutionary and ecological patterns of innate and/or acquired forms of physiological resistance? Although behavioral resistance can also encompass strategies for controlling parasite growth, recovery from infection, and tolerance of infection (Moore, 2002; Hart, 2011; Hawley et al., 2011; Adelman and Hawley, 2017; Townsend et al., 2020), in this review, I explore the parallels between behavioral avoidance of infection and physiological resistance, highlighting potential limitations of acquiring behavioral resistance through individual experience.



DISTINGUISHING PHYSIOLOGICAL AND BEHAVIORAL FORMS OF PARASITE RESISTANCE

First, I establish definitions of physiological and behavioral resistance within the broader framework of host resistance to parasites. I use the term “parasite” for all infectious agents, including micro-organisms usually referred to as “pathogens.” Infection of a host by a parasite occurs through a multi-step process that can be broken down into two general steps: (1) contact between host and parasite (host exposure) and (2) establishment of parasite infection in or on the host (host susceptibility) (Combes, 2001; Hall et al., 2017). Exactly how contact is defined will depend upon the transmission mode of the parasite: for a vector-transmitted parasite, it could be the vector biting the host; for a sexually transmitted parasite, it could be deposition of the parasite into the reproductive tract during mating. The host has resistance to the parasite if it can interfere with at least one of these two broad steps along the parasite’s path from the previous host. Correspondingly, this two-step process generates two broad categories of resistance: (1) pre-contact resistance, sometimes called “avoidance,” which prevents or reduces likelihood of the initial host-parasite contact, and (2) post-contact resistance, which, given contact between host and parasite, interferes with the establishment of parasite infection.

Behaviorals and physiologicals resistance roughly map onto, but do not exactly match, pre- and post-contact resistance. Indeed, behaviors are one form of pre-contact resistance, commonly conceptualized as an avoidance response of animals to a cue of parasite risk (Curtis, 2014). However, pre-contact resistance is not achieved only through behavioral responses: e.g., for pollinator-transmitted parasites of plants, earlier flowering can function as pre-contact resistance (Biere and Antonovics, 1996). Similarly, post-contact resistance does not have to be physiological: e.g., many ectotherms will raise their body temperatures by seeking warm environments to fight parasite infections with a “behavioral fever” (Kluger, 1979). Other behavioral forms of post-contact resistance include grooming (Mooring et al., 2004; Akinyi et al., 2013) and self-medication (Clayton and Wolfe, 1993). Although I do not discuss them thoroughly here, these forms of post-contact behavioral resistance might be expected to have many similarities to post-contact physiological resistance. For the sake of simplicity and drawing connections to the previous literature, I will limit the scope of “behavioral resistance” in this review to pre-contact behavioral resistance, and “physiological resistance” to post-contact physiological resistance.

To compare these two forms of resistance, I also distinguish between innate and acquired physiological resistance, a distinction mostly relevant to vertebrates. Innate resistance refers to the mechanisms that detect and defend against parasites that are present throughout the lifetime of an individual (Beutler, 2004). Acquired resistance refers to the ability to gain resistance in subsequent exposures to a parasite following recovery from an initial exposure, sometimes termed “immunological memory” (Bonilla and Oettgen, 2010). Here, I investigate whether delineating innate and acquired resistance is a useful paradigm to apply to behavior.



EVOLUTION OF INNATE BEHAVIORAL RESISTANCE

Corresponding to innate forms of physiological resistance, behaviors for parasite resistance may be innate and shaped heavily by evolutionary forces. Evidence suggests that parasite avoidance behavior is under the control of genes and therefore likely to evolve. In a knockout experiment in laboratory mice (Mus musculus), the oxytocin gene was identified as a central component of the olfactory mechanism female mice used to avoid parasitized males (Kavaliers et al., 2005a). Domestic sheep (Ovis aries, Perendale lines) artificially selected for physiological resistance to parasites also avoided parasites in their grazing behavior (Hutchings et al., 2007). In addition, parasite avoidance behavior has been experimentally evolved in Caenorhabditis elegans in response to a bacterial parasite, Serratia marcescens (Penley and Morran, 2018).

Despite evidence of genetic variation in parasite avoidance behaviors, little is known about the forces that drive their evolution (i.e., allele frequency change). A rich literature has considered theoretical aspects of ecological feedbacks on the evolution of physiological resistance (e.g., Antonovics and Thrall, 1994; Boots and Haraguchi, 1999; Boots et al., 2009). Capturing dynamics of the evolution of physiological resistance involves considering the nature and magnitude of the costs of resistance, and how evolutionary processes are affected by the numbers of hosts and pathogens, in addition to changes in allele frequencies (Antonovics and Thrall, 1994; Boots and Haraguchi, 1999). Identically to models of physiological resistance, theory predicts that if behavioral resistance to a directly transmitted parasite is assumed to carry a fixed cost, resistance is more likely to evolve when costs are low, and resistant and susceptible genotypes can exist in a stable polymorphism under certain conditions (Amoroso and Antonovics, 2020).

However, because behavioral resistance commonly acts before contact between the host and the parasite, the costs of resistance may depend on the transmission mode of the parasite, which defines a contact between the host and the parasite. For example, if social interactions are assumed to be beneficial but also carry a risk of parasite transmission, resistant hosts pay a cost of losing these social interactions, and behavioral resistance (avoidance of conspecifics) is much less likely to evolve (Amoroso and Antonovics, 2020). These conclusions depend on the assumption that the parasite is contact-transmitted, because the costs and benefits of resistance are a function of the host’s social behavior. In a social host, resistance could even function as groups avoiding other groups, with costs allocated or shared among group members. Under different transmission modes, the costs could take different forms: e.g., hypothetically, locomotion costs of avoiding habitats with high risk of environmentally transmitted parasites, or reproductive costs of missed mating opportunities when avoiding sexually transmitted parasites. To better understand how behavioral resistance to parasites could evolve, future work will need to conceptualize and measure the associated costs, which may be unique to different parasite transmission modes.

The genetics of coevolution between hosts and parasites have been intensively studied in terms of physiological resistance, generating predictions for coevolutionary dynamics of behavioral resistance. For example, the gene-for-gene model of resistance was originally developed to explain cases in which a plant host’s resistance to infection and a parasite’s ability to cause disease were each determined by a single genetic locus (Flor, 1956; Frank, 1993). Similar to gene-for-gene dynamics, the host could detect and behaviorally avoid a specific elicitor produced by the parasite, and parasites could evade detection by losing that elicitor. A gene-for-gene model could possibly govern coevolution between C. elegans, in which the gene controlling lawn-leaving (avoidance) behavior has been identified (Peng et al., 2018), and its bacterial parasite Bacillus thuringiensis, in which the gene has been identified that governs production of a toxin that C. elegans detects (Nakad et al., 2016). However, the coevolutionary dynamics of these traits have not yet been examined. In addition, theoretical assessments of coevolutionary processes in mate choice have suggested that avoidance behaviors can influence virulence evolution in sexually transmitted parasites (Ashby and Boots, 2015; Ashby, 2020), and similar predictions could follow for the coevolutionary dynamics of other host avoidance behaviors and parasite transmission modes.

Although hosts could respond to specific cues produced by the parasite, they might instead respond to general cues: a behavioral equivalent to the concept of broad spectrum resistance in plants (e.g., Ke et al., 2017), or cross-immunity of a host to multiple strains of a parasite (Haraguchi and Sasaki, 1997). Parasites are likely to be impossible for hosts to detect directly (Hart, 2011), and therefore selection may be based on detectable yet indirect cues: for example, avoiding feces (Sarabian and MacIntosh, 2015; Amoroso et al., 2017), detecting general signs of disease in conspecifics (Curtis et al., 2004; Paciência et al., 2019), or swatting away insect vectors (Hart and Hart, 1994). If evolved resistance behaviors are general, they could confer resistance to multiple parasites transmitted through the same route, similar to the broader protections offered by the innate immune system. In this way, coevolutionary dynamics between a host and one of its parasites could have ramifications for other parasites transmitted via the same route, possibly resulting in diffuse coevolution (Iwao and Rausher, 1997).



ACQUIRED BEHAVIORAL RESISTANCE

In addition to innate forms of resistance, behaviors for resisting parasites might be acquired in the course of an individual’s lifetime, analogous to immunological memory. Evidence supports that animals can learn to avoid predators (reviewed in Griffin et al., 2000), raising the possibility that prior experience of infection with a parasite could induce a novel aversion to the conditions of exposure to that parasite. Classical conditioning research suggests that animals can reliably associate two things when they are separated by a very short time delay, on the order of seconds (Perin, 1943; Renner, 1964). Meanwhile, for most parasites, the incubation period—the time lag between a host being exposed to a parasite and the onset of clinical signs of infection—is on the order of days (Lessler et al., 2009; Azman et al., 2013; Lee et al., 2013; Rudolph et al., 2014). On the short end of this spectrum are parasites with incubation periods of 12 h (e.g., influenza B) (Lessler et al., 2009), and as short as 4 h for some foodborne illnesses (Eley, 1992). Thus, the onset of experienced signs of infection typically occurs too late relative to exposure for a host to associate the two events via classical forms of conditioning, making it exceedingly difficult for hosts to learn to avoid parasite exposure.

However, at least two exceptions exist to the expectation that parasite avoidance is unlikely to be acquired. First, association between exposure to parasites and infection signs would be possible when the host can perceive the parasite’s attacks simultaneously with exposure, similar to conditions for learning predator avoidance, such as large, conspicuous ectoparasites like biting flies, whose bites are painful. A series of experiments have shown that both laboratory mice and deer mice (Peromyscus maniculatus), upon naïve exposure to biting flies, will avoid the flies by burrowing into the bedding of their cages (Kavaliers et al., 2001, 2003, 2005b). On subsequent exposures, the mice will burrow even if the flies’ biting mouthparts have been removed: evidence of a learned avoidance response (Kavaliers et al., 2001). Mice can also learn through observation to avoid the flies with mouthparts removed, without any prior experience of being bitten (Kavaliers et al., 2001, 2003, 2005b). If such avoidance can be learned, it could also have downstream effects on the vector-borne parasites that these conspicuous ectoparasites transmit. It is important to note that in addition to being detectable, a parasite must also induce experienced negative effects (e.g., pain, other clinical signs) in temporal proximity to the infestation (e.g., fly bite). For example, although rock pigeons (Columba livia) could detect lice in their feathers, prior experience did not improve rate or efficacy of preening (Villa et al., 2016). The authors suggest that the relatively low virulence and lack of immediate negative fitness effects of lice could explain the absence of a “priming” effect (Villa et al., 2016).

A second exception is a phenomenon called “conditioned taste aversion,” the association of taste and odor with gastrointestinal distress such as nausea or vomiting, which can take place over a delay of hours, longer than observed in traditional operant conditioning. In an experiment, an hour or more after ingesting flavored water, mice were injected with a toxin that induced gastric disturbances. On subsequent trials, the mice reliably avoided the flavored water, even after just one experience (Garcia et al., 1966). This phenomenon has since been confirmed in a wide variety of animals, over delays commonly ranging from 1 to 7 h, and up to 24 h (Lin et al., 2017)—long enough to encompass some shorter incubation periods of parasites. Conditioned taste aversion has been extended to associations between specific flavors or odors and digestive discomfort induced specifically by parasite infection. For example, Drosophila melanogaster avoided smells present when they ingested a virulent bacterial parasite (Babin et al., 2014), and Rattus norvegicus domestica became averse to ingesting flavors following injection with third-stage nematode larvae (Keymer et al., 1983). Taste-conditioned avoidance of parasites has also been demonstrated in C. elegans with lawn-leaving assays (Zhang et al., 2005), and has been suggested to be heritable for multiple generations (Moore et al., 2019). Whether learned avoidance behaviors can be transmitted across generations in other host–parasite systems analogously to maternal transmission of antibodies (Grindstaff et al., 2003) deserves further research.

In humans, the improbability of individual learning as an effective strategy for parasite avoidance is underscored by the misattributions of the cause of infectious diseases prior to wide acceptance of germ theory. For example, the widespread belief in the miasma theory of disease—that diseases are acquired through inhaling “bad air”—as recently as the late 19th Century (Halliday, 2001) suggests that for most of our evolutionary history, humans could not reliably associate the particulars of our exposures to infectious agents with symptoms that ensued after a delay. However, human social learning and communication have since proven effective at coordinating widespread avoidance behaviors, including strategies such as hygiene and social distancing (Curtis, 2014; Townsend et al., 2020).

The literature reviewed here suggests that most host behavioral resistance strategies are likely to be innate, rather than acquired through past experience. Furthermore, given the constraints of classical learning processes and typical incubation periods of parasites, not only could acquiring behavioral avoidance of parasites be ineffective, but reliance on learning may lead to incorrect associations between harmless stimuli and experienced signs of infection. Some specialized learning processes, such as imprinting, have even been suggested to cause maladaptive attraction to conspecifics displaying signs of infection with directly transmitted parasites (Stephenson and Reynolds, 2016). Although aversion to parasites is only likely to be acquired in specific circumstances, prior experience could still influence the contexts in which individuals perform behavioral resistance strategies, e.g., if animals associate an innately aversive cue of parasite risk with a specific individual or habitat. Thus, even if behavioral resistance is unlikely to be acquired analogously to immunological memory, future research should consider what role individual experience could play in shaping behavioral resistance.



DISCUSSION

The examples discussed here illustrate that extending the analogy of the “behavioral immune system” can be a useful framework to generate predictions about behavioral resistance to parasites, but should be applied cautiously and with attention to the biology of the processes involved (Table 1). A rich literature on physiological resistance to parasites has investigated the population genetics and numerical dynamics that lead to the evolution of different forms of resistance (Boots and Bowers, 2004; Boots et al., 2009). Given that little is known about the specific processes that generate changes in frequency of alleles for behavioral resistance to parasites, expectations from theoretical and empirical research on physiological resistance are a useful starting point from which to advance. This review suggests that evolutionary dynamics of behavioral resistance may be predicted reasonably well by physiological resistance theory under certain assumptions. But more empirical research on the evolutionary dynamics of behavioral resistance is needed, especially on the costs, and the possibility that they may vary with parasite transmission mode. On the other hand, only in particular circumstances it is likely that behavioral resistance to a parasite would be acquired newly in the lifetime of an individual, a major departure from processes of acquired physiological resistance. If behavioral resistance is primarily an innate, evolved response to parasites, understanding the evolutionary—and coevolutionary—processes that have generated behavioral resistance, and whether general principles govern these processes should be central aims in future studies of host behavioral responses to parasites.


TABLE 1. Several key contrasts between physiological and behavioral resistance.

[image: Table 1]I have considered behavioral and physiological resistance separately here, but behavioral resistance precedes physiological resistance in the course of a host’s interaction with a single parasite; thus, these two forms of resistance are not independent. Physiological and behavioral resistance are expected to interact with one another. For example, they made trade off, with individuals balancing investment in immune and behavioral defenses (Zylberberg et al., 2013; Zylberberg, 2014). Together, behavioral and physiological resistance constitute a step-wise infection process, in which multiple sequential steps are required (Hall et al., 2017). Not only is a two-step process likely to lead to unique infection genetics, but genes for functionally independent resistance traits can become linked when they are jointly affected by coevolutionary processes (Fenton et al., 2009, 2012). Behavioral and physiological resistance evolution might be expected to interact in many ways, an exciting open direction for future investigation.



AUTHOR CONTRIBUTIONS

The author confirms being the sole contributor of this work and has approved it for publication.



FUNDING

This study was supported by NIH (Grant No. R01GM122061), part of the joint NSF-NIH-USDA Ecology and Evolution of Infectious Diseases Program.



ACKNOWLEDGMENTS

I would like to thank Janis Antonovics for providing feedback on the manuscript and for many helpful discussions on this topic.



REFERENCES

Adelman, J. S., and Hawley, D. M. (2017). Tolerance of infection: A role for animal behavior, potential immune mechanisms, and consequences for parasite transmission. Horm. Behav. 88, 79–86. doi: 10.1016/j.yhbeh.2016.10.013

Akinyi, M. Y., Tung, J., Jeneby, M., Patel, N. B., Altmann, J., and Alberts, S. C. (2013). Role of grooming in reducing tick load in wild baboons (Papio cynocephalus). Anim. Behav. 85, 559–568. doi: 10.1016/j.anbehav.2012.12.012

Amoroso, C. R., and Antonovics, J. (2020). Evolution of behavioural resistance in host – pathogen systems. Biol. Lett. 16:20200508.

Amoroso, C. R., Frink, A. G., and Nunn, C. L. (2017). Water choice as a counterstrategy to faecally transmitted disease: an experimental study in captive lemurs. Behaviour 154, 1239–1258. doi: 10.1163/1568539X-00003466

Antonovics, J., and Thrall, P. H. (1994). The cost of resistance and the maintenance of genetic polymorphism in host-pathogen systems. Proc. R. Soc. B Biol. Sci. 257, 105–110.

Ashby, B. (2020). Antagonistic coevolution between hosts and sexually transmitted infections. Evolution 74, 43–56. doi: 10.1111/evo.13883

Ashby, B., and Boots, M. (2015). Coevolution of parasite virulence and host mating strategies. Proc. Natl. Acad. Sci. 112, 13290–13295. doi: 10.1073/pnas.1508397112

Azman, A. S., Rudolph, K. E., Cummings, D. A. T., Lessler, J., and Tor, E. (2013). The incubation period of cholera: A systematic review supplement. J. Infect. 66, 432–438. doi: 10.1016/j.jinf.2012.11.013.The

Babin, A., Kolly, S., Schneider, F., Dolivo, V., Zini, M., and Kawecki, T. J. (2014). Fruit flies learn to avoid odours associated with virulent infection. Biol. Lett. 10:20140048.

Beutler, B. (2004). Innate immunity: An overview. Mol. Immunol. 40, 845–859. doi: 10.1016/j.molimm.2003.10.005

Biere, A., and Antonovics, J. (1996). Sex-specific costs of resistance to the fungal pathogen Ustilago violacea (Microbotryum violaceum) in Silene alba. Evolution 50, 1098–1110. doi: 10.1111/j.1558-5646.1996.tb02350.x

Bonilla, F. A., and Oettgen, H. C. (2010). Adaptive immunity. J. Allergy Clin. Immunol. 125, S33–S40. doi: 10.1016/j.jaci.2009.09.017

Boots, M., Best, A., Miller, M. R., and White, A. (2009). The role of ecological feedbacks in the evolution of host defence: What does theory tell us? Philos. Trans. R. Soc. B Biol. Sci. 364, 27–36. doi: 10.1098/rstb.2008.0160

Boots, M., and Bowers, R. G. (2004). The evolution of resistance through costly acquired immunity. Proc. R. Soc. B Biol. Sci. 271, 715–723. doi: 10.1098/rspb.2003.2655

Boots, M., and Haraguchi, Y. (1999). The evolution of costly resistance in host-parasite systems. Am. Nat. 153, 359–370. doi: 10.1086/303181

Clayton, D. H., and Wolfe, D. (1993). The adaptive significance of self-medication. Trends Ecol. Evol. 8, 60–63.

Combes, C. (2001). Parasitism: The Ecology and Evolution of Intimate Interactions. Chicago: University of Chicago Press.

Curtis, V. A. (2014). Infection-avoidance behaviour in humans and other animals. Trends Immunol. 35, 457–464. doi: 10.1016/j.it.2014.08.006

Curtis, V., Aunger, R., and Rabie, T. (2004). Evidence that disgust evolved to protect from risk of disease. Proc. R. Soc. B Biol. Sci. 271, S131–S133. doi: 10.1098/rsbl.2003.0144

Eley, A. R. (1992). “Infective bacterial food poisoning,” in Microbial Food Poisoning, ed. A. R. Eley (Boston, MA: Springer), 15–35.

Fenton, A., Antonovics, J., and Brockhurst, M. A. (2009). Inverse-gene-for-gene infection genetics and coevolutionary dynamics. Am. Nat. 174:645087. doi: 10.1086/645087

Fenton, A., Antonovics, J., and Brockhurst, M. A. (2012). Two-step infection processes can lead to coevolution between functionally independent infection and resistance pathways. Evolution 66, 2030–2041. doi: 10.1111/j.1558-5646.2012.01578.x

Flor, H. H. (1956). The complementary genic systems in flax and flax rust. Adv. Genet. 8, 29–54.

Frank, S. A. (1993). Coevolutionary genetics of plants and pathogens. Evol. Ecol. 7, 45–75. doi: 10.1007/BF01237734

Garcia, J., Ervin, F. R., and Koelling, R. A. (1966). Learning with prolonged delay of reinforcement. Psychon. Sci. 5, 121–122. doi: 10.3758/BF03328311

Griffin, A. S., Blumstein, D. T., and Evans, C. S. (2000). Training captive-bred or translocated animals to avoid predators. Conserv. Biol. 14, 1317–1326. doi: 10.1046/j.1523-1739.2000.99326.x

Grindstaff, J. L., Brodie, E. D., and Ketterson, E. D. (2003). Immune function across generations: Integrating mechanism and evolutionary process in maternal antibody transmission. Proc. R. Soc. B Biol. Sci. 270, 2309–2319. doi: 10.1098/rspb.2003.2485

Hall, M. D., Bento, G., and Ebert, D. (2017). The Evolutionary Consequences of Stepwise Infection Processes. Trends Ecol. Evol. 32, 612–623. doi: 10.1016/j.tree.2017.05.009

Halliday, S. (2001). Death and miasma in Victorian London: An obstinate belief. Br. Med. J. 323, 1469–1471. doi: 10.1136/bmj.323.7327.1469

Haraguchi, Y., and Sasaki, A. (1997). Evolutionary pattern of intra-host pathogen antigenic drift: effect of corss-reactivity in immune response. Philos. Trans. R. Soc. B Biol. Sci. 352, 11–20.

Hart, B., and Hart, L. (1994). Fly switching by Asian elephants: tool use to control parasites. Anim. Behav. 48, 35–45. doi: 10.1006/anbe.1994.1209

Hart, B. L. (2011). Behavioural defences in animals against pathogens and parasites: parallels with the pillars of medicine in humans. Philos. Trans. R. Soc. B Biol. Sci. 366, 3406–3417. doi: 10.1098/rstb.2011.0092

Hawley, D. M., Etienne, R. S., Ezenwa, V. O., and Jolles, A. E. (2011). Does animal behavior underlie covariation between hosts’ exposure to infectious agents and susceptibility to infection? Implications for disease dynamics. Integr. Comp. Biol. 51, 528–539. doi: 10.1093/icb/icr062

Hutchings, M. R., Knowler, K. J., McAnulty, R., and McEwan, J. C. (2007). Genetically resistant sheep avoid parasites to a greater extent than do susceptible sheep. Proc. R. Soc. B Biol. Sci. 274, 1839–1844. doi: 10.1098/rspb.2007.0398

Iwao, K., and Rausher, M. D. (1997). Evolution of plant resistance to multiple herbivores: Quantifying diffuse coevolution. Am. Nat. 149, 316–335. doi: 10.1086/285992

Kavaliers, M., Choleris, E., Ågmo, A., Muglia, L. J., Ogawa, S., and Pfaff, D. W. (2005a). Involvement of the oxytocin gene in the recognition and avoidance of parasitized males by female mice. Anim. Behav. 70, 693–702. doi: 10.1016/j.anbehav.2004.12.016

Kavaliers, M., Choleris, E., and Colwell, D. D. (2001). Learning from others to cope with biting flies: social learning of fear-induced conditioned analgesia and active avoidacne. Behav. Neurosci. 115, 661–674.

Kavaliers, M., Colwell, D. D., and Choleris, E. (2003). Learning to fear and cope with a natural stressor: Individually and socially acquired corticosterone and avoidance responses to biting flies. Horm. Behav. 43, 99–107. doi: 10.1016/S0018-506X(02)00021-1

Kavaliers, M., Colwell, D. D., and Choleris, E. (2005b). Kinship, familiarity and social status modulate social learning about “micropredators” (biting flies) in deer mice. Behav. Ecol. Sociobiol. 58, 60–71. doi: 10.1007/s00265-004-0896-0

Ke, Y., Deng, H., and Wang, S. (2017). Advances in understanding broad-spectrum resistance to pathogens in rice. Plant J. 90, 738–748. doi: 10.1111/tpj.13438

Keymer, A., Crompton, D. W. T., and Sahakian, B. J. (1983). Parasite-induced learned taste aversion involving Nippostrongylus in rats. Parasitology 86, 455–460. doi: 10.1017/S0031182000050642

Kluger, M. J. (1979). Fever in ectotherms: Evolutionary implications. Integr. Comp. Biol. 19, 295–304. doi: 10.1093/icb/19.1.295

Lee, R. M., Lessler, J., Lee, R. A., Rudolph, K. E., Reich, N. G., Perl, T. M., et al. (2013). Incubation periods of viral gastroenteritis: A systematic review. BMC Infect. Dis. 13:446. doi: 10.1186/1471-2334-13-446

Lessler, J., Reich, N. G., Brookmeyer, R., Perl, T. M., Nelson, K. E., and Cummings, D. A. T. (2009). Incubation period of acute respiratory viral infections: a systematic review. Lancet Infect. Dis. 9, 291–300.

Lin, J. Y., Arthurs, J., and Reilly, S. (2017). Conditioned taste aversions: From poisons to pain to drugs of abuse. Psychon. Bull. Rev. 24, 335–351. doi: 10.3758/s13423-016-1092-8

Moore, J. (2002). Parasites and the behavior of animals. New York: Oxford University Press.

Moore, R. S., Kaletsky, R., and Murphy, C. T. (2019). Piwi/PRG-1 Argonaute and TGF-β Mediate Transgenerational Learned Pathogenic Avoidance. Cell 177, 1827.e–1841.e. doi: 10.1016/j.cell.2019.05.024

Mooring, M. S., Blumstein, D. T., and Stoner, C. J. (2004). The evolution of parasite-defence grooming in ungulates. Biol. J. Linn. Soc. 81, 17–37. doi: 10.1111/j.1095-8312.2004.00273.x

Nakad, R., Snoek, L. B., Yang, W., Ellendt, S., Schneider, F., Mohr, T. G., et al. (2016). Contrasting invertebrate immune defense behaviors caused by a single gene, the Caenorhabditis elegans neuropeptide receptor gene npr-1. BMC Genomics 17:1–20. doi: 10.1186/s12864-016-2603-8

Paciência, F. M. D., Rushmore, J., Chuma, I. S., Lipende, I. F., Caillaud, D., Knauf, S., et al. (2019). Mating avoidance in female olive baboons (Papio anubis) infected by Treponema pallidum. Sci. Adv. 5, 1–8. doi: 10.1126/sciadv.aaw9724

Peng, D., Luo, X., Zhang, N., Guo, S., Zheng, J., Chen, L., et al. (2018). Small RNA-mediated Cry toxin silencing allows Bacillus thuringiensis to evade Caenorhabditis elegans avoidance behavioral defenses. Nucleic Acids Res. 46, 159–173. doi: 10.1093/nar/gkx959

Penley, M. J., and Morran, L. T. (2018). Host mating system and coevolutionary dynamics shape the evolution of parasite avoidance in Caenorhabditis elegans host populations. Parasitology 145, 724–730.

Perin, C. T. (1943). A quantitative investigation of the delay-of-reinforcement gradient. J. Exp. Psychol. 32, 37–51.

Renner, K. E. (1964). Delay of reinforcement: a historical review. Psychol. Bull. 61, 341–361.

Rudolph, K. E., Lessler, J., Moloney, R. M., Kmush, B., and Cummings, D. A. T. (2014). Review article: Incubation periods of mosquito-borne viral infections: a systematic review. Am. J. Trop. Med. Hyg. 90, 882–891. doi: 10.4269/ajtmh.13-0403

Sarabian, C., and MacIntosh, A. J. J. (2015). Hygienic tendencies correlate with low geohelminth infection in free-ranging macaques. Biol. Lett. 11:20150757.

Schaller, M., and Duncan, L. A. (2007). “The behavioral immune system: Its evolution and social psychological implications,” in Evolution and the social mind: Evolutionary psychology and social cognition, eds J. P. Forgas, M. G. Haselton, and W. von Hippel (New York, NY: Psychology Press), 293–307.

Schaller, M., and Park, J. H. (2011). The Behavioral Immune System (and Why It Matters). Curr. Dir. Psychol. Sci. 20, 99–103. doi: 10.1177/0963721411402596

Stephenson, J. F., and Reynolds, M. (2016). Imprinting can cause a maladaptive preference for infectious conspecifics. Biol. Lett. 12, 9–12. doi: 10.1098/rsbl.2016.0020

Townsend, A. K., Hawley, D. M., Stephenson, J. F., and Williams, K. E. G. (2020). Emerging infectious disease and the challenges of social distancing in human and non-human animals. Proc. Biol. Sci. 287:20201039. doi: 10.1098/rspb.2020.1039

Villa, S. M., Campbell, H. E., Bush, S. E., and Clayton, D. H. (2016). Does antiparasite behavior improve with experience? An experimental test of the priming hypothesis. Behav. Ecol. 27, 1167–1171. doi: 10.1093/beheco/arw032

Zhang, Y., Lu, H., and Bargmann, C. I. (2005). Pathogenic bacteria induce aversive olfactory learning in Caenorhabditis elegans. Nature 438, 179–184. doi: 10.1038/nature04216

Zylberberg, M. (2014). Galapagos ground finches balance investment in behavioural and immunological pathogen defences. IBIS 156, 615–626. doi: 10.1111/ibi.12165

Zylberberg, M., Klasing, K. C., and Hahn, T. P. (2013). House finches (Carpodacus mexicanus) balance investment in behavioural and immunological defences against pathogens. Biol. Lett. 9:856. doi: 10.1098/rsbl.2012.0856

Conflict of Interest: The author declares that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Amoroso. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.










	 
	ORIGINAL RESEARCH
published: 11 March 2021
doi: 10.3389/fevo.2021.636099





[image: image]

Alpine Newts (Ichthyosaura alpestris) Avoid Habitats Previously Used by Parasite-Exposed Conspecifics

David R. Daversa1,2,3,4*, Andrea Manica2, Héctor Bintanel Cenis5, Pilar Lopez6, Trenton W. J. Garner3 and Jaime Bosch6,7,8

1La Kretz Center for California Conservation Science, Institute for the Environment and Sustainability, University of California, Los Angeles, Los Angeles, CA, United States

2Department of Zoology, University of Cambridge, Cambridge, United Kingdom

3Institute of Zoology, Zoological Society of London, London, United Kingdom

4Institute of Integrative Biology, University of Liverpool, Liverpool, United Kingdom

5Athmos Sustainability, Zaragoza, Spain

6Museo Nacional de Ciencias Naturales, CSIC, Madrid, Spain

7Research Unit of Biodiversity (CSIC, UO, PA), Gonzalo Gutiérrez Quirós s/n, University of Oviedo, Mieres, Spain

8Centro de Investigación, Seguimiento y Evaluación, Parque Nacional de la Sierra de Guadarrama, Rascafría, Spain

Edited by:
Julia Buck, University of North Carolina Wilmington, United States

Reviewed by:
Collin James Horn, University of Alberta, Canada
Thomas Raffel, Oakland University, United States

*Correspondence: David R. Daversa, ddaversa@ioes.ucla.edu

Specialty section: This article was submitted to Behavioral and Evolutionary Ecology, a section of the journal Frontiers in Ecology and Evolution

Received: 30 November 2020
Accepted: 05 February 2021
Published: 11 March 2021

Citation: Daversa DR, Manica A, Bintanel Cenis H, Lopez P, Garner TWJ and Bosch J (2021) Alpine Newts (Ichthyosaura alpestris) Avoid Habitats Previously Used by Parasite-Exposed Conspecifics. Front. Ecol. Evol. 9:636099. doi: 10.3389/fevo.2021.636099

Many organisms avoid habitats posing risks of parasitism. Parasites are not generally conspicuous, however, which raises the question of what cues individuals use to detect parasitism risk. Here, we provide evidence in alpine newts (Ichthyosaura alpestris) that non-visual cues from parasite-exposed conspecifics inform habitat avoidance. Alpine newts breed in aquatic habitats and occasionally move among adjacent terrestrial habitat during breeding seasons. We completed experiments with newts whereby individuals had access to both habitats, and the aquatic habitats varied in prior occupancy by conspecifics with different histories of exposure to the parasitic skin fungus, Batrachochytrium dendrobatidis (Bd). Continuous filming of newt activity for 2 days provided little evidence that prior use of aquatic habitats by conspecifics, regardless of their Bd exposure history, immediately influenced newt habitat use. However, newts that encountered aquatic habitats used specifically by Bd-exposed conspecifics on day 1 spent less time aquatic on day 2, whereas other newts did not alter habitat use. Responses could have been elicited by cues generated by Bd stages on the conspecifics or, perhaps more likely, cues emitted by the conspecifics themselves. In either case, these observations suggest that newts use non-visual cues sourced from exposed conspecifics to detect Bd risk and that those cues cause newts to avoid aquatic habitats. Bd may therefore influence host behavior in early phases of interactions, and possibly before any contact with infectious stages is made, creating potential for non-consumptive effects.
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INTRODUCTION

Avoiding habitats containing parasites poses clear benefits. Parasitic infections can be detrimental to individual health and fitness, and in some cases, lead to population collapses (Bosch et al., 2001; Briggs et al., 2010). Free-living organisms can minimize the likelihood of being parasitized by reducing time in habitats posing a risk of infection (Hutchings et al., 2001; Koprivnikar and Penalva, 2015; Daversa et al., 2018a; Mierzejewski et al., 2019). Epidemiologically, this behavior reduces rates of contact with infectious parasite stages, an essential ingredient for infection (Anderson and May, 1981). Similar to predator avoidance, parasite avoidance can affect higher-order ecological processes, exemplified by trophic cascades that restructure entire ecosystems (Buck and Ripple, 2017; Buck et al., 2018). Unlike most predators, however, infective parasite stages are in most cases too small relative to their hosts to visually detect, which raises the question of what cues hosts use to avoid habitats posing a risk of infection.

Many cues that inform decision-making are non-visual and come from conspecifics (Chivers et al., 1999; Jacobsen and Stabell, 2004; Plenderleith et al., 2005). Non-visual chemical cues from conspecifics have known roles in mate choice (Plenderleith et al., 2005; Martín and López, 2006) and predator avoidance (Kats and Dill, 1998), and there is evidence in aquatic organisms that parasite infections alter conspecific chemical cues in ways that elicit avoidance behaviors, such as erratic movement and spatial distancing (Poulin et al., 1999; Behringer et al., 2018; Stephenson et al., 2018). Infected conspecifics may also emit cues generated by the parasite that other hosts conceivably detect. Even in the absence of infection, exposure to parasites can affect how conspecific cues are emitted and interpreted (Folstad et al., 1994; Behringer et al., 2018). For example, parasite exposure alters the development of sexual cues, such as attractive odors (Kavaliers et al., 2003, 2004) and bright coloration (Folstad et al., 1994) that can alter mating decisions. The impacts of parasite exposure on host communication provides reason to predict that non-visual cues sourced from parasite-exposed conspecifics drive hosts to reduce use of habitats where the cues are present. This prediction has received little formal testing.

In this study, we tested whether non-visual cues of the parasitic chytrid fungus, Batrachochytrium dendrobatidis (Bd), originating from Bd-exposed conspecifics elicit changes in aquatic habitat use in female alpine newts (Ichthyosaura alpestris). Alpine newts are prolonged breeders that require extended periods courting and egg-laying in fully aquatic habitats (i.e., lakes and ponds) where Bd thrives. Bd infects many species of amphibians via microscopic zoospores that are free-living and aquatic (Piotrowski et al., 2004). Infections from Bd can cause the disease chytridiomycosis, which is associated with mass mortalities in host populations worldwide (Scheele et al., 2019; Fisher and Garner, 2020). Alpine newts can develop symptomatic disease after contracting infections, but in many cases remain asymptomatic (Miaud et al., 2016; Daversa et al., 2018a). Our previous work suggests that the dynamic nature of newt habitat use may be one explanation for this lack of disease (Daversa et al., 2018a). Alpine newts occasionally move among adjacent terrestrial habitat during breeding seasons (Weddeling et al., 2004; Kopecky et al., 2010; Daversa et al., 2018a). We showed that use of terrestrial habitats by male newts lowers risk of Bd infection by reducing both the frequency of exposure to Bd zoospores and the growth of Bd on infected hosts (Daversa et al., 2018a). Further, male newts spent more time terrestrially after contracting Bd infections, especially when infection levels were elevated (Daversa et al., 2018a), illustrating how infection with Bd impacts male newt behavior. Here, we built on this work to examine the impact of Bd on habitat use of female newts and to test the hypothesis that non-visual cues of Bd coming from exposed conspecifics elicit similar increases in terrestrial habitat use.



MATERIALS AND METHODS

Alpine newts are widely distributed in Europe. We studied newts occupying alpine ponds in Central Spain (Guadarrama National Park, 40.85023 N, −3.95442 W) where they were introduced in the 1980’s. Bd was first detected at the sites in midwife toads (Alytes obstetricans) in the late 1990’s (Bosch et al., 2001). Newts test positive for Bd infections at the sites, but evidence suggests that newts here do not develop chytridiomycosis, and population declines have not been observed (Bosch et al., 2018; Daversa et al., 2018a). Nevertheless, experimental Bd exposures in adult alpine newts can cause infection-induced mortality (Miaud et al., 2016). Infections from Bd can therefore be costly to newts.

We designed and executed a controlled experiment with female newts to test hypotheses for the role of conspecific cues and Bd on newt habitat use:


• Null Hypothesis: Previous use of water by conspecifics, regardless of their recent history of exposure to Bd, will not affect the time that newts spend in aquatic habitats.

• Alternative Hypothesis 1: Newts will reduce time in aquatic habitats when the water was previously used by conspecifics generally, irrespective of the Bd exposure history of the conspecifics.

• Alternative hypothesis 2: Newts will reduce use of aquatic habitats when the water was previously used specifically by conspecifics recently exposed to Bd.



We chose to use female newts as experimental subjects to complement our previous experiments with male newts (Daversa et al., 2018a). We ran the experiment for 2 days during late stages of the alpine newt breeding season (August, 2014).

We captured adult male and female newts from a cluster of ponds in Guadarrama National Park and transported them in coolers to “El Ventorrillo,” a biological station located apx. 3 miles away. At the station we housed newts in groups, separated by sex and pond of capture, in 20 L plastic containers containing aged and Bd-free spring water. To ensure that all newts started the experiment uninfected, we bathed newts with an antifungal solution (100 μL itraconazole/1 L) for 5 min per day for 4 days (Garner et al., 2009; Daversa et al., 2018a). We confirmed infection-free status of all newts through standard molecular diagnostics and with appropriate positive and negative controls (Boyle et al., 2004; Hyatt et al., 2007; Daversa et al., 2018a). Two days prior to the experiment, we transitioned all females to terrariums with saturated mossy substrate to acclimate them to terrestrial conditions while limiting the likelihood of them changing to a terrestrial phase (Kristín and Gvoždík, 2014).

We generated conspecific cues of Bd from male newts because only enough females were collected to use as main experimental subjects. We exposed males individually to Bd (1.5 L plastic containers that contained 0.4 L water) after randomly assigning sixty male newts to either a Bd exposure group (N = 30) or a control group (N = 30). To generate infections, we used a Bd isolate (ID: Pen_Ss9.2 stored in the Imperial Culture Collection, Imperial College London) that was recently isolated from an infected larval fire salamander (Salamandra salamandra) in Guadarrama, the same site in which newts were captured. For males in the treatment group, we dosed containers once per day with an inoculate containing 2.0 × 106 – 4.0 × 106 active Bd zoospores and repeated the process for 5 days. For males in the control group we administered a daily dose of sterile liquid media following the same protocol. Twenty-four hours following the final exposure we began cohousing males in large plastic tubs filled with aged Bd-free spring water in groups of six unexposed males (unexposed group) or in groups of three unexposed newts and three exposed newts (exposed group). We used water from these large plastic tubs for use in the experiment, as opposed to the water used for exposures, to ensure that water did not contain residual Bd zoospores or media remaining from our inoculates. Any Bd zoospores in the experimental water would have been those shed by exposed males that contracted infections.

For the experiment we rotated eighteen females through a series of 2 L containers that contained equal parts terrestrial and aquatic habitat. The container sides were opaque and prevented visual cues from being transmitted across replicates. Lids were clear, vented plastic which allowed filming while preventing escapes. We used moistened sphagnum moss overlain on a bed of pebbles as terrestrial habitat. The aquatic portion of the containers contained water from one of three sources to mimic different conspecific cues: (a) uninfected and unused aged tap water used for a control (N = 6), (b) water taken from a tank housing conspecifics that were not recently exposed to Bd (N = 6), and (c) water taken from a tank housing conspecifics that were exposed to Bd within 14 days of the experiment (N = 6). We fully randomized the layout of containers. The experiment began when we introduced newts at random into the terrestrial side of the containers. We kept all newts in the containers for 24 h (day 1), after which we moved each female into the terrestrial side of the adjacent container and kept them there for another 24 h (day 2). Newts therefore experienced conditions from two different tanks over the course of 2-day experiment.

To quantify habitat use over the 48 h experimental period, we digitally recorded female newts using two webcams (Logitech C310, Newark, CA, United States) positioned above the array of eighteen containers. The webcams were wired to a remote laptop (Dell Inspiron 350) and scheduled to automatically capture one image per minute from 9:00 to 21:00 h using ispy webcam software1. Experiment procedures and animal collections were approved by the Consejería de Medio Ambiente of Madrid, Spain (permit reference: 10/130923.9/14) and carried out in accordance with approved guidelines.

From the images we classified the state of females as either aquatic (fully or partially in aquatic habitat) or terrestrial (completely out of aquatic habitat) on a per-minute basis. We considered occupation of the container walls as being terrestrial. We calculated the following variables from these data as measures of daily habitat use: (a) the time of first entry into aquatic habitat (i.e., the chronological sequence number when female state first changed from terrestrial to aquatic), (b) the proportion of time that females occupied aquatic habitat (i.e., the number of images for which female state was aquatic divided by the of total number of images), (c) the total number of transitions between the two habitats, and (d) the mean length of stay in aquatic habitat before moving back on land.

We performed two sets of analyses. For both analyses, we analyzed day 1 and day 2 data separately because newts experienced distinct conditions each day. Further, we did not have the power to run single models that accounted for interactions with experimental day. First, we carried out a ‘time-to-event’ analysis (i.e., survival analysis) to determine whether previous use of water by conspecifics influenced how quickly newts first entered the aquatic habitat. The response variables comprised (a) the image sequence number when newts were first shown in aquatic habitat and (b) an event status that indicated whether or not newts ever entered the aquatic habitat. We ran Cox proportional hazard models that incorporated the following fixed effects: the presence of cues from conspecifics in general (0 = not present, 1 = present) and the presence of cues from Bd-exposed conspecifics in particular (0 = not present, 1 = present), such that:

Day 1 time to entry ∼ all conspecific cues (day 1) + Bd-exposed conspecific cues (day 1).

For the model of day 2 activity, we included the cues encountered on both days as fixed effects, to assess whether aquatic habitat experienced on day 1 had a delayed effect on time to entry into aquatic habitat on day 2, such that:

Day 2 time to entry ∼ all conspecific cues (day 2) + Bd-exposed conspecific cues (day 2) + all conspecific cues (day 1) + Bd-exposed conspecific cues (day 1).

To assess how well the fixed effects predicted time to first entry into aquatic habitat, we compared models with and without each fixed effect, using likelihood ratio tests as a measure of significance.

For our second analysis we ran generalized linear models (GLMs) to test the influence of cues in aquatic habitats on the three other habitat use variables. In the models for the proportion of time that females occupied aquatic habitat, we used the arcsine-transformed value as the dependent variable and a Gaussian error structure. In the models for habitat transitioning, we used the total number of transitions as the dependent variable and a negative binomial error structure to account for overdispersion of the count data. In the model for the average length of stay in aquatic habitat, we used the log-transformed value to normalize the distribution of the data. We included the same fixed effects in the day 1 and Day 2 models as described for the time-to-event analysis (Day 1: presence of cues from any conspecifics, presence of cues from Bd-exposed conspecifics; Day 2 presence of cues from any conspecifics on Day 1 and Day 2, presence of cues from Bd-exposed conspecifics on Day 1 and Day 2). In both the day 1 and day 2 analyses we generated sets of candidate models based on different combinations of the fixed effects of the full model (Johnson and Omland, 2004). We ranked the performance of model subsets using Akaike’s Information Criterion with small sample size correction (AICc) and considered models that ranked within 2 AICc values of the best performing model to be informative (Burnham and Anderson, 2002). We discounted models in which better performing models were nested to avoid the inclusion of uninformative parameters (Arnold, 2010). We performed all analyses in R (R Core Team, 2019). We used the “survival” package (Therneau, 2015) to run the Cox proportional hazard models, “stats” (R Core Team, 2019) and “MASS” (Venables and Ripley, 2002) packages to fit GLMs and the dredge function in the “MuMIn” (Bartoñ, 2019) package for model ranking.



RESULTS

We omitted two newts from analyses, leaving a total day 1 and day 2 sample of 16 newts. One newt escaped from a container containing Bd-exposed conspecific cues during non-recording hours after day 1. Another died in a container with unexposed conspecific cues during recording hours on day 2. An additional newt never entered the aquatic portion of their container on day 1, leaving the possibility that this newt did not experience Day 1 treatment conditions. Re-analyzing the day 2 data with this newt omitted did not qualitatively change the results (Supplementary Tables 2,3).

Habitat use of the remaining sixteen newts was variable across both experimental days (Figure 1 and Table 1). Neither general conspecific cues nor Bd-exposed conspecific cues influenced any measures of newt habitat use on the first day (null models performed best in all cases, Table 2). Similarly, newt habitat use on day 2 was not influenced by the aquatic conditions encountered on that day (Table 3). There was, however, indication that the proportion of time that newts spent aquatic on Day 2 depended on the aquatic conditions encountered on day 1 (Table 3). Specifically, newts that encountered water used by Bd-exposed conspecifics on day 1 spent proportionally less time in aquatic habitat on Day 2 (Figure 1A, effect size ± SE = −0.26 ± 0.11). The aquatic habitats encountered on Day 1 also factored slightly into the number of habitat transitions that newts made on day 2 (effect size = −1.90 ± 0.83, Table 3). Newts tended to make fewer transitions between aquatic and terrestrial habitats on day 2 after encountering water from Bd-exposed conspecifics on day 1 compared with newts that did not encounter those conditions on day 1 (Figure 1B). The aquatic habitats encountered on day 1 and Day 2 did not influence the time that newts first entered aquatic habitat (Supplementary Table 1) or the average length of stay in aquatic habitat on either day (Tables 2, 3).
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FIGURE 1. Effects of Day 1 cues on immediate and future aquatic activity. (A) The proportion of total time that females spent aquatically (arc-sine transformed) and (B) the number of transitions between aquatic and terrestrial habitats on day 1 (black points, solid line) and day 2 (gray points and dashed line) is shown. Newts are classified according to whether they experienced water on Day 1 that was previously used by Bd-exposed conspecifics (Bd+) or water with no cues of Bd (Bd–). Lines are drawn between the mean value for each class, and error bars denote the 95% confidence intervals.



TABLE 1. Summary statistics of the measures of newt habitat use.
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TABLE 2. Factors influencing newt habitat use on Day 1.
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TABLE 3. Factors influencing newt habitat use on Day 2.
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DISCUSSION

Much work has shown that animals make habitat use decisions based on cues of conspecific density and reproductive performance (Danchin et al., 1998; Stamps, 2001; Doligez et al., 2002). Here, we provide evidence that habitat use is also informed by conspecific cues of parasitism. Female newts became more sedentary on land after encountering aquatic habitats previously used by Bd-exposed conspecifics. Exactly which cues sourced from Bd-exposed conspecifics drove these responses – those produced by conspecifics, those produced by Bd stages infecting them, or infectious stages shed into the water by conspecifics – remain to be determined. In either case, the responses are evidence that non-visual cues of infection risk sourced from conspecifics can drive newts to alter habitat use. Further, newt increases in terrestrial activity were not immediate, and instead occurred the day after encountering conspecific cues of Bd, but still well before Bd infections had time to fully develop (which takes at least 4 days, Daversa et al., 2018a). These observations suggest that Bd can drive newts to avoid aquatic habitats prior to establishing sustained infections.

The female responses to water used by Bd-exposed conspecifics strengthens growing evidence that Bd imposes costs to occupying aquatic habitats (Miaud et al., 2016; Daversa et al., 2018a). Further, females reduced aquatic activity more proactively than males did in a similar set of experiments (Daversa et al., 2018a), suggesting Bd may impose sex specific costs of aquatic activity. For males, there is a premium on spending time in aquatic habitat because females are the choosy sex in terms of mating. Mating pressures may drive males to take more risks in the water before heading for land than females, potentially leading to higher rates of parasitic infection in males (Raffel, 2006).

Bd-imposed costs of aquatic activity present clear trade-offs with breeding and other fitness-related aquatic activities (e.g., feeding, predator evasion) that may shape newt decision-making. Although we intentionally ran our experiments during late stages of the breeding season, the sustained aquatic activity exhibited by females that did not encounter cues of Bd suggests that they still had incentive to use aquatic habitats during later breeding stages. Achieving a mating does not ensure fertility for female alpine newts, and many mate multiple times over the course of a breeding season (Garner and Schmidt, 2003; Hoeck and Garner, 2007). Avoidance of aquatic habitats carrying cues of Bd clearly conflicts with these mating patterns and potentially compromises fitness. Alternatively, reduced time aquatic habitats could have resulted from females waiting for males posing reduced infection risk, and this increased selectivity could actually increase fitness. The impact of Bd cues on female decision-making may also depend on their infection status, which could not be tested here. Understanding how newts allocate time in aquatic versus terrestrial habitat may be achieved, at least in part, from the perspective of trade-offs between reproduction and parasitism.

Even subtle differences in the timing of newt responses to Bd may affect their broader ecological consequences (Daversa et al., 2021). Bd could conceivably drive population declines in newts non-lethally and non-consumptively through costs to fecundity if the female reductions in aquatic activity observed here are sustained for extended periods of time. Epidemiologically, however, newt avoidance of water with conspecific cues of Bd should have negative impacts on the parasite because newt terrestrial activity reduces their likelihood of contracting and maintaining infections (Daversa et al., 2018a). If female reductions in aquatic activity prevent infections from developing, then female terrestriality should drive down infection prevalence and spread, similar to how wildlife migration can reduce infection prevalence and spread by allowing animals to “escape” infection (Altizer et al., 2011; Daversa et al., 2017). Expanding our design to field enclosures with multiple discrete aquatic habitats could gain insight into how female avoidance of conspecific cues of Bd in water alter how Bd persists and spread over the landscape. Tracking animals over longer time periods than we did would also be useful for clarifying how reductions in aquatic activity impact the course of Bd infections.

The specific mechanisms driving females to become more terrestrial remain to be determined, though our experiments favor certain hypotheses. Visual cues from conspecifics were clearly not involved because conspecifics were never present during the experiment. We cannot rule out the possibility that newts responded to active Bd zoospores shed into the water previously from Bd-exposed conspecifics, or very early stages of infection from those zoospores. However, the low infection burdens that newts typically acquire (Miaud et al., 2016; Daversa et al., 2018a) suggest that zoospore concentrations in water previously used by Bd-exposed conspecifics were low. We hypothesize that newt responses were likely elicited by compositional changes in cues emitted by Bd-exposed conspecifics, such as pheromones, which newts use to communicate for mating, orientation, and likely other activities (Joly and Miaud, 1993; Denoël and Doellen, 2010; Treer et al., 2013). Although the potential for Bd exposure to influence the composition of chemical cues of amphibians has not been tested previously, support for our hypothesis comes from evidence for a chemosensory impact in other aquatic systems (Poulin et al., 1999; Stephenson et al., 2015; Behringer et al., 2018). Experimental data on fish, for example, indicate that individuals avoid conspecifics (Stephenson et al., 2018) and exhibit defensive movements (Poulin et al., 1999) in response to infected conspecifics but not to the parasites themselves. Alternatively, females may have responded to cues of stress left by Bd-exposed conspecifics (Gabor et al., 2013; Auld et al., 2014; Nadler et al., 2020). These putative mechanisms could be tested by sampling both aquatic habitats and conspecifics for pheromones, corticosterone, and Bd zoospores. Adding treatments to our design that, for example, expose newts directly to Bd zoospores in water or to cues from conspecifics facing with other forms of stress (e.g., predator-induced) could disentangle the specific mechanisms driving newt responses to water previously used by Bd-exposed conspecifics.

Regardless of the mechanisms involved, our findings build on the evidence base that parasites play a key role in shaping amphibian habitat use (Kriger and Hero, 2007; Raffel et al., 2015; Daversa et al., 2018a,b). This argument is not new. Anecdotes of amphibians going terrestrial in response to parasites, such as leeches, date back to the 1970’s (Gill, 1978), and these anecdotes have since been backed by systematic surveillance (Raffel, 2006). This collective body of work leads to an interesting prediction that terrestrial activity may be a general adaptive response for minimizing infection risk. Future empirical work on Bd may benefit from more emphasis toward infection dynamics during terrestrial phases of amphibians, which to date remain less studied than infection dynamics in fully aquatic habitats. More broadly, this work points to non-visual cues as a source of information driving parasite avoidance.
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Chemical communication within an aquatic environment creates an intricate signaling web that provides species with information about their surroundings. Signaling molecules, like oxylipins, mediate a multitude of interactions between free-living members of a community including non-consumptive effects by predators. Parasites are another source of signaling molecules in aquatic communities and contribute directly by synthesizing them or indirectly by manipulating host chemical cues. If chemical cues of infected hosts are altered, then non-consumptive interactions between other members of the community may also be affected. Different cues from infected hosts may alter behaviors in other individuals related to foraging, competition, and defense priming. Here, we discuss how parasites could modify host chemical cues, which may have far reaching consequences for other community members and the ecosystem. We discuss how the modification of signaling molecules by parasites may also represent a mechanism for parasite-modified behavior within some systems and provide a mechanism for non-consumptive effects of parasites. Further, we propose a host-parasite system that could be used to investigate some key, unanswered questions regarding the relationship between chemical cues, parasite-modified behavior, and non-consumptive effects. We explain how trematode-gastropod systems can be used to test whether there are alterations in the diversity and amounts of signaling molecules available, and if habitat use, immune function, and behavior of other individuals and species are affected. Finally, we argue that changes to pathway crosstalk by parasites within communities may have broad ecological implications.
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INTRODUCTION

Species obtain important information about their surroundings through intricate signaling webs created by chemical cues (Brönmark and Hansson, 2000; van Poecke and Dicke, 2004; Vos et al., 2006). Cues can have a variety of functions including alarm cues, chemical defense, and sex pheromones, that impact the behavior and physiology of organisms receiving these signals (Kats and Dill, 1998; Kaupp et al., 2006; Fink, 2007; Pohnert et al., 2007; Kita et al., 2010). Aquatic organisms respond to minute concentrations of chemical cues within this environment (Dicke and Sabelis, 1988; Brönmark and Hansson, 2000; Vos et al., 2006). Gradual changes in chemical cue diversity and concentration throughout an ecosystem relays important information to species, creating a network or signaling web that can be used by community members and influence community dynamics (van Poecke and Dicke, 2004; Vos et al., 2006; Fink, 2007; Brönmark and Hansson, 2012). As a result, many interactions, such as predator avoidance, and parasite transmission are influenced by cues produced in the community (Kats and Dill, 1998; Burks and Lodge, 2002; Fink, 2007; Saha et al., 2019).

Within the aquatic community, individuals of other species may also “eavesdrop” on this communication to obtain additional information about their environment (Baldwin et al., 2006; Vos et al., 2006). If predators and parasites can perceive cues through all of the chemicals found within the aquatic system, or “ambient noise,” they can take advantage of chemical crosstalk to increase depredation and transmission (Schultz and Appel, 2004; Baldwin et al., 2006; Brönmark and Hansson, 2012). For example, eavesdropping has been shown to facilitate tritrophic interactions in aquatic communities. Plants released oxylipins and other VOCs as they were being consumed by herbivores, which attracted carnivores and parasitoids that subsequently reduced herbivore performance (Martin et al., 2019; Kergunteuil et al., 2020).

Conversely, if a species is able to perceive an increased risk of predation or parasitism through the perception of cues released by other individuals, they may adopt strategies to reduce this risk (Buck et al., 2018; Weinstein et al., 2018). Indeed, chemical cues are important mediators of non-consumptive effects (NCEs) in predator-prey relationships (Ferrari et al., 2010; Hill and Weissburg, 2013). Response to predator cues leads to alterations in behavior and physiology that reduce an individual’s risk of predation (Weissburg and Beauvais, 2015; Hermann and Landis, 2017). Relatively less is understood about the role of chemical cues in mediating NCEs of parasites and parasite-host interactions (Fink, 2007; Saha et al., 2019). More work is needed to determine whether parasites perceive and use crosstalk in their non-consumptive interactions with their hosts and other members of the aquatic community.



OXYLIPIN CHEMICAL CUES MEDIATE COMMUNITY INTERACTIONS

Organisms release species-specific chemical emissions, representing a unique cocktail of cues, including fatty acids, amino acids, nucleotides, and other volatile organic compounds (VOCs) (Brönmark and Hansson, 2000; Pohnert, 2002; Fink, 2007). One important group of VOCs are oxylipins, or oxygenated metabolites of fatty acids, (de Petrocellis and di Marzo, 1994; Baldwin et al., 2006) that have essential roles in normal physiology, stress, and immune response of a wide breadth of taxa, from plants to animals (Stanley-Samuelson, 1994; Fink, 2007; Caldwell, 2009; Stanley, 2014; Gabbs et al., 2015). Each oxylipin cocktail carries complex information to the receiver, with the specificity of the mixture being key to dictating the response by the receiver rather than a single oxylipin alone (Metcalf and Kogan, 1987; Wendel and Jüttner, 1996; Fink, 2007). For example, mixtures containing eicosanoids, oxylipins formed from C20:C22 fatty acids, affect the physiology of invertebrates, including the neuro- and reproductive physiology of mollusks and insect cellular defense (Stanley-Samuelson et al., 1991; Stanley-Samuelson, 1994). Eicosanoids have also been detected in a wide diversity of parasite species, including the trematodes Schistosoma mansoni and Fasciola hepatica, protozoans such as Trypanosoma brucei and Plasmodium falciparum, the cestode Spirometra erinaceieuropaei, and nematodes Brugia malayi and Dirofilaria immitis (Liu and Weller, 1992; Kubata et al., 1998, 2000; Ali et al., 1999; Noverr et al., 2003; Chaisson and Hallem, 2012). Although the functions of some oxylipins from some parasites are known, considering the diversity of parasite species and the breadth of their host taxa, the functions of oxylipins in host-parasite interactions are largely unexplored (Noverr et al., 2003; Chaisson and Hallem, 2012).

Oxylipins are released by all biota transported within their environment, received and perceived by another individual, leading to possible changes in behavior depending on the receiver’s state or species (Baldwin et al., 2006; Fink, 2007). The reception of these chemical cues may trigger chemokinesis and chemiotaxis in a wide diversity of species in response to the presence of a specific cocktail of cues and play an important role in species interactions within aquatic systems (de Petrocellis and di Marzo, 1994; Fink, 2007; Pohnert et al., 2007; Poulson et al., 2009; Brönmark and Hansson, 2012). For example, oxylipin cocktails released from a benthic diatom (Achnanthes biasolettiana) were attractive to the Wandering snail (Radix ovata) (Fink et al., 2006a). Yet, another diatom species (Gomphonema parvulum) was not attractive to the snail, demonstrating that differences in oxylipin cocktails between species were detected and elicited a differential response from the snail (Fink et al.,2006a,b; Fink, 2007).

Preliminary research suggests that oxylipins may strongly influence ecosystem processes and fine-scale community structure, through structuring planktonic food webs, and influencing patchiness of consumers within ecosystems (Pohnert et al., 2007; Moelzner and Fink, 2015a; Saha et al., 2019). Gastropods respond to oxylipin cues from food sources and shift their behavior in response to food resource quality (Moelzner and Fink, 2014, 2015a). As snails actively grazed upon food sources, chemicals released by the snail and its prey provide information about the quality and types of food resources in the environment (Moelzner and Fink, 2015b). The perception of these cues is a potential mechanism behind the patchy distribution of herbivores within communities (Moelzner and Fink, 2015a).

Parasites themselves use chemoperception of host-generated oxylipins to facilitate transmission to hosts (Daugschies and Joachim, 2000; Noverr et al., 2003; Chaisson and Hallem, 2012). For example, host-seeking by sea lice (Lepeophtheirus salmonis) is mediated by the parasite’s attraction to isophorone, an oxylipin expressed by salmon hosts (Salmo salar and Scophthalmus maximus) (Ingvarsdóttir et al., 2002; Bailey et al., 2006). Similarly, aquatic transmission of larval blood flukes (Schistosoma spp.) to invertebrate (miracidia stage) and vertebrate (cercariae stage) hosts is increased in the presence of particular host-derived oxylipins (Fusco et al., 1986; Allan et al., 2009). In this system, not only do a larger percentage of cercarial blood flukes penetrate hosts, but the parasite also alters the biosynthesis of some of their own oxylipins (Fusco et al., 1986; Nevhutalu et al., 1993; Chaisson and Hallem, 2012). If the host’s behavior is affected by this change in the parasite oxylipins, this could be an instance where oxylipins mediate NCEs in host-parasite interactions. But, despite the potential importance of oxylipins in structuring community interactions, oxylipin cocktails are not well studied in aquatic systems and most of this research has focused on two-way interactions between free-living species (Fink, 2007; Saha et al., 2019). Given the preponderance of parasites in aquatic systems, more work is needed to understand the key molecules in chemoperception by parasites, whether parasites alter their oxylipins after receiving host cues, and whether these in changes parasite cues induce changes in community interactions (Fink, 2007; Pohnert et al., 2007; Sures et al., 2017).



PARASITE IMPACTS ON CHEMICAL COMMUNICATION

Parasitism of aquatic hosts can lead to behavioral and physiological changes in the host, including the alteration of feeding rates, stress response, survival, and competition (Park, 1948; Rivero and Ferguson, 2003; Bedhomme et al., 2005; Lefèvre et al., 2009; Friesen et al., 2020). Host behavioral modifications can include changes in activity levels, aggression, boldness, microhabitat use, and attraction of uninfected host species (Kunz and Pung, 2004; Mikheev et al., 2010; Reisinger et al., 2015; Friesen et al., 2018; Eliuk et al., 2020). It is often suggested that chemical cues may be mediating these types of behaviors and interactions albeit through indirect evidence (e.g., Rohr et al., 2009; Eliuk et al., 2020). As a result, our understanding of how parasites may impact chemical communication in an ecological context is not well understood.

Although a few hypotheses have been proposed to explain changes in host behavior, the potential mechanisms, including the role of chemical communication, are rarely explored (Poulin, 2010; Heil, 2016; Herbison et al., 2018). One hypothesis proposes that parasites may cause pathology to their host, and the side effects or byproducts of this pathology may lead to changes in host behavior and physiology (Pohnert, 2002; Poulin, 2010; Heil, 2016). Oxylipins may be one potential mechanism for this hypothesis as oxylipins are released by some hosts in response to an attack, or tissue damage (Morishima et al., 1997; Funk, 2001). Wound-activated lipases can start to liberate oxylipins as disease progresses and even mediate symptoms (Pohnert, 2002; D’Ippolito et al., 2004; Maibam et al., 2014). During this process, the oxylipin cocktail released by the host may include these novel or upregulated oxylipins, altering its composition and thereby affecting interactions relying on this chemical communication.

An alternative hypothesis proposes that an adaptive response to infection may be a mechanism for alterations in host behavior due to parasites (Poulin, 2010). The host may change its behavior or physiology in order to either mitigate the consequences of this infection or to be rid of the infection or infestation all together (Poulin, 2010; Heil, 2016). Oxylipins are known to modulate the immune response of insects and plants in response to pathogens and predation in a variety of ecosystems (Stanley-Samuelson et al., 1991; Noverr et al., 2003; Pozo et al., 2004; Pieterse and Dicke, 2007). Hosts may produce different amounts or combinations of oxylipins in attempts to remove infection (Noverr et al., 2003; Heil, 2016).

Finally, parasites may directly manipulate their hosts through biochemical interference (Poulin, 2010). Many parasite species are known to produce a variety of oxylipins (Noverr et al., 2003; Chaisson and Hallem, 2012). Parasites may use oxylipins to their advantage and produce oxylipins that modulate host immune systems as a way to protect themselves (Noverr et al., 2003). Parasites have evolved mechanisms to suppress the host defense response by interfering with key pathway regulators (Angeli et al., 2001; Pozo et al., 2004). We suggest that altering oxylipins released by the host or the release of oxylipins by the parasite are adaptive avenues by which the parasite could directly modify their host behavior in a manner that would benefit the parasite, such as increased transmission.

Parasite modification of chemical cues released by their host, through any of the mechanisms described above, will affect interactions and other physiological processes involving these cues. Oxylipins have crucial hormone-like functions within species and play roles in secondary metabolite biosynthesis (Holighaus and Rohlfs, 2019). If parasites release novel or higher amounts of oxylipins than their hosts or induce changes in the production of oxylipins by their host, this may induce behavioral changes in their host, such as boldness and feeding rates, as many oxylipins are well-known as extracellular signaling molecules (Noverr et al., 2003; Gabbs et al., 2015). Additionally, if an altered oxylipin cocktail contains novel or an increased amount of oxylipins that induce chemotaxis by conspecifics (e.g., oxylipins used in mate finding, prey seeking), the change in cocktail may lead to attraction of novel hosts (including predators) increasing the chances of successful transmission.



NON-CONSUMPTIVE EFFECTS OF PARASITISM MEDIATED BY ALTERED CUES

To avoid parasitism, host species may adjust their behavior and physiology (Rohr et al., 2009; Horn et al., 2020). These NCEs of parasites are an ecological consequence of novel host responses to infection risk (Rohr et al., 2009; Koprivnikar and Penalva, 2015). The importance of NCEs of parasites and the role of chemical cues in these interactions has been recognized but much is still not understood (Rohr et al., 2009). For example, tadpoles (Bufo americanus) exhibited avoidance behavior and elevated activity in response to chemical cues produced by a snail (Planorbella trivolvis) shedding Echinostoma trivolvis cercariae (Rohr et al., 2009). A potential mechanism for these effects is manipulation of oxylipin cocktails by the parasite, by altering the production of host oxylipins or releasing oxylipins of its own.

If parasites alter the oxylipin cocktail of their host, parasites can alter the signaling web. Other individuals within the community may receive different signals and as a result alter their behavior because of the modifications in the oxylipin cocktails (Vos et al., 2006). In some cases, other conspecifics and heterospecifics may have evolved to respond to these changes, like responses to alarm cues, by reacting to an imminent risk of becoming infected themselves. Alterations could include an uninfected individual actively changing phenotypic traits, like its behavior, physiology, or habitat use to avoid becoming infected (Hill and Weissburg, 2013). A naïve host may prime their immune system in response to the perceived risk of becoming infected, which is likely to be energetically costly (McPherson et al., 2018). The defense priming of other naïve species may have additional consequences to the transmission success of other parasites within the ecosystem, which in turn may have cascading impacts on the entire community (Friesen et al., 2020). As a defense to the perceived risk, individuals may spend time trying to avoid the threat, but in turn this may increase their vulnerability to predation by reducing time spent on effective defenses and foraging, reducing their ability to compete for resources, and reducing energy available to reproduce, develop and/or grow (Koprivnikar and Penalva, 2015). These altered cues within aquatic signaling webs could also provide one mechanism driving the “ecology of fear” in these communities (Buck et al., 2018; Weinstein et al., 2018; Zanette and Clinchy, 2019). Further, modified cues may ultimately lead to altered species abundance and distribution, and competition resulting in potentially dramatic impacts on ecosystems (Thiemann and Wassersug, 2000; Marino et al., 2014; Buck et al., 2018; Horn et al., 2020).



FUTURE DIRECTIONS AND MODEL SYSTEMS

Due to our limited understanding of the extent that oxylipins mediate interactions, including NCEs, many effects of oxylipin modification remain speculative and require further research. Gastropods and trematode parasites are ubiquitous, have essential functional roles, and their interactions are fundamental to community dynamics within aquatic ecosystems (Hawkins and Furnish, 1987; Fink et al., 2006a; Wojdak and Mittelbach, 2007; Strong et al., 2008). Thus, they present promising systems to test hypotheses related to the role of oxylipins in mediating NCEs of parasites. Gastropods serve as intermediate hosts to trematode parasites, which infect a wide variety of other host species to complete their life cycles. As trematodes penetrate, migrate, develop, and feed in gastropods, the oxylipin cocktails emitted by these hosts may change. For example, as redial stages of trematodes consume gonad tissue, oxylipins important for reproductive activities of gastropods may be reduced or eliminated. Gastropod hosts may also alter their oxylipin cocktail to increase their reproductive output in order to mitigate the costs of infection, such as a shortened life span or castration (Sorensen and Minchella, 2001).

As gastropods and trematodes are known to both produce and respond to oxylipins and represent a crucial interaction within aquatic communities, these model systems are ideal for testing the role of oxylipins in mediating NCEs of parasites within aquatic environments (see Figure 1). Currently, the chemical cues of schistosome and echinostome trematodes have received the most attention (e.g., Haas et al., 1995; Noverr et al., 2003; Chaisson and Hallem, 2012; Langeloh and Seppälä, 2018). These trematodes could be further explored to test if the behavior or physiology (e.g., immune function) of their conspecific or heterospecific snail hosts are altered in response to exposure to the chemical cocktails produced by infected snails compared to cocktails produced by uninfected snails, or trematodes themselves (Figure 1; Rohr et al., 2009; Langeloh and Seppälä, 2018; Eliuk et al., 2020). Oxylipin cocktails produced by infected snails can be characterized, isolated and used to directly test the role of chemical signals in mediating NCEs of parasites. Further, exposure to these modified chemical cocktails alone could be used to test differences in behavior by other snails and other aquatic community members, such as their foraging time, habitat use, reproductive output, competition, and the ability to evade predators. The generality and strength of alterations to oxylipins in response to infection and their consequences in mediating interactions could be assessed by testing across the diversity of trematodes and snail hosts, between hosts within a life cycle, and according to host-specificity of the trematode. Further, the dynamic nature of chemical communication in snail trematode-systems can be investigated in different contexts such as in controlled laboratory, semi-natural, and natural conditions.


[image: image]

FIGURE 1. Interactions in a freshwater community potentially mediated by chemical cues originating from a trematode-infected gastropod. Many of these interactions include non-consumptive effects of parasites that may be mediated by oxylipins [Dotted lines (and labels in bold)]. All interactions would be impacted by any change in the gastropod’s oxylipins, which would then have far reaching consequences for the surrounding community. Figure created with BioRender.com.


As oxylipins are impacted by shifts in temperature, we can test whether signaling webs and pathway crosstalk involving gastropods and trematodes are being affected by climate change. Emerging research has demonstrated that alterations in oxylipin cues change the outcome of predator-prey interactions (Zupo et al., 2015). Many non-target individuals will be receiving and responding to parasite-modified cues within the signaling web, which may lead to unpredictable changes to the community (e.g., freshwater fish, Fisher et al., 2006). Given the indirect evidence available, we think it is reasonable to suggest variation in parasite diversity and abundance, which ultimately alters the signaling web of a community, may have similarly dramatic impacts on aquatic communities by mediating NCEs of parasites within the community.

In addition, as trematode parasites are ubiquitous throughout aquatic ecosystems and often dominate the biomass of communities, the alteration of chemical cues, like oxylipin cocktails, through parasite infection, may have far reaching effects, modifying the signaling web and affecting pathway crosstalk (Mitchell, 2003; Kuris et al., 2008; Lagrue and Poulin, 2016; Paseka, 2017). Because gastropod-trematode systems can be readily studied in nature and the lab, the impacts of NCEs of parasites mediated by chemical cues can be explored in a variety of contexts. They provide an ideal opportunity to investigate the role of chemical cues in influencing ecological interactions (from individual to community level) and ecosystem processes.
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Intense selection pressure from parasites on free-living animals has resulted in behavioral adaptations that help potential hosts avoid sources of infection. In primates, such “behavioral immunity” is expressed in different contexts and may vary according to the ecology of the host, the nature of the infectious agent, and the individual itself. In this study, we investigated whether avoidance of contaminated food was associated with reduced parasite infection in sanctuary-housed bonobos. To do this, we used bonobos’ responses to soil- and fecally-contaminated food in behavioral experiments, and then compared the results with an estimate of protozoan infection across individuals. We found that avoidance of contaminated food correlated negatively with Balantioides coli infection, a potentially pathogenic protozoan transmitted through the fecal-oral route. The association between avoidance responses and parasitism were most evident in experiments in which subjects were offered a choice of food items falling along a gradient of fecal contamination. In the case of experiments with more limited options and a high degree of contamination, most subjects were averse to the presented food item and this may have mitigated any relationship between feeding decisions and infection. In experiments with low perceived levels of contamination, most subjects consumed previously contaminated food items, which may also have obscured such a relationship. The behavioral immunity observed may be a consequence of the direct effects of parasites (infection), reflecting the first scale of a landscape of disgust: individual responses. Indirect effects of parasites, such as modulation of feeding decisions and reduced social interactions—and their potential trade-offs with physiological immunity—are also discussed in light of individual fitness and primate evolution. This study builds on previous work by showing that avoidance behaviors may be effective in limiting exposure to a wide diversity of oro-fecally transmitted parasites.
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INTRODUCTION

Intense selection pressure from parasites on free-living animals has driven behavioral adaptations in potential hosts to avoid sources of infection (Curtis, 2014; Sarabian et al., 2018b). The “behavioral immune system” (Schaller and Park, 2011)—also known as the “adaptive system of disgust” (Curtis, 2013; Lieberman and Patrick, 2014)—orchestrates avoidance of parasites through: (1) detection of signals that co-occur with infectious agents; (2) activation of emotional and cognitive responses; and (3) elicitation of behaviors that reduce the risk of disease (Curtis, 2014). Such behavioral immunity arises as a non-consumptive effect (NCE) of parasitism (Buck et al., 2018) and can have significant impacts on an individual, e.g., in its overall patterns of foraging and even in its choice of social partners. In primates, behavioral immunity is evidenced by avoidance of fecally-contaminated food and water (Sarabian and MacIntosh, 2015; Amoroso et al., 2017, 2019; Sarabian et al., 2018a; Poirotte and Kappeler, 2019; Poirotte et al., 2019), reductions in time spent grooming infected conspecifics (Poirotte et al., 2017), avoidance of risky sex with ulcerated mates with a sexually-transmitted disease (Paciência et al., 2019), and recursion to specific sites within a home range according to the intensity of infection within the group and contamination of the environment (Poirotte et al., 2017).

Although studies describing the mechanisms and strategies of parasite avoidance in primates and other animals are increasing, investigation of the consequences of parasite avoidance, its behavioral plasticity and the trade-offs involved remain scarce (Buck et al., 2018; Sarabian et al., 2018b). In non-human primates, to our knowledge, evidence of fitness consequences of behavioral immunity at an individual level is limited at present to two studies showing that hygienic tendencies and personalities (i.e., the persistence of such strategies across time and space) correlate with low levels of geohelminth infection in free-ranging Japanese macaques (Macaca fuscata; Sarabian and MacIntosh, 2015) and low oro-fecally transmitted parasite richness in wild gray mouse lemurs (Microcebus murinus; Poirotte and Kappeler, 2019). At a social level, a recent framework based on empirical studies illustrates how a change in the network structure, through a decrease in contact rates after a pathogen has been detected, reduces pathogen transmission (Romano et al., 2020). At a higher level of ecological organization, Weinstein et al. (2018) propose a rethink of host behavior through a “landscape of disgust,” in which animals would have evolved to navigate through peaks of parasite abundance and valleys of safety—all avoided or reached via different compromises—provoking cascading effects at lower (i.e., individual and social) and higher (ecosystem) levels.

In this article, we focus on the first level of avoidance: individuals and their immediate environment. To do so, we investigated how sanctuary-housed bonobos (Pan paniscus) fit into a “micro landscape of disgust,” i.e., whether their sensitivity toward surrounding contaminated food is associated with levels of parasite infection. Little is known about the gastrointestinal parasites of these highly social endangered primates in the wild, with only four published studies revealing a similar range of parasite taxa as that described in chimpanzees (Pan troglodytes) (Hasegawa et al., 1983; Dupain et al., 2009; Narat et al., 2015; Medkour et al., 2021). Typical protozoa and helminths in Pan species include Troglodytella, Balantioides, Entamoeba, Capillaria, Strongyloides, Ascaris, Trichuris, Enterobius, Oesophagostomum spp., and Dicrocoelids (Petrželková and Huffman, 2018). Many of these parasites have a direct life cycle and are transmitted through the fecal-oral route. Through a series of experiments, our previous study revealed a positive correlation between food/surface contamination and bonobo aversion toward potential food items (Sarabian et al., 2018a). Specifically, we observed a lower likelihood of feeding on contaminated food, as well as lower interaction rates and fewer instances of tool use with/through contaminated surfaces. Because we expected to observe variation in oro-fecally/soil transmitted parasite infection in bonobos, we considered results from three of our earlier experiments that focused specifically on the avoidance of feces and soil contamination. These experiments involved food that was either covered with soil/feces, in contact with or near feces, or previously in contact with feces. The logical next step was to investigate the potential correlation between aversion and infection phenotypes in bonobos.

We thus coupled experimental data previously published in Sarabian et al. (2018a) with coproscopic analyses to test the infection-avoidance hypothesis in bonobos. Based on the assumption that the adaptive system of disgust has evolved to procure health benefits (Curtis, 2014), we predicted that higher levels of avoidance would reflect lower levels of parasite infection. Then, given previous reports of variation in behavioral immunity among primates (Moya et al., 2004; Sarabian and MacIntosh, 2015; Sarabian et al., 2018a; Tybur et al., 2018; Paciência et al., 2019; Poirotte and Kappeler, 2019), we also predicted that the patterns of infection would vary according to the sex and age of each individual—with males and immatures being more prone to infection (i.e., higher parasite infection intensity and/or richness) than females and mature individuals, respectively.



MATERIALS AND METHODS


Study Site and Bonobos

The experiments were conducted between May and July 2016 with semi-free-ranging bonobos at Lola ya Bonobo Sanctuary1 in Kinshasa, Democratic Republic of the Congo (for further details see Sarabian et al., 2018a). During the day, bonobos live in four separate enclosures including high canopy forest areas with palm oil trees, swamps or water ponds (E1–E3), and an outdoor forested playground (“nursery”). At night, they are socially housed in dormitories composed of different compartments with several hammocks. To facilitate maintenance, each outdoor enclosure and dormitory has doors with a grid of metal bars through which bonobos can pass an arm and be examined by caretakers and veterinarians. In addition to the fruits, leaves and palm oil nuts (Elaeis guineensis) that naturally occur in their enclosures, bonobos were fed twice daily with 6.5 kg of seasonal fruits and vegetables, as well as sugarcane, soy milk, boiled eggs and peanuts.



Behavioral Experiments

In this study, we considered three experiments for which experimental results were previously published in Sarabian et al. (2018a), and which involved feeding decisions on soil- and/or fecally-contaminated food under different contamination contexts (i.e., high, gradient, past). We classified the bonobos into two age groups for both males and females: immature (infants and juveniles; 2–7 years) and mature (adolescents and adults; 8–22 years; see Supplementary Table 1 for details). To match with fecal sampling data (below), we considered a total of 39 individuals with 34 (22 matures; 17 females) in experiment 1, 33 (21 matures; 15 females) in experiment 2, and 32 (19 matures; 14 females) in experiment 3 (Supplementary Table 1). The first experiment aimed to test for bonobos’ avoidance of highly contaminated food by presenting three slices of apple—one of their favorite food items at the sanctuary (Rosati and Hare, 2011, 2013)—simultaneously: one slice covered with soil, one slice covered with feces, and one slice clean (control). The second experiment explored bonobos’ sensitivity to a gradient of contamination risk by presenting a “chain of contagion”; a single row of six banana slices with one of the slices at the extremity placed atop feces from a conspecific (Figure 1A). The third experiment examined whether bonobos are sensitive to previous contamination (with conspecific feces), potentially reflecting a lower perceived level of contamination. The experimenter presented two slices of banana, one put in contact with feces, the other not. The feces were then removed from view using a cardboard cover and the two slices of banana were presented to the subject. For each of these experiments, items were presented on a table behind enclosures’ doors from where we recorded each subject’s feeding decision.
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FIGURE 1. Levels of Balantioides coli infection (average number of trophozoites/cysts per gram of feces) according to feeding decisions in bonobos exposed to (A) a chain of contagion in exp. #2; (B) soil- and fecally-contaminated apple slices in exp. #1; and (C) previous contamination in exp. #3. Individuals (dots) feeding on contaminated food (red boxplots) tended to be significantly more infected with B. coli than individuals feeding on control food (blue boxplots) or not feeding at all (green boxplot in exp. #2).


In exp. 1, we considered the feeding response to contaminated apple slices (1 if they fed on soil- and/or feces-covered slices—see Results for details; 0 if they only fed on control items). In exp. 2, since our previous study (Sarabian et al., 2018a) reported feeding on contaminated (slices #1–2; atop and adjacent to feces, respectively) and uncontaminated slices of banana (#3–6), as well as not feeding at all despite approaching the experimental area, we considered three “feeding” categories (“contaminated”; “uncontaminated”; and “none”) instead of a binary response. The category “none” reflects a subject who approached to within 1 m of the experimental set-up—sometimes engaging with it (by e.g., touching the table/a food item or using a stick to reach the table)—but did not feed on any slice of banana. In exp. 3, we considered the feeding response to previously contaminated bananas (1 if they fed on the contaminated piece; 0 if they fed on the control only). Subjects were all tested in the morning/afternoon before feeding occurred to minimize the effect of potential satiety. All experiments and measured variables are described in greater detail in Sarabian et al. (2018a).



Fecal Sample Collection and Parasitological Analyses

Fecal samples were collected over the second half of June 2016 after bonobos awoke from sleep. The last anthelmintic treatment (Albendazole 400 mg) took place at the beginning of March 2016 (Mungongo et al., unpublished data) and no antiprotozoal treatments were conducted in the months preceding our study. Approximately 2 g of fecal matter was put in a 15 mL tube filled with sodium acetate-acetic acid-formaldehyde (SAF) solution. We processed 93 samples from 39 identified individuals (2.4 ± 1.3 samples individual–1; Supplementary Table 1) using fecal sedimentation and flotation (for a subset only; see below) procedures to identify and quantify parasite stages in feces (see Pomajbíková and Huzová, 2018). We used fecal egg/trophozoite/cyst counts (EPG: number of eggs gram–1 fecal sediment for metazoan parasites; T/CPG: number of trophozoites/cysts gram–1 fecal sediment for protozoan parasites) determined via microscopy using a McMaster slide as a proxy for parasite infection across subjects. The fecal sediment of each sample was screened 3 times (3 single McMaster chamber replicates; 3 chambers in total) and the average was used to calculate values of EPG or T/CPG. To test whether these counts were reliable, a second observer screened 11% (N = 10) of the samples using the same method and count procedures. In addition, the second observer processed the same 10 samples through different flotation solutions (Sheather’s sugar, Zinc sulfate, Sodium nitrate). Floated samples were screened twice (2 double McMaster chamber replicates; 4 chambers in total) and the average EPG or T/CPG was computed. We used Spearman’s rank correlation tests to compare for each parasite species: (1) inter-observer reliability examined after fecal sedimentation; and (2) inter-method reliability with the same observer. To maximize analytical efficiency in relating behavior with infection, we retained only parasites that reached a threshold of 30% prevalence in our samples. If results from our reliability tests across concentration methods differed, we used only the most sensitive method in our analyses.



Statistical Analyses

We built generalized linear mixed-effects models (GLMMs) to analyze how infection levels may covary with feeding decisions across experiments. Three models were constructed—one for each experiment—with the average EPG or T/CPG (across counts and samples) of each individual used as a count response. Each model used a negative binomial error structure to reflect the distribution of the EPG or T/CPG data. For predictor variables, we included feeding decision (#1: feed on contaminated apple slices or not; #2: feed on contaminated/uncontaminated banana slices or not; #3: feed on previously contaminated banana or not), and a combined age-sex category (mature female, mature male, immature female, immature male). Because we did not aim to explicitly test the mean difference between bonobos in different enclosures, we placed enclosure identity (E1, E2, E3, nursery) as a random effect in the models. Moreover, our study did not involve multiple trials per individual in the same experiment, so a repeated design was not necessary. All three models were fit using the package glmmTMB (Magnusson et al., 2020). We used the package lmtest (Hothorn et al., 2020) to compare full (fitted) models with all predictor variables included vs. null models with only variables to control for, i.e., “age-sex category” as a fixed effect and “enclosure” as a random effect, using likelihood ratio tests (LRT). When possible, we also compared full (fitted) models with potential interactions between terms of interest (i.e., feeding decisions and age-sex category; Sarabian et al., 2018a) vs. full models without interactions using LRT. Finally, we used the DHARMa package (Hartig, 2021) to test for homogeneity of residuals, homoscedasticity across variables, and the absence of zero-inflation in our data and no violations of model assumptions were found. All data were analyzed in R v.3.6.3 (R Core Team, 2020) and are accessible in the Supplementary Material.




RESULTS


Which Parasites Infect Bonobos at Lola ya Bonobo?

The most common parasite observed in our subjects with a prevalence of 64% was Balantioides coli (formerly known as Balantidium coli; Pomajbíková and Modrý, 2018); a protozoan acquired through the ingestion of fecally-contaminated food and/or water. The prevalence of the other protozoan found in the samples, Troglodytella sp., was 23%. Apart from these two protozoans, we did not detect any other gastrointestinal parasites during our examinations. Moreover, out of the 14 fecal samples in which T. sp. was detected, B. coli was detected only twice. T/CPG of the observed organisms derived from fecal sedimentation were highly correlated across observers (Spearman’s rank correlation; Balantioides coli obs1 vs. obs2: r = 0.92; p < 0.001; Troglodytella sp. CPG obs1 vs. obs2: r = 1; p < 0.001; see Supplementary Material). However, a correlation matrix of CPG counts for the 10 samples analyzed across all methods (sedimentation vs. flotation) did not always show high reliability for B. coli (Spearman’s rank correlation; sedimentation vs. sugar: r = 0.41; p = 0.073; vs. zinc sulfate: r = 0.66; p = 0.002; vs. sodium nitrate: r = 0.38; p = 0.096). Correlations were better for the detection of Troglodytella sp. (Spearman’s rank correlation; sedimentation vs. sugar: r = 0.86; p < 0.001; vs. zinc sulfate: r = 0.86; p < 0.001; vs. sodium nitrate: r = 0.74; p < 0.001). Fecal sedimentation provided the highest sensitivity for diagnostics of B. coli, and the largest counts, so we used these data to calculate T/CPG.



Does Avoidance of Contaminated Food Relate to Infection?

The proportions of individuals feeding on contaminated food in experiments #1–3 were 0.29, 0.42 and 0.75, respectively. Note that only 2 out of 34 individuals fed on fecally-contaminated apple slices in exp. 1, hence the regrouping of soil- and fecally-contaminated apple slices as “contaminated food” (Figure 1B). Only model #2 significantly outperformed its respective null model (LRT; #1: ΔLogLik = 0.37, Δd.f. = 1, p = 0.389; #2: ΔLogLik = 3.67, Δd.f. = 2, p = 0.026; #3: ΔLogLik = 0.79, Δd.f. = 1, p = 0.208; see Supplementary Table 2 for details). We thus retained the full model (#2) without interaction between the age-sex category and feeding because the latter was not outperformed by the model with interaction (LRT; ΔLogLik = 5.17, Δd.f. = 6, p = 0.112). We found that B. coli infection (T/CPG) was significantly lower in subjects who fed on uncontaminated banana slices and in others who did not feed compared to those who fed on contaminated slices in exp. 2 (GLM#2; uncontaminated vs. contaminated: z = −2.73, p = 0.006; none vs. contaminated: z = −3.13, p = 0.002; Figure 1A and Table 1). Moreover, subjects who did not feed and those who fed on uncontaminated banana slices did not significantly differ in levels of B. coli infection (z = −0.10, p = 0.923; Table 1). We also found that mature males were infected to a higher degree with B. coli than other age-sex categories (all 0.006 < p ≤ 0.07; see Table 1 for details)—a pattern we did not find in null models #1 and #3.


TABLE 1. Factors affecting variation in levels of Balantioides coli infection (CPG).

[image: Table 1]



DISCUSSION

This study revealed a negative correlation between bonobos’ aversion to contaminated food and infection with an oro-fecally transmitted and potentially pathogenic gastrointestinal parasite (Balantioides coli). We previously showed that bonobo feeding decisions were influenced by contamination risk, with individuals avoiding food associated with sensory cues of soil and/or conspecific feces (Sarabian et al., 2018a). Here, we show that bonobos who are sensitive to gradients of risk (exp. 2) may benefit from reduced parasite burdens. As was shown in previous studies of Japanese macaques (Sarabian and MacIntosh, 2015) and gray mouse lemurs (Poirotte and Kappeler, 2019), our results indicate that risk-averse bonobos may therefore have a fitness advantage over risk-prone individuals in their ability to minimize oro-fecally transmitted parasite acquisition. If so, our study supports the infection-avoidance hypothesis in a new host-parasite system, and one with close phylogenetic ties to our own human lineage.

Yet, the detection of a significant correlation between aversion and infection could only be highlighted in a certain context. In exp. 1, the level of contamination was quite high for two-thirds of the food items (slices of apple) presented—with about the same weight of contaminant (soil or feces) as the slice. Consequently, 71% of subjects only fed on control (clean) apples. This “high contamination—high aversion” context may not have allowed enough behavioral variation to reflect a difference in the magnitude of infection among “avoiders” and “risk takers” (Figure 1B). In comparison, contamination in exp. 2 followed a gradient as one slice of banana (on 6) was deposited atop feces, a second next to it and others in contact with the previous one. In this condition, 58% of subjects restricted themselves to uncontaminated slices (#3–6) or did not feed at all. Comparatively, contamination in exp. 3 only refers to a previous contamination event: one slice of banana was put in contact with conspecific feces for 5 s (see Sarabian et al., 2018a) before being presented to the tested subject along the control slice. Thus, only 25% of subjects restricted their feeding to the control item, which may reflect lower perceived levels of contamination (Figure 1C). The validity of the model and significance of the negative correlation between feeding decisions and infection in exp. 2 may be explained by the gradient of avoidance that could be expressed along that gradient of contamination. Indeed, B. coli T/CPG were not only significantly different between feeders of contaminated banana slices and non-feeders, but also between feeders of contaminated slices and feeders of non-contaminated slices (Figure 1A). However, non-feeders and feeders of non-contaminated slices did not significantly differ in their levels of infection. These results support the hypothesis that caution (e.g., opting for non-contaminated food or refraining altogether from feeding in potentially risky contexts) reduces infection risk, while also highlighting potential NCEs related to such feeding trade-offs.

Intestinal protozoa such as Balantioides coli (primarily known for colonizing the intestine of suids) are common parasites in non-human primates and can also infect humans (Petrželková and Huffman, 2018; Pomajbíková and Modrý, 2018; Poirotte and Charpentier, 2020). In African great apes, though, B. coli is more commonly found in captive groups than in their wild counterparts (Pomajbíková et al., 2010). One hypothesis for this difference may be the higher exposure to synanthropic rats in captivity, which have been pointed out as potential reservoirs of infection (Bogdanovich, 1955; Knezevich, 1998). Previous studies have also found an association between a starch-rich diet in captive chimpanzees and crop-raiding baboons (Papio anubis) and high intensities of B. coli infection (Schovancová et al., 2013; Weyher et al., 2006). Bonobos at Lola ya Bonobo did not rely especially on starchy food—although tubers, bananas and peanuts made up to 30% of their diet at the time of the study. Although Balantioides infections are usually asymptomatic in captive great apes, they can cause balantidiasis, with symptoms ranging from mild diarrhea to fulminating dysentery (see Pomajbíková and Modrý, 2018). Some individuals did have high infection intensities, with the most heavily infected individual being a 4-years-old female, born at the sanctuary and living in enclosure 3 (Supplementary Table 1). In comparison, Troglodytella sp. had a much lower prevalence (23%), which would not allow statistical modeling. Moreover, T. sp. was negatively associated with B. coli—a trait also observed in chimpanzees, potentially because the latter taxon makes the large intestine less suitable for T. abrassarti (McLennan et al., 2017). Most importantly, while B. coli is transmitted via the fecal-oral route and considered to be mildly pathogenic in chimpanzees (Pomajbíková et al., 2010), T. sp. is not, and is rather viewed as a symbiont with the function of participating in food digestion (Profousová et al., 2011).

Regardless of its pathogenicity, one important aspect of B. coli regarding our experiments is its transmission pathway. Infections are usually acquired by ingesting cysts in contaminated food or water (Schuster and Ramirez-Avila, 2008), or otherwise from contaminated substrata. Thus, if the parasite is less prevalent in bonobos that are more averse to contaminated foods, as our study found, this would suggest that avoidance is effective in reducing transmission via the fecal-oral route. These results build on previous findings in other primate species demonstrating a negative correlation between avoidance behaviors and infection with oro-fecally transmitted parasites (Sarabian and MacIntosh, 2015; Poirotte and Kappeler, 2019). To our knowledge, this is the first study to display a link between feces avoidance and the intensity of B. coli infection. Our previous work with Japanese macaques focused on intensity of infection with nematode parasites (Sarabian and MacIntosh, 2015), and Poirotte and Kappeler (2019) used parasite status/richness (i.e., number of nematode species present) as a proxy of infection in gray mouse lemurs. Thus, our results add to the growing body of literature showing that sensitivity to contamination can drive feeding decisions in primates, as they do in other taxa (Ezenwa, 2004; Anderson and McMullan, 2018; Coulson et al., 2018; Zélé et al., 2019).

Also in line with previous studies of primates, and according to our prediction, we also observed a significant male bias toward infection. Mature males exhibited significantly higher infection intensities than mature females and immature males. Recent analyses of fecal samples from wild bonobos also found a higher prevalence of gastrointestinal helminths in males compared to females, although no significant differences in estimated infection intensities between the sexes (Dardel, 2020). On the whole, therefore, results in bonobos appear in line with general patterns of male-biased parasitism in mammals (Zuk and McKean, 1996; Klein, 2000, 2004). From a behavioral perspective—in our experiments, at least—this is not intuitive as immatures fed on contaminated food and interacted with contaminated surfaces more often than mature bonobos, including males, and we observed little difference in the risk sensitivity of adult males and females (Sarabian et al., 2018a). Thus, while we cannot rule out behavior as a mechanism underlying male biases in infection among bonobos, other mechanisms may be at play. In wild male chimpanzees, testosterone and cortisol are associated with higher helminth and protozoa richness (Muehlenbein, 2006), which may be explained by the immunosuppressive activity of both hormones (reviewed in Sapolsky et al., 2000; Muehlenbein and Bribiescas, 2005). In turn, levels of fecal testosterone vary with the dominance rank of the individual, so that higher ranking individuals express higher testosterone levels and greater helminth (but not protozoan) richness (Muehlenbein and Watts, 2010). Further studies should thus investigate whether there is a link between dominance rank and levels of gastrointestinal parasite infection in bonobos, and whether their behavioral immunity has a role to play in this equation.

Related to an individual’s sex and age, its physiological resistance to or tolerance of infection may also have played a role in shaping patterns of infection observed here. For protozoa such as B. coli—which can fully replicate inside their hosts and cause chronic infections (Ponce-Gordo and García-Rodríguez, 2020)—the physiological immune response is particularly relevant in minimizing the load during or after establishment of the parasite. Hosts can handle parasitism in three ways, known as: avoidance, resistance and tolerance (Rivas et al., 2014). A previous study in salmonids (Salmo salar and Salmo trutta) showed the potential interplay between these defensive strategies, with i.e., the most resistant populations being the less avoidant and tolerant toward eye fluke (Diplostomum pseudospathaceum) infection (Klemme et al., 2020). We acknowledge that focusing on one mechanism could have ignored how other defense strategies may impact the “avoidance-infection” relationship. There is evidence supporting the hypothesis that behavioral and physiological responses are correlated across species (Hawley et al., 2011). For example, promiscuous primates appear to invest more in the production of immune cells such as white blood cells (Nunn et al., 2000; Nunn, 2002), while social insects express reduced immunity to parasites compared to asocial insects (e.g., Barribeau et al., 2015; López-Uribe et al., 2016). Both examples suggest an interplay between behavior and immune physiology. Whether such interactions also exist within species like bonobos, expressed through variable behavioral and immune phenotypes across individuals, has not yet been tested and would be a great start to have a more comprehensive view of parasite defense strategies in these social and endangered primates.

In conclusion, the behavioral immunity observed in bonobos may be a consequence of the direct effects of parasites (infection), reflecting on the first scale of a landscape of disgust: individual responses. However, indirect effects of parasites (i.e., NCEs) such as modulation of feeding decisions and social interactions also exist, and are often accompanied by trade-offs. As such, Japanese macaques would avoid feeding atop conspecific feces for a grain of wheat, but not for half a peanut (Sarabian and MacIntosh, 2015). Similarly, mandrills (Mandrillus sphinx) would avoid grooming group members highly infected with oro-fecally transmitted protozoa, except if they are maternal kin (Poirotte and Charpentier, 2020). Although the parasites in question here (i.e., oro-fecally transmitted helminth and protozoa) are not highly pathogenic, the fact that their main contaminant (i.e., feces) can harbor a wide diversity of pathogens, may have led primates to evolve a general avoidance response toward unknown fecal material (see Poirotte et al., 2019). The latter would provide increased fitness in “hygienic” individuals and may have precluded the need to develop cognitively demanding and costly detection and discrimination mechanisms specifically toward helminths and protozoa. Such a strategy may reflect innate tendencies to avoid feces, but could also be acquired through associative learning, which would explain why immatures are less cautious around risky contaminants. Mechanisms for such conditioning may include the association of feces sensory cues with digestive discomfort due to parasite infections acquired from contact with feces (Amoroso, 2021), and/or observational learning from adults making their own foraging decisions (e.g., Huffman and Hirata, 2004; Tarnaud and Yamagiwa, 2008). In sum, we highlight that the micro-landscape of disgust in a social primate can be dynamic and affected by multiple factors, behavior being among them. We thus encourage future studies to explore other correlates of the micro-landscape of disgust in animals.
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Predators kill and consume prey, but also scare living prey. Fitness of prey can be reduced by direct killing and consumption, but also by non-consumptive effects (NCEs) if prey show costly risk-induced trait responses (RITRs) to predators, which are meant to reduce predation risk. Recently, similarities between predators and parasites as natural enemies have been recognized, including their potential to cause victim RITRs and NCEs. However, plant-herbivore and animal host-parasite associations might be more comparable as victim-enemy systems in this context than either is to prey-predator systems. This is because plant herbivores and animal parasites are often invertebrate species that are typically smaller than their victims, generally cause lower lethality, and allow for further defensive responses by victims after consumption begins. Invertebrate herbivores can cause diverse RITRs in plants through various means, and animals also exhibit assorted RITRs to increased parasitism risk. This synthesis aims to broadly compare these two enemy-victim systems by highlighting the ways in which plants and animals perceive threat and respond with a range of induced victim trait responses that can provide pre-emptive defense against invertebrate enemies. We also review evidence that RITRs are costly in terms of reducing victim fitness or abundance, demonstrating how work with one victim-enemy system can inform the other with respect to the frequency and magnitude of RITRs and possible NCEs. We particularly highlight gaps in our knowledge about plant and animal host responses to their invertebrate enemies that may guide directions for future research. Comparing how potential plant and animal victims respond pre-emptively to the threat of consumption via RITRs will help to advance our understanding of natural enemy ecology and may have utility for pest and disease control.
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INTRODUCTION

On the surface, a tomato plant reacting to the presence of a hungry hornworm caterpillar and a squirrel to that of ticks in the vicinity might seem to have little in common. However, both may respond to the potential risk posed by these different natural enemies prior to any actual attack in surprisingly similar ways, and with broad similarities to that of animal prey responses to predators. Importantly, potential prey can respond to predation risk through various trait changes, from increased physiological stress to altered behaviors (see reviews by Peacor et al., 2013; Sheriff and Thaler, 2014; Sheriff et al., 2020b). For instance, prey will often avoid foraging in areas, or at times, with high predation risk (reviewed by Lima and Dill, 1990), and predator exposure can elevate levels of hormones in prey that are associated with a stress response (e.g., Dahl et al., 2012). Some of these induced prey responses may be costly (e.g., Sheriff et al., 2009), but broadly serve to reduce the odds of predator encounter, as well as better resist attack (reviews by Peacor et al., 2020; Sheriff et al., 2020b; Wirsing et al., 2021).

Critically, enemy risk-induced trait responses (RITRs) could result in non-consumptive effects (NCEs; see Glossary for list of commonly-used terms) if there are fitness costs to potential victims, or reductions in their abundance, irrespective of an actual attack involving consumption by the enemy (Peacor et al., 2020; Sheriff et al., 2020b). For example, female snowshoe hares exposed to non-contact simulated predation had smaller litters, and offspring in poorer condition, than unexposed hares (Sheriff et al., 2009). Such work subsumed under the “ecology of fear” has highlighted that predator NCEs should be considered alongside consumptive effects (CEs) in terms of implications for prey population dynamics, with a need for more empirical work to understand better their relative contributions and context-dependency (Sheriff et al., 2020b; Wirsing et al., 2021). In addition, enemy RITRs can affect how potential victims interact with other species, resulting in trait-mediated indirect effects (TMIEs) with community-level consequences (reviewed for prey-predator systems by Werner and Peacor, 2003). Prey-predator systems have been the primary focus for NCEs and TMIEs, but there are growing efforts to synthesize this area by considering other natural enemies, such as parasites and pathogens (e.g., Raffel et al., 2008; Buck et al., 2018; Weinstein et al., 2018a; Daversa et al., 2021).

The threat of infection by parasites or pathogens (hereafter, parasites) can cause various responses by potential animal hosts, including many behaviors that serve to avoid parasite contact or reduce the chances of parasite establishment (see reviews by Hart, 1990, 2011). Some of these RITRs may have associated costs that lead to NCEs. For instance, small mammals and larval amphibians will forego foraging opportunities in areas containing helminth infectious stages or ectoparasites (Fritzsche and Allan, 2012; Koprivnikar and Penalva, 2015). As with predator RITRs, those exhibited by potential hosts to reduce their risk of parasitism could also result in TMIEs (Buck and Ripple, 2017).

While it is important and useful to consider and contrast animal prey-predator and host-parasite interactions in the context of natural enemy ecology, certain characteristics of these two victim-enemy systems are different. Predators can be larger than their victims, and consumption is typically immediate, short-term, and lethal for prey; in comparison, hosts are typically larger than their parasites, and consumption by the latter is often not lethal (Lafferty and Kuris, 2002; Raffel et al., 2008; Cortez and Duffy, 2020). For these reasons and others detailed below, we suggest that plants and their invertebrate herbivores represent a victim-enemy system which may provide a particularly useful comparison to that of animal host-parasite. It is our hope that this comparison will help us better understand the varied scope and mechanistic underpinnings of enemy RITRs, including their capacity to affect victim fitness and abundance (via NCEs), or influence other community members (via TMIEs).

In this synthesis, we highlight commonalities and differences between plant-herbivore and animal host-parasite systems that could help direct future studies of RITRs and NCEs for both victim-enemy types, as well as assist in broadly integrating knowledge of natural enemy ecology. We consider RITRs as a temporal sequence of key steps that can lead to NCEs (see Figure 1), comparing known and possible aspects for both animal and plant victims of invertebrate parasites and herbivores, respectively. We first examine victim perception of cues related to enemy risk (pre- and post-contact, but without consumption), followed by trait responses in potential victims, and then whether such RITRs can lead to NCEs (population-level consequences), or TMIEs (community-level implications). We do not seek to comprehensively review plant and animal defensive responses to their natural enemies, or to detail the entire suite of RITRs, NCEs and TMIEs reported to date; rather, we aim to highlight how work with one victim-enemy system can potentially inform the other.
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FIGURE 1. Select broad similarities between plant-herbivore and host-parasite systems for the temporal sequence of events that can cause these natural enemies to have non-consumptive effects (NCEs): (A) perception of respective natural enemies; (B) enemy risk-induced trait responses (RITRs) related to victim resistance; and, (C) potential NCEs of enemy on victim. Specific pathways that are shared or unique between plant and animal victims for (A–C): (a) chemical(s) generated by conspecific under attack, (b) tactile enemy perception, (c) enemy-generated chemical(s), i.e., kairomones, (d) risk proxies (conspecific feces, herbivore eggs), (e) production of secondary metabolites, (f) solicitation of enemy removal (chemical signals, energetic rewards), (g) morphology (trichomes, toughness), (h) spatial avoidance (conspecifics, enemies, proxies), (i) susceptibility to multiple enemies, (j) reduced growth or condition, (k) reduced reproduction, (l) metabolic costs, (m) altered foraging. Original silhouettes obtained from PhyloPic (http://phylopic.org).





NATURAL ENEMY SYSTEMS: PLANT-HERBIVORE VS. ANIMAL HOST-PARASITE ATTRIBUTES

To the best of our knowledge, a paradigm involving plants and animals as victims of invertebrate herbivores and parasites in the context of RITRs and NCEs has neither been posited nor evaluated. As victims, there are certain key biological and ecological similarities in how plants and animals interact with their invertebrate herbivore and parasite enemies, respectively—more so than either of these compared to prey and predators, even though comparisons between the latter and host-parasite associations have been the primary focus thus far (e.g., Raffel et al., 2008; Buck and Ripple, 2017; Daversa et al., 2021). Considering similarities between plants and animals as victims of predators has been useful for evaluating the timing of defensive investment and fitness loss (Sheriff et al., 2020a). Comparing these two taxa as victims of parasites has also provided a framework for better understanding ecological immunity and infection tolerance (Baucom and de Roode, 2011). Additionally, considering strategies for parasite avoidance by animals may inform research into the ways in which plants “avoid” their parasites (Buck et al., 2018). Could comparisons of plant-herbivore and animal-parasite systems also be informative?

Whereas plant and animal victims of herbivores and parasites, respectively, have certain inherent differences (e.g., plants cannot flee herbivores), these victims also share biological similarities relevant for enemy risk perception and costly trait responses. Notably, invertebrate herbivores and animal parasites from a wide range of taxa with differing ecologies pose a ubiquitous threat to their potential victims through their sheer diversity and abundance (Howe and Jander, 2008; Buck et al., 2018). While we focus on herbivorous arthropods given the substantial and long-standing threat that they pose to plants (Howe and Jander, 2008), we also consider other invertebrates (e.g., mollusks). As such, “herbivore(s)” hereafter refers to invertebrate consumers of plant material. Importantly, because parasites of animals are also overwhelmingly invertebrates (Leung, 2014), they are more directly comparable to invertebrate herbivores as enemies.

As noted above, plants and animals not only both face constant challenges from a diverse array of invertebrate enemies, but their relationships with the latter also share important similarities. First, plant and animal victims tend to be larger in size relative to their herbivores and parasites, which is only sometimes the case for animal predators and their prey. Secondly, given the sheer number of species represented by invertebrate herbivores and animal parasites (Howe and Jander, 2008), many have a high degree of specificity for particular victims (Bernays and Graham, 1988; Combes, 2001). Last, and most important, consumption by herbivores or parasites of their respective victims is rarely lethal, in contrast to predators of animal prey (Buck and Ripple, 2017; Cortez and Duffy, 2020; Sheriff et al., 2020a). While enemy encounter is likely relatively frequent and prolonged, the nature and capacity for victim damage by herbivores and parasites is limited compared to damage to animal prey caused by predators.

Notably, how parasites or herbivores attack and damage their victims typically differs from predator-prey systems in terms of modularity—only one specific part of the victim may be targeted, resulting in relatively localized harm. Parasites typically confine themselves to specific host tissues or organs (Adamson and Caira, 1994), and the compartmentalized nature of plants means that an attack on one part (e.g., a single leaf) may be analogous to that on a single individual (Karban et al., 2016). Wound-induced vascular leakage is thus less problematic for plants and hosts compared to prey. Predators also frequently consume so much of their victim such that surviving the attack is not possible—unlike other natural enemies. As such, a host under parasite attack likely faces a threat of further consumption, just as do plants attacked by herbivores. In contrast, future risk of predation should not be an issue when prey is being consumed by a predator.

For these reasons, invertebrate herbivores may be more like parasites than predators (Raffel et al., 2008). We recognize that the distinction is somewhat fluid—e.g., attack from parasitoids might be more similar to attack from predators than from parasites or herbivores. In the case of highly lethal enemies such as parasitoids and predators, we might thus expect particularly strong pre-emptive defenses in potential victims because post-attack responses are limited. Conversely, there is potential for further defensive responses after encounter is initiated for both plant-herbivore and animal-parasite associations—this potential, if realized, might place a constraint on the evolution of flexible, pre-emptive defenses in those two victim-enemy systems. When considering the evolution of pre-emptive defenses in the form of RITRs, and the NCEs associated with them, it is therefore important to bear in mind any contexts in which pre-emptive defenses might not be expressed.

In terms of defense, plants can invest in tolerance and/or resistance against herbivores (Agrawal and Fishbein, 2008; Kant et al., 2015), as can animal hosts against parasites (Sheldon and Verhulst, 1996; Råberg et al., 2009). In stark contrast, although some prey are capable of escape through autotomy or other strategies, it is not intuitive how most animal prey would invest in tolerance against a predator attack. As such, plant-herbivore and animal host-parasite systems could be particularly useful to compare in the context of enemy RITRs related to resistance. Notably, the allocation costs associated with phenotypic plasticity in traits related to victim resistance are central to evaluating NCEs (Peacor et al., 2020). Because both of these victim types may face trade-offs between investments in resistance and tolerance, this could constrain enemy risk-induced pre-emptive defenses compared to those of animal prey in response to predators. We thus expect pre-emptive defenses to be more common, and perhaps stronger, for prey than for plants and animal hosts—the latter two victim types have alternative avenues for adaptive responses available to them. In addition, victims that are likely to incur large costs if attacked, such as fitness losses, are predicted to perceive and respond to elevated enemy risk relatively early in the attack sequence compared to organisms with lower proportional cost(s) if attacked (Sheriff et al., 2020a). Plant and animal hosts are more similar in the expectation of delayed timing of a response than either is to prey.

The following subsections thus consider a temporal sequence involving perception of enemy risk, defensive trait changes in response to the risk posed (RITRs), and the putative costs (NCEs) of those responses for plant-herbivore and animal host-parasite systems (Figure 1). We also briefly consider the potential for TMIEs in both victim-enemy systems.


Perception of Enemy Risk

Plants and animals clearly have different sensory structures and capabilities, yet both may perceive cues related to the risk of attack by herbivores or parasites, respectively, in similar ways—just as for their perception of predators (Sheriff et al., 2020a). These natural enemies may be perceived pre-contact, during physical contact before consumption occurs, or even after some minor attack that has not yet incurred meaningful energetic costs to the victim. Because herbivores and parasites take some time to establish a successful feeding (consumptive) relationship compared to predators of animals (Raffel et al., 2008), this post-contact (but pre-consumption) time lag may represent a source of NCEs that is fairly unique to these two types of natural enemy, but also affects victim reliance on pre- vs. post-contact risk cues. Importantly, if consumption does not almost immediately begin after enemy contact, then potential victims of parasites or herbivores could still have time to react as compared to animal prey (Rigby et al., 2002), and thus rely relatively less on pre-contact signals of increased risk.

Pre-contact, plants and animals may perceive cues emanating from the enemy itself, e.g., chemicals such as kairomones (Ruther et al., 2002), or from conspecifics that have made contact or are undergoing consumption (Hart, 1990; Kant et al., 2015; Behringer et al., 2018). While the latter can clearly result in direct fitness reductions (CEs) for the individual(s) being consumed (and their kin), there is enormous potential to generate cues that contain information about the threat posed by shared enemies, thereby causing enemy RITRs which can cause NCEs in other individuals not under attack. Actual physical contact is also perceived by potential victims through various means, and can trigger responses to avoid progression into the consumption phase. Lacking eyes and ears, plants primarily rely on chemical and tactile cues related to herbivore presence.

There are a variety of ways by which plants can directly perceive their herbivorous natural enemies (see reviews by Howe and Jander, 2008; Fürstenberg-Hägg et al., 2013; Aljbory and Chen, 2018). Some of these cues do not require physical contact between the plant and herbivore, while others come into play after initial contact has been made, but before consumption begins (or in its initial stages before a plant response curtails the attack). Pre-contact, plants can perceive herbivore-generated chemicals used for intraspecific communication, meaning that pheromones can also act as kairomones if they have interspecific effects (Ruther et al., 2002). For instance, cotton plants exhibited a defensive response to boll weevil aggregation pheromones (Magalhães et al., 2019).

Post-contact, chemical and tactile cues appear to play roles in directly detecting risks from herbivory, such as snail mucous trails that induced a defensive response in thale cress (Falk et al., 2014). Other important post-contact chemical signals include arthropod oral secretions and excrement (frass), as well as plant cell wall fragments (Howe and Jander, 2008; Fürstenberg-Hägg et al., 2013; Ray et al., 2015, 2016; Aljbory and Chen, 2018). A heightened risk of herbivory can be sensed by tactile cues alone. Plants can detect various vibrations emanating from herbivores, such as those generated by chewing (e.g., Kollasch et al., 2020). Even light touches by arthropod feet can be perceived via plant epidermal hairs (trichomes) and elicit defensive responses (e.g., Peiffer et al., 2009). Not surprisingly, oviposition by herbivorous arthropods induces defense-related trait responses, following from both chemical (such as adherents) and tactile elements (reviewed by Hilker and Meiners, 2006).

Plants can gather information about the threat posed by herbivores through indirect means as well. Chemical cues from other individuals undergoing attack may play a particularly important role in enemy RITRs. Notably, plants rapidly emit biogenic volatile organic compounds (VOCs) in response to the first signs of consumption by herbivores (reviews by Howe and Jander, 2008; Aljbory and Chen, 2018; Ameye et al., 2018). Of herbivore-induced plant volatiles (HIPVs), green leaf volatiles (GLVs), which are comprised of six-carbon compounds (e.g., alcohols, aldehydes and esters), represent a particularly important subgroup. HIPVs in this subgroup can act as repellents in herbivore defense, but also induce or prime plant resistance against herbivory (Ameye et al., 2018).

The primary function of such HIPVs appears to be the rapid communication of risk to other parts of the same individual not yet under attack; internal chemical signals are less effective given the modular structure of most plants, thus airborne volatiles convey information faster (Fürstenberg-Hägg et al., 2013). In addition, plant parts that are in similar spatial locations may not share much vascular connection (e.g., two leaves from separate main-stem branches can be next to each other spatially but far apart vascularly). Recognition of these airborne chemicals in turn triggers molecular and physiological cascades that can induce trait changes related to resistance. Intriguingly, there is evidence that other plants (of the same or different species) may “eavesdrop” on such chemical signals, exhibiting trait changes in response to perceived enemy risk (reviews by Karban et al., 2014; Ameye et al., 2018; Bouwmeester et al., 2019). For example, undamaged, neighboring lima bean plants were able to recognize HIPVs from attacked plants, activating a defensive response in the form of extra-floral nectaries to attract enemies of herbivores (Kost and Heil, 2006).

In a similar vein, chemicals are thought to play a large role in animal perception of parasite risk considering that hosts are invariably larger than parasite infective stages (Lafferty and Kuris, 2002), and the latter are typically limited in their motility and generation of audiovisual cues. Whereas plants do not have eyes and ears to detect herbivores, such sensory structures, while present in animals, may be of limited use for gauging risk from minute infective stages of parasites. Chemical and tactile cues are thus expected to be more important signals of parasite presence than audiovisual cues. Like plants, potential animal victims respond to pre-contact chemical signals directly generated by the natural enemy, as well as those from conspecifics being attacked or consumed (Curtis, 2014; Buck et al., 2018).

In terms of chemical cues, animals may use parasite-associated proxies to gauge infection risk (Curtis, 2014; Buck et al., 2018). An inherent “disgust response” to fecal matter can serve to reduce contact with parasite infectious stages such as helminth eggs or larvae if their direct detection through odor or other means is difficult (Curtis et al., 2011; Sharp et al., 2015). A heterogenous “landscape of disgust” may thus drive spatial use decisions by potential hosts in response to proxies signaling parasite presence (Weinstein et al., 2018a; Kavaliers et al., 2019). That being said, direct chemical detection of parasites by potential hosts occurs. For instance, larval amphibians respond to dead trematode (parasitic fluke) infectious stages in the water through spatial avoidance (Koprivnikar and Penalva, 2015). This research supports the view that parasite risk can be perceived via parasite-derived chemical cues given the absence of other possible signals (e.g., vibrations).

Notably, animals under attack by parasites can emit chemical cues that transmit information about this danger to other individuals. Just as the breach of plant cell membranes can trigger the release of specific chemicals (Fürstenberg-Hägg et al., 2013), similar chemical releases can occur when animal tissues are damaged. The release of “alarm cues” as a result of predator-induced physical damage has been well-studied for certain prey, especially in aquatic habitats, and these alarm cues are readily perceived by conspecifics (see review by Ferrari et al., 2010). Some parasites cause damage to external host tissues that may generate chemical cues, as reported for parasites penetrating fish epidermis containing specialized alarm or club cells (Chivers et al., 2007). Conspecifics react to such chemicals—juvenile trout exhibited distinct behaviors in response to tank water from other trout exposed to a skin-penetrating trematode (Poulin et al., 1999). Beyond perceiving chemical cues associated with attack of a conspecific by parasites attempting to establish, it is also possible to detect individuals with already-established infections through chemosensory means. This has been observed with various animals, including amphibians, crustaceans, and rodents (e.g., Kiesecker et al., 1999; Behringer et al., 2006; Kavaliers et al., 2020).

Pre-contact, potential hosts can likely detect the presence of parasites in other ways. For instance, larval amphibians avoid areas with live infectious stages of trematode parasites, possibly detecting water vibrations generated by these free-swimming parasites in addition to potential chemical cues (Rohr et al., 2009). There are also reports of terrestrial animals reacting to parasites in the absence of contact where the sensory mechanisms involved are unknown. As an example, fruit flies (Drosophila) respond to the mere presence of parasitic mites separated by a fine mesh screen, but it is not clear whether these enemies are detected through chemical or visual means (Horn and Luong, 2018).

Physical contact with parasites during the pre-consumption phase, or in the initial stages of consumption, is thought to be perceived by potential animal hosts through various tactile means (see review by Kupfer and Fessler, 2018). Contact with ectoparasites, such as ticks and mites, quickly results in behavioral responses in a variety of animal species, from insects to mammals (see reviews by Zhukovskaya et al., 2013; Hart and Hart, 2018). Such immediate behavioral responses also occur in response to penetrating endoparasites. For example, larval amphibians respond to initial contact with free-swimming trematode infectious stages by engaging in characteristic defensive behaviors (e.g., Koprivnikar et al., 2006).

So, how do plants and animals compare in their perception of risk cues associated with their respective herbivore and parasite natural enemies? Chemical cues clearly play a large role for plants pre- and post-contact, and compound-specific attributes may allow plants to perceive specific risk associated with particular herbivores (Agrawal, 2005; Duran-Flores and Heil, 2016). Importantly, herbivores often exhibit species-specific feeding preferences (Bernays and Graham, 1988), and can be grouped into different feeding guilds (e.g., chewers vs. piercers). Plants respond differently to herbivores from different feeding guilds (Ali and Agrawal, 2012), and stronger responses to oviposition by specialist vs. generalist herbivores have been reported (Pashalidou et al., 2013). HIPVs released by plants under attack seemingly convey specific information as to the nature of the threat (Kant et al., 2009; Ameye et al., 2018). Other plants “eavesdropping” on these chemicals may therefore fine-tune their induced response(s) (Kant et al., 2009), and specific HIPVs may selectively attract appropriate enemies of the attacking herbivore (De Moraes et al., 1998).

Like plants and herbivory risk, various animals perceive parasite threat through chemical cues (Behringer et al., 2018; Kavaliers et al., 2020), although most studies to date have focused on particular host taxa, especially nematodes, honeybees, amphibians, and rodents (Sarabian et al., 2018). There is also evidence that animals, like plants, may be able to gauge more subtle aspects of risk through chemosensory means, such as parasite transmission potential and host compatibility (Sharp et al., 2015). For instance, uninfected guppies avoided both chemical and visual cues associated with conspecifics harboring an ectoparasite only in the later stages of infection when direct transmission was most likely (Stephenson et al., 2018).

In studying risk-associated chemical cues, it is also important to consider receptors to highlight the molecular and physiological pathways that are engaged in eliciting responses, and to further elucidate which taxa have evolved specific capability of perceiving enemy risk through chemosensory means. For plants, a receptor has been identified for only one HIPV (ethylene), and finding others represents a key area of further study (Ameye et al., 2018; Karban, 2020). Similarly, the olfactory structures involved with animal detection of parasite-associated chemical cues have been identified only in a few species, primarily rodents and fish (e.g., Wisenden, 2014; Boillat et al., 2015).

Although plants and animals are unlikely to share actual compounds and receptors involved in perceiving enemy risk, broad comparisons of these two victims are still possible to consider the ecological and evolutionary context for features of reliable enemy cues. These comparisons suggest a number of interesting questions, some of which we propose below:


1.For plant-herbivore and animal host-parasite systems, are cues from the enemy or those from attacked conspecifics more readily perceived and/or influential in eliciting responses?

2.Spatiotemporal aspects also are important to consider. Are chemical cues more reliable if they persist in space and time, or are they more effective in conveying immediate risk if they degrade relatively quickly, as seen with certain predation-related cues (e.g., Ferrari et al., 2007)?

3.Other key factors involve the nature of information conveyed by chemical signals of enemy risk. Do cues generated by plant or animal conspecifics experiencing attack or consumption tend to be general indicators of physical damage, or are they specific to the natural enemy?

4.Do victim responses to herbivore or parasite risk generally require a minimum threshold concentration to be exceeded, as with predator cues (Harvell, 1990)? In addition, is this risk perceived in a concentration-dependent manner? This is seen for induced resistance by plants in response to direct damage by herbivores (e.g., Underwood, 2000).

5.The potential audience for enemy risk-associated chemicals (generated by the enemy itself, or victims experiencing attack/consumption) is also a consideration. Are these cues primarily perceived by members of the same species, or by others as well, be they potential victims or natural enemies? Cues with a narrow audience should have more limited scope for NCEs or TMIEs.

6.Are there temporal changes in cue generation or reception? For instance, receivers could become acclimated to parasite or herbivore risk-associated cues rather than remain in a prolonged state of heightened response, or become conditioned to respond faster—both possibilities have been reported for predation-associated cues (e.g., Vilhunen, 2006; Imre et al., 2016).

7.Natural enemies like parasites should benefit from being as cryptic as possible before attacking (Poulin, 2007). Is there selective pressure for any detectable chemical cues to change, and thereby complicate perception by potential victims, as seen for coevolutionary dynamics between social parasites and their victims (e.g., Brandt et al., 2005)?





Enemy Risk-Induced Trait Responses as Defensive Responses

Although resistance against natural enemies can involve constitutive and/or induced traits, only the latter are of relevance for causing NCEs, i.e., there are specific fitness costs associated with expressing phenotypic plasticity as a response to changed risk (Peacor et al., 2020). Induced trait changes encompass a broad suite of strategies used by potential victims to reduce enemy encounter, and/or the likelihood of a successful attack resulting in consumption. While the latter represent adaptive responses that may have associated costs, there is presumably a net benefit; however, maladaptive responses are also possible if the overall costs outweigh the benefits (e.g., Sih et al., 2010; Orrock et al., 2015). For instance, predator-induced increases in prey stress-associated hormones could be beneficial in some ways as a pre-emptive defense (e.g., readiness to fight or flee; Sapolsky et al., 2000), but not in others, such as chronic hormone elevations that take a physiological toll and reduce reproduction (e.g., Sheriff et al., 2009).

Here, we follow the standardized framework and terminology suggested by Peacor et al. (2020) for induced trait responses of prey to predation risk (RITRs), but include herbivores and parasites within this context in terms of potential effects on their victims without or prior to consumption. Critically, enemy RITRs are not interchangeable with NCEs. Rather, RITRs brought about by victim perception of increased natural enemy threat can result in NCEs if these reduce victim abundance or fitness through direct means (e.g., energy reallocation), or affect victim interactions with others in ways that reduce fitness indirectly (Peacor et al., 2020). In other words, all NCEs require costly RITRs, but not all RITRs lead to NCEs if these costs do not demonstrably reduce victim fitness or abundance. Additionally, victim trait alterations could affect the fitness and abundance of a third species, with possible cascading effects involving yet other species; these latter two consequences represent TMIEs (Peacor et al., 2020). To compare the potential for herbivores and parasites to cause NCEs for their plant and animal victims, respectively, it is thus necessary to first consider the scope and nature of RITRs.

We consider research on animal hosts first to highlight a major contrast with plant responses; namely, studies of induced responses to a perceived threat of parasitism have heavily focused on behavioral resistance. These defensive behaviors include those that reduce parasite encounter, or remove parasites before they can establish and incur costs (see reviews by Hart, 1990; Hart and Hart, 2018). Spatial avoidance behavior of hosts to parasite infectious stages, or to proxies such as feces, is well-documented. For instance, grazing mammals forego foraging near patches containing fecal matter (see reviews by Hutchings et al., 2000; Coulson et al., 2018), especially if the fecal material is relatively “fresh” (e.g., Hutchings et al., 1998). Such avoidance behavior can be well-matched to the species’ risk of infection by the parasites in question (Sharp et al., 2015; Weinstein et al., 2018b). There are many excellent examples of behavioral avoidance of parasites by animals (see reviews by Hart, 1990; Behringer et al., 2018); we have limited our discussion of this trait expression here given that adult plants obviously have little capacity for movement in order to avoid contact with herbivores.

Post-contact behavioral resistance by animals is also common, especially for those under attack by ectoparasites (Hart and Hart, 2018). Grooming to remove these parasites before they can establish a prolonged consumptive relationship is a particularly important defensive behavior. Self-grooming is seen in many potential hosts, from insects to mammals and birds (Mooring et al., 2004; Zhukovskaya et al., 2013; Bush and Clayton, 2018), and allo-grooming by members of the same species is also seen in various taxa (e.g., Akinyi et al., 2013). Also, interspecific mutualisms can be critical for ectoparasite removal. For instance, cleaner fish and shrimp are highly effective at removing a variety of ectoparasites from their clients (reviewed by Vaughan et al., 2017), with clients spending a considerable amount of time engaged in cleaning activities if heavily infected (e.g., Grutter, 2001). Here, the behavior of the host is critical in moving to, or remaining at, a cleaning station. Conversely, plants recruit their mutualists (enemies of herbivores) through chemical cues, and not by moving to them (see below).

Compared to parasite risk-induced behavioral changes, there are fewer studies of morphological or physiological trait alterations in animal hosts. As a result, relatively less is known about potential changes in such traits, but recent investigations are broadening our knowledge. For instance, the simple presence of parasites in the vicinity has been reported to alter metabolic activity in potential hosts. Drosophila exposed to parasite mites separated by a screen (i.e., no contact possible) increased their metabolic rate (Luong et al., 2017), and this was also seen in fish exposed to motile trematode infectious stages (Nadler et al., 2021). Conversely, larval amphibians with non-contact exposure to trematodes did not exhibit changes in hormones associated with a stress response (Marino et al., 2014).

In contrast to animals and parasite risk, it is not surprising that studies of RITRs in plants primarily involve morphology or physiology given the limited scope of plants for behavioral resistance in response to increased herbivory risk. Of these, changes in the levels of endogenous chemicals representing plant secondary metabolites (PSMs) are well-known (Chen, 2008; Carmona et al., 2011). These metabolites encompass a wide array of compounds, but many (e.g., alkaloids and terpenes) defend against herbivory via deterrent or toxic effects (reviews by Bennett and Wallsgrove, 1994; Fürstenberg-Hägg et al., 2013; Erb and Kliebenstein, 2020). In response to cues signaling early or imminent attack by herbivores (see preceding subsection), specific physiological pathways are rapidly activated in plants. The phytohormones jasmonic acid and salicylic acid play key roles, along with the VOC ethylene, triggering the transcription of various defense-related genes (detailed reviews by Howe and Jander, 2008; Fürstenberg-Hägg et al., 2013; Kant et al., 2015).

Beyond induced changes in chemicals such as secondary metabolites, plants that perceive an elevated risk of herbivory can initiate morphological trait alterations that increase their resistance. These include increasing leaf toughness and producing more trichomes to limit herbivore contact through mechanical interference (Fürstenberg-Hägg et al., 2013; Kant et al., 2015). However, it is important to note that cues signaling a threat of herbivory may not result in immediate trait changes, but rather, cause “priming” that allows for a rapid response if the threat continues or an actual attack begins (see Frost et al., 2008; Karban, 2011). This is similar to the “immune-priming” shown by insects if they are exposed to, but not successfully infected by, parasites (reviewed by Sheehan et al., 2020), or in response to cues signaling heightened infection risk, such as crowded conditions, a.k.a. density-dependent prophylaxis (see Wilson and Cotter, 2009).

While plants cannot engage in behavioral resistance to avoid herbivore encounter (but see Dicke, 2009), they still have effective ways to remove these before significant damage occurs. Just like certain animals trying to rid themselves of ectoparasites by soliciting assistance, plants can do so by involving another species. Notably, HIPVs released in response to herbivore attack are not only perceived by other plants, but are known to serve as signals to enemies of those herbivores, including parasitoids and predators (see reviews by Aljbory and Chen, 2018; Pearse et al., 2020). Such interactions among plants, herbivores, and enemies of herbivores represent well-established examples of enemy-related trophic cascades (see Turlings and Erb, 2018). Removal of herbivores by soliciting another species could thus be considered as a type of induced behavioral response by plants.

In highlighting key findings related to enemy RITRs for plant-herbivore and animal host-parasite systems, it is obvious that the traits primarily considered to date differ considerably, i.e., principally behaviors for animals, and morphology or physiology for plants. However, broad patterns can be informative when considering the potential for RITRs to cause NCEs; here we highlight select questions regarding relationships among defense components:


1.Do potential hosts that invest relatively heavily in constitutive resistance (e.g., high innate immunity) exhibit reduced capacity in terms of parasite RITRs? Some studies have reported trade-offs in plants with respect to their investment in constitutive vs. induced resistance (see Kempel et al., 2011). The extent to which this occurs for animals is not clear (e.g., Klemme et al., 2020; Schreier and Grindstaff, 2020), but could have significance for NCEs. Host life history and parasite characteristics (e.g., virulence) are also expected to affect the relative cost(s) of investment in constitutive versus induced defense (Boots and Best, 2018) – these additional factors may have implications for expression of RITRs. Intra- and interspecific variation in resistance investment could thus influence the potential for parasites to cause NCEs depending on whether there is limited or expanded scope for parasite RITRs.

2.Are there relationships among enemy RITRs for both victim systems? Plants have been described as “jacks of all trades, and masters of all trades” when it comes to trade-offs among induced traits (Koricheva et al., 2004), i.e., they apparently exhibit few obvious limitations in this context (Karban, 2011). In fact, plants often exhibit “defense syndromes” that consist of suites of positively-correlated response traits (Agrawal and Fishbein, 2006). Whether there are associations among parasite RITRs in animals remains largely unexplored.

3.If suites of RITRs are observed, are NCEs more detectable? Notably, allocation, opportunity, or ecological costs (see Glossary) might be higher if RITRs are positively correlated. Parasite RITRs could have negative or positive underlying relationships among themselves, thereby affecting the potential for NCEs and TMIEs to result. Such underlying trait covariation has been identified as an important means by which parasites can alter the behaviors of infected hosts in complex ways (Poulin, 2013).





Non-consumptive Effects of Natural Enemies

As detailed above, enemy RITRs must cause reductions in victim fitness or abundance to be considered as NCEs (Peacor et al., 2020). Based on these criteria, surprisingly few studies have actually demonstrated NCEs related to natural enemy presence, even for predator-prey interactions (Sheriff et al., 2020b). Various logistical hurdles make it difficult to directly assess how natural enemy presence affects victim fitness (reproduction, recruitment, and mortality), and especially abundance, for most systems (Sheriff et al., 2020b). However, inconsistency in terminology also poses problems because “non-consumptive effect” has been widely used to describe a trait change in a potential victim that occurs prior to actual meaningful consumption by a natural enemy (Peacor et al., 2020). In the absence of direct measures of victim fitness or abundance when evaluating the costs(s) of enemy RITRs, the strongest case for potential NCEs can thus be made when evaluating traits that serve as good proxies for fitness (e.g., condition or growth rate—Sheriff et al., 2020b).

Many studies have examined whether plants experience fitness reductions as a result of induced defensive responses to actual herbivory; however, those studies often consider costs by measuring traits correlated with fitness, especially growth or development (e.g., plant size and seed germination), or physiological aspects such as photosynthesis (see Cipollini et al., 2003; Züst and Agrawal, 2017). When evaluating herbivore NCEs on plants in response to heightened risk alone (i.e., no consumption), these same correlative traits should be relevant for inferring potential fitness costs. For instance, the growth of maize seedlings was significantly reduced if these were exposed to GLVs emitted by neighbors (Engelberth and Engelberth, 2019). In contrast, wild tobacco plants exposed to HIPVs emanating from damaged sagebrush actually produced more seeds relative to controls (Karban and Maron, 2002). This latter response might have been a form of terminal investment preceding herbivory.

Costs may occur through direct means, such as energy reallocation to herbivore resistance, or manifest as ecological or opportunity costs by altering inter- or intraspecific interactions (Cipollini et al., 2003). Notably, plants eavesdropping on HIPVs may undergo trait changes that make them inferior or superior competitors against the same or different species (reviewed by Dicke and Baldwin, 2010). Herbivore RITRs, such as increased lignin content after plant exposure to GLVs, can also affect plant susceptibility to pathogens and parasites (e.g., Kishimoto et al., 2006), thereby influencing plant fitness.

In terms of parasite RITRs in animals, very few studies have reported direct reductions in fitness or abundance. As previously mentioned, Drosophila show increased metabolic rates in the presence of physically-separated parasitic mites, and this caused reductions in both fly fecundity and longevity (Horn and Luong, 2018). Overall, it is likely that fitness costs (i.e., NCEs) are associated with changes in victim traits if the latter involve substantial energy use that cannot be compensated for, such as through increased feeding. With this in mind, it is probable that behavioral RITRs to parasite threat are associated with fitness costs. As individuals of many species forego foraging opportunities in order to reduce their chances of parasite encounter (e.g., Fritzsche and Allan, 2012; Koprivnikar and Penalva, 2015; Weinstein et al., 2018b), this avoidance may reduce energy intake—similar to predator effects (Peacor et al., 2020). More work is needed to determine whether such avoidance behaviors often have negative effects on direct fitness measures or reasonable proxies.

The fitness costs of enemy RITRs have been more straightforward to evaluate from plants than from animals. Direct negative effects on plant reproduction or population abundance as a result of herbivore RITRs have been reported (e.g., Yip et al., 2019), but net benefits have also been seen, such as for neighboring plants exposed to HIPVs (Karban et al., 2012). Fitness consequences in plants are easier to infer because good proxies are available (Cipollini et al., 2003). In contrast, relatively few studies have demonstrated parasite RITRs translating into NCEs for animals. Future investigations should specifically consider reasonable fitness correlates of RITRs, similar to plant-herbivore studies.



Trait-Mediated Indirect Effects

Our focus thus far has been on enemy RITRs in plant-herbivore and animal parasite-host systems in terms of their potential to cause NCEs, but we briefly note ways in which trait changes could have community-level consequences by affecting victim interactions with other species, i.e., trait-mediated indirect effects (TMIEs). Potential TMIEs related to parasite risk have been reviewed (Buck and Ripple, 2017), thus we limit our discussion here to noting the general pathways involved, and how these compare for plants and herbivores. One way in which parasite risk affects a third species is when altered foraging behavior by potential victims increases food resources for other consumers, especially competing species (Buck et al., 2018). For example, invasive ant species are often successful by dominating food resources through aggression; however, the presence of parasitoids that use the invasive ants as hosts alters the invaders’ foraging behaviors such that competing endemic ant species are no longer at a disadvantage (Feener, 2000).

When it comes to TMIEs broadly involving plant-herbivore interactions, most work has considered reductions in plant damage owing to altered herbivore behaviors when the natural enemies of these herbivores (predators and parasitoids) are recruited (e.g., Culshaw-Maurer et al., 2020). But enemy RITRs in plants themselves could also result in TMIEs. For instance, the negative effects of stinkbug predators on hornworm caterpillars were reduced if the latter consumed tomato plants that were induced to express high levels of jasmonate (Kaplan and Thaler, 2010). HIPVs released in response to herbivore attack are not only subject to eavesdropping by other plants, or useful in recruiting herbivore enemies—these cues can attract other herbivore species to the area, with implications for neighboring plants and herbivore competitive interactions (reviewed by Dicke and van Loon, 2000). Remarkably, plant HIPVs can even affect the reproduction of nearby herbivores by suppressing pheromone detection and mate location (Hatano et al., 2015). Lastly, different plant species can exhibit divergent trait changes when exposed to the same HIPVs, with either increased or decreased fitness, thereby influencing plant community composition (Freundlich and Frost, 2019).




CROSS-SYSTEM COMPARISONS AND FUTURE DIRECTIONS

We have compared plant-herbivore and animal host-parasite systems in terms of victim-enemy interactions toward identifying broad attributes relevant for documenting NCEs—similar to efforts to draw parallels between host-parasite and prey-predator systems (e.g., Raffel et al., 2008; Buck et al., 2018; Daversa et al., 2021), and plant-herbivore and prey-predator systems (Sheriff et al., 2020a). Specifically, we considered plant-herbivore and animal-parasite systems with respect to the victim’s ability to perceive enemy risk, the range and magnitude of possible RITRs shown by victims, and whether these responses affect victim fitness or abundance (NCEs). Below we explicitly highlight areas where plant-herbivore and animal host-parasite work could potentially and particularly inform each another.


Post-contact but Pre-consumption Responses and Costs?

One way in which plant-herbivore and animal host-parasite systems are distinct from prey-predator is that the latter has relatively distinct pre-consumption and consumption phases of the interaction, and limited potential for different avenues of adaptation by the victim (i.e., prey must engage in pre-emptive defenses or risk having a fitness of zero). In contrast, plant and animal victims of herbivores and parasites, respectively, can experience a “gray zone” in terms of a post-contact time period during which NCEs may occur while their enemies try to establish feeding, and have not yet altered host energy balance (Buck and Ripple, 2017). In other words, NCEs could frequently occur post-contact for these two natural enemy systems, whereas this seems unlikely for prey-predator interactions (i.e., consumption begins immediately after contact). Given this possibility for post-contact NCEs, it will be important to standardize whether the definition of NCEs should be restricted to pre-encounter influences by parasites and herbivores. To aid in this, it would be very useful to conduct studies that specifically look for costly trait alterations during this gray zone period, as well as develop some criteria to define a shift from NCEs to CEs (Buck and Ripple, 2017). Such criteria will have to include the extent to which the trait response can be viewed as defensive (i.e., adaptive) rather than simply a side effect of consumption.



Heavy Reliance on Chemical Cues to Perceive Enemy Risk?

When considering how plants and animals may perceive their herbivore and parasite enemies, respectively, it would appear that both victim types commonly rely on chemical cues which either directly emanate from the enemy (kairomones), or are released by conspecifics under attack (alarm cues). Because invertebrate herbivores and parasite infectious stages are likely difficult for their victims to perceive through audiovisual cues, as compared to prey which often can detect predators in this manner (Brown et al., 1999; Wirsing et al., 2021), reliance on chemical signals in both victim systems is not surprising. Notably, many studies of parasite avoidance behavior in animals have been conducted with aquatic species, and chemical cues are particularly well-suited for this type of environment (Behringer et al., 2018). Terrestrial animals also could be adept at detecting infection risk through chemical means, thus the greater number of examples from aquatic systems may reflect relative study effort rather than say anything about a victim’s ability based on its habitat. Further work with terrestrial animal host-parasite systems is necessary for a broader comparison to chemical cues used by plants for herbivore detection.



Do All Measurable RITRs Translate Into NCEs?

In terms of enemy RITRs, the focus to date has been on behavioral alterations shown by animals in response to perceived parasite threat. For obvious reasons, studies of trait changes in plants have instead considered various aspects of morphology and physiology. Some of these are directly relevant for evaluating the cost(s) of induced resistance in terms of reduced victim fitness or abundance, with other measures often serving as good proxies (e.g., plant growth or development). It will be essential to obtain similarly relevant measures for animals in order to determine how parasites may exact costs irrespective of actual consumption. This represents a particularly critical and urgent area for future work.



Can Molecular and Synthetic Approaches Be Informative?

Studies of plant-herbivore interactions are increasingly utilizing genetic and molecular approaches to examine how cues signaling enemy risk may translate into trait changes (Johnson, 2011; Züst and Agrawal, 2017). Such tools for animal host-parasite work would be very useful, not only to better understand the mechanistic pathways involved in RITRs, but also potential alterations of many traits at once (e.g., via pleiotropic genes). As plants often exhibit “defense syndromes” for resistance-related traits (Agrawal and Fishbein, 2006), such possibilities should be investigated for parasite RITRs in animals. Using “synthetic” means by which to induce herbivore risk-related responses in plants has been an important tool in this area of study (Cipollini et al., 2003; Howe and Jander, 2008)—this approach could prove useful for examining animal responses to parasite risk if the precise cues used to gauge risk can be identified. Animal host-parasite work should further consider variation among natural populations in terms of RITRs, as well as potential differences between domesticated and wild species—both of which have been explored with plants (Cipollini et al., 2003; Züst and Agrawal, 2017).



Importance of Colonial or Group-Living Lifestyles?

For both natural enemy risk perception and RITRs, there may be particular value in comparing plant-herbivore and animal-host parasite systems comprised of colonies, particularly if individuals are kin-related. Various woody and herbaceous flowering plants can form clonal colonies (Fischer and Van Kleunen, 2001). While clonal colonies of animals are less common (e.g., some sponges and corals), social insects have a high degree of relatedness, and engage in a number of cooperative hygienic behaviors to protect the colony against parasites and pathogens (Wilson-Rich et al., 2009). In such cases, it would be valuable for related conspecifics to quickly perceive and respond to chemical cues released by individuals under attack. What might otherwise be considered as “eavesdropping” by other individuals so as to gain a defensive advantage could actually be beneficial (Karban, 2011), making this type of enemy-associated cue particularly important in the context of RITRs and subsequent NCEs. Group-living plants and animals, especially those often surrounded by close kin with similar vulnerability, may thus be particularly sensitive to conspecific-generated cues signaling enemy presence, and also more likely to display RITRs.



Do Sessile Lifestyles Select for Certain Mechanisms and Pathways?

When considering the chain of events leading to NCEs, sessile animals (e.g., bivalves) may particularly share key features with plants in terms of how these two victim types perceive parasitism or herbivory risk, respectively. Such comparisons have proposed for their anti-predator defenses (Sheriff et al., 2020a), and likely apply to other natural enemies. Notably, many sessile animals have limited audiovisual sensory capability; just like plants, this may make them relatively reliant on chemical cues signaling parasite risk, or especially sensitive to even slight contact. For instance, blue mussels quickly retract their filtering siphons and close their shells in the presence of free-swimming trematode infectious stages, but it is not clear to which enemy-related cues they react (Selbach and Mouritsen, 2020).

Throughout, we discussed the likelihood of documenting costly pre-emptive defenses through trait changes in response to natural enemy cues in two victim systems (plant-herbivore and animal-parasite). We showed that enemy cues in those two systems are seemingly detected, and invoke RITRs that can be considered as pre-emptive defense. We currently do not know how frequent or costly these are relative to RITRs of prey, or to consumption-induced trait changes of the same two victim systems under study. Costly pre-emptive defenses by prey, and consumption-based defensive responses of plants and animal hosts to herbivores and parasites, respectively, are well-documented in comparison. Future work should thus consider the interplay between pre-emptive (risk-induced) and consumption-induced trait changes in the two victim systems, particularly as it relates to applying NCE knowledge for natural enemy control (e.g., Culshaw-Maurer et al., 2020), and the population viability of focal organisms in habitats where herbivore or parasite threat may be either diminished or heightened (e.g., Rusch et al., 2013; Gottdenker et al., 2014).

Looking for both parallels and contrasts between different enemy-victim systems is valuable to advance the general field of natural enemy ecology, especially for understanding the importance of NCEs for victim populations and the importance of TMIEs for affecting communities. NCEs may be more common in particular victim-enemy systems based on their shared inherent biological potential for perceiving and responding to altered risk; however, certain ecological or evolutionary factors also could drive NCE occurrence. For instance, co-evolved species could be more likely to exhibit NCEs than novel consumer-victim systems, as seen for predator-prey interactions (Sih et al., 2010). Valuable insights regarding natural enemy ecology, especially the “ecology of fear,” have been gained by integrating concepts and knowledge for animal host-parasite and prey-predator interactions (e.g., Raffel et al., 2008; Buck et al., 2018; Weinstein et al., 2018a; Daversa et al., 2021). By broadly synthesizing and contrasting key aspects of plant and animal trait responses to the risks posed by herbivores and parasites, respectively, we hope that similar benefits have been seen in terms of advancing our understanding of NCEs.
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GLOSSARY

Allocation costs: victim trade-offs in their allocation of limited resources among growth, reproduction and defense (Cipollini et al., 2003).

Constitutive defense: victim defensive traits already present prior to natural enemy attack (Wirsing et al., 2021).

Consumptive effect: negative effect of one organism on another due to direct energy extraction (Buck et al., 2018).

Direct defense: behavioral, morphological and physiological trait changes exhibited by potential victims to defend against natural enemy attack (Kant et al., 2015).

Ecological costs: induced traits for defense against one natural enemy may cause increased susceptibility to other enemies or abiotic stresses, or reduce attractiveness to mutualists (Cipollini et al., 2003).

Indirect defense: a victim defensive response to a natural enemy that involves a third party, such as to aid in enemy removal (Kant et al., 2015).

Induced defense: victim defenses, both direct and indirect, that are activated in response to heightened enemy risk or actual attack (Wirsing et al., 2021).

Non-consumptive effect: a reduction in victim fitness or population abundance due to costly trait changes in response to perceived risk of consumption (Buck et al., 2018).

Opportunity costs: decreased victim competitive status as a result of allocation to defenses in response to natural enemy risk (Cipollini et al., 2003).

Resistance: defense mechanisms by which victims seek to prevent consumption, or to reduce the development or reproduction of their natural enemies (Råberg et al., 2009).

Risk-induced trait response: enemy risk-induced change in a phenotypically-plastic victim trait, including behavior, morphology, physiology, and life history (Peacor et al., 2020).

Tolerance: defensive trait in victims that can reduce or alleviate reductions in fitness owing to consumption by a natural enemy (Råberg et al., 2009).

Trait-mediated indirect effect: an indirect interaction wherein one species alters the phenotype of another, with the resulting trait changes affecting a third species (Werner and Peacor, 2003).
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The horses of Shackleford Banks, NC, United States are harassed by many species of biting flies. Apart from being a nuisance, their bites can lead to blood loss and transmit disease. As a result, these horses tend to avoid areas where fly abundances are high. Like other free-ranging horse populations, environmental factors such as low wind speeds and high temperatures increase fly loads per horse. Similarly, coat color matters since darker horses attract more flies than lighter ones, especially on hot sunny days. Many horse populations reduce per capita fly loads by living in large groups or by bunching tightly together. Shackleford horses do so, too, but also use wind speed differences among habitats to modulate fly numbers. By adopting a systematic pattern of moving between habitats such that they only visit a habitat when wind speed is high enough to keep fly harassment to a tolerable level, they can avoid being bitten while continuing to forage. Typically, they begin the day foraging on the salt marshes where fly abundance is inherently low and are lowered further by faint early morning breezes. Later in the morning, horses move to grassy patches (swales) when increasing wind speed reduces fly landings there to levels found on the marshes. Later still, when wind speeds peak, horses begin foraging among the sand dunes. At this point wind speeds are high enough so that horses using any habitat will be minimally harassed by flies, thus enabling them to freely choose where to feed based on which habitat meets particular dietary needs for protein, energy and nutrients on any particular day. Hence, Shackleford horses follow the breeze to solve a challenging dilemma of maintaining a high nutritional plane without succumbing to fly harassment. Other free-ranging horses populations appear to have a more limited “either-or” choice of “bite or be bitten,” thus limiting their decision-making options.

Keywords: horses, foraging behavior, avoidance of biting flies, movements, balancing tradeoffs


INTRODUCTION

Biting files are not just a nuisance to horses and other large-bodied mammals. When flies alight, they can bite, lead to blood loss, transmit disease, and generally disrupt behavior (Askew, 1971). To make matters worse, flies have evolved finely tuned mechanisms that use high body temperatures and CO2 levels as well as dark pelage to find and plague their prey (King and Gurnell, 2010). As a result, an evolutionary arms race has developed among pesky flies and horses and their close evolutionary kin. While zebras have evolved stripes as a way of reducing fly detections (Caro et al., 2014; Larison et al., 2015; Caro, 2016), less distinctively marked horses once detected have evolved behaviors that reduce fly nuisance by swishing tails (Mooring and Hart, 1992), or moving to areas where files are less prevalent (Duncan and Vigne, 1979; Zervanos and Keiper, 1979). But behaviors like these are likely to have opportunity costs. Avoiding fly infested areas when they provide high quality forage (Duncan and Vigne, 1979; Zervanos and Keiper, 1979; King and Gurnell, 2010), for example, create dilemmas that are hard to balance. Sometimes areas are avoided for almost entire seasons (Powell et al., 2006).

Many species in the horse family (Equidae) are not without some means for managing these types of tradeoffs without having to move or avoid habitats. As Rubenstein and Hohmann (1989) have shown, horses (Equus caballus) can increase the rate at which they swish their tails and shake their manes as fly abundance increases. While investing in comfort behavior may reduce overall time spent feeding or lower bite rate, these reductions are likely to be minimal, especially for those living in large groups where time spent on other time-consuming activities such as vigilance can be reduced by inducing other group members to pick up the slack by lifting their heads. And, as Duncan and Vigne (1979) have shown, banding together in large groups can also directly lower fly nuisance by spreading flies among group mates, thus reducing the per capita number alighting on any particular individual. As Rutberg (1987) notes, however, horses live in closed membership groups, so unlike their close evolutionary kin – the wild asses (Equus africanus and Equus hemionus) and Grevy’s zebras (Equus grevyi) – whose societies fission and fuse (Rubenstein, 2011), thus enabling them to easily change group size, horses are unable to quickly change the size of their groups. Instead, when fly numbers are high, horses tend to bunch together to distribute the flies among group members, thus diluting the nuisance for each horse. In fact, once bunched together, rates of tail swishing often increase, further enhancing the per capita benefits of grouping tightly (Mooring and Hart, 1992; Powell et al., 2006). Despite the benefits that such active mutualisms can produce, they are not always shared equally within the group since dominants tend to jostle for places in the center where dilution is most assured and where mutual tail swishing is maximized.

Behavior such as these can indeed lower the impact of biting flies when grazing. But when fly burdens are high, as is often the case during warm spring and summer months when horses are under intense pressure to eat and maintain high body condition in preparation for winter or to rebuild body condition after reproducing, horses in many populations often abandon good grazing areas, seeking refuge on bare ground (Zervanos and Keiper, 1979; Duncan, 2012), elevated sites (King and Gurnell, 2010), or human modified landscapes (Powell et al., 2006). Such chronic reductions in feeding, however, are likely to induce real costs (Mayes and Duncan, 1986). This will be especially true if high quality foraging areas have to be abandoned (King and Gurnell, 2010) for long periods and only visited when fly numbers are low (Berger, 1986; Powell et al., 2006).

Is there anything that horses can do to avoid this challenging choice? Is it possible to reduce the risk of being bitten while still maintaining access to high-quality feeding sites on a regular basis? Insights on how horses could solve this dilemma emerge from how their close kin – zebras – adjust their behavior and activity patterns to simultaneously reduce the risks of being killed by lions without reducing feeding opportunities (Fischhoff et al., 2007). We know from studies on plains zebras (Equus quagga), that when a lion makes a kill, or when a zebra detects a lion in a particular habitat, the first response is often for the herd to abandon the area. But by abandoning a chosen grazing site after every such sighting or attack, opportunities to forage there would be lost. To avoid paying such costs, zebras instead alter their “daily round” by varying when they visit essential habits that would enable them to meet their dietary needs. In fact, they vary their visits to these habitats depending on both the expected likelihood of lions occupying particular habitats at particular times of day and by adopting habitat and time specific anti-predator behavior if lions are encountered. Thus, most zebras forage during the day on open grasslands when lions are usually shading in woodlands and they do so by moving deliberately, slowly, and quietly. But during the night or crepuscular periods when lions typically move to the plains to hunt, most zebras move into the woodlands. And when they do, they continue to move deliberately, slowly and quietly presumably letting stripes and leaves co-mingle to provide camouflage (Caro, 2016), thus reducing the risk of being detected and attacked. For those remaining on the open plains, however, their movements change dramatically, becoming more protean, more unpredictable. At night on the plains, zebras move more quickly and turn more frequently and erratically than when grazing there during the daytime (Fischhoff et al., 2007). Like the zebras solving the life-dinner tradeoff (Dawkins and Krebs, 1979), might Shackleford horses adjust their temporal patterns of habitat use to avoid high fly densities without having to forgo feeding in particular regions of the island?



MATERIALS AND METHODS

To answer this question, we observed the free-ranging feral horses of Shackleford Banks, NC, United States during late spring and early summer (June–July) of 1994. These horses have inhabited the island since the mid-1500s and have roamed freely without human interference since the end of the 19th century when people abandoned the island (Rubenstein, 1981). In the mid-1990s the National Park Service began managing the island as a wilderness area and at the time of the study, approximately 220 horses inhabited the island dividing themselves into 20–25 family groups, each consisting of one or more breeding stallions, females and their young, or all male bachelor groups. Shackleford Banks is a barrier island that is 15 km long and 2 km wide at its widest point and consists of five major habitat types – beach, dunes, grassy swales, forests, and salt marshes–that generally range linearly along the long-axis of the island with the salt marshes and forests lying along the sound, with the dunes and swales occupying the middle of the island between beach and sound (Rubenstein, 1981). Only the latter four habitats are used for grazing.

During daily censuses, we gathered six types of data. First, we observed where and when horses grazed in each habitat. Since the island is open and the horses spend virtually all their time on the salt marshes, swales, and sand dunes, they are easy to spot when traversing the island on foot. Foot surveys of each habitat at different times of day were used to find horses and ensure that their habitat choices spanned all daylight hours. Between a third to half of the island can be walked per day while stopping and undertaking hour-long scan samples, so each group was followed for long periods at least 3–4 times per week. If a group was followed continuously for 1–2 h, each habitat it occupied during that interval was recorded. If a group was watched for less than an hour, it was typically sighted and re-sighted multiple times per day in a variety of habitats and tens, if not hundreds, of times during the summer. Each time a group was opportunistically spotted, the habitat it was occupying was noted. Accumulating many sightings of each group helped ensure that habitat occupancy was representative of each group’s preferences. In addition to recording habitat occupancy, time of day when a group entered or left a particular habitat was recorded and used to compute proportionate time of occupancy for each habitat. This allowed us to determine habitat selectivity, or preferences, using Ivlev’s Electivity Index (Ivlev, 1975) which compares the proportion of the island covered by each habitat to the proportion of time horses were recorded in each habitat.
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where PHabitat Use is the proportion of time horses were sighted using a particular habitat and PHabitat Available is the proportion of the island consisting of that habitat.

Second, we recorded behavioral time budgets using scan samples (Altmann, 1974) of each individual’s actions (grazing, standing, or walking) at 5-min intervals for a period of 60 min throughout the day from 7.00 to 18.00 h. Since the horses are habituated to island visitors, behavioral data and fly counts were routinely gathered at distances of 5–10 m. A total of 13 groups, ranging in size from 3 to 15 individuals, were regularly sighted and re-sighted over the summer generating 146 h of scan samples. On average, each group was followed for approximately 11 h. Short opportunistic sightings were also used to record habitat use and associated environmental states at that time and place along with observations of additional social interactions. Third, we gathered data on available vegetation in each habitat to assess diet quality and quantity. Where horses were seen grazing, we directly measured vegetation abundance at that site by walking 25 m transects using “pin drops” (Crawford et al., 2019) to count the number of leaves, stems or seed heads of each grass species touching a 1 mm wide welding rod. Each habitat was sampled where the horses were seen grazing at least 10 times during the spring and summer. By measuring habitat electivity and species frequency, we could estimate the relative abundance of the various vegetation species available to horses as they moved among habitats [salt marsh, swale (grassy patches), dunes, and forest edges] on their “daily rounds.” For one, or at most two, of the numerically dominant species making up >10% of the area of a particular habitat, the crude protein, digestible energy, ash free detergent fiber (ADF) and key micronutrients nutrients (Ca, K, P, Cu, and Zn) were determined so that the relative importance of each habitat in helping meet daily dietary needs could be compared (Supplementary Table 1). The nutrient content and % crude protein of each of these key species was extracted from Balbo (1985) and Pratt-Phillips et al. (2011) and various USDA websites.

Fourth, during gaps between scan sampling intervals we also counted from head and to tail the number of biting flies of four species– Green headed horseflies (Tabanus nigrovittatus) and Tabanus lineola, deer flies (Chrysops fuliginosus) and (Chrysops atlanticus), as well as stable flies (Stomoxys calcitrans) (Rubenstein and Hohmann, 1989) – alighting on or hovering over (within 5 cm of the body), horses at different times of day. These fly species were all large enough to count individually from 5 m away or by binoculars when more distant, but they were not identifiable to species at these distances. They were also the species that visibly annoyed the horses, inducing head shakes, muscle twitches or tail swishes. Since neither non-biting flies nor mosquitoes evoked these behaviors, neither were recorded. We also measured general weather conditions by recording daily temperature (average and maximum) and sky cover (clear, overcast, or partly overcast).

Fifth, whenever males interacted aggressively, which ranged from displays, to calls, to sniffs to physical contacts, we recorded the identity of the contestants and recorded who won and who lost. Fights typically terminated when losers “head bobbed” and walked away. These pairwise won-loss outcomes populated the cells of a winner-loser matrix from which pairwise dominance was determined. By moving the rows up or down to minimize the number of values in the matrix’s bottom triangle a linear rank ordering was determined. The top 50% were designated as dominants while the bottom 50% were designated as subordinates (Rubenstein, 1994). This hierarchy helped determine the role that rank could play in shaping movements among habitats on the island.

And sixth, wind speed in each habitat was recorded with and without horses present using a handheld wind gauge to compute average wind speed (km/h) in each of the habitats throughout the day to determine if and when, wind speed might enable horses to enter particular habitats since biting fly numbers typically decrease as wind speed increases (Rubenstein and Hohmann, 1989; King and Gurnell, 2010).

Statistical analyses involved standard analyses of variance, t-tests and regressions since the data were normally distributed. Data consisting of counts were analyzed via Chi-squared contingency tables. For clarity, the figures generally present the central tendencies of the main effects or their interactions. The full statistical analyses are based on hundreds of measurements of individuals or habitat features and are presented along with significance levels in the text or figure legends.



RESULTS


Are Shackleford Horses Harassed by Flies?

The answer is “Yes” with the degree of harassment depending on environmental conditions, phenotype, and behavior. Overall, on Shackleford Banks per capita fly loads decrease with increasing wind speed (Figure 1A) (F2,750 = 12.2; p < 0.0001) and increase with increasing temperature (Figure 1B) (F9,229 = 11.78; p < 0.0001). In addition, coat color makes a difference. Generally, darker colored horses attract more flies per capita than lighter colored horses, especially on sunny days (Figure 2) (F9,229 = 11.78; p < 0.0005).
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FIGURE 1. Relationship between per capita fly numbers and environmental factors. (A) Impact of wind speed on per capita numbers (mean and standard error) and wind speed category (Low = 0–5 km/h; Medium = 6–15 km/h; and High >15 km/h) (F2,750 = 12.2; p < 0.0001). (B) Impact of daily maximum temperatures on per capita numbers (mean and standard error) (F9,229 = 11.78; p < 0.0001; R2 = 0.32). Correlations between maximum temperature and mean daily fly numbers are positive and significant from 83°F to 89°F (F1,169 = 42.17; p < 0.0001; R2 = 0.20), but level off showing no statistically significant correlation above 89°F (F1,99 = 0.01; p < 1; R2 = 0). Darker points represent multiple occurrences.
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FIGURE 2. Relationship between the morphological trait of coat color under different sky conditions on per capita fly loads (mean and standard error: Interaction Sky Condition × Coat Color = F3,622 = 5.94; p < 0.0005). Coat colors range from the light golden Palominos with cream-colored manes to reddish-brown bodies and manes of Chestnuts, and to the brown bodies of the Bays highlighted with blackish manes, to those with solid dark brown or black bodies with matching manes.


Social factors also play significant roles in determining per capita fly loads. As in other free-ranging populations of feral (Duncan and Vigne, 1979; Rutberg, 1987) and wild (King and Gurnell, 2010) horses, those on Shackleford Banks living in larger groups are bothered by fewer flies than those living in smaller groups (Figure 3A) (F2,935 = 64.9; p < 0.0001). Even though the absolute number of flies landing or hovering close to the horses are inherently low (fewer than five at most instances), their determined attempts to alight and bite can be very disruptive. Accordingly, when disturbed, Shackleford horses bunch tightly together at any group size to further reduce per capita fly loads (Figure 3B) (F1,761 = 37.61; p < 0.0001).
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FIGURE 3. Relationship between per capita fly numbers and social factors. (A) The relationship between group size and the average number of flies hovering over, or landing on, individual horses (F2,935 = 64.9; p < 0.0001). (B) The relationship between the average number of flies hovering over, or landing on, individual horses as a function of the average distance between two horses within groups (y = 0.53 + 0.12*X; F1,761 = 37.61; p < 0.0001).




Does Fly Harassment Create Non-disease Foraging Costs?

Clearly, Shackleford horses are disturbed by biting flies much like other free-ranging horse populations. In those studies, when fly numbers are high, horses seek refuge in habitats where fly numbers are low. But in those studies, taking refuge is not without costs. In Mongolia, Przewalski horses seek high ground where forage has been denuded, only returning to preferred feeding habitats when fly numbers decline in those habitats (King and Gurnell, 2010). The same occurs in the Camargue (Duncan and Vigne, 1979) where horses seek bare ground to escape harassment. And even on Assateague Island, a neighboring barrier island north of Shackleford Banks, the horses there move out into the water to reduce harassment (Rutberg, 1987), or to areas with human built structures during seasons when fly numbers are high (Powell et al., 2006). Each of these strategies, however, results in lost feeding opportunities. Do the Shackleford horses suffer the same fate? The answer is “No.”



How Then, Do Shackleford Horses Manage to Avoid Incurring Foraging Costs Without Being Harassed by Flies?

To show how they solve this challenging dilemma, we first need to characterize the quality of foraging opportunities offered by each habitat on Shackleford Banks. Using our vegetation data, we determined: (1) the identity and quality of the dominant grasses in each habitat; (2) the degree to which horses use each of the four habitats for grazing; (3) the relative nutritive value horses could derive by feeding in each habitat; and finally, (4) the degree to which habitat use correlates with fly abundance, specifically the degree to which the underuse of one or more habitats correlates with high fly burdens. Supplementary Table 1 provides the data necessary to address the first three points.

First, each habitat is dominated by at least one unique grass species (those whose % ground cover exceeded 10%; Supplementary Table 1). Second, horses do not exploit the habitats equally, nor do they even frequent them in proportion to their relative abundance. As Ivlev’s Electivity Index in Supplementary Table 1 shows, horses on average elect (positive values >0.1) to feed mostly in the relatively less common marsh (+0.44) and swale (+0.49) habitats, while mostly avoiding (negative values <−0.1) the relatively most common dune (−0.77) and forest habitats (−0.89). Third, in all but the forest habitat, one or more of these numerically dominant species provides a high level of crude protein (>20%). Thus, at least in terms of providing essential nitrogen, the habitats are all generally good, although the swale habitat provides more nitrogen rich plant species for grazing than any of the other habitats. Yet in terms of digestible energy [low levels of Acid Detergent Fiber (ADF)], the habitats differ markedly with the swales and dunes offering the most digestible species–pennywort (Hydrocotyle bonariensis)–and the forest edges offering highly digestible panic grasses.

The largest differences among habitats, however, emerges from the micronutrients that the habitat specific grasses have to offer. The salt marsh and swale habitats are highest in % phosphorous because Spartina sp. are abundant, whereas the dunes and the swales are highest in % calcium because pennywort (Hydrocotyle bonariensis) is common. High levels of copper can be found in all but the dunes and for acquiring zinc, foraging in either the forest or swales is necessary. Overall, the habitat that comes closest to offering most of what horses need (NRC, 2007) is the swale habitat, but its most abundant grass, Spartina patens, is not easy to digest and provides relatively low levels of digestible energy. Thus, grazing in each habitat offers something nutritively unique since no habitat provides vegetation that is high in energy, protein and all essential micronutrients. In fact, according to the National Resource Council (NRC, 2007), virtually all vegetation on Shackleford during spring and summer provides a micronutrient deficient diet (Pratt-Phillips et al., 2011). To minimize these deficiencies, horses should choose habitats where forage species offering the highest nutrient levels are most abundant. To do this, horses should spend time in the dunes to maximize phosphorus intake, time in the swales to maximize copper intake, time in the marshes to maximize calcium intake and time in both the forest and swales to maximize zinc intake. Clearly, visiting all four habitats is essential if the horses on Shackleford Banks are going to maintain as high a level of bodily condition as is possible.



Is Differential Habitat Use Related to Habitat Differences in Fly Abundance?

The answer is “Yes.” When in preferred habitats – salt marsh and grassy swale – horses are harassed by flies on a per capita basis significantly less than when in less preferred habitats – dunes and forests (Figure 4) (F3,663 = 25.3; p < 0.0001). Why might this be so? Flies have a difficult time coping with strong winds, as illustrated in Figure 1A; they find it more and more difficult to detect and land on horses when wind speeds are high. However, on average, wind speeds vary by less than 2.5 km/h among marsh (13.3 km/h), swale (12.4 km/h), and dune (14.9 km/h) habitats. Only the forests show significantly lower average wind speeds (1.5 km/h). If horses were to access habitats solely with respect to the impact that wind speed has on fly landings, then horses should avoid the forests and favor the salt marsh, swale, and dune habitats more or less equally. But the horses do not do this (Supplementary Table 1). Forests are indeed the least preferred habitat (E = −0.89) and are used the least (Figure 5). But the dune habitat, despite being windswept for much of the day, is not favored either (E = −0.77), at least until the end of the day. And given that horses do occasionally enter forests, but only when wind speeds are way above the habitat’s average (∼ 20 km/h), something more subtle appears to be operating.


[image: image]

FIGURE 4. Mean and standard error of average fly landings per horse during the summer for the four major Shackleford Banks habitats (F3,663 = 25.3; p < 0.0001).
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FIGURE 5. Relationship between the proportion of horses sighted in each habitat during different periods of the day. The Shannon Diversity index increases as the day progresses, showing that horses are using habitats more evenly as wind speed increases (Morning = 0.27; Mid-Day = 0.42; and Evening = 0.50).




How Might Horses Use Habitat Specific Wind Speeds to Limit Fly Harassment While Enhancing Overall Foraging Success?

As Figure 6 shows, averages do not reveal the full story. Wind speed increases everywhere throughout the day, but differently in each habitat (Interaction between habitat × time of day: F6,710 = 47.5; p < 0.0001). Early in the morning wind speeds are generally low in all habitats compared to later in the day. Yet in the early morning, wind speeds are markedly higher in the marsh than in any other habitat. And although they increase in all habitats from early morning onward, they tend to level off in the marshes, swales, and forest by mid-day. Only in the dunes do they continue to rise well into the evening.
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FIGURE 6. Relationship between wind speeds per habitat at varying times of the day (morning, mid-day, and evening) (Interaction Habitat × Time of Day: F6,710 = 47.5; p < 0.0001). The shaded band highlights the areas in the dunes between the apex and trough where wind speeds are at their highest and lowest, respectively.


If horses could adjust the timing of when they enter and leave habitats to match the times when fly abundances in those habitats are low, then perhaps they could reduce fly harassment without having to forgo the unique and beneficial foraging opportunities that each habitat has to offer. To evaluate this proposition, some simple calculations derived from Figure 7 are instructive. Figure 7 illustrates the relationship between wind speed and the average number of fly landings per horse when in each habitat. Increases in wind speed decrease per capita fly landings non-linearly, converging to approximately 0.33 flies per horse in all habitats at high wind speeds, those greater than 25 km/h. But at low wind speeds harassment levels vary by habitat, being highest in the forest, then declining first in the dunes, then the swales and finally the marshes, respectively. Hypothetically, if horses were trying to maintain a steady state of “hosting” only one fly at all times, then they could do so by entering the salt marshes when wind speed were greater than ∼1 km/h and swales when they reached ∼3 km/h. But to enter dune or forest habitats while keeping fly landings to one per horse, horses could only do so if wind speeds exceeded 10 km/h and 20 km/h, respectively. Since such high wind speeds are almost never reached daily in the forests, it is not surprising that horses rarely enter them (Figure 5). When they do, it is either during storms when wind gusts are strong and frequent, or after mid-day and into the evening when wind speeds in general, are at their highest levels. For the other three habitats, Shackleford horses appear to utilize habitats when the critical thresholds depicted in Figure 7 are crossed. In the early morning, horses spend more than 75% of their time in the marshes when wind speeds are low. And although they are well below what the average will be in the salt marsh later in the day (13.3 km/h), they are well above the level necessary to minimize fly landings. As wind speeds increase by mid-morning (Figure 6), horses start spending most of their time in the swales (∼55%). Still, they spend ∼30% of their time in the marshes since continuing high wind speeds there maintain fly loads at levels found on swales. From mid-day through evening, when the highest wind speeds occur in the dunes, fly loads in the dunes finally decline to levels matching those in the marshes and swales. At this point, horses are essentially free to forage in the dunes – or any of the habitats apart from the forests–without incurring any increased harm from biting flies. And as Figure 5 shows, by evening, the horses spend ∼25% of their time in the dune habitat. In general, habitats are used more evenly as wind speed increases throughout the day (Shannon Diversity Indices by time of day: morning = 0.27; mid-day = 0.42; and evening = 0.50).


[image: image]

FIGURE 7. Relationship between wind speeds (km/h) and the average number of fly landings per horse when in each habitat [Marsh: y = 1.15 – 0.63*log(x), R2 = 0.72; Swale: y = 1.45 – 0.84*log(x), R2 = 0.96; Dunes: y = 1.46 – 0.84*log(x), R2 = 0.94; Forest: y = 2.47 – 0.85*log(x), R2 = 0.79]. Note, that fly landings decline non-linearly as wind speed (km/h) increases in all habitats. Apart from the forest habitat, however, the decline approaches an asymptote of around 0.33 flies per horse at 25 km/h.




Do All Horse Groups Use Wind Speed to Move Among Habitats in the Same Way?

The answer is “No.” In the other horse populations described above, horses in different sized groups suffer different degrees of fly harassment and even adopt behaviors such as clustering tightly and increasing mutual tail swishing to try and ameliorate high fly loads (see Figures 3A,B; Duncan and Vigne, 1979; Mooring and Hart, 1992; Powell et al., 2006). Typically, horse groups are of closed membership, containing one male and many females along with their associated young. During the spring and summer breeding seasons, harem stallions fight among themselves to prevent being cuckolded and to secure mating opportunities with females not of their own groups (Rubenstein, 1986). Such contests establish a strong dominance hierarchy among males (Rubenstein, 1994). If the consorted female favors such a dominant male or one rising quickly in rank, she typically joins his group because over time dominant stallions are best able to increase female foraging success by keeping cuckolding males away (Rubenstein, 1986). As a result, the groups of favored, dominant males grow.

Because dominance enables males of high rank to move freely about the island, they should be more able than subordinates to occupy habitats of their choosing when they want. With their enhanced fighting ability, their groups should be the ones most free to use wind speed to access particular habitats at optimum times of day. And this is what occurs on Shackleford Banks. The relatively rare salt marsh and grassy swale habitats should be preferred by competitive dominants during early morning when wind speeds are low (<10 km/h) if foraging gains are to be maximized while fly loads are to be minimized (Figure 7). Of the horses sighted during the early morning hours, 100% of horse groups using salt marsh habitats are associated with dominant males–those in the top half of the hierarchy (Figure 8). For groups associating with low-ranking males, however, only 40% are sighted in these habitats. 60% of the sightings of groups with subordinate males are seen in the dunes or forest where fly loads at these times of day are much higher than in the marshes or swales (Fisher Exact: p < 0.0001). When wind speeds exceed 10 km/h, however, dominance-dependent habitat use patterns essentially disappear. By the time wind speeds reach high levels, fly landings in most habitats are reduced to very few. At this point, dominant male groups forage in the marsh and swales 88% of the time which does not differ significantly from use patterns displayed by subordinate male groups which are seen grazing in them 81% of the time. Similarly, while groups associated with subordinate males were found in the dune and forest habitats 19% of the time when wind speeds exceeded 10 km/h, those with dominant males were seen there 12% of the time (Fisher Exact: p = 0.523). Thus, male status and its impact on group size, influences the ability of their females and their offspring to use habitats differently during the day to modulate fly harassment thus maximizing foraging rate. While dominant males and their larger groups are free to enter habitats at optimal times, subordinate males and their smaller groups are not.
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FIGURE 8. Relationship between male dominance status and the use of relatively rare habitats (marsh and swale) and relatively abundant habitats (dune and forest) as a function of low (<10 km/h) and high (>10 km/h) wind speeds. At low wind speeds groups associated with dominant males exclusively used marsh and swale habitats (Fisher exact: p < 0.0001), but at higher wind speeds habitat access was independent of male status (Fisher exact: p = 0.5229).


Thus, Shackleford horses solve the challenging dilemma by using habitats at different times of day to modulate fly loads. In general, this leads to a very predictable “daily round” (Figure 9). Horses begin the day in the salt marsh where fly loads are normally low and even a mild breeze will keep them low enough so that fly modulating behavior does not impede efficient foraging. Then many groups move to the swale where modest increases in wind speed depress fly activity to levels no different from those found in the marsh. There they remain until mid-day when stronger winds sweep across the island, finally enabling the horses to forage in the dunes. By adopting this predictable pattern of movement, horses can access their food and be free of fly harassment to eat it.
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FIGURE 9. Aerial view of the island showing that the major habitat types are distributed along the long axis of the island. The numbers connected by arrows depicts a typical “daily round” – the numbers depict the order in which the horses move among habitats: from the salt marshes (1) to the swales (2), to the dunes (3), and the forests (4). Solid lines show the normal movement order among habitats on days when wind speeds range from 1 to 15 km/h. Dotted lines represent occasional movements to forest habitats when wind speeds exceed 20 km/h.





DISCUSSION

The calculations presented above concerning how horses can adjust their behavior to have their forage and eat it without harassment from flies illustrate three key points about the relationship between biting flies and how they affect the behavior of free-ranging Shackleford horses with respect to habitat use. The first point is that the horses inhabiting this barrier island are affected by flies in ways very similar to those of other horses living in different locales and occupying different landscapes. Like wild horses in Hustai National Park, Mongolia King and Gurnell (2010), or on Assateague Island National Park in the United States (Zervanos and Keiper, 1979; Rutberg, 1987; Powell et al., 2006) or in the Camargue region of southern France (Duncan and Vigne, 1979) individuals with dark coats or living in large groups, especially experiencing high temperatures or low wind speeds, are pestered by high numbers of biting flies. And just as those horses attempt to reduce such harassment by increasing tail swishing and bunching together to share the burden and reduce per capital fly loads, so do the Shackleford horses.

The second point is that although the Shackleford horses change habitats as fly numbers increase just as do the horses on Assateague or in the Camargue and Mongolia, the horses on Shackleford do so in more nuanced ways. In the other populations, when temperatures reach their peak, horses abandon prime grazing areas, seeking refuges where they rest bunched together swishing their tails. Within seasons, in both the Mongolia and Camargue, horses leave valleys to climb to high ground or move to bare areas where fly numbers are lower. The same occurs between seasons on Assateague Island. There, horses rarely frequent the scrub habitat during the summer, instead spending a disproportionate amount of time in the dunes and in human modified habitats. And while wind speed directly mediates fly numbers in the Camargue, in Mongolia and on Assateague, wind speed modulates tail swishing which indirectly likely reduces fly harassment. Thus, in both populations a “daily” or even a “seasonal” round is established, but it is a simple one, involving either back and forth movements on a daily basis between heavily infested foraging areas and fly free refuges, or by avoiding habitats during seasons when they are heavily infested with flies, returning to them in future seasons after fly loads decline.

Shackleford horses also adopt a “daily round,” but it is more nuanced and diverse, fostering behavioral flexibility. By adopting a “daily round” that takes advantage of predictable time-of-day, habitat specific, wind speed changes, Shackleford horses avoid an “either-or” “eat or be bitten” situation. Their daily round is structured around generally predictable graded changes in wind speed, enabling sustained grazing throughout the day by letting the wind modulate fly numbers. Since increases in wind speed occur predictably at different times of day in different habitats, some horses – those associating with dominant males–can time their movements to maintain almost constant fly loads, thus potentiating optimal patterns of daily access to three of the four habitats. The “daily round” begins with morning grazing on salt marshes because only on such marshes can horses consume vegetation rich in protein and calcium and of moderate energy value (Spartina alterniflora) without being harassed by flies. On the marsh, even the slightest breeze reduces inherently low fly numbers to levels that make grazing essentially hassle free. As the day progresses, wind speeds increase everywhere on the island, so horses could remain in the marshes to graze because fly landings would continue to decline. Or they could take advantage of higher wind speeds and move to the swales as the morning progresses. Here they would also experience low fly numbers matching levels horses would be experiencing on the marshes. But for those that can temporarily defend the small and patchy swales – again, groups associating with dominant males – they are able to forage on a mixture of foods (Spartina patens and Hydrocotyle bonariensis) that meet many of the horses’ essential nutrient needs. After mid-day and into the early evening wind speeds peak. And even though wind speeds are lower in dune valleys than on dune apices, by the time they reach 10 km/h fly landings on horses using the dunes drop on average to levels matching those for horses using the swales and marshes (Figure 7). Thus, by evening all horses are free to graze in the dunes without suffering from increasing fly burdens. In fact, by the end of the day, if winds are blowing at 10 km/h or greater, all habitats, apart from the forest, are available for grazing because per capita fly levels are uniformly low. And because the dune habitat is the island’s most common habitat, all horse groups irrespective of the dominance rank of their males can easily gain access.

Because forests are only accessible when wind speeds are very high, they will be off limits on most days and thus do not factor into the “daily round.” But when stormy conditions arise, fly levels drop and the forest then can be, and is, utilized. While forests provide forage high in copper and especially zinc, they may also be sought out for protection when winds become extremely strong. Further still, while forest habitats are often used by horses in other populations to shade on extremely hot days despite high fly numbers King and Gurnell (2010), Shackleford horses do not seek shade even on the hottest days. Again, on Shackleford Banks increases in wind speed throughout the day mirror increases in temperature, apparently preventing overheating while at the same time reducing fly landings. In addition, since the wind is often on shore from the ocean late in the day, walking on the beach on extremely hot days as horses move between habitats can further reduce both fly numbers and heat loads. Figure 9 shows an idealized, yet typical, round of daily movements of a typical horse family or bachelor group. The solid arrows connect the sequence of moves and show the movement trajectory among the three most commonly used foraging habitats. The dashed line depicts excursions into the forest when wind speeds become extremely high.

The third point is that habitat entry decisions arising using wind speed to modulate fly loads represents a novel example of an “Ideal Free Distribution” (Fretwell, 2020). Typically, animals adopting an “Ideal Free Distribution,” respond directly to habitat adjusted payoffs associated with seeking “bottom-up” resources, usually food or mates. Milinski’s (1987) stickleback fish distributed themselves in aquaria “freely” (without any aggressive interference) such that the fish distributed themselves at each feeding station to equalize per capita rewards. On grasslands, if hypothetical groups of horses distributed themselves in accordance with an “Ideal Free Distribution,” they would initially avoid habitats where feeding rates were lower than those of the habitats they were occupying. But as food levels declined and feeding rates increased to match those of previously avoided habitats, horses would begin utilizing those habitats, too. What is striking about the Shackleford horses, is that they too, mostly appear to be moving between habitats in an “Ideal Free” fashion. For those that can, they appear to be doing so by equalizing a “top-down” ecological force–fly harassment levels – rather than equalizing a “bottom-up” resource level force. Thus, by following an “Ideal Free” movement rule, most horses – at least those associating with dominant males – can access the unique high quality foraging opportunities that each habitat has to offer. And this benefit provides another selective force enabling dominant males to benefit from living in larger groups. And for the females living in the large groups of dominant males, not only can they use wind speed to move freely among habitats, the large size of the groups also enables them to dilute whatever level of fly harassment they experience by sharing them with the group mates (see Figure 1A).

In general, most groups tend to follow a “daily round” moving from salt marshes to swales to dunes because increases in habitat specific wind speeds follow the same sequence (Figure 6). Only horses associating with subordinate males are constrained from moving freely among habitats in ways that solve the challenging choice of optimizing foraging gains while reducing fly loads. But this constraint only occurs during early morning. If it is a windy day (speeds more than 10 km/h), by the end of the day, even groups associated with subordinate males are free to move among habitats to satisfy dietary needs because average wind speeds remain high, thus reducing, and equalizing fly landings in the three most used habitats (Figure 7). This freedom to choose among habitats at the end of a windy day should help individuals to make up for any nutritional deficiencies accrued throughout the day without being constrained by biting flies. This flexibility of habitat choice helps explain why habitats are used more evenly at the end of the day and shows how Shackleford horses solve the challenging dilemma of being able to eat what they need without excessively being bitten in the process of doing so.
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We used automated imaging data collected over the 2-day experiment to calculate
the three measures of newt habitat use shown here. The calculations incorporate
data from 16 newts. SE, standard error.
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Outputs of multi-model inference testing the factors that influence three measures
of newt habitat use on the first day of the experiment: the proportion of time
individuals spent in aquatic habitat, the number of transitions made between
aquatic and terrestrial habitats, and the average length of stay in aquatic habitats
before moving back to land. ‘Conspecific cues’ denotes containers with aquatic
habitats that were previously occupied by conspecifics, regardless of their Bd
exposure. ‘Bd cues’ denotes containers with aquatic habitats that were previously
occupied by Bd-exposed conspecifics specifically. Models are listed in order of
their Akaike’s Information Criteria (AICc) ranking, with the first listed model being the
best performing one. Values listed in the factor columns are the model coefficients.

Df = degrees of freedom.
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Outputs of multi-model inference testing the factors that influence three measures
of newt habitat use on the second day of the experiment: the proportion of
time individuals spent in aquatic habitat, the number of transitions made between
aquatic and terrestrial habitats, and the average length of stay in aquatic habitats
before moving back to land. ‘Conspecific cues’ denotes containers with aquatic
habitats that were previously occupied by conspecifics, regardless of their Bd
exposure. ‘Bd cues’ denotes containers with aquatic habitats that were previously
occupied by Bd-exposed conspecifics specifically. Models are listed in order of
their Akaike’s Information Criteria (AICc) ranking, with the first listed model being
the best performing one. Values listed in the factor columns are the model coeffi-
cients. Only models within 6 AICc values of the best performing model are shown
(See Supplementary Table 4 for full list). Df = degrees of freedom.
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Physiological resistance Behavioral resistance

Primarily interferes with infection processes after contact Primarily interferes with transmission processes before contact between the

between the host and the parasite host and the parasite

Resistance cost often modeled as fixed Costs may be fixed, social, or some other form that depends on parasite
transmission mode

Detection of parasite likely to be on a specific basis Detection of parasite may commonly be based on general indicators

Can be acquired in the lifetime of an individual Less likely to be acquired within an individual’s lifetime, though learning may

shape aspects of behavioral resistance
Individual-level trait Could function at the group level; groups may avoid other groups

The “Behavioral resistance” column offers future directions for research on this topic.
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Statistical model Predictor variable est. s.e. stat. P

[1] Variation in B. coli infection (exp.1) (Intercept) 7.944 0.884 8.987 <2e—16"*
Age.sex (imm.f vs. mat.m) 0.496 1.494 0.332 0.740
Age.sex (imm.m vs. mat.m) —0.127 1.489 —0.085 0.932
Age.sex (mat.f vs. mat.m) 0.151 1.252 0.121 0.904
Age.sex (imm.f vs. mat.f) 0.342 1.492 0.229 0.819
Age.sex (imm.m vs. mat.f) —0.271 1.492 —0.181 0.856
Age.sex (imm.f vs. imm.m) 0.610 1.8697 0.360 0.719

[2] Variation in B. coli infection (exp. 2) (Intercept) 12.38 1.694 7.311 3e—13"*
Feeding (none vs. contaminated) —4.657 1.488 —3.130 1.8e—3**
Feeding (uncontaminated vs. —4.502 1.648 —2.733 6.3e—3**
contaminated)
Feeding (none vs. uncontaminated) —0.164 1.689 —0.097 0.928
Age.sex (imm.f vs. mat.m) —3.774 2.083 —1.812 0.070
Age.sex (imm.m vs. mat.m) —4.178 1.639 —2.715 6.6e—3**
Age.sex (mat.f vs. mat.m) —3.953 1.711 —-2.310 0.021*
Age.sex (imm.f vs. mat.f) 0.179 1.671 0.107 0.915
Age.sex (imm.m vs. mat.f) —0.229 1651 —0.147 0.883
Age.sex (imm.f vs. imm.m) 0.405 1.735 0.233 0.815

[8] Variation in B. coli infection (exp. 3) (Intercept) 8.332 0.923 9.022 <2e—16"*
Age.sex (imm.f vs. mat.m) 0.101 1.556 0.065 0.949
Age.sex (imm.m vs. mat.m) —0.665 1.483 —0.449 0.654
Age.sex (mat.f vs. mat.m) —0.558 1.423 —0.392 0.695
Age.sex (imm.f vs. mat.f) —1.947 2.100 —-0.927 0.354
Age.sex (imm.m vs. mat.f) —2.514 1.870 —1.344 0.179
Age.sex (imm.f vs. imm.m) 0.767 1.703 0.450 0.653

Bold text denotes predictor variables with significant variation in the response. Significant effects are marked: ***(p < 0.001), **(p < 0.01), *(p < 0.05). Statistical models
are labeled with a number in square parentheses that reflects the experiment number referred to in the text. Note that for models [1] and [3], only the control variables are
presented as the full models did not outperform their respective nulls.
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