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Humans and many other social animals 
decide, or learn when necessary, what to 
do in a given social situation by assessing 
a range of variables related to social states 
(e.g., competitive or cooperative), others’ 
overt behavior (e.g., response choices and 
outcomes), others’ covert mental states 
(e.g., beliefs, intentions and desires), and 
one’s own interpersonal inclination (e.g. 
other-regarding preferences and generosity). 
Recent studies in social neuroscience have 
begun to uncover how such social variables 
are processed, encoded, and integrated in 
the brain. The goal of the current Research 
Topic is to promote a better understanding 
of neural basis of social learning, social 
decision-making, and other-regarding 
preferences. 

NEURAL BASIS OF SOCIAL LEARNING, 
SOCIAL DECIDING, AND OTHER- 
REGARDING PREFERENCES 

A snapshot of free-ranging rhesus macaques 
(Macaca mulatta) in Cayo Santiago, Puerto Rico.  
Rhesus macaques are highly social and display 
many rudimentary forms of high-level social 
cognition found in humans. (Photo courtesy of 
Lauren J. N. Brent, Ph.D.) 
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What makes us do things like cooperate with others, perform
altruistic behaviors, or be empathetic toward others? What neural
circuits compute, and how hormones modulate, social behaviors?
Our brains were evolved to function in complex social environ-
ments, demanding us to naturally tune our behaviors to social
information (Wilson, 2000). Social behaviors often define who
we are and give rise to individual identity as well as group iden-
tity. The papers appearing in the E-Book on Neural basis of social
learning, social deciding, and other-regarding preferences cover a
large part of current debate in, and expand our knowledge of,
social behaviors from the perspectives of neural networks and
neuromodulators involved, as well as unique behavioral strate-
gies engaged. This collection addresses outstanding questions
in the neurobiology of human and non-human animal social
behaviors in the form of original research articles, reviews, and
perspective-type papers.

Lee and Harris sets the stage by reviewing useful ways to
effectively combine the knowledge gained from the tradition of
social psychology research and more recently emerged research
in neuroeconomics, in order to better understand social behav-
iors and their neural correlates (Lee and Harris, 2013). Taking
a neuroethological viewpoint, Gariépy et al. review the similar-
ities and differences in social learning across human and other
species, and discuss the neural circuits involved in social learning
(Gariépy et al., 2014). Focusing on the importance of economi-
cal computations involved in social behaviors, Hillman discusses
the fundamental role of cost-benefit calculations for competitive
social interactions (Hillman, 2013). Furthermore, emphasizing
the significance of social context in shaping social behaviors,
van den Bos et al., in an original research article, provide novel
evidence that social identity is a strong driver of costly competi-
tive behavior in humans engaged in a multi-player auction game
(Van den Bos et al., 2013). The authors further show that the
basal levels of testosterone could predict this competition-driven
behavior, endorsing the notion that neuromodulators are crucial
for context-dependent social processing.

Conceptualizing complex social behaviors in a computational
framework is a challenging task. In a hypothesis and theory arti-
cle, Chang proposes a coordinate transformation framework, a
scaffold borrowed from the tradition of sensorimotor research
(Andersen et al., 1993; Snyder, 2000), for characterizing how

individual neurons encode social variables about self and others
during social interactions (Chang, 2013). Furthermore, Zak and
Barraza, in their review paper, propose a mathematical model
for describing the phenomenon of collective action in order to
help explain how empathy and other cognitive variables modulate
altruistic behaviors in humans (Zak and Barraza, 2013).

Several papers in this issue argue for a specialized role
of medial prefrontal/frontal cortical regions for guiding social
behaviors. In an opinion piece, Lavin et al. propose that the
human anterior cingulate cortex serves as a network hub in
the brain for integrating the neural processes underlying social
context processing, decision-making, and empathy (Lavin et al.,
2013). In a perspective article, Apps et al. discuss a socially-
specialized role of the gyrus portion of the human midcingulate
cortex in predicting and monitoring decision outcomes when
interacting with others (Apps et al., 2013). Furthermore, in a
review paper, Isoda and Noritake deliberate why the dorsomedial
frontal cortex is specialized for mediating theory of mind or men-
talizing by discussing the key functions of this region in executive
inhibition, self-other distinction, prediction under uncertainty,
and perception of other’s intention (Isoda and Noritake, 2013). A
recent finding demonstrating the role of this brain region in shift-
ing one’s strategy in accordance with the strategy of a competitive
opponent (Seo et al., 2014) strongly supports their prediction.

No one will argue that mother-infant interaction is one of the
most critical social behaviors that influence behaviors that last
one’s entire lifespan. In an original research article, Strathearn and
Kim report that the hemodynamic activations in the amygdala in
mothers are strongly modulated by infant identity (own-infant
vs. unknown-infant) and valence displayed (happy vs. sad faces)
from the images of infants, indicating that positive or negative
values associated with infant face are processed in strikingly dif-
ferent ways depending on social context (Strathearn and Kim,
2013). In another original research article, Ho et al. investigated
dispositional empathy and stress sensitivity in mothers during
a maternal decision-making scenario and found that different
components of maternal dispositional empathy map onto dis-
tinct parts of the brain, spanning various subcortical and cortical
regions (Ho et al., 2014).

Facial expression serves as a key source of social information
in human and non-human primates. In a perspective article,
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Gothard reviews how distributed networks of sensory, motor,
affective, as well as motivational systems coordinate to generate
facial expression, focusing particularly on the pathways between
the amygdala and the midcingulate areas for transforming
emotion-related signals into facial motor signals (Gothard,
2014). It is well known that salient features in the environment
capture one’s attention (Itti and Koch, 2000). Social stimuli,
such as faces and vocal calls, are particularly powerful at evoking
orientation, probably reflecting their evolutionary importance
for survival and reproduction. In an original research article, Dal
Monte et al. show that exogenous oxytocin boosts social attention
in rhesus macaques while viewing the faces of conspecifics
(Dal Monte et al., 2014). The authors report that exogenous
oxytocin increases gaze fixations to the eyes relative to the mouth,
suggesting the role of oxytocin in actively distributing attentional
resources toward the eye region when viewing faces. In another
original research article on social attention, Ebitz et al. used
a visual distractor task in rhesus macaques using social and
non-social images to show that greater pupil constriction is
observed when viewing social images, suggesting that pupillary
responses involved in attention take social relevance into account
(Ebitz et al., 2014). Using a novel scene-based search array
task, Solyst and Buffalo report that rhesus macaques spend
more time viewing conspecific images when the images contain
socially salient features, such as those with direct gaze and
redder sex skin (Solyst and Buffalo, 2014). The authors further
demonstrate that this preferential viewing was not driven by
lower-level saliency attributes in these images. Collectively,
these articles illustrate how the brain prioritizes social
information.

Recently, there has been much interest in testing how neu-
rons sensitive to primary reinforcement and action monitor-
ing respond to socially-rewarding events and socially-relevant
actions (Izuma et al., 2008; Smith et al., 2010; Yoshida et al.,
2011, 2012; Azzi et al., 2012; Báez-Mendoza et al., 2013a; Chang
et al., 2013). In a review paper, Báez-Mendoza and Schultz dis-
cuss the role of the striatal neurons in selectively integrating
rewards and actions across self and others, potentially mediat-
ing credit assignment between rewards and agency during social
interactions (Báez-Mendoza and Schultz, 2013b). In an origi-
nal research article, Kazama et al. show new causal evidence
that neonatal lesion to the orbitofrontal cortex, implicated in
value representation in rhesus macaques (Padoa-Schioppa and
Assad, 2006; Kennerley et al., 2011), impairs the ability later in
life in adjusting behavioral responses to changing reward values
(Kazama et al., 2014).

The papers appearing in the E-Book collectively highlight new
advances and emerging interests in the field of social neuro-
science. The field is rapidly growing, providing many interest-
ing insights into the neural underpinnings of social behavior.
However, many challenges lie ahead. How does the brain know
when to enhance social processing? What are some fundamen-
tal computational principles in the shared neural circuits across
social and non-social behaviors? How do different parts of the
brain or distinct subpopulations of neurons orchestrate social
computation? These are just some of the interesting questions and
challenges that remain before us.
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The activity of the anterior cingulate cor-
tex (ACC) has been related to decision-
making (Gehring and Willoughby, 2002;
Sanfey et al., 2003; Mulert et al., 2008),
socially-driven interactions (Sanfey et al.,
2003; Rigoni et al., 2010; Etkin et al., 2011),
and empathy-related responses (van Veen
and Carter, 2002; Gu et al., 2010; Lamm
et al., 2011). We present a perspec-
tive of how to interpret the evidence of
ACC involvement in these three processes,
propose an ACC integrative function,
and provide a methodological pathway
to study decision making, empathy, and
social interaction in a combined experi-
mental approach.

Error detection and outcome moni-
toring are two important decision pro-
cesses related to ACC activation (Bush
et al., 2000; Gehring and Willoughby,
2002; Hewig et al., 2011). Although the
ACC was previously associated with basic
error detection processes (Carter et al.,
1998; van Veen et al., 2001), evidence
from electroencephalographic (EEG) and
functional magnetic resonance imaging
(fMRI) during the last decade has sug-
gested the involvement of the ACC in
high-level processing (in outcome/error
monitoring and action planning; Bush
et al., 2000). The error-related negativ-
ity (ERN) and feedback-related negativity
(FRN), two event-related potentials (ERP)
that consistently follow action errors and
negative outcomes, respectively (e.g., San
Martin et al., 2010), are associated with
activity in the ACC. The evidence of
the ACC involvement in the ERN and
FRN is consistent across different types
of studies. In patients with ACC lesions,

for instance, a robust affectation of ERN
has been found (Stemmer et al., 2004;
Hogan et al., 2006). Intracranial mea-
surements confirmed ACC involvement in
ERN (Brazdil et al., 2005; Jung et al.,
2010), and the same evidence has been
found with source localization (Dehaene
et al., 1994; Holroyd et al., 1998; van Veen
and Carter, 2002; Donamayor et al., 2011;
Bediou et al., 2012; Ibáñez et al., 2012) and
magneto-encephalography (Miltner et al.,
2003). These findings are supported by
fMRI studies that indicate the activation
of the dorsal and rostral areas of the
ACC when subjects receive feedback after
losses associated with errors in decision-
making tasks (Bush et al., 2002; Marsh
et al., 2007). There is also animal evi-
dence that shows specific anterior cingu-
late sulcus activation with respect to one’s
foregone rewards, and of the anterior cin-
gulate gyrus (ACCg) with respect to self,
others’ or both players’ rewards (Chang
et al., 2013). This evidence shows that the
ACC is a part of the decision-making net-
work that involves activity in prefrontal
and parietal areas related to the observa-
tion of alternatives (Platt and Glimcher,
1999; Westendorff et al., 2010), and activ-
ity in the orbitofrontal (OFC) and ven-
tromedial prefrontal cortex related to the
representation of option values (Buckley
et al., 2009; Mullette-Gillman et al., 2011).
There is also evidence of connections of
the ACC to the insula, related to interocep-
tive markers of negative emotions (Ibanez
et al., 2010b; Jones et al., 2011; Kunz et al.,
2011; Couto et al., 2013). In addition, there
is evidence that central-rostral areas of the
ACC are connected to the limbic system

(Etkin et al., 2011). The ACC receives
inputs from these structures relative to the
differences between expected and actual
outcomes of a given decision, and pro-
vides outputs to coordinate dorsolateral
prefrontal structures in order to organize
behavioral responses (Cohen et al., 2005;
Mansouri et al., 2009; Shackman et al.,
2011; see Figure 1).

Furthermore, several studies show
ACC activation indexing empathy-related
response in pain/no-pain paradigms. The
ACC is a core component of the pain net-
work which is active when subjects receive
pain stimuli and can also be activated
when observing others in such situa-
tions (see Figure 1). This pain network
involves activity in the bilateral anterior
insula (AI), rostral ACC, brainstem, and
cerebellum when observing a loved one
experiencing pain, and activity in the pos-
terior insular/secondary somatosensory
cortex, the sensorimotor cortex (SI/MI),
and caudal ACC when experiencing pain
(Singer et al., 2004, 2006; Jackson et al.,
2005, 2006; Decety and Jackson, 2006;
Lamm et al., 2011). Moreover, the acti-
vation of the ACC in observational-pain
paradigms is modulated by contextual
information about the one observed.
For instance, observing a prosocial sub-
ject receiving pain stimulation triggers
empathy responses reflected in increased
bilateral activity of the AI and the ACC,
compared to observing an antisocial sub-
ject (Singer et al., 2006). This evidence
suggests the involvement of the ACC
in high-level cognitive processing when
observing others and its modulation by
critical contextual cues.
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FIGURE 1 | Brain areas commonly active during empathy-related responses and decision

making tasks. (A) Axial view of the bilateral insula. (B) Sagittal view of the anterior cingulate cortex
(ACC), medial prefrontal cortex (MPFC), and orbitofrontal cortex (OFC).

This high-level contextual processing of
the ACC has also been studied regarding
socio-affective variables within traditional
decision-making paradigms. ACC is active
when people observe others’ action errors,
but this activation is modulated by group
membership of social stimuli (Newman-
Norlund et al., 2009; Hein et al., 2010).
ERP studies have also provided evidence in
this line, showing FRN modulation asso-
ciated with (1) unfairness considerations
in socio-economical interactions (Boksem
and De Cremer, 2010), (2) observing a
friend or a stranger playing a gambling
task (Ma et al., 2011), and also (3) offers
made by a computer program vs. humans
in ultimatum games (UG) (Fukushima
and Hiraki, 2009). These neuroimaging
and electrophysiological experiments sug-
gest that ACC integrates high level infor-
mation for making decisions that involve
economic and social concerns. The pro-
cessing in the ACC is not just related to the
economic value of a given outcome, but
also to the social aspects involved in the
interaction. For example, the ACC activ-
ity would be differentially modulated if
people, in an UG, are willing to accept
unfair offers made by a computer pro-
gram or by a real player (Fukushima and
Hiraki, 2009). Even though the payoffs
are the same, considerations about fair-
ness/unfairness are attached to the eco-
nomic interactions reflecting activity of
empathy networks, theory of mind (ToM)
and decision-making (Etkin et al., 2011).
Although this is not conclusive of the inte-

grative role of the ACC, the specificity
of the ACC activation in decision-making
paradigms when there are contextual
cues, together with the role of the
ACC in empathy-related responses with-
out outcome feedback give support to this
interpretation.

There is consistent evidence of the
active role that the ACC plays in the
processing of multimodal of context-
dependent events, compared to non-
contextual stimuli (Downar et al., 2001,
2002). This evidence is in line with
the idea that social cognition involves
the integration of flexible and context-
dependent information (Chang et al.,
2011; Ibanez and Manes, 2012). Taken
together, these data suggest that the ACC
might be a center of integration of infor-
mation about others’ social background
that has a direct effect on economic
interactions. Thus, interacting with some-
one from an out-group is different than
interacting with someone from an in-
group (Ibanez et al., 2010a) not just
from a social perspective, but also in
terms of how we process the economic
payoffs extracted by such interactions
regarding our own and others’ welfare.
This involves self-concern aspects of out-
come processing, and empathy responses
modulated by social information about
others. Although we know all these pro-
cesses occur to some extent in the ACC,
it remains unclear which specific social
cues modulate empathy in each group,
and the degree to which empathy-related

responses modulate cooperative behav-
ior, outcome processing, and decision-
making. In brief, most of the evidence
provided focuses on just one variable (e.g.,
outcome monitoring or empathy) and
there is no theoretical approach that has
been able to integrate all variables together.
Furthermore, ERP studies on the contex-
tual cues involved in error or outcome pro-
cessing tend to associate unpleasant social
contexts with negative economic feedback
(Boksem and De Cremer, 2010). For this
reason, it is hard to evaluate the influence
of contextual social cues on the processes
of decision-making. Also, traditional fMRI
studies, which focused on empathy, tended
to put aside variables associated with out-
come processing.

A further approach for studying the
role of the ACC in the integration of
social information, empathy and decision-
making, should involve the confrontation
of these factors in a single paradigm.
This would allow us to observe the
influence of contextual information on
empathy responses, and, in turn, to
evaluate whether these responses modu-
late the monitoring of wins and losses.
For instance, fairness/unfairness consider-
ations about others’ behavior may trig-
ger different levels of empathy-related
responses depending on whether the
observer profits from such behavior or
not. Thus, if a given subject profits
from someone else’s unfair behavior, ACC
activity might be affected by the eco-
nomic benefit of such unfair behavior.
This experimental model could explore
ACC activity within conflicting situa-
tions between negative emotional states
(e.g., feeling bad for observing someone
being exploited or committing an error),
and the positive evaluation of outcomes
derived from such situations. This could
show overlapping activity in the ACC, or
the activation of specific areas associated
with error detection, outcome process-
ing and empathy-related responses. The
same might happen when disentangling
action errors from negative outcomes, as
some ERP studies are doing (de Bruijn
and von Rhein, 2012), where negativ-
ity associated with error detection exists
even if the outcomes are positive. Such
conflicts are common in real-life situa-
tions and exploring them seems essential
for understanding and predicting actions
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within interactions under particular social
settings.

The evidence summarized here sup-
ports the idea of the ACC as a cen-
ter of high level contextual integration
and behavior monitoring. We believe that
a consistent and testable model of dif-
ferential empathy-related responses using
critical contextual cues (such as per-
ceived fairness/unfairness or group iden-
tity) within a decision-making setting
could provide important insights about
partially overlapping ACC networks of
these three cognitive domains. Real-life
decision making is full of contextual cues
that involve conflict between two or more
alternatives at the same time (Baez et al.,
2012, 2013; Ibanez and Manes, 2012).
People might feel empathy for a fair
player’s loss but at the same time they
might want to get benefits from a zero
sum interaction, so there is a decision to
be made in terms of which strategy weighs
more in the final output. In this context,
the role of the ACC would be essential
for understanding how contextual infor-
mation shapes our strategic decisions, and
how this influences the way in which we
learn from others and evaluate them in
social terms.
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A coordinate transformation framework for understanding how neurons compute
sensorimotor behaviors has generated significant advances toward our understanding
of basic brain function. This influential scaffold focuses on neuronal encoding of
spatial information represented in different coordinate systems (e.g., eye-centered,
hand-centered) and how multiple brain regions partake in transforming these signals in
order to ultimately generate a motor output. A powerful analogy can be drawn from
the coordinate transformation framework to better elucidate how the nervous system
computes cognitive variables for social behavior. Of particular relevance is how the brain
represents information with respect to oneself and other individuals, such as in reward
outcome assignment during social exchanges, in order to influence social decisions. In
this article, I outline how the coordinate transformation framework can help guide our
understanding of neural computations resulting in social interactions. Implications for
numerous psychiatric disorders with impaired representations of self and others are also
discussed.

Keywords: social interactions, coordinate transformation, reference frames, social decision making, reward,

agency, theory of mind (ToM), reinforcement (psychology)

INTRODUCTION
The brains of many animals have evolved to deal with an increas-
ing demand for complex social interactions. Interacting with
other members in large social groups requires neural represen-
tations to be dynamically updated with respect to oneself as well
as with respect to other individuals in order to adjust ongoing
social behaviors. Even a simple interaction with another indi-
vidual requires an accurate tracking of actions and outcomes
referenced to self and others. Explorations into how the brain
computes information necessary to guide social behaviors can
thus reveal ecologically valid insights into neural mechanisms
underlying complex cognition that might not be tractable oth-
erwise. One might even argue that probing the brain function
using socially relevant behavioral tasks is a preferred way to
unlock the mystery of “high-level” cognition in highly social
species. Furthermore, a failure to accurately represent self and
others can result in atypical social behaviors like those that are
striking in autism (Baron-Cohen, 1988) and Williams syndrome
(Jones et al., 2000), as well as in schizophrenia (Jeannerod, 2008),
borderline personality disorders (Bender and Skodol, 2007) and
psychopathy (Hare, 1999). Investigating the neural mechanisms
underlying social interactions will therefore provide critical clues
toward characterizing the neural basis of a surprisingly large
number of neuropsychiatric disorders that are accompanied by
social deficits.

Since the early beginning, a major focus in the field of sys-
tems neuroscience has been to understand how perception and
action are encoded by individual neurons (Goodale and Milner,
1992), and how these signals are transformed across different
neural networks (Salinas and Abbott, 1995; Colby, 1998; Colby
and Goldberg, 1999). A coding scheme of a neuron conveys precise

computational principles used in transforming a signal encoded
under one coordinate system into a signal encoded under a
different coordinate system (Andersen et al., 1993; Pouget and
Sejnowski, 1997; Pouget and Snyder, 2000; Snyder, 2000; Groh,
2001; Crawford, 2004). An immense body of work has enhanced
our understanding of sensorimotor behavior, such as motor plan-
ning and attention, by framing these computational tasks in terms
of coordinate transformations.

Here I propose that applying a coordinate transformation
model to the social domain can provide novel insights into the
neural mechanisms underlying social interactions. In particular,
a coordinate transformation approach to social interactions is
useful for unraveling how neurons across different brain regions
contribute to social interactions by framing their responses as
cognitive states with respect to self and others.

COORDINATE TRANSFORMATION FRAMEWORK
A frame of reference refers to the coding scheme of a neuron rep-
resenting information in specific coordinates (Groh, 2001; Cohen
and Andersen, 2002). For example, a neuron is considered to use
an eye-centered, or retinocentric, frame of reference when this
neuron encodes a spatial location relative to a location on the
retina (Batista et al., 1999; Avillac et al., 2005; Marzocchi et al.,
2008; Chang and Snyder, 2010). This means that the receptive
field of this neuron is anchored to the retinal location. On the con-
trary, a neuron may use an arm-centered reference frame when
the neuron represents spatial location relative to a location on
the arm (Kalaska et al., 1989; Caminiti et al., 1991; Scott and
Kalaska, 1997; Schwartz et al., 2004; Batista et al., 2007; Chang
and Snyder, 2010). Other documented reference frames include
world-centered (information is encoded relative to a location
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in the world) (O’Keefe and Nadel, 1978; Snyder et al., 1998)
and object-centered (relative to a certain feature of an object)
(Olson and Gettner, 1995). It is important to note that not all
reference frames are tightly coupled to specific body parts or
well-defined location in the world, making some reference frames
hard to interpret. For instance, some representations could be
more accurately described as “intermediate,” that is, referenced
to a position in between different body parts or different specific
locations in the environment. Indeed, converging experimental
evidence has documented such added complexity in neuronal ref-
erence frames (Mullette-Gillman, 2005; Chang and Snyder, 2010;
McGuire and Sabes, 2011). Furthermore, depending on the goal
of the transformation, there exists a final frame of reference for
directly influencing a motor output. For instance, for visually-
guided reaching, the representation eventually needs to be in an
intrinsic muscle- or joint-centered frame of reference (Kalaska
et al., 1989; Scott and Kalaska, 1997) in order to drive the arm
at the end of the transformation pathway (Shadmehr and Wise,
2005).

One of the powerful aspects of characterizing the reference
frames employed by individual neurons is that it provides us
with a relatively straightforward way to understand how differ-
ent computational stages (roughly analogous to different brain
areas) transform one type of a representation into another
(Andersen et al., 1993; Pouget and Sejnowski, 1997; Pouget and
Snyder, 2000; Snyder, 2000; Groh, 2001; Crawford, 2004). A
next stage of computation might involve yet another coordinate
transformation, depending on the purpose of the transforma-
tion (Andersen et al., 1993). A simulation in Figure 1 illustrates
a popular example of coordinate transformation from an eye-
centered to a head-centered frame of reference. This example
computes the transformation using a gain field (i.e., multiplica-
tive influence on neuronal tuning), which seems to be ubiqui-
tously present across many brain regions (Salinas and Thier, 2000;
Salinas and Sejnowski, 2001). Let us consider an eye-centered
neuron (Figure 1A), like a neuron in area 7a (Andersen and
Mountcastle, 1983), that monotonically modulates firing rates to
changes in eye position (i.e., an eye position gain field, Figure 1B).
When the eye-centered tuning is multiplied by the eye posi-
tion gain field, a head-centered tuning begins to emerge (i.e.,
providing a basis for a population code that can be read out
as head-centered) (Figure 1C). Various neural network models
(Zipser and Andersen, 1988; Salinas and Abbott, 1996; Pouget
and Snyder, 2000; Blohm et al., 2008) can efficiently perform
this computation. If necessary for a given behavior, when a head-
centered representation is multiplied by a head position gain
field (Brotchie et al., 1995), yet another representation begins to
emerge, namely a population code that can be read out as body-
centered (Andersen et al., 1993; Snyder et al., 1998). Another
example of coordinate transformation concerns directly convert-
ing (i.e., without the necessity of the serial steps as discussed in the
previous example) an eye-centered representation of a reach tar-
get into an arm-centered representation by the reaching-related
neurons. In the parietal reach region (PRR) of the primate pos-
terior parietal cortex, this transformation can occur when the
eye-centered representation of the hand, encoded using a com-
pound eye and hand gain field specifying the distance between

FIGURE 1 | A simulation of a gain field mediated coordinate

transformation. (A) A neuron encoding target locations using an
eye-centered frame of reference, when the eyes are straight ahead. (B) The
same neuron showing an eye position gain field. The responses are shown
for a target straight ahead of and aligned with the eyes. The responses are
monotonically scaled by changes in eye position (eyes-on-head). For this
particular example neuron, the activity increases by 1.0 spikes/sec (sp/s) for
each visual degree of rightward change in eye position. Different colored
points represent different eye positions. (C) Multiplying the eye-centered
tuning curve with different eye positions. Each colored curve represents a
tuning curve obtained by multiplying the eye-centered tuning from (A) with
each eye position from (B) (in corresponding colors). When the eye position
is at 0, that is, the same position as the plot in (A), the tuning does not
change (indicated by the thick black traces in A and C). However, when the
eye positions change, the tuning curves now scale and shift according to
the eye position gain field. These multiplicative interactions result in target
representations that can be read out in a head-centered frame of reference;
now the responses are tuned relative to the head.

the eyes and the hand (Chang et al., 2009), is effectively vectorially
subtracted from the eye-centered representation of the reach tar-
get, resulting in the hand-centered target representation (Bullock
and Grossberg, 1988; Buneo et al., 2002; Chang et al., 2009).

SELECTED THEORIES OF COORDINATE TRANSFORMATIONS
In this section, I will discuss two influential theories of coordi-
nate transformation. By analogy, these contrasting theories can
help guide how we interpret neuronal encoding and how such
encoded variables are computed during social interactions. One
theory focuses on systematic representations of neuronal vari-
ables (as in engineering a specific circuit based on a specific
set of rules), whereas the other focuses on idiosyncratic neu-
ronal representations (as in carrying out network-like operations
using an artificial intelligence). For convenience, hereafter I will
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refer to them as the engineering approach and the connectionist
approach, respectively.

From the classical engineering perspective, purpose-built net-
works are designed to compute highly specific quantities under
strict rules. This engineering approach emphasizes that every
neural representation serves a specific functional purpose using
precise quantities. As a classic example, areas 7a neurons not only
represent eye-centered target location but also show eye position
gain fields (Andersen and Mountcastle, 1983), thereby providing
a basis for a population code that can be read out as head-
centered using a multiplicative interaction between eye-centered
tuning and an eyes-on-head position signal (Figure 1) (Zipser
and Andersen, 1988). Although such systematicity may restrict
flexibility in creating novel representations for which the system is
not initially designed to compute (but it remains unclear what the
biological consequences might be), it is associated with extremely
efficient computational performance.

On the contrary, an artificial intelligence field emphasizes
the use of neural networks that contain multiple non-linear
combinations of signals that are eventually self-organized in
order to generate a particular information (Poggio, 1990). Such
networks based on the connectionist approach have been suc-
cessfully applied to perform coordinate transformations (Pouget
and Sejnowski, 1997; Pouget and Snyder, 2000). Desired rela-
tionships of input and output variables may emerge from the
hidden layer of such models (e.g., Chang et al., 2009). A connec-
tionist approach suggests that diverse representations are com-
mon, and the vast majority of computations may appear highly
obscure. Strong empirical evidence in support of the connection-
ist approach is the presence of intermediate neuronal representa-
tions. Intermediate reference frames, which are particular types
of intermediary representations, are often desired for computa-
tional flexibility (Pouget and Sejnowski, 1997; Pouget and Snyder,
2000; Xing and Andersen, 2000; Blohm et al., 2008). Indeed, inter-
mediate reference frames have been found across neurons in the
lateral intraparietal area (LIP) (Mullette-Gillman, 2005), the ven-
tral intraparietal area (VIP) (Avillac et al., 2005), PRR (Chang
and Snyder, 2010), the dorsal area 5 (McGuire and Sabes, 2011),
the dorsal medial superior temporal area (MSTd) (Fetsch et al.,
2007), as well as the dorsal premotor cortex (PMd) (Batista et al.,
2007). In exchange for high flexibility, such connectionist com-
putations require high dimensional space, potentially demanding
much more resources.

REFERENCE FRAMES DURING SOCIAL INTERACTIONS
A successful social interaction requires an accurate understand-
ing of self and others. Such representations of self and others
can take many forms in the brain, including the agency underly-
ing particular perceptual or emotional events (Ruby and Decety,
2004; Amodio and Frith, 2006; Mitchell et al., 2006; Singer, 2006;
Ochsner et al., 2008), during action observation (Wolpert et al.,
2003), and for learning and decision-making (Behrens et al.,
2009). Here one can draw an analogy from the coordinate trans-
formation framework, and apply it toward understanding the
neural mechanisms of social interactions.

The analogy can be made based on the following criteria. First,
as for representing sensory or motor information in a specific

coordinate system for sensorimotor computations, representa-
tions of social information must be referenced to a specific agent
(e.g., self, other, in-group, or out-group, etc.) involved in social
interactions. Otherwise, normal social interactions simply would
not be possible. So, the concept of reference frame is useful for
social computations. Accumulating evidence suggests the pres-
ence of social reference frames during social behavior (Behrens
et al., 2008; Yoshida et al., 2011, 2012; Chang et al., 2013). Second,
similar to gain-modulated spatial representations during senso-
rimotor computations, social representations are systematically
enhanced or attenuated according to behaviorally-relevant social
variables (e.g., social status, familiarity). For example, studies
have shown that social status and other social category modu-
late the gain of neuronal activity (Klein et al., 2008; Azzi et al.,
2012; Watson and Platt, 2012). In this view, the concept of coordi-
nate transformation using gain modulations could be analogously
applied to social computations. Taken together, transforming spa-
tial signals from one coordinate system to another is analogous to
transforming agent-independent signals into agent-specific sig-
nals, or converting signals referenced to one type of agent to
another.

In what way can neuronal variables represented during social
interactions be considered as having reference frames? Let us con-
sider a simple scenario in which two individuals, agent A and
agent B, are playing an afternoon chess at a park. For every
move that is made, agent A needs to keep track of the actions of
both himself and agent B as well as the outcomes for themselves
resulting from each move. Agent B also does the same to have
a chance at winning. These actions and outcomes tightly cou-
pled to either agent A or B during their competitive exchanges
must be reflected in their neuronal signals. More precisely, these
variables with respect to self and others need to be either dif-
ferentiated or coincided during different stages of computations.
Although the above example focused on a competitive interac-
tion, tracking self and others’ actions and outcomes is similarly
importantly for cooperative transactions, such as when agents A
and B need to coordinate steering to the right on a canoe to avoid
a rock in their way. Furthermore, it is natural to consider that
inaccurate or unstable representations of social variables across
self- and other-centered frames of reference may directly underlie
many of the social deficits observed in multiple psychiatric con-
ditions (see below). It is worthwhile to emphasize, however, that
applying the coordinate transformation framework based on spa-
tial reference frames to cognitive domains is an analogy by nature
simply because cognitive computations, like those involved in
social cognition, are fundamentally different from the sensorimo-
tor computations using the receptive field or place code. Rather,
the analogy is beneficial for understanding how social variables
represented in different dimensions (e.g., self versus others) are
used to mediate social interactions.

Reward-guided social learning and decision-making have been
critical for investigating neural basis of social behaviors (King-
Casas et al., 2005; Moll et al., 2006; Behrens et al., 2008, 2009;
Mobbs et al., 2009; Jeon et al., 2010; Yoshida et al., 2011, 2012;
Azzi et al., 2012; Carter et al., 2012; Hillman and Bilkey, 2012;
Kishida and Montague, 2012; Nicolle et al., 2012; Watson and
Platt, 2012; Chang et al., 2013). Given that social interactions are
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largely reward-driven (Fehr and Camerer, 2007), it is not surpris-
ing that self- and other-referenced signals are robustly present
in reward-related brain regions. Taking inspiration from work
in reinforcement learning (Sutton and Barto, 1998), vicarious
reinforcement (Berber, 1962; Bandura et al., 1963), neuroeco-
nomics (Platt and Huettel, 2008), and game theory (Lee, 2008),
researchers have begun the quest to identify neural correlates of
social learning and decision-making (Sanfey, 2007; Behrens et al.,
2009; Seo and Lee, 2012; Rushworth et al., 2013). One common
goal for this expedition has been to elucidate how different brain
regions compute social variables with respect to self and others.
Another shared aim of this quest, which will not be discussed
here, has been to identify whether there are neural circuits ded-
icated to social cognition (Carter et al., 2012; Rushworth et al.,
2013).

Recent studies are beginning to unravel how self- and other-
referenced computations are computed across multiple brain
regions. Using behavioral tasks involving interacting rhesus mon-
keys, single-neuron recording studies from reward-sensitive areas,
such as the anterior cingulate gyrus (ACCg), anterior cingu-
late sulcus (ACCs), orbitofrontal (OFC) cortices, and the regions
in the medial frontal cortex (MFC), have characterized how

individual neurons modulate activity with respect to events
occurring to self and others (Yoshida et al., 2011, 2012; Azzi et al.,
2012; Chang et al., 2013). Yoshida and colleagues reported that
a group of primate MFC neurons selectively encode actions in
other-centered frame of reference (Yoshida et al., 2011), and that
some MFC neurons encode self-referenced reward-omission sig-
nals or other-referenced error signals (others’ erroneous actions)
(Yoshida et al., 2012). Azzi and colleagues reported that primate
OFC neurons modulate activity according to whether rewards
are shared with another monkey or received only by the actor
monkey (Azzi et al., 2012). Using fully dissociated self and
other reward outcomes, Chang and colleagues reported that
primate OFC neurons signal actors’ received rewards in a self-
centered frame of reference (Figure 2A), whereas ACCs neurons
signal actors’ foregone rewards (rewards that are either omit-
ted or delivered to another) in a self-centered frame of reference
(Figure 2B) (Chang et al., 2013). In contrast, in addition to
OFC-like self-referenced reward neurons, some ACCg neurons
selectively signal others’ received rewards in other-centered frame
of reference (Figure 2C), while others signal actors’ received and
others’ received rewards in a common, or both-centered, frame
of reference (Figure 2D) (Chang et al., 2013). Furthermore, in

FIGURE 2 | Schematic and empirical examples of reward outcomes

represented in different frames of reference during social interactions.

Illustrative peri-stimulus time histograms (PSTHs) (top of each panel) show
the activity of an individual reward-sensitive neuron aligned to the time of
reward. The PSTHs displayed on the bottom of each panel (in the gray box)
show the activity of a single neuron recorded from different regions of the
primate frontal cortex during a social reward-allocation task [modified with
permission from Chang et al. (2013)] that corresponds to the illustrative
PSTHs above. The brain region from which each neuron was recorded is
highlighted on the right (in yellow). cgs, cingulate sulcus; lorb, lateral

orbitofrontal sulcus; morb, medial orbitofrontal sulcus; ps, principal sulcus.
(A) Self-referenced representation of actor’s received rewards. The majority
of the orbitofrontal cortex (OFC) neurons employ this coding scheme. (B)

Self-referenced representation of actor’s foregone rewards. The majority of
neurons located in the sulcus of the anterior cingulate cortex (ACCs) employ
this coding scheme. (C) Other-referenced representation of rewards allocated
to another monkey in the room. A group of neurons in the gyrus of the
anterior cingulate cortex (ACCg) employs this coding scheme. (D) Common
(both-referenced) representation of rewards received by an actor and another
monkey. A group of ACCg neurons employs this coding scheme.
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humans, Nicolle and colleagues reported that self- and other-
referenced decision signals in the ventromedial prefrontal cortex
(vmPFC) and dorsomedial prefrontal cortex (dmPFC) flexibly
switch their coding schemes such that vmPFC always track rel-
evant choices (for whom a choice is being made) and dmPFC
always track irrelevant choices (for whom a choice is not being
made) (Nicolle et al., 2012). Together, these results provide novel
intuitions into how different neural circuits encode self- and
other-referenced information during social interactions. At the
same time, they highlight that the remarkable flexibility in trans-
formations across the two representations, depending on task
demands.

APPLYING THE COORDINATE TRANSFORMATION
FRAMEWORK TO SOCIAL INTERACTIONS
A proposed schematic model in Figure 3 illustrates how self-
referenced, other-referenced, and commonly-referenced (both-
referenced) signals may arise from coordinate transformations
during social interactions. This model, like the models used
for the coordinate transformations for sensorimotor behaviors
(Zipser and Andersen, 1988; Salinas and Abbott, 1996; Blohm
et al., 2008; Chang et al., 2009), utilizes gain modulations (noted
as G in Figure 3) to transform signals represented in an agent-
nonspecific coordinate to a coordinate with respect to self, other,
or both. For example, added gain modulations based on a vari-
ety of self motivational variables can result in a self-referenced
representation, as reported in the primate OFC (actors’ received
rewards), ACCs (actors’ foregone rewards), and a subgroup of
ACCg neurons (actors’ received rewards) (Chang et al., 2013). On
the other hand, added gain modulations based on other-regarding
variables can result in selectively other-referenced reward signals,
like those documented in a subgroup of ACCg neurons (Chang
et al., 2013), and other-referenced action and error signals, as
reported in MFC neurons (Yoshida et al., 2011, 2012). Examples
of self-regarding motivational variables include reward amount,
risk, uncertainty, expected utility, delay, and so on. In contrast,
examples of other-regarding motivational variables include social
relationship, reciprocity level, trustworthiness, generosity, and
so forth, in addition to the variables like those that drive self-
motivation but directed toward others. It is important to note
that social variables such as social relationship, reciprocity level,
trustworthiness, and generosity may also contain self-regarding
components since self motivations sometimes underlie other-
regarding motivations (e.g., Weinstein and Ryan, 2010). Thus,
the signals that drive other-regarding gain in the model should
correspond to other-referenced components of such complex social
variables.

Furthermore, for generating a both-referenced representa-
tion, the model assigns appropriate weights for self motivations
(noted as WS) and for other-regarding motivations (WO) to
account for the different strengths of modulations with respect
to self and others. This relative weighting offers a modula-
tory control over both-centered representations. For instance,
when the two weights are equal (WS = WO), the signals with
respect to self and other in the both-centered representations
will appear to be mirrored. In contrast, a greater influence of
self motivational signals (WS > WO) will result in a stronger

FIGURE 3 | A proposed schematic model of how social variables

represented in self- and other-centered, as well as common

(both-centered), frames of reference may mediate social interactions.

In the cognitive layer, neuronal signals resulting from the environment
(input layer) are represented in an agent-nonspecific frame of reference.
Motivational (and other cognitive) signals regarding oneself (self motivation
variables; see examples in the text) can be added using gain modulations
(G) to generate a representation in a self-centered frame of reference,
whereas motivational (and other cognitive) signals regarding others
(other-regarding and vicarious motivation variables; see examples in the
text) can be added using gain modulations to generate a representation in
an other-centered frame of reference. Neuromodulators (see examples in
the text) sets the gain parameters (e.g., magnitude, context) of self- and
other-regarding motivational signals in a context-dependent manner. Both
self- and other-regarding motivational signals can be added together using
gain modulations in a weighted manner (WS and WO , respectively) to result
in a representation in a common (both-centered) frame of reference. The
relative distribution of WS and WO determines the strength of self- and
other-regarding signals for the both-centered representation. The
self-centered signals directly influence self-regarding preferences (either
positive or negative in valence, +/−), whereas the other-centered signals
directly influence other-regarding preferences (either positive or negative in
valence). On the other hand, the commonly-referenced, both-centered,
signals may influence the self- and other-regarding preferences, and the
strength of each influence depends on WS and WO . The self- and
other-regarding preference signals are relayed to the output layer to
generate different social decisions and actions.

representation for the signals with respect to self in the both-
centered representation, whereas the opposite pattern is apparent
when there is a greater influence of other-regarding motivational
signals (WS < WO). Such computations may result in differen-
tially modulated activity corresponding to different social con-
texts, perhaps similar to what has been reported in OFC neurons
(Azzi et al., 2012).

Neuromodulators, such as oxytocin, norepinephrine,
dopamine, and testosterone, may set the gain parameters (e.g.,
magnitude, context) (Servan-Schreiber et al., 1990; Fellous and
Linster, 1998) of the self- and other-regarding variables in a
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context-dependent manner. Neuromodulators therefore may
directly gate when and how much of gain modulations are
taking place across different neural circuits (Dayan, 2012) for
both social and nonsocial behaviors. For instance, oxytocin,
known for its role in modulating social cognition (Donaldson
and Young, 2008), amplifies both self and vicarious reinforce-
ment (increases both red and green Gs in Figure 3) in rhesus
monkeys during social decision-making in a context-dependent
manner (Chang et al., 2012). It is worthwhile to emphasize that
neuromodulator action could be one of many ways to adjust
the gain parameters during social interactions. Furthermore, it
is expected that Gs in the model are sensitive to social context
signals, and different Gs might be independently controlled
by multiple sources. In this regard, the temporal dynamics
of neuromodulator-dependent gain control is important to
consider. In typical social interactions, it is often necessary
for neuronal representations of social variables (e.g., who is
being rewarded for a particular action) to alternate rapidly
between being referenced to self and another individual. Such fast
dynamics for rapid and flexible updating are likely to be medi-
ated by gain modulations by fast neurotransmission (e.g., via
AMPA or GABA receptors) or slightly slower (order of seconds)
G-protein-coupled neuromodulator action (e.g., oxytocin or
vasopressin). In contrast, an overall social state of an individual
(e.g., prosocial or antisocial tendency), whether it is typical or
pathological (e.g., attenuated social motivation in autism; see
Chevallier et al., 2012), is likely to change much more slowly by
comparison. Such longer-term dynamics are likely to be mediated
by an overall up- or down-regulation of neuromodulators and
their receptors. Finally, it is critical to point out that certain neu-
romodulators, like dopamine, are involved in both fast and slow
time scale depending on its functional contribution to behavior
(Schultz, 2007).

Similar to the heterogeneity of reference frames found for sen-
sorimotor behaviors (Mullette-Gillman, 2005; Chang and Snyder,
2010; McGuire and Sabes, 2011), it is likely that some brain
regions may concurrently represent social variables using mul-
tiple frames of reference. For instance, neural networks within
a given area may activate multiple pathways in the model. The
mixed self-, other-, and both-referenced social reward signals
found in ACCg support this view (Chang et al., 2013). However,
other areas like ACCs, which encodes actors’ foregone rewards
in a self-centered reference frame (Chang et al., 2013), seem
to represent information in a unified single frame of reference.
This might be analogous to some sensorimotor regions repre-
senting information primarily using a single frame of reference
(e.g., eye-centered tuning with an eye position gain field in the
primate V4; Bremmer, 2000). Furthermore, coding of informa-
tion in intermediate social reference frames is likely to be present
for computational flexibility. Finally, as in sensorimotor trans-
formations, social coordinate transformations might occur in
multiple directions. For example, self-referenced variables could
be transformed into other- or both-referenced variables, and vice
versa. Such flexibility, perhaps mediated by intermediate social
reference frames and gain modulations, would be beneficial for
rapidly updating representations across different social reference
frames.

INSIGHTS FOR SOCIAL COMPUTATION FROM COORDINATE
TRANSFORMATION THEORIES
As mentioned in the earlier section, the engineering and the
connectionist approaches describe how neuronal variables are
encoded and how they are being computed to result in a desired
output during sensorimotor behavior. These two theoretical
frameworks could be useful for characterizing how social vari-
ables are encoded across different brain regions or different
computational stages. For example, highly systematic represen-
tations of social variables would suggest that the region serves a
specific functional purpose using well-defined social quantities
to maximize efficiency. For instance, neurons in the population
might be tuned to social status using a shared encoding principle.
Under this encoding, population average is particularly mean-
ingful (e.g., preferred direction encoding by individual neurons
and population vector averaging for movement direction repre-
sentations; e.g., Georgopoulos et al., 1986). Alternatively, highly
idiosyncratic representations of social variables by a heteroge-
neous population would instead suggest that the social compu-
tations in this region rely on complex non-linear combinations
of signals taking place in a high dimensional space to maximize
flexibility. For example, individual neurons in a population might
encode diverse, seemingly random permutations of social status
information, rendering a standard population pooling problem-
atic. As in the computations of sensorimotor behavior across
different brain areas, it is likely that distinct neural circuits
employ different computational strategies for mediating social
interactions.

COORDINATING SELF- AND OTHER-REFERENCED
REPRESENTATIONS: IMPLICATIONS FOR SOCIAL DEFICITS
IN PSYCHOPATHOLOGY
A strikingly large number of neuropsychiatric disorders are
accompanied by social deficits (Insel, 2010; Meyer-Lindenberg
and Tost, 2012). Many of which are believed to be rooted
in an inability to appropriately understand representations of
self and others. Atypical social behaviors in autism (Rogers
and Pennington, 1991; Charman, 2003; Dawson et al., 2004;
Lombardo et al., 2009), schizophrenia (Jeannerod, 2008), bor-
derline personality disorders (Bender and Skodol, 2007), psy-
chopathy (Hare, 1999), among others, seem to have an underlying
impairment in coordinating self and other representations. For
example, deficits in self-referential and other-referential process-
ing in individuals with autism are reflected in an inability of
the ventromedial prefrontal cortex (vmPFC) to robustly dif-
ferentiate mentalizing about self and others (Lombardo et al.,
2009). Furthermore, in schizophrenia, many psychotic episodes
are thought to originate from a deficit in monitoring other-
referenced action (other’s behavior) and relating one’s own inten-
tion to self-referenced action (one’s own behavior) (Brune, 2005).
Misalignments in these representations and inabilities to dynami-
cally switch across different reference frames can ultimately result
in deficits in empathy and theory of mind (Brüne and Brüne-
Cohrs, 2006). Depending on the precise type of psychopathology,
such misalignments may be originating from sensory (Lindner
et al., 2005), motor (McIntosh et al., 2006), or motivational and
other cognitive modalities (Chevallier et al., 2012).

Frontiers in Neuroscience | Decision Neuroscience August 2013 | Volume 7 | Article 147 | 17

http://www.frontiersin.org/Decision_Neuroscience
http://www.frontiersin.org/Decision_Neuroscience
http://www.frontiersin.org/Decision_Neuroscience/archive


Chang Coordinate transformation approach to social interactions

The model in Figure 3 generates several testable hypotheses for
social deficits in psychopathological states. Unbalanced self- and
other-regarding preferences may result from overactive or under-
active gain modulations used for transforming agent-nonspecific
signals to either self- or other-referenced signals (G in Figure 3).
They could also result from, or further worsened by, an inabil-
ity to appropriately assign the relative contributions (WS and WO

in Figure 3) of self- and other-regarding motivational variables
for generating a both-referenced representation. Such differential
weighting might be particularly relevant during cooperative inter-
actions in which commonly referenced computations might be
crucial. Empirically testing these and other hypotheses over time
will help validate, refine, or reject the details of the model.

CONCLUDING REMARKS
A successful social interaction requires one to track the behaviors
of oneself as well as the behaviors of another individual, requiring
the brain to integrate both motivational and affective variables
across interacting individuals (Schilbach et al., 2013). In this arti-
cle, I proposed a coordinate transformation approach toward
understanding the neural mechanisms of social interactions. This
approach, borrowed from the sensorimotor tradition, can provide
a computational framework for investigating the representations
of self and others in both healthy and psychopathological brains.

A particular advantage of this approach over others is that the
social coordinate transformation model focuses on how social
variables are encoded by individual neurons, and how such encod-
ing may evolve across different computational stages. Therefore,
the coordinate transformation approach for social interactions
may provide valuable insights into how social information used
within various computational models, such as reinforcement
learning and game theoretic models, is encoded and transformed
across different processing stages. Applied in conjunction with
the reinforcement learning framework, it may be especially use-
ful for revealing how the brain assigns reward outcomes across
different agencies during social interactions. A bright future lies
ahead for social neuroscience. We are now well poised to the
test different social psychological theories by directly investigat-
ing neural mechanisms. An influential computational scaffold like
the coordinate transformation framework will help advance our
understanding of social cognition, for which the brains of humans
and nonhuman primates have evolved to be specialized.
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Understanding, prioritizing and responding to infant affective cues is a key component
of motherhood, with long-term implications for infant socio-emotional development. This
important task includes identifying unique characteristics of one’s own infant, as they
relate to differences in affect valence—happy or sad—while monitoring one’s own level of
arousal. The amygdala has traditionally been understood to respond to affective valence;
in the present study, we examined the potential effect of personal relevance on amygdala
response, by testing whether mothers’ amygdala response to happy and sad infant face
cues would be modulated by infant identity. We used functional MRI to measure amygdala
activation in 39 first-time mothers, while they viewed happy, neutral and sad infant faces
of both their own and a matched unknown infant. Emotional arousal to each face was
rated using the Self-Assessment Manikin Scales. Mixed-effects linear regression models
were used to examine significant predictors of amygdala response. Overall, both arousal
ratings and amygdala activation were greater when mothers viewed their own infant’s face
compared with unknown infant faces. Sad faces were rated as more arousing than happy
faces, regardless of infant identity. However, within the amygdala, a highly significant
interaction effect was noted between infant identity and valence. For own-infant faces,
amygdala activation was greater for happy than sad faces, whereas the opposite trend
was seen for unknown-infant faces. Our findings suggest that the amygdala response
to positive or negative valenced cues is modulated by personal relevance. Positive facial
expressions from one’s own infant may play a particularly important role in eliciting
maternal responses and strengthening the mother-infant bond.

Keywords: amygdala, valence, relevance, mother-infant, faces, functional MRI, emotion

INTRODUCTION
Motherhood provides the earliest laboratory for infant
social learning, and plays a critical role in shaping infant
socio-emotional development (Sroufe, 2005; Feldman, 2007;
Strathearn, 2011; Mills et al., 2013). Rodent models of maternal
behavior have defined neurobiological mechanisms by which
contingent, responsive maternal caregiving may promote social
development and regulate stress across generations, at least
partially via regulation of oxytocin and central benzodiazepine
receptor expression in the amygdala (Caldji et al., 1998; Francis
et al., 1999; Champagne et al., 2001).

While struggling to meet competing demands for time and
attention, mothers must frequently appraise their infants’ emo-
tional cues and prioritize responses to the most salient of these
cues. Happy or smiling infant face cues are particularly moti-
vating for mothers, and have been shown using functional MRI
(fMRI) to activate brain regions involved in reward process-
ing (Strathearn et al., 2008) and attachment (Strathearn et al.,
2009). They may also play an important role in promoting
mother-infant bonding, by eliciting reciprocal smiles and playful
interactions with caregivers, and thus enhancing socio-emotional
development in infancy (Minagawa-Kawai et al., 2009; Bigelow
et al., 2010).

Sad infant faces, often accompanied by a powerful auditory
cue—infant cry—are also important signals relating to infant
need, whether it be for food, rest, warmth or attention. For moth-
ers, hearing infant cries activates a range of brain areas related
to maternal caregiving behavior (Lorberbaum et al., 2002), with
amygdala activation to cries also related to maternal sensitivity
(Kim et al., 2011) and the development of infant attachment
(Laurent and Ablow, 2012). While sad face cues elicit a reac-
tive parental response, happy face cues tend to elicit a proactive
response leading to positive social experience such as interactive
play, physical touch, tickling, kissing and caressing.

So how do mothers interpret and prioritize their responses
to infant affective cues—positive or negative? Is it, for example,
more important to engage with their smiling infant or to respond
to physical needs that may provoke a sad face or cry? How do
maternal responses differ when engaging with one’s own infant
compared with someone else’s infant? The amygdala is a key com-
ponent of the brain’s neural network that specializes in emotion
processing (Murray, 2007), particularly as expressed in human
faces (Costafreda et al., 2008; Sergerie et al., 2008; Atkinson
and Adolphs, 2011). Originally characterized as the “fear center”
of the brain, based on studies of fear conditioning (Rosen and
Donley, 2006; Sehlmeyer et al., 2009), the amygdala was thought
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to function primarily as an alert system to protect oneself or
significant others from potential threat. Several functional MRI
studies have demonstrated amygdala activation in mothers view-
ing their own vs. other child face cues (Leibenluft et al., 2004;
Ranote et al., 2004; Strathearn et al., 2008; Barrett et al., 2011),
interpreted by some to indicate mother’s “vigilant protectiveness”
toward her own child (Leibenluft et al., 2004; Gobbini and Haxby,
2007). However, other studies have provided conflicting evidence,
including one revealing amygdala de-activation (Bartels and Zeki,
2004), and others not finding any significant amygdala activa-
tion to own vs. unknown infant faces (Noriuchi et al., 2008; Lenzi
et al., 2009).

Further studies have instead suggested that the amygdala pro-
cesses affective valence (Murray, 2007). Although many neu-
roimaging and lesion studies have shown that the amygdala
is more responsive to negative than positive affective stimuli
(Adolphs et al., 1994; Hamann et al., 1996; Morris et al., 1996;
Costafreda et al., 2008), two large meta-analyses revealed a greater
effect size for positive compared with negatively valenced cues
(Sergerie et al., 2008; Fusar-Poli et al., 2009). Of the five mater-
nal response studies that also explored affect valence (i.e., happy
and sad infant faces) (Noriuchi et al., 2008; Strathearn et al.,
2008; Lenzi et al., 2009; Strathearn et al., 2009; Barrett et al.,
2011), only one reported a significant main effect of valence on
amygdala activation, and only when contrasting combined affect
groups (happy/sad/ambiguous faces) with neutral faces (Lenzi
et al., 2009). In our own previous work, we specifically contrasted
affectively valenced cues (happy and sad infant faces) with neu-
tral face cues, but found no significant amygdala activation in
first-time mothers (Strathearn et al., 2008, 2009).

Still other studies have proposed that the amygdala responds to
generalized arousal, or stimulus intensity, regardless of whether
the valence is positive or negative (Anderson et al., 2003; Small
et al., 2003; Winston et al., 2005). However, this concept has also
been questioned by studies demonstrating amygdala activation
independent of arousal (Ewbank et al., 2009; Vrticka et al., 2012).

In attempting to synthesize all of these findings on amyg-
dala response with regard to interpersonal cues, affective valence,
and arousal, a growing body of literature has suggested that the
amygdala may be best characterized as a center for appraising
absolute “value”—or biological relevance—of affective stimuli
(Sander et al., 2003; Belova et al., 2008; Morrison and Salzman,
2010; Vrticka et al., 2012). Thus, others have proposed that the
amygdala may function as a “relevance detector,” integrating
these input signals with decision-making and reward process-
ing regions of the brain in order to determine the likelihood of
approach or withdrawal behavior (Murray, 2007; Morrison and
Salzman, 2010; Ousdal et al., 2012).

Vrticka et al. (2012) recently studied amygdala response to
“social relevance” in women, comparing responses to social
vs. non-social scenes, while contrasting affective valence and
controlling for differences in arousal. The authors identified a
significant interaction effect between social content and affect
valence (positive vs. negative), which was also seen in other cor-
tical regions. This suggested that the amygdala might be part
of a distributed cortical and sub-cortical network for relevance
detection.

In the present study of first-time mothers, we examined the
role of the amygdala in processing socially relevant positive and
negative infant face cues, adding the dimension of “personal
relevance” by comparing responses to own-infant vs. unknown-
infant faces. Firstly, in view of previous whole-brain analyses
showing no main effect of valence on amygdala response in
mothers (Noriuchi et al., 2008; Strathearn et al., 2008, 2009;
Barrett et al., 2011), we tested whether this effect would emerge
at the level of an anatomically defined amygdala region of interest
(ROI). We compared the presence or absence of affect by con-
trasting happy or sad with neutral infant faces. Next, we explored
whether, in the presence of positive or negative face affect, there
was an interaction effect with infant identity. Using a sample
of mothers almost twice the number of any previous maternal
brain study, we also adjusted for self-reported arousal. Finally, we
looked for similar effects in other cortical and subcortical regions,
as part of a whole-brain analysis.

We hypothesized that a mother’s amygdala response to happy
or sad infant face cues would be moderated by personal relevance,
independent of arousal, and would be associated with activation
of other brain regions related to maternal caregiving behavior.

MATERIALS AND METHODS
PARTICIPANTS
Thirty-nine first-time mothers (age: 28.5 ± 0.8 years; 74% mar-
ried; 64% Caucasian, 13% African American, 18% Hispanic, and
5% Other; Full Scale IQ estimate: 109.5 ± 1.3) participated in the
present study. Participants were recruited as part of a larger study
through community advertisements and local prenatal clinics. All
participants were right-handed, were free of nicotine use during
pregnancy, and were not on psychotropic medications at the time
of study enrollment. At the time of the scanning visit, only two of
the mothers screened positive for mild symptoms of depression,
based on the Beck Depression Inventory-II (Beck et al., 1996).
There were no self-reports of current or past alcohol or drug
abuse problems or involvement in substance abuse treatment pro-
grams. Each participant provided written informed consent in
accordance with the protocol approved by the institutional review
board at Baylor College of Medicine.

STUDY DESIGN
Sixty-one participants met study criteria and were recruited dur-
ing the third trimester of pregnancy. Approximately 7 months
after delivery, enrolled women and their infants attended a
video-recording session during which smiling, crying and neu-
tral face images were collected from each infant (age of infant:
6.8 ± 0.3 months) and prepared for use in the subsequent
scanning session. Approximately 11 months after delivery, 44
mothers underwent fMRI scanning while passively viewing face
images of both their own infant and a single matched unknown
infant. Upon completion of the scan, 39 mothers completed rat-
ings of their level of emotional arousal (0 = calm and 8 =
aroused) for each of the infant-face images shown in the scan-
ner, using a 9-point scale adapted from the Self-Assessment
Manikin (Bradley and Lang, 1994). In addition, they rated valence
of the face images (0 = positive, 4 = neutral, 8 = negative),
both from their own perspective and the perspective of the
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infant, responding to the questions: “How pleasant or unpleas-
ant did the picture make you feel?” and “How do you think
the baby was feeling?” (hereafter referred to as “mother’s feel-
ings” and “mother’s perception of infant feelings,” respectively).
There was a minimum interval of 3 months between the video-
taping and scanning visits, with a mean interval of 4.4 ± 0.5
months.

STIMULI
Experimental stimuli consisted of 60 infant-face images, 30 of
the mother’s own infant and 30 of the matched unknown infant.
The still face images were captured from a video recording and
sorted into one of three affect valence groups: happy, neutral, or
sad. Each infant was then matched with a single control infant,
unknown to each mother, with an equal number of images from
each affect group. The two infants were also matched on age
and race (and sex if distinguishable). The “own-infant” faces
for one mother, were also used as “unknown-infant” faces for
another mother whenever possible, although we were not able
to perform pair-wise matching for all mothers because of vari-
ation in infant age and race. Final stimuli consisted of six face
categories, own-happy (OH), own-neutral (ON), own-sad (OS),
unknown-happy (UH), unknown-neutral (UN), and unknown-
sad (US), each containing 10 unique images. Three independent
female raters confirmed that own and unknown infant images did
not differ significantly in terms of positive and negative valence
[t(38) = −1.31, p = 0.20 for OH vs. UH; t(38) = −0.32, p = 0.75
for OS vs. US] or infant gaze direction (direct or averted gaze;
own vs. unknown; all ps > 0.60). The images were projected onto
an overhead mirror display for viewing during fMRI scanning. All
60 images were presented in a pseudorandom order as part of an
event-related design in a single fMRI run, and were repeated in a
second run. Images were not repeated within each run. The stim-
ulus duration was 2 s and the inter-stimulus interval randomly
varied between 2, 4, and 6 s.

FUNCTIONAL MRI DATA ACQUISITION AND PREPROCESSING
Imaging was performed on a 3-Tesla Siemens Allegra scanner.
High-resolution T1-weighted anatomical images were acquired
(192 slices; in plane resolution, 256 × 256; field of view, 245 mm;
slice thickness, 1 mm), followed by two whole-brain blood oxy-
genation level-dependent (BOLD) functional runs of about
185 scans each, using a gradient recalled echo planar imaging
sequence (37 slices; repetition time, 2000 ms; echo time, 25 ms;
flip angle, 90◦; matrix, 64 × 64; field of view, 220 mm; slice
thickness, 3 mm). Axial slices were positioned at 30◦ to the line
connecting the anterior and posterior commissures. The first and
second functional runs are hereafter referred to as early and late
phases, respectively.

Imaging data for each subject was preprocessed using the
BrainVoyager QX software (Version 1.7.9, Brain Innovation,
Maastricht, The Netherlands; Goebel, 2006). Images were cor-
rected for slice timing and realigned to the first volume for head
motion correction. Functional data were then coregistered with
the anatomical data, transformed into 3 × 3 × 3 mm isotropic
voxels, and then normalized into the Talairach space. Further
details of preprocessing can be found in Strathearn et al. (2008).

STATISTICAL ANALYSIS
Behavioral data analysis
Mothers’ rating data were inspected for normality, and moth-
ers’ emotional arousal ratings were log-transformed to optimize
the approximation to normal distribution. Mothers’ valence (i.e.,
mother’s feelings and mother’s perception of infant feelings) and
arousal ratings were separately examined in repeated-measures
ANOVAs, with infant affect valence (happy, sad and neutral)
and identity (own vs. unknown) as within-subject factors. The
association between mothers’ self-reported arousal and amygdala
BOLD response was examined in a correlation analysis.

Functional MRI data analysis
A general linear model (GLM) was specified for each subject, and
each predictor (i.e., OH, OS, ON, UH, US, and UN) was con-
volved with a double-gamma hemodynamic response function.
The resulting reference time courses were used to model the sig-
nal time course at each voxel and to calculate parameter estimates
(β) for each predictor. These individual estimates were submitted
to a second-level random-effects analysis within the anatomically
defined ROI, bilateral amygdala. The mask was obtained from
the SPM Anatomy Toolbox (Eickhoff et al., 2005) and was based
on the probabilistic location of basolateral amygdala in adult
humans, taking into account intersubject neuroanatomical vari-
ability (Amunts et al., 2005), transformed into Talairach space.
It consisted of 319 contiguous voxels on each side of the brain
(Figure 1B).

To confirm the previous whole-brain results (Noriuchi et al.,
2008; Strathearn et al., 2008, 2009; Barrett et al., 2011) at the
level of ROI analyses, we first probed for a significant main effect
of valence within the amygdala ROI. The z-normalized BOLD
signals were extracted from the bilateral amygdala mask, and
within-subject differences between affect conditions (i.e., happy,
sad, neutral) were examined via repeated measures ANOVAs and
post-hoc comparisons of means.

The BOLD data were then submitted to mixed-effects linear
regression analysis to examine how infant identity may interact
with affective valence (positive vs. negative) to modulate moth-
ers’ amygdala response. The mixed-effects models were built as
follows: (a) the initial model included the fixed main effects
of identity (own vs. unknown), valence (happy vs. sad), and
laterality (left vs. right amygdala). Phase (early vs. late) was ini-
tially included in the model to examine habituation between
phases; (b) subject-level random intercept and slope were added
to model systematic inter-individual variability; (c) interaction
terms were added sequentially and retained in the model if
they improved model fit; (d) mothers’ self-reported emotional
arousal was added as a covariate to examine whether variabil-
ity in mothers’ emotional arousal altered the significance of the
model fit and parameter estimates. The best-fit model was identi-
fied using maximum likelihood estimation, and likelihood-ratio
chi-square tests were used to assess the relative fit of nested
models.

The optimal model [Wald χ2(4) = 37.24, p < 0.0001] con-
sisted of a random effects structure that included a subject-level
random intercept [LR χ2(1) = 99.74, p < 0.0001] and a random
slope for identity [LR χ2(2) = 28.27, p < 0.0001]. SPSS version
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FIGURE 1 | Maternal responses to own and unknown infant face

cues, happy vs. sad. (A) Mother’s self-reported emotional arousal,
rated using a 9-point Likert scale: 0 = calm and 8 = aroused. Error
bars depict standard error of mean. (B) BOLD response in the bilateral
amygdala region of interest. Anatomical mask used to define amygdala

(probabilistic map) is shown on the right. Error bars depict standard
error of mean. (C) FMRI activation map of the bilateral amygdala in
response to four infant face categories: own happy, own sad, unknown
happy and unknown sad. Maps presented with false discovery rate
corrected threshold, q < 0.05.

21 and STATA/SE, version 12.1 (STATA Corp, College Station,
TX) were used in all ROI analyses.

The ROI analyses were followed by whole-brain analyses
to evaluate the context of the ROI findings. The hypothe-
sized within-subject interaction between identity and affective
valence was examined in an identity (own vs. unknown) ×
valence (happy vs. sad) random-effects ANOVA and specific
identity and valence contrasts were examined. A cluster thresh-
old of ≥ 100 mm3 was used to determine clusters of significant
activation.

RESULTS
BEHAVIORAL RATING DATA
Means and standard deviations of the mothers’ ratings are shown
in Table 1 for the six categories of infant faces.

Affect valence
Mothers’ ratings confirmed that happy, neutral, and sad faces
were significantly different in terms of perceived valence. For both
own and unknown infants, happy faces were rated as signifi-
cantly more positive (i.e., pleasant), while sad faces were rated as

significantly more negative (i.e., unpleasant), compared to neutral
faces (all ps < 0.001).

Arousal
For mothers’ self-reported arousal, significant main effects were
found for both identity [F(1, 38) = 42.98, p < 0.001] and affect
valence [F(2, 76) = 20.73, p < 0.001], with no significant interac-
tion between the two [F(2, 76) = 0.34, p = 0.71]. Across all three
affect groups, mothers reported greater emotional arousal when
viewing their own infant’s face compared to the unknown infant’s
face (all ps < 0.001). Regardless of infant identity, sad infant faces
elicited the greatest emotional arousal, followed by happy faces,
with neutral faces showing the least level of arousal (all ps <

0.05) (Table 1). Mothers’ self-reported arousal ratings were sig-
nificantly and positively correlated with their bilateral amygdala
BOLD response (r = 0.29, p < 0.001).

NEUROIMAGING DATA
Consistent with previous research documenting amygdala habit-
uation over time (Breiter et al., 1996), we found evidence of habit-
uation in the late phase (i.e., run 2). Analyses of both phases, with
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Table 1 | Mothers’ self-reported ratings (M ± SD) of infant face stimuli (own and unknown).

Valence Mother’s feelingsa Mother’s perception of infant Emotional arousal ratingc

feelingsb

Own Unknown Own Unknown Own Unknown

Happy face 1.15 ± 0.76 2.71 ± 0.84 1.21 ± 0.78 1.55 ± 0.83 4.91 ± 2.24 3.26 ± 1.58

Neutral face 2.81 ± 0.85 3.86 ± 0.47 3.60 ± 0.59 3.93 ± 0.65 4.01 ± 1.60 2.67 ± 1.32

Sad face 6.25 ± 1.18 5.23 ± 0.83 6.91 ± 0.70 6.80 ± 0.81 5.69 ± 1.66 3.80 ± 1.36

The ratings using 9-point Likert scales adapted from the Self-Assessment Manikin (Bradley and Lang, 1994) with the following benchmarks: 0 = positive, 4 = neutral,

8 = negative for mother’s feelings and mother’s perception of infant’s feelings ratings; 0 = calm, 8 = aroused for emotional arousal rating.
a“How pleasant or unpleasant did the picture make you feel?” Main effect of valence: F(2, 76) = 281.28, p < 0.001.
b“How do you think the baby was feeling?” Main effect of valence: F(2, 76) = 713.83, p < 0.001.
cWhile statistical tests were conducted using log-transformed data, untransformed data are reported here for clarity of interpretation.

Main effect of valence: F(2, 76) = 20.73, p < 0.001; Main effect of identity: F(1, 38) = 42.98, p < 0.001. No interaction effect.

phase as a within-subject factor, yielded results largely similar
to those described below (i.e., results obtained when examin-
ing early phase only). However, in this analysis, significant main
and interaction effects were modified by their interactions with
phase, revealing that the effects were significantly reduced in the
late phase compared to the early phase. In fact, all effects were
reduced to non-significance when examining the late phase data
only. Given the evidence of habituation, we focus below on the
results from the early phase data.

Affect valence
Means and standard errors of amygdala BOLD responses are
presented in Table 2 for the six stimulus categories.

Firstly, we tested whether the amygdala response was moder-
ated by the presence or absence of infant face affect, comparing
happy and sad with neutral faces. We confirmed that there was no
main effect of valence when using an ROI analysis of the amyg-
dala [F(2, 76) = 1.44, p = 0.24 for own; F(2, 76) = 1.05, p = 0.36
for unknown]. Specifically, no significant differences were found
between mothers’ amygdala response to happy vs. neutral [t(38) =
0.77, p = 0.45 for own; t(38) = −1.08, p = 0.29 for unknown],
sad vs. neutral [t(38) = −0.95, p = 0.35 for own; t(38) = 0.28, p =
0.78 for unknown], or affective (i.e., happy and sad combined)
vs. neutral faces [t(38) = −0.14, p = 0.89 for own; t(38) = −0.38,
p = 0.70 for unknown], for either own or unknown infant faces.
Thus, in first-time mothers, the amygdala did not respond specifi-
cally to the presence of affect in infant face cues, comparing happy
or sad affect with neutral.

Next, we examined whether, in the presence of affect, the
amygdala response was modulated by the valence of affective cues
present (i.e., positive vs. negative directionality). We confirmed
that there was no main effect of valence. No significant differ-
ence was found between mothers’ amygdala response to happy
vs. sad [t(38) = 1.64, p = 0.11 for own; t(38) = −1.62, p = 0.11
for unknown].

Identity and valence x identity interaction
We then tested whether the amygdala response to affectively
valenced cues (positive or negative) would be moderated by
infant identity. Results are illustrated in Figure 1; the figure also
presents results of the self-reported arousal for comparison. We

Table 2 | Mothers’ amygdala BOLD responses to infant face stimuli.

Valence Infant Identity

Own Unknown

Happy face 1.84 ± 0.15 0.96 ± 0.15

Neutral face 1.73 ± 0.18 1.11 ± 0.13

Sad face 1.58 ± 0.15 1.16 ± 0.15

Values (M ± SE) represent z-normalized BOLD signal change values extracted

from the anatomically defined bilateral amygdala mask. There was no effect of

laterality; data from the right and left amygdala are hence collapsed.

found a significant main effect of identity (β = 0.35, 95% CI =
0.11–0.59, z = 2.87, p = 0.004; Figure 1B), consistent with find-
ings from the self-reported arousal ratings (Figure 1A). However,
unlike self-reported arousal ratings, the effect of identity in amyg-
dala response was qualified by a significant identity x valence
interaction effect (β = 0.39, 95% CI = 0.15–0.62, z = 3.24, p =
0.001; Figures 1B,C). Decomposition of the interaction revealed
that mothers’ amygdala response was significantly greater for
happy than sad faces of their own infant (coefficient = 0.23,
z = 2.67, p = 0.008), whereas the reverse pattern was observed
for unknown infant faces, with marginal significance (coefficient
= −0.16, z = 1.91, p = 0.056). The amygdala response for own-
infants was significantly greater than that of unknown-infants,
for both happy (coefficient = 0.74, z = 6.06, p < 0.001) and sad
(coefficient = 0.35, z = 2.87, p = 0.004) faces (Figures 1B,C).
No differences were found between the left and right amygdala
(β = 0.02, 95% CI = −0.10–0.14, z = 0.34, p = 0.737).

When self-reported emotional arousal was added to the
model, it did not significantly predict amygdala response, above
and beyond that which was predicted by infant identity and
valence (β = −0.20, 95% CI = −0.70–0.30, z = −0.78, p =
0.433). In fact, the model fit and significant results were essen-
tially unchanged when arousal was added to the model [Wald
χ2(5) = 37.96, p < 0.0001].

Whole brain analysis
On whole-brain analysis, the identity (own vs. unknown) ×
valence (happy vs. sad) ANOVA yielded no significant findings
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at a statistical threshold of FDR corrected q < 0.05. However,
an identity × valence interaction effect was seen in the amyg-
dala at the less stringent threshold of p < 0.005 (uncorrected),
confirming the ROI finding. The identity × valence interaction
effect also emerged in several additional regions that were not
of a priori interest, including the prefrontal cortex, superior and
middle temporal gyri, and the thalamus (Table 3). Activation
was also seen in the amygdala for the OH vs. UH contrast, but
not for OS vs. US (all at FDR corrected, q < 0.005), similar
to the reported findings in Strathearn et al. (2008) (Figure 2).
The OH vs. UH contrast also yielded significant activation in
dopamine-related reward processing regions (ventral tegmental
area/substantia nigra region, ventral and dorsal striatum), and the
superior temporal gyrus, an area involved in emotion and face
processing, overlapping previously reported activation patterns
from a subset of this study sample (Strathearn et al., 2008)
(Table 4; Figure 2).

DISCUSSION
The relationship between a mother and her infant is a uniquely
personal experience, forged through nine months of prenatal
interaction and communication, dramatic hormonal changes
accompanying pregnancy and childbirth, and direct somatosen-
sory exchanges that occur during feeding and lactation (Levy
et al., 2011). Understanding, prioritizing and responding to infant
cues is an important capacity of motherhood, with specific brain
mechanisms evolving to facilitate this need (Kinsley et al., 1999;
Kinsley and Amory-Meyer, 2011).

The present study examined how the amygdala, and associ-
ated brain networks, assist mothers to respond most adaptively
to infant face cues. Rather than showing an affect-specific
response for either happy or sad faces, as has been tradi-
tionally understood (Murray, 2007), we found that a mother’s

amygdala response was modulated by the identity of the infant
face. Both amygdala activation and corresponding arousal rat-
ings were greater when mothers viewed their own infant’s face
compared to unknown infant faces, regardless of infant affect
valence (Figure 1). Likewise, sad faces of unknown infants pro-
duced greater emotional arousal than happy faces, and tended
to elicit greater amygdala activation. However, the inverse was
true when mothers viewed their own infants’ faces: amygdala
activation was greater for happy compared to sad faces, despite
less self-reported emotional arousal for happy faces. Our study
also found that self-reported arousal did not predict amygdala
response after accounting for these other aspects—face identity
and affect valence, confirming that the amygdala does not solely
represent an arousal response in the brain (Ewbank et al., 2009;
Vrticka et al., 2012).

These results are consistent with the view that the amyg-
dala functions as a “relevance detector,” a concept first proposed
by Sander et al. (2003). “Relevance,” as a psychological concept
derived from appraisal theory of emotion, stresses “the contextual
and goal-dependent value of a stimulus within a personal situa-
tion” (Adolphs, 2010). A recent fMRI study confirmed that the
amygdala responds preferentially to highly relevant cues, com-
pared to less relevant cues, with functional connectivity seen
between the amygdala and the ventral striatum, a key reward
processing region (Ousdal et al., 2012). On contrasting own
vs. unknown happy faces, we likewise saw activation of both
the amygdala and the ventral striatum and other dopamine-
associated reward areas of the brain. For mothers responding to
infant affective cues, assessing “relevance” involves weighing the
connectedness of a relationship as well as the significance of the
affective valence cues.

With unknown or unfamiliar face cues, like those used
in almost all prior studies of the amygdala (Sergerie et al.,

Table 3 | Areas of infant identity x affect interaction in whole brain analysis.

Hemisphere Talairach coordinates Volume (mm3) Peak F value p

x y z

FRONTAL LOBE

Medial frontal gyrus (BA 10) Left −7 64 9 1072 39.42 <0.00001

Precentral gyrus (BA 4) Right 47 −11 48 111 16.35 0.00025

Superior frontal gyrus (BA 6) Left −10 −5 69 338 15.30 0.00037

PARIETAL LOBE

Postcentral gyrus (BA 2/3) Left −52 −20 36 676 22.21 0.00003

TEMPORAL LOBE

Superior temporal gyrus (BA 22) Right 35 −53 12 124 23.32 0.00002

Middle temporal gyrus (BA 21/38) Right 41 7 −33 230 19.89 0.00007

LIMBIC LOBE / SUB-LOBAR REGIONS

Thalamus Right 11 −20 6 285 22.48 0.00003

Amygdala / Claustrum Left −31 1 −9 115 17.12 0.00019

CEREBELLUM

Cerebellum / (Fusiform gyrus) Left −31 −47 −27 282 21.34 0.00004

Culmen Right 17 −26 −30 176 18.24 0.00013

p < 0.005 (uncorrected), cluster threshold ≥ 100 mm3; Talairach coordinates (x, y, z) represent peak voxels in each cluster; BA, Brodmann’s area.
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FIGURE 2 | Selected areas of significant activation from Own Happy > Unknown Happy contrast. FDR corrected q < 0.005, cluster threshold ≥
300 mm3. VTA, ventral tegmental area; SN, substantia nigra; TRA, transverse slice; COR, coronal slice; FDR, false discovery rate.

Table 4 | Areas of significant activation from Own Happy > Unknown Happy contrast in whole brain analyses.

Hemisphere Talairach coordinates Volume (mm3) Peak t value p

x y z

FRONTAL LOBE

Precentral gyrus (BA 4) Right 53 −8 42 1909 8.88 <0.000001

Superior frontal gyrus (BA 6) Right 2 4 66 805 6.73 <0.000001

Inferior frontal gyrus (BA 13) Left −40 22 12 405 7.43 <0.000001

PARIETAL LOBE

Postcentral gyrus (BA 3) Left −52 −17 36 1515 6.49 <0.000001

TEMPORAL LOBE

Superior temporal gyrus (BA 38) Right 35 10 −24 2043 7.16 <0.000001

Superior temporal gyrus (BA 38) Right 44 4 −15 398 5.62 0.000002

LIMBIC LOBE / SUB-LOBAR REGIONS

Ventral striatum / Putamen Right 23 −17 6 3515 7.48 <0.000001

Amygdala / Dorsal striatum / Claustrum Left −31 −2 −6 6120 7.28 <0.000001

Dorsal Caudate Right 11 10 9 349 6.50 <0.000001

Dorsal Putamen Right 29 −8 9 480 5.82 0.000001

MIDBRAIN

Substantia nigra / VTA region Right 14 −20 −6 763 6.35 <0.000001

Substantia nigra / VTA region Left −4 −29 −30 339 5.60 0.000002

CEREBELLUM

Culmen Right 20 −29 −30 417 6.96 <0.000001

FDR corrected q < 0.005, cluster threshold ≥ 300 mm3; Talairach coordinates (x, y, z) represent peak voxels in each cluster; BA, Brodmann’s area; VTA, ventral

tegmental area.

2008), negative stimuli may be more salient to the individ-
ual in order to elicit a self-protective or withdrawal response.
Our results, in this respect, were consistent with a study of
mothers responding to infant cries vs. laughter, which showed
that cries from an unknown infant produced greater amyg-
dala activation than laughter (Seifritz et al., 2003). No other
study has contrasted a mother’s own infant cry vs. laughter,
although one study of own vs. unknown infant cry also revealed
greater amygdala activation, as we have shown for face affect,
but in breastfeeding vs. bottle-feeding mothers (Kim et al.,
2011).

When a personally relevant cue is presented, such as when
a mother views her own infant’s face, positive cues may result
in a higher value computation in the amygdala, compared with
negative cues (e.g., Lenzi et al., 2009). In non-attachment con-
texts, negative cues may be more relevant in mobilizing a response
(either withdrawal for self-protection, or an altruistic helping
response). However, in attachment contexts, smiling infant faces
may be more salient, as they form the basis of the attach-
ment approach system, and activate reward processing brain
regions, such as the striatum and medial prefrontal cortex,
as noted in both this study and previously published reports

www.frontiersin.org October 2013 | Volume 7 | Article 176 | 27

http://www.frontiersin.org
http://www.frontiersin.org/Decision_Neuroscience/archive


Strathearn and Kim Personal relevance modulates amygdala response

(Strathearn et al., 2008, 2009). Nevertheless, own-infant sad faces
still elicit a stronger amygdala response than either happy or sad
unknown faces, suggesting that own-sad cues are still a highly
relevant signal.

Several other studies of maternal brain response to infant face
cues have shown a difference in amygdala activation based on
infant identity (Bartels and Zeki, 2004; Leibenluft et al., 2004;
Ranote et al., 2004; Barrett et al., 2011). However, only one of
these studies explored differences related to infant affect valence.
In the study by Barrett et al. (2011), differences in amygdala acti-
vation were seen for own vs. unknown infant faces, but only in
positive and not negative faces. A significant interaction effect was
not reported. Own-infant positive faces also activated the amyg-
dala more than negative faces, although the difference was not
statistically significant, and no difference was seen for unknown-
infant faces. Having almost twice the number of mothers partic-
ipating in the current study enabled us to use more sophisticated
analysis techniques on an anatomically defined amygdala ROI,
which demonstrated our highly significant interaction effect.

Oxytocin is a neuropeptide with a localized effect within the
amygdala (Kirsch et al., 2005; Baumgartner et al., 2008; Petrovic
et al., 2008; Domes et al., 2010). It is produced in response to
personally relevant social cues (Feldman, 2012)—such as mothers
interacting with their own infants (Strathearn et al., 2009). In fact,
central oxytocin facilitates the onset of offspring-specific mater-
nal behavior in sheep, in which ewes lick and suckles their own
lamb, while avoiding or aggressively rejecting any other approach-
ing lambs (Keverne and Kendrick, 1992). One fMRI study of
intranasal oxytocin using unknown face cues, revealed greater
amygdala activation to negative faces in placebo condition, but
greater activation to positive, smiling faces after intranasal oxy-
tocin (Gamer et al., 2010). It is intriguing to postulate whether
endogenous oxytocin, produced in response to personally rele-
vant infant cues (Strathearn et al., 2009), may be driving the
personal relevance effects seen in the present study.

Although we have argued that the observed amygdala
responses to own and unknown infant face cues are indicative
of “personal relevance,” other unmeasured factors may also be
involved, such as motivational state or other psychological traits
(Canli et al., 2001; Vrticka et al., 2008, 2012). However, the idea
that amygdala activation in mothers is an indication of “vigi-
lant protectiveness” (Leibenluft et al., 2004; Gobbini and Haxby,
2007) seems less likely, in view of our finding of heightened
response to smiling vs. crying own-infant faces. Although novelty

has also been associated with amygdala response (Blackford et al.,
2010; Weierich et al., 2010; Balderston et al., 2011), in our study
the more novel unknown faces did not produce an increased
amygdala response.

Although we talk about the amygdala as a single entity, it is
actually composed of a diverse number of nuclei and cell types
(Murray, 2007), with individual neurons that respond to particu-
lar stimulus categories, such as emotional valence or face identity
(Gothard et al., 2007). Amygdala neurons may develop functional
specificity in response to repeated exposure to affective stim-
uli during development (Tottenham, 2012). Chronic exposure to
danger or stress, such as occurs with child maltreatment, is associ-
ated with hyper-reactivity of the amygdala in response to negative
(but not positive) unknown faces (Dannlowski et al., 2012a). In
contrast, post-natal depressive and anxiety symptoms [which may
also be associated with childhood maltreatment (Grant et al.,
2011; McCrory et al., 2011)] are related to a diminished amyg-
dala response to faces (Moses-Kolko et al., 2010; Barrett et al.,
2011). Thus, one’s perception of relevance and amygdala response
may depend not only on present affective cues, but also on prior
experience.

Understanding how the amygdala processes affective infor-
mation and detects personal relevance in infant cues may help
us to better understand its role in a host of psychiatric dis-
orders affecting motherhood, including post-partum depres-
sion (Moses-Kolko et al., 2010), post-traumatic stress disorder
(Bremner, 2003; Dannlowski et al., 2012b) and maternal addic-
tion (Landi et al., 2011). This study demonstrates that positive
facial expressions from one’s own infant may be an important area
of focus.
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Competitive behavior is commonly defined as the decision to maximize one’s payoffs
relative to others. We argue instead that competitive drive derives from a desire for
social status. We make use of a multi-player auction task in which subjects knowingly
incur financial losses for the sake of winning auctions. First, we show that overbidding is
increased when the task includes members of a rival out-group, suggesting that social
identity is an important mediator of competitiveness. In addition, we show that the
extent that individuals are willing to incur losses is related to affective responses to
social comparisons but not to monetary outcomes. Second, we show that basal levels
of testosterone predict overbidding, and that this effect of testosterone is mediated
by affective responses to social comparisons. Based on these findings, we argue that
competitive behavior should be conceptualized in terms of social motivations as opposed
to just relative monetary payoffs.

Keywords: competition, affect, social status, testosterone, cortisol, minimal groups

PYRRHIC VICTORIES: TESTOSTERONE MEDIATES COSTLY
COMPETITIVE BEHAVIOR
Two conflicting conceptualizations of competitive drive exist in
the social science literature. First, in economics, competition
is commonly defined as the desire to maximize one’s payoffs
relative to others (Messick and McClintock, 1968). This for-
mulation underlies the social value orientation (SVO) measure
of competitive drive that is broadly used to assay competitive-
ness (Murphy et al., 2011). However, this definition of com-
petitive drive does not account for the fact that competition
often leads to outcomes with negative absolute and relative pay-
offs. For example, when competing for items in auctions, people
often bid far more than their estimated utility of the good (Ku
and Malhotra, 2005). Consequently, winning the competition
incurs net monetary losses while opponents’ revenue remain
unchanged.

The second conceptualization of competition considers it to
be the dominant means for determining status within a hierar-
chy for both humans and animals (Sapolsky, 2004). Although
social status is clearly associated with the ability to obtain power
and resources (Lin, 1999), several studies have also suggested
that individuals often consider status an end in itself (Barkow,
1989; Frank, 1993; Huberman et al., 2004). This is in line
with classic research in economics linking the drive for sta-
tus with the costly consumption of positional goods (Frank,
1993; Veblen, 2000). Evidence such as this leads to a view of
competitive drive as motivation to obtain social outcomes inde-
pendent of other considerations. Thus, behavior in competitive
environments may not only be based on expected monetary

outcomes but also on the utility ascribed to being the winner
or loser.

The underlying hypothesis of this paper is that an intrin-
sic need for social status is an important driver of competitive
behavior in economic decision-making, and, as a result, monetary
losses can occur as long as there are offsetting social gains. To test
this, we assess competitive drive using a common value auction
paradigm in which the motivation to win (and avoid losing) can
be measured on a continuous monetary scale. Specifically, the
optimal bidding strategy in this paradigm is well-known (Kagel
and Levin, 2009) and can be easily instructed to auction partici-
pants (van den Bos et al., 2008). One of the main advantages of the
auction task is therefore that the degree to which (equilibrium)
bids exceed the optimum serves as a direct quantitative measure
of individual differences in the effect of competition across par-
ticipants (McClure and van den Bos, 2011; van den Bos et al.,
2013). In essence, we measure the effect of competition as the
amount of money that participants are willing to lose in order
to win auctions.

We report two studies that use two distinct approaches to
relate competitive drive to social status. First, we manipulated
social context in order to increase the salience of social status.
Specifically, a large body of work (Akerlof and Kranton, 2010) has
shown that the incorporation of identity in economic models can
explain behavior that at first appears (economically) detrimen-
tal. This work suggests that people have identity-based payoffs
derived from their own and other people’s actions. For example,
men may gain utility from actions that confirm their manhood,
but disutility from actions that threaten this identity. Similarly,
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people may derive utility from actions that impact their perceived
status, particularly when social status is highly salient (Immorlica
et al., 2012).

Our identities are complex and fluid. As a result, differ-
ent social contexts emphasize different aspects of our identity.
Research from social psychology has shown that minimal group
paradigms alter the salience of social comparisons (Brewer and
Weber, 1994). The heightened relevance of social comparison
may increase the desirability of being perceived as a high-status
individual (Ridgeway, 2002; Garcia et al., 2005) and in turn
impact social preferences over outcomes (i.e., increased utility
for winning and/or increased disutility for losing). In the first
experiment we investigated the effect of increased salience of
social status by taking advantage of a naturally occurring rivalry
between two universities. We contrast bidding when (1) partici-
pants believed that out-group members were present in the auc-
tion against (2) when participants perform the task in the absence
of explicit group identities. We hypothesized that the emphasis
on the participants’ identity, particularly given the existing com-
petitive relationship targeted by our manipulation (Schloss et al.,
2011), would increase the utility gained from obtaining status and
hence increase overbidding (Akerlof and Kranton, 2000). Finally,
we explored the role of affective response to social outcomes in
relation to the formal analyses of individual differences in social
utility.

Our second study takes advantage of the fact that differ-
ences in basal testosterone levels predict the drive for social
status, both across individuals and within individuals across time
(Mazur and Booth, 1998; Mehta et al., 2008; Eisenegger et al.,
2011). Additional evidence indicates that people with high basal
testosterone levels experience pleasure or dysphoria when they
succeed or fail to achieve higher status, whereas low testosterone
individuals show no such affective responses to status changes
(Josephs et al., 2003; Newman et al., 2005; Mehta et al., 2008).
We hypothesized that basal hormone levels would influence affec-
tive responses to status changes inherent in our auction task, and
hence would be associated with increased overbidding. We test
this prediction in a second experiment.

Overall, we argue that competitive drive arises from a desire
to obtain or maintain social status, giving rise to behaviors that
may have negative financial consequences. We conclude that com-
petitiveness is strongly driven by emotions arising from social
comparison and that economic theory ought to incorporate moti-
vations related to social context and status.

EXPERIMENT 1: STANFORD vs. BERKELEY
METHOD
Participants
We recruited 47 male participants from a paid participant pool
maintained by the Stanford University Psychology Department.
The control group consisted of 21 participants (mean age = 25.59
years, SD = 10.90) after excluding 6 who did not believe the
cover story. The experimental group was composed of 19 sub-
jects (M = 21.15 years, SD = 4.36); one participant was excluded
because of prior experience in a sealed bid auction experiment.
The study was approved by the Stanford University Institutional
Review Board and all participants gave written, informed consent
before completing the task.

Sealed bid common value auction
In order to test predictions of the model on competitive behav-
ior, participants played multiple rounds of a 5 player sealed bid
auction task. At the start of the experiment, each group of 5
participants received a 15 min tutorial on the auction task using
a standardized PowerPoint presentation (see van den Bos et al.,
2008, 2013 for details). During the tutorial the following points
were explained: (1) the structure of a first price sealed bid com-
mon value auction, (2) how to place bids using the computer
interface, and (3) the exchange rate between monetary units
(MUs) in the game and pay-off in real dollars at the end of the
experiment. To ensure comprehension of the task, all participants
completed a questionnaire that tested task comprehension before
continuing on to the experiment.

In each auction round of the auction task, participants were
given independent estimates of the value of an item under auction
(xi, where i indexes individual participants), and were provided
with the error term (ε) for that round. Subjects knew from
the tutorial that estimates were drawn from a uniform distri-
bution with maximum error ε around the true, but unknown,
common value (x0) of the item under auction. During the tuto-
rial, the difference between a normal and a uniform distribu-
tion was explained, and it was emphasized that any estimate
(xi greater or less than, but within ε of x0) was equally likely.
The error term ε was the same for all participants in each
round, but changed between rounds (ε ∼ {4, 5, 6}). The true
value, x0, was randomly drawn from a uniform distribution with
lower and upper bounds of xL = 10 MUs and xU = 75 MUs. As
described in van den Bos et al. (2008) we used a different dis-
tribution when selecting true values (x0 ∈ [xL + εmax to xH −
2εmax]) to ensure that the optimal bid could be calculated by
xi − ε (see Methods below). In sum, participants were informed
that the true value (x0) was picked from the uniform distribu-
tion ([xL, xH]), and that they would only be given an estimate
(xi) of this true value and the error (ε) in order to determine
how to bid.

After all players submitted their bid based on this informa-
tion, the highest bid was determined and the winner’s picture
was shown to all players (see Figure 1 for a detailed timeline and
example stimuli). Only the winner gained information about the
true value of the object and the revenue made in that round.
Revenue was determined by x0 − bmax and was negative when the
winning bid (bmax) was larger than true value x0.

The experiment consisted of seventy consecutive sealed bid
auctions. For both the control and experimental groups, a cover
story was used to make the participants believe they were play-
ing against other human opponents, while in reality the other
players were simulated by a computer algorithm (cf. van den
Bos et al., 2008). For every round of the task, computer bids for
four simulated participants were derived from predefined bid-
ding strategies that were based on the result of a pilot study
(N = 35, see Figure A1) in which participants did play with
real other players. After completing the last auction, partici-
pants were debriefed and asked about their belief regarding the
multi-player nature of the experiment. Participants who did not
fully believe that they were bidding against other people were
excluded from data analysis. The experiment took about 45 min
to complete.
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FIGURE 1 | Common value auction experiment design. Each round a new
object (flower) was presented with an personal estimation of the value and
error term indicating how much their estimation may differ from the real value.
After all bids were submitted, the outcome was shown at a variable delay of

4–8 s. Finally, a 6 s display showed either the winner of the auction, or the
amount of revenue gained or lost if the participant was the winner herself. This
is an example of the Stanford vs. Berkeley version. In the real experiment we
have used real names and pictures of the other players and the participant.

Experimental manipulation
Before participating in the study, participants were sent multiple
emails emphasizing the importance of arriving on time because
of the multi-player nature of the experiment. On the day of the
experiment, a picture was taken of the participants to be used
during the auction task. In the experimental condition, the par-
ticipants were instructed that this experiment was part of a larger
study in collaboration with UC Berkeley. This was explained in
neutral terms, to minimize differences from the control condi-
tion. The only substantial difference across conditions was that,
in the experimental condition, each player was represented with
her own picture and the logo of the university she was attending
(see Figure 1).

Behavioral analyses
Based on the signal (xi) and the error (ε), the (optimal) risk-
neutral Nash equilibrium (RNNE) bidding strategy can be deter-
mined for each round and each participant. The solution is
given by:

RNNE = xi − ε + Y, (1)

Where

Y = 2ε

n + 1
exp

( n

2ε
[xi − (xL + ε)]

)
, (2)

n is the number of bidders, and i indexes participants (Kagel and
Levin, 2009). Following our previous study (van den Bos et al.,
2008), we selected values of x0 so that the term Y from Equation 2
is almost zero and can thus be safely ignored. As a result the
RNNE strategy is reduced to the equation:

RNNE = xi − ε, (3)

We analyzed behavior using a term that expresses bids relative to
this optimal strategy. Over/under-bidding relative to the error ε is
summarized by the bid factor, κ:

κ = bi − (xi − ε)

ε
, (4)
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were bi is the bid the participant submitted based on signal xi. A
bid factor of 1 implies that a participant’s bid, bi, is equal to her
signal xi, whereas a bid factor of 0 approximates RNNE.

Reinforcement-learning model
Following our prior work (McClure and van den Bos, 2011; van
den Bos et al., 2013), a reinforcement learning model was used
to summarize and interpret bidding during the task. The model
assumes that subjective value depends on both monetary rev-
enue (i.e., x0 − bi for the winning bidder and 0 for others) as
well-separate utility parameters associated winning (ρwin) and
not winning (ρloss) an auction. Thus, after winning an auction,
value was assumed to equal the monetary revenue plus the util-
ity of winning, ρwin. By contrast, after losing, value is determined
solely by the magnitude of (individually determined) disutility of
not-winning ρloss:

Ui =
{

x0 − bi + ρwin if bi = max(b)

−ρloss otherwise
(5)

For the reinforcement learning model we assumed that, at the end
of every round, a prediction error (δi) was calculated based on the
difference between the actual outcome (Ui) and the outcome (Vi)
expected by bidding a given bid factor (κi):

δ(κ) = U(κ) − V(κ) (6)

For simplicity, we omit the subscript i that indexes participants in
Equation 6 for the remainder of the paper. This prediction error
was used to update the estimated value associated with differ-
ent bidding strategies (V(κ)). Note that through learning V(κ)

will converge to the expected value of bidding a certain bid fac-
tor, includes both the monetary payoffs as well as the utility of
winning and losing, ρwin and ρloss. Because κ is a finely dis-
cretized variable, the number of states over which it is necessary
to learn state-action values is very large. For modeling purposes,
we restricted predicted behavior to the approximate range of
bid factors submitted by participants in the experiment: −1 to
2, discretized in steps of 0.01. Furthermore, we assumed that
participants inferred that (1) when winning, larger bids would
have also won, although with less net monetary utility, and (2)
when losing, smaller bids would have also lost. This assumption
allowed us to update a range of value estimates, for values of κ

greater than or less than that submitted, on each round of the
auction (McClure and van den Bos, 2011; van den Bos et al.,
2013).

Learning based on reward prediction errors is modeled as
in most RL methods, with a learning rate (α) determining the
influence of δ on new values of V(κ′):

V(κ′) ← V(κ′) + ακ′δ(κ′) (7)

In the current model we scaled learning rate so that updating
only occurs within a limited range of the bid factor employed
on any trial in order to account for the fact that the probability
of winning with a given bid factor changes over time. This was

implemented by creating an effective learning rate that decreases
inversely with distance from κ:

ακ′ = α

1 + κ′ − κ
(8)

Decisions were then generated by the model using a soft-max
decision function, with a parameter m that modifies the likeli-
hood of selecting bids:

P(κ) = exp (mV(κ))∑
κ′ exp (mV(κ′))

(9)

The value function, V, was initialized to zero for all values of
κ. The denominator sums over all possible values of κ (indexed
by κ′ ∈ [−1, 2] as discussed above). We also experimented with
randomized initial values of V(κ), which is commonly used in
RL algorithms to encourage initial exploration of strategies, how-
ever, randomizing initial values did not affect the performance
of the model in any notable way (McClure and van den Bos,
2011). All model-related results are reported for fits conducted
with V initialized to zero. Note that previous model comparisons
have indicated that the ρwin and ρloss parameters are crucial for
the model to asymptote at a bid factor κ > 0. A standard learn-
ing model without ρwin and ρloss will necessarily result in an
asymptote of κ = 0 (see van den Bos et al., 2013).

We estimated the parameters (ρwin, ρloss, α, and m) of the RL
model using a simplex optimization algorithm in Matlab. The
model simulated the performance of five bidders with average
bid factors calculated for each round of 70 consecutive auc-
tions in 10000 runs of the model. A similar round-by-round
average bid factor was also calculated for the bids submitted by
the participants in the study. Best-fitting model parameters were
determined at the group level so as to minimize the sum-squared
error between average model performance and the average subject
performance. Group-based estimates of α and m were subse-
quently used in a second model fitting procedure that was aimed
at estimating the individual differences in ρwin and ρloss for the
participants in the Experiment 1.

Sequential analyses and social utility
For behavioral analyses we defined two dependent variables to
investigate the relationship between model parameters and choice
behavior: [�κ | win] and [�κ | not win]. These two measures of
sequential changes in bid factor (κ) were computed by calculating
the average change in κ(κ(t + 1) − κ(t) following either winning
or not winning a round in the auction. To test whether the indi-
vidually estimated parameters for ρwin and ρloss predict different
aspects of participants’ behavior, both estimates were simulta-
neously regressed against [�κ | win] and [�κ | not win] using
multiple regression.

Affective responses questionnaire
After the experiment, participants were asked to report their
affective responses to different social and monetary aspects of
auction outcomes (e.g., “Realizing that another player wins a
lot of auctions made me feel . . .,” “ Losing money made me

Frontiers in Neuroscience | Decision Neuroscience October 2013 | Volume 7 | Article 189 | 34

http://www.frontiersin.org/Decision_Neuroscience
http://www.frontiersin.org/Decision_Neuroscience
http://www.frontiersin.org/Decision_Neuroscience/archive


van den Bos et al. Pyrrhic victories

feel . . . ”; see Table A1). All items were answered using a seven-
point Likert scale ranging from “very negative” to “very positive.”
Factor analyses yielded two factors: a monetary and a social factor
(Cronbach’s α = 0.71 and 0.76, respectively; for more informa-
tion see Figure A1 and (van den Bos et al., 2013). The non-
weighted mean scores on the monetary and social items were used
as predictors for individual differences in competitive behavior.

RESULTS
The goal of this experiment was to test whether the competi-
tiveness of the social environment influences overbidding. We
therefore performed a repeated measures ANOVA with time
(grouped into bins of 10 consecutive rounds of actions) as a
within-participant factor and context (experimental vs. control)
as a between-participant factor for the average bid factor (κ)
across participants. As expected, there was a main effect of time,
indicating that participants learned to bid closer to the optimum
as the experiment progressed [F(9, 30) = 18.08, p < 0.001, see
Figure 2A]. There was also a significant main effect of experiment
condition, with participants in the Stanford/Berkeley context bid-
ding with a significantly higher bid factor than those in the
control condition [t(38) = 1.85, p < 0.03, one-tailed]. There was
no interaction between time and social context, indicating that
both groups learned to improve their bids at comparable rates
[F(9, 30) = 1.81, p = 0.12].

Based on visual inspection of the data (Figure 2A) we per-
formed post-hoc tests of the last for blocks of the task in order
to test whether differences in bidding were present at the end of
the task across conditions. These analyses revealed that there was
no longer a main effect of time, indicating that participants bid-
ding strategy was stabilizing [F(3, 30) = 1.12, p = 0.3]. However,
there was a significant main effect of condition [F(3, 30) = 2.94,
p < 0.03], with participants in the Stanford/Berkeley context bid-
ding with a significantly higher bid factor than those in the
control condition.

One limitation of the above analysis is its insensitivity to
idiosyncratic differences in bidding and win/loss history of each
participant. Moreover, grouping auctions into bins of 10 rounds
may obscure differences in how social context influences the way
that participants respond to winning and losing against different
competitors. To overcome these problems, we fit a reinforcement
learning model to the subjects’ round-to-round behavioral data.

FIGURE 2 | (A) Development of the bidfactor over time and (B) parameter
estimates of the utility of winning and losing. ∗p < 0.05.

This produced estimates of the value of winning and losing,
independent of monetary outcomes, for each participant. We
refer to the utility of winning and losing as ρwin and ρloss,
respectively. Since ρwin and ρloss are assumed to influence the
subjective value of different auction outcomes, the parameters
should correlate with how people adjust their bidding round-
to-round, independent of monetary outcomes. We tested for
this relationship by regressing ρwin and ρloss against changes
in bidding (�κ) following a win or non-win, respectively. A
multiple robust regression, with Huber weighting function, of
both ρwin and ρloss on [�κ | win] fitted significantly [r = 0.45,
F(2, 40) = 4.47, p < 0.02], but only ρwin [β = 0.69, t(40) = 3.84,
p < 0.001] and not ρloss[β = −0.13, t(40) = −0.62, p = 0.54]
contributed significantly to the regression. In contrast, in the
regression against [�κ | non-win] [r = 0.46, F(2, 40) = 4.74,
p < 0.02], ρloss contributed significantly [β = 0.30,
t(40) = 2.75, p < 0.02], but not ρwin[β = −0.16, t(40) = −0.63,

p = 0.48].
Both of the social utility parameters, ρwin and ρloss, were signif-

icantly greater than zero in both experimental groups (p < 0.01
for all one-sample t-tests; see Figure 2B). The fact that social
factors influence bidding replicates our previous findings (van
den Bos et al., 2008, 2013). Our primary interest here was in
determining whether emphasizing the social identity in the auc-
tion increases ρwin and ρloss. To this end, we found that ρwin

was significantly greater in when in the Stanford/Berkeley con-
dition relative to control [t(38) = 1.9, p < 0.03, one tailed see
Figure 2B]. Additionally, ρloss showed a trend for being larger
in the presence of Berkley students [t(38) = 1.42, p = 0.08, one
tailed].

Our design also allowed for the further exploration of within-
subject effects in the Stanford/Berkley auction. In particular
we were interested in whether the presence of Berkeley stu-
dents had a general effect on overbidding, as the results above
suggests, or whether overbidding was dependent on the num-
ber of Berkeley players present in the auction. We found no
evidence of a relationship between bidding and the number
of Berkley players in the auction (r = 0.01, p = 0.9). Taken
together, these results support the hypothesis that a more
status-salient context may lead to a general increase in over-
bidding because of its effect on magnifying the social utility
attributed to outcomes, particularly the social utility of being the
winner.

The above analyses show that ρwin and ρloss had dissocia-
ble effects on competitive bidding strategies in the auction task
that varied by social context. To further explored the nature of
ρwin and ρloss, we correlated individually determined parame-
ter estimates with self-reported measures of affective responses
to auction outcomes in both groups. The results of these analy-
ses showed that individual differences in both ρwin and ρloss are
directly related to feelings associated with the social impact of
winning or losing an auction (Spearman’s ρ = 0.47, p < 0.003
and Spearman’s ρ = −0.36, p < 0.03, respectively). By contrast,
ρwin and ρloss were not related to preferences over monetary gains
and losses (Spearman’s ρ = −0.16, p = 0.32 and Spearman’s
ρ = −0.22, p = 0.18, respectively). Post hoc comparison of cor-
relation coefficients also revealed that the absolute correlations
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of ρwin and ρloss with the social factor were significantly larger
than with the money factor (z = 2.88, p < 0.001 and z = 3.11,
p < 0.001, respectively).

Taken together, these results indicate that bidding in common
value auction is sensitive to social context such that overbidding
increases when the social utility and affective responses attributed
to outcomes is elevated.

EXPERIMENT 2: TESTOSTERONE AND CORTISOL
METHOD
Participants
Twenty-six white, right-handed, male participants were recruited
for the study (mean age 24.11 years, SD = 10.35). Ethnicity and
gender were restricted to account for known differences in basal
testosterone levels. Participants played seventy rounds of a five
player sealed bid auction; task procedures were the same as above.
A cover story led the participants to believe they were playing
against other human opponents present at Stanford University,
while in reality the other players were simulated by the computer.
As part of the cover story, participants received multiple e-mail
reminders ahead of the experiment indicating that they should
be on time because they would participate in a multi-player
on-line auction. Three participants were excluded from data anal-
ysis because they did not believe the cover story. The study
was approved by the Stanford University Institutional Review
Board, and all participants gave written informed consent before
completing the task.

The expert auction
The expert auction uses the same common value auction and
experimental procedures as in Experiment 1. However, in this
version, participants were taught how to bid using the opti-
mal RNNE strategy prior to beginning the experiment (see
Equation 3). All participants completed a questionnaire before
the experiment to ensure comprehension of the task and the
RNNE strategy. Everyone completed this questionnaire without
error. In order to match the bidding strategies of the simulated
players, the computer bids were based on the behavior of expert
participants from a previously published study (van den Bos et al.,
2008, Experiment 2). Furthermore, in this version of the task the
number of auctions won by each player was displayed on the
screen.

Behavioral analyses
As in Experiment 1, we used the bid factor κ to measure over-
bidding. Recall that a bid factor of 1 implies that participants bid
their estimate (xi) of the true value (x0), whereas a bid factor of 0
indicates bidding RNNE. In this experiment, positive values for κ

occur when participants knowingly and willingly overbid since all
participants knew the optimal bidding strategy from the outset of
the task.

Testosterone
Testosterone is well-established to promote behaviors to seek or
protect social status in the face of competition (Mazur and Booth,
1998; Eisenegger et al., 2011). We collected two saliva samples in
order to measure individual differences in basal testosterone. The
first saliva samples were collected from participants immediately

upon arrival after obtaining written consent, and were imme-
diately frozen below −20◦C. The second saliva samples were
collected and at the end of the experiment. Participants were
informed that their saliva would be used to estimate testosterone
and cortisol levels. Saliva assays were obtained using Salimetrics
Oral Swabs, following standard protocol. All participants were
tested during the same time period, 4:00–4:45 and 5:15–6:00 pm,
to account for circadian changes in endocrine levels.

Serum testosterone and cortisol concentrations measured
before and after the test were positively correlated across all of the
subjects (r = 0.89, p < 0.001 and r = 0.85, p < 0.001, respec-
tively). To reduce noise inherent to the salivary assessments, we
therefore used the average concentration in the pre-test and the
post-test sample as our independent variable. Several studies
have shown that the relationship between testosterone and domi-
nance is moderated by the major human stress hormone cortisol
(Dabbs, 1990; Popma et al., 2007; Mehta and Josephs, 2010). We
therefore measured salivary concentrations of both testosterone
and cortisol. Linear regression analyses were performed with each
participant’s mean bid factor κ as the dependent variable and with
testosterone, cortisol, and testosterone × cortisol as independent
variables. All variables in the regression models were standard-
ized, and the interaction term was constructed from standard-
ized values. An additional simple slope analysis was performed
to investigate the direction and significance of the relationship
between testosterone and overbidding at different levels of cor-
tisol (Popma et al., 2007). Regression analysis for testosterone
and bid factor was then performed on a median split of cortisol
values.

Finally, we measured a proxy of prenatal testosterone, the ratio
in the lengths between the second and fourth fingers (2D:4D
ratio). This ratio has been shown in some studies to predict the
effects of testosterone on social behavior (Coates et al., 2009a;
Brañas-Garza and Rustichini, 2011; Van Honk et al., 2011).
However, 2D:4D did not show any significant statistical effects in
our dataset and is therefore omitted from further discussion.

Questionnaires: social comparison, status, and risk
As in Experiment 1, participants were asked to report their
affective responses to different social and monetary aspects of
auction outcomes. To further establish the relationship between
affective responses to social aspects of the auction task and
status seeking we used the Flynn questionnaire, which mea-
sures individuals’ need for social status (Flynn etal., 2006). As
expected, our analyses showed a strong correlation between
the (reverse scored) Flynn questionnaire and the affective
responses to social comparisons (r = 0.56, p < 0.006) but not
monetary outcomes (r = −0.16, p = 0.46). Again, the non-
weighted mean scores on the monetary and social items were
used as predictors for individual differences in competitive
behavior.

Finally, given that individual differences in financial risk atti-
tudes have been associated with both basal testosterone levels
(Apicella et al., 2008; Coates et al., 2009b) and overbidding (Holt
and Sherman, 2000), participants completed the DOSPERT30
(Blais and Weber, 2006) to assess and account for individual dif-
ferences in financial risk taking. Individual differences in risk
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preferences were added as a covariate to the regression model
testing for the relation between testosterone, cortisol and bidding
behavior.

RESULTS
Replicating earlier findings (van den Bos et al., 2008), we found
that even though participants were fully aware of the RNNE strat-
egy, they still overbid significantly [mean κ = 0.36, SD = 0.26,
t(22) = 6.45, p < 0.001], which resulted in an average loss of 9.78
MUs [t(22) = −2.30, p < 0.03] over the course of the experi-
ment. A robust linear regression model predicting overbidding
from basal testosterone and cortisol levels was significant [with
Huber weighting function (Venables and Ripley, 2002); r2 =
0.614, F(4, 18) = 5.68, p < 0.006]. See Table 1 for the full regres-
sion results and Table 2 for an overview of descriptive statistics
and correlations between variables. For overbidding, a signifi-
cant effect of testosterone [β = 0.47, t(18) = 2.16, p < 0.04] and
testosterone × cortisol [β = −0.80, t(18) = −3.19, p < 0.005]
was found, while the effects of cortisol [β = −0.34, t(18) = −1.78,
p = 0.09] and risk attitude [β = 0.16, t(18) = 0.80, p = 0.44]
were not significant. To further study the interaction, simple slope
analyses were performed on median split by cortisol level (see
Figure 3). A significant slope was found in the low cortisol group
[β = 0.65, t(11) = 2.61, p < 0.02], reflecting a significant positive
association between testosterone and overbidding at this level of
cortisol. No effect was found in the high cortisol group [β = 0.32,
t(10) = 1.52, p = 0.14]. In sum, we found that testosterone pre-
dicted overbidding, particularly for the group with low levels of
cortisol.

The analyses of the questionnaire indicated that participants
cared about both the social and the monetary outcomes of
the auctions [mean absolute rating of importance on 7-point
Likert scale = 4.9, σ = 0.7, t(22) = 29.87 against the null hypoth-
esis of “not-important” rating of 4, p < 0.001 and μ = 5.0,
σ = 0.7, t(22) = 66.61, p < 0.001 for social and monetary items,

Table 1 | Robust linear regression model predicting overbidding.

B* t p

Testosterone 0.47 2.15 0.04

Cortisol −0.34 −1.77 0.09

Testosterone × Cortisol −0.80 −3.18 0.005

Risk 0.15 0.79 0.44

*Standardized coefficients.

Table 2 | Correlations among variables.

I II III IV

I Bid Factor (k)

II Testosterone 0.48*

III Cortisol 0.08 0.32*

IV Risk 0.09 0.26 0.29

V Social comparison 0.56** 0.42* −0.21 −0.05

**p < 0.001, *p < 0.05.

respectively]. However, individual differences in mean levels of
overbidding during the experiment (mean κ) were correlated
with self-report measures of affective responses to social compar-
isons (r = 0.47, p < 0.02) but not monetary outcomes (r = 0.15,
p = 0.31, see Figure 4). Post-hoc comparison of z-transformed
correlation coefficients revealed that these correlations were sig-
nificantly different (z = 2.41, p < 0.01).

To further investigate the relationship between testosterone,
cortisol, affective responses and competitive bidding, we per-
formed a moderated mediation analysis. Specifically, we tested
whether the effect of testosterone on the bid factor was medi-
ated by the self-reported affective responses to social comparison.
Based on our simple slope analyses, we expected that the indirect
effect would be moderated by levels of cortisol. More specifi-
cally we tested whether the relationship between testosterone and
affective responses related to social comparisons was conditional
on levels of cortisol (see Figure 5).

In order to test the moderated mediation analyses hypoth-
esis we conducted the procedure proposed by (Preacher et al.,
2007), using the PROCESS algorithm provided by Hayes (Hayes,
2012). We calculated the 95% bias corrected bootstrap confidence
intervals (CIs) of the indirect effect on the basis of 5000 boot-
strap samples. When the CI ranges does not include zero this is
considered support for a significant mediation effect. We used
the mean as well as a standard deviation above and below the

FIGURE 3 | Interaction between testosterone and cortisol in relation to

overbidding. A significant positive relationship between testosterone and
overbidding was found at low cortisol but not low cortisol values. The x-axis
represents z-transformed testosterone levels.

FIGURE 4 | Individual differences in levels of overbidding were

correlated with self-report measures of affective responses to social

(r = 0.47, p < 0.02) but not monetary (r = 0.15, p = 0.31) outcomes.
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FIGURE 5 | Mediation of testosterone, affective responses to social

comparison and competitive overbidding. For illustration purposes we
have added the betas of the classical (Baron and Kenny, 1986) regression
method to test for mediation. The results, which are completely consistent
with the bootstrapping methods reported in the results section, show that
the relation between testosterone and competitive overbidding is mediated
by affective responses to social comparisons. For more detail on
moderation effects of cortisol see results.

mean cortisol levels to represent Moderate, High, and Low val-
ues for the moderation effect, respectively. The 95% CI around
the indirect effect ranged from 0.11 to 0.29 for the Low (−1 SD),
0.05 to 0.22 for the Moderate, and from −0.12 to 0.13 for the
High (+1 SD) cortisol group. These results show that the rela-
tionship between testosterone and overbidding was not mediated
by affective responses related to social comparisons for the High
cortisol group. However, the mediation was significant for the
Moderate and Low group, supporting the moderated mediation
analyses.

Consistent with previous studies, we found support for the
dual-hormone hypothesis (Mehta and Josephs, 2010) by showing
that the relation between testosterone and competitive behavior is
particularly strong when cortisol is low, and not significant when
cortisol levels are high. Furthermore, these results suggest that
the effect of testosterone on overbidding is mediated by affective
responses to social comparisons.

GENERAL DISCUSSION
This paper shows that the extent to which participants overbid
in a competitive environment is related to two independent mea-
sures of drive for social status. First, overbidding was increased
by emphasizing a competitive aspect of the participants’ social
identity. Second, overbidding was predicted by basal levels of
testosterone, a hormone strongly associated with the drive for
status in humans and animals (Sapolsky, 2004). Thus, both a
person’s identity, of which the environment may cue particu-
lar aspects, and individual differences in biomarkers associated
with the drive for status predict costly competitive behavior. As
such, these results support the hypothesis that humans not only
compete in order to acquire goods but also to establish social
status. Furthermore, our results suggest that affective responses,
rather than cognitive skill, play an important role in competitive
behavior. Taken together, these results suggest that the utility of
status gains is partly determined by the biological make-up, and
partly by social identity, which in turn is thought to be deter-
mined by both the individual and environment factors (Akerlof
and Kranton, 2010).

It still remains to be determined precisely what the underly-
ing mechanisms are that may lead social identity or hormones

levels to result differences in overbidding. In line with mod-
els of anticipated affect (Mellers et al., 1997; Zeelenberg et al.,
2000). The correlation between our self-report measure of affect
and the ρwin and ρloss parameters of the reinforcement learn-
ing model suggest that the decisions might be determined by
both anticipated and experienced outcomes. In a recent study
we showed that competitive drive to win auctions is manifest in
fMRI BOLD responses in brain reward areas, including the ven-
tral striatum (VS) and ventromedial prefrontal cortex (vmPFC),
both strongly associated with the computation of expected and
experienced reward value (van den Bos et al., 2013). In particu-
lar, responses in the VS and vmPFC reflected both trial-by-trial
variations in monetary as well as inferred social prediction errors
(see also Fliessbach et al., 2007). Furthermore, we have found that
the anterior insula (AI) and temporo-parietal cortex (TPJ) were
associated with individual differences in overbidding. Critically,
it was not just the level of activity in the AI and TPJ that pre-
dicted individual differences in overbidding, but also the degree
of functional connectivity between these regions and the VS and
vmPFC. Importantly, the level of connectivity was also correlated
with ρwin, ρloss, and the affective responses to social outcomes.
This suggests that one possible mechanism for the increased
competition induced by social identify may be the altered value
computation in the vmPFC by increased connectivity with the AI
and/or TPJ (Carter et al., 2012; Lin et al., 2012).

Interestingly, several studies have shown that local activ-
ity and functional connectivity with the vmPFC are associated
with behavioral effects of testosterone (Mehta and Beer, 2010;
Bos et al., 2012). It seems reasonable to hypothesize that basal
testosterone levels are associated with increased functional con-
nectivity between vmPFC and AI/TPJ. Furthermore, we expect
that the testosterone related increased connectivity with the
vmPFC results in the increased utility attributed to status gains.
More specifically, in contrast with the effect of social iden-
tity on ρwin, we hypothesize that testosterone will lead to the
increased utility of winning (ρwin) and the disutility of not
winning (ρloss). This hypothesis is supported by more qualita-
tive work on testosterone, which suggests that people with high
basal testosterone levels experience both more pleasure when
they succeed or displeasure when they fail to achieve higher
status compared to low testosterone individuals (Josephs et al.,
2003; Newman et al., 2005; Mehta et al., 2008). Finally, one
suggested mechanism for the interaction between cortisol and
testosterone in the regulation of status seeking may be through
specific hormonal effects on connectivity between the limbic
regions and the vmPFC (Mehta and Josephs, 2010). Future stud-
ies that combine the current auction paradigm with measures
of hormones and neural activity across different social con-
texts may reveal the different mechanisms underlying competitive
behavior.

In some situations, such as the auction experiment we used,
the motivation for status may result in negative financial out-
comes. It seems that such deleterious competitive behavior
should not have evolved as a stable trait. However, follow-
ing Mayr’s famous distinction between proximate and ultimate
causes (Mayr, 1961), it seems likely that the ultimate cause for
these (proximal) behavioral mechanisms is that, over the course
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of evolution, the drive for status results in increased access to
resources and mates in the long run. In that sense the overbid-
ding can be seen as a case of costly signaling (Zahavi, 1975; Mazur
and Booth, 1998).

Finally, we point to an obvious limitation of our second study
is that it only considered male participants. Both testosterone
and competition (Gneezy et al., 2003) are known to have a
different effect on men and women. For instance, testosterone
increases reactive aggression in men but not women (Josephs
et al., 2011). Another important limitation is that we have corre-
lated behavior with basal levels of testosterone and thus cannot
make a strong claim about causality. Future studies, focusing

on female samples, or use the administration of testosterone,
may therefore reveal more details about the complex relations
between hormones and competitive behavior. Notwithstanding
these limitations, the current findings add to a growing literature
revealing the relationship between social and affective processes in
complex economic behavior, and specifically our understanding
of competitive behavior.

ACKNOWLEDGMENTS
This work was supported by Netherlands Organization for
Scientific Research (NWO) Rubicon Postdoctoral Fellowship 446-
11-012 (Wouter van den Bos).

REFERENCES
Akerlof, G., and Kranton, R. (2010).

Identity Economics: How Our
Identities Shape Our Work, Wages,
and Well-Being. Princeton, NJ:
Princeton University Press.

Akerlof, G. A., and Kranton, R. E.
(2000). Economics and identity.
Q. J. Econ. 115, 715–753. doi:
10.1162/003355300554881

Apicella, C., Dreber, A., Campbell, B.,
Gray, P., Hoffman, M., and Little,
A. (2008). Testosterone and finan-
cial risk preferences. Evol. Hum.
Behav. 29, 384–390. doi: 10.1016/j.
evolhumbehav.2008.07.001

Barkow, J. H. (1989). Darwin, Sex,
and Status: Biological Approaches to
Mind and Culture. Toronto, ON:
University of Toronto.

Baron, R. M., and Kenny, D. A. (1986).
The moderator-mediator variable
distinction in social psychological
research: conceptual, strategic, and
statistical considerations. J. Pers.
Soc. Psychol. 51, 1173–1182. doi:
10.1037/0022-3514.51.6.1173

Blais, A.-R. Pr. and Weber, E. U. (2006).
A domain-specific risk-taking
(DOSPERT) scale for adult popu-
lations. Judgment Decis. Making 1,
33–47.

Bos, P. A., Hermans, E. J., Ramsey,
N. F., and Van Honk, J. (2012).
The neural mechanisms by which
testosterone acts on interpersonal
trust. Neuroimage 61, 730–737. doi:
10.1016/j.neuroimage.2012.04.002

Brañas-Garza, P., and Rustichini, A.
(2011). Organizing effects of testos-
terone and economic behavior:
not just risk taking. PLoS ONE
6:e29842. doi: 10.1371/journal.
pone.0029842

Brewer, M., and Weber, J. (1994).
Self-evaluation effects of interper-
sonal versus intergroup social com-
parison. J. Pers. Soc. Psychol. 66,
268–275. doi: 10.1037/0022-3514.
66.2.268

Carter, R., Bowling, D., Reeck, C., and
Huettel, S. (2012). A distinct role

of the temporal-parietal junction
in predicting socially guided deci-
sions. Science 337, 109–111. doi:
10.1126/science.1219681

Coates, J. M., Gurnell, M., and
Rustichini, A. (2009a). Second-
to-fourth digit ratio predicts
success among high-frequency
financial traders. Proc. Natl. Acad.
Sci. U.S.A. 106, 623–628. doi:
10.1073/pnas.0810907106

Coates, J. M., Gurnell, M., and
Sarnyai, Z. (2009b). From molecule
to market: steroid hormones
and financial risk-taking. Philos.
Trans. R. Soc. B Biol. Sci. 365,
331–343. doi: 10.1098/rstb.
2009.0193

Dabbs, J. M. Jr. (1990). Salivary testos-
terone measurements: reliability
across hours, days, and weeks.
Physiol. Behav. 48, 83–86. doi:
10.1016/0031-9384(90)90265-6

Eisenegger, C., Haushofer, J., and
Fehr, E. (2011). The role of
testosterone in social interaction.
Trends Cogn. Sci. 15, 263–271. doi:
10.1016/j.tics.2011.04.008

Fliessbach, K., Weber, B., Trautner,
P., Dohmen, T., Sunde, U., Elger,
C. E., et al. (2007). Social com-
parison affects reward-related brain
activity in the human ventral stria-
tum. Science 318, 1305–1308. doi:
10.1126/science.1145876

Flynn, F. J., Reagans, R. E., and
Amanatullah, E. T. (2006). Helping
one’s way to the top: self-monitors
achieve status by helping oth-
ers and knowing who helps
whom. J. Pers. Soc. Psychol. 91,
1123–1137. doi: 10.1037/0022-
3514.91.6.1123

Frank, R. H. (1993). Choosing the
Right Pond: Human Behavior and
the Quest for Status. Oxford: Oxford
University Press.

Garcia, S. M., Tor, A., Bazerman, M.
H., and Miller, D. T. (2005). Profit
maximization versus disadvan-
tageous inequality: the impact
of self-categorization. J. Behav.

Decis. Making 18, 187–198. doi:
10.1002/bdm.494

Gneezy, U., Niederle, M., and
Rustichini, A. (2003). Performance
in competitive environments:
gender differences. Q. J.
Econ. 118, 1049–1074. doi:
10.1162/00335530360698496

Hayes, A. (2012). PROCESS: A
Versatile Computational Tool for
Observed Variable Mediation,
Moderation, and Conditional
Process Modeling. Available
online at: http://www.afhayes.
com/public/process2012.pdf

Holt, C., and Sherman, R. (2000).
Risk Aversion And The Winner’s
Curse. Available online at:
http://citeseerx.ist.psu.edu/viewdoc/
summary? doi=10.1.1.38.1710

Huberman, B. A., Loch, C. H.,
and ONculer, A. (2004). Status
as a valued resource. Soc.
Psychol. Q. 67, 103–114. doi:
10.1177/019027250406700109

Immorlica, N., Kranton, R., and
Stoddard, G. (2012). “Striving for
social status,” in Proceedings of the
13th ACM Conference on Electronic
Commerce, (New York, NY:
ACM), 672.

Josephs, R. A., Mehta, P. H., and Carré,
J. M. (2011). Gender and social
environment modulate the effects
of testosterone on social behav-
ior: comment on Eisenegger et al.
Trends Cogn. Sci. 15, 509. doi:
10.1016/j.tics.2011.09.002

Josephs, R. A., Newman, M. L., Brown,
R. P., and Beer, J. M. (2003).
Status, testosterone, and human
intellectual performance: stereotype
threat as status concern. Psychol.
Sci. 14, 158–163. doi: 10.1111/1467-
9280.t01-1-01435

Kagel, J. H., and Levin, D. (2009).
Common Value Auctions and the
Winner’s Curse. Princeton, NJ:
Princeton University Press.

Ku, G., and Malhotra, D. (2005).
Towards a competitive arousal
model of decision-making: a study

of auction fever in live and internet
auctions. Organ. Behav. Hum.
Decis. Process. 96, 89–103. doi:
10.1016/j.obhdp.2004.10.001

Lin, A., Adolphs, R., and Rangel,
A. (2012). Social and monetary
reward learning engage overlap-
ping neural substrates. Soc. Cogn.
Affect. Neurosci. 7, 274–281. doi:
10.1093/scan/nsr006

Lin, N. (1999). Social networks
and status attainment. Annu.
Rev. Sociol. 25, 467–487. doi:
10.1146/annurev.soc.25.1.467

Mayr, E. (1961). Cause and effect
in biology: kinds of causes, pre-
dictability, and teleology are viewed
by a practicing biologist. Science
134, 1501–1506. doi: 10.1126/sci-
ence.134.3489.1501

Mazur, A., and Booth, A. (1998).
Testosterone and dominance in
men. Behav. Brain Sci. 21, 353–397.
doi: 10.1017/S0140525X98001228

McClure, S., and van den Bos, W.
(2011). “The psychology of com-
mon value auctions,” in Neural
Basis of Motivational and Cognitive
Control, eds R. Mars, J. Sallet,
M. Rushworth, and N. Yeung
(Cambridge, MA: MIT Press)
1–18.

Mehta, P. H., and Beer, J. (2010). Neural
mechanisms of the testosterone–
aggression relation: the role of
orbitofrontal cortex. J. Cogn.
Neurosci. 22, 2357–2368. doi:
10.1162/jocn.2009.21389

Mehta, P. H., Jones, A. C., and
Josephs, R. A. (2008). The social
endocrinology of dominance:
basal testosterone predicts cortisol
changes and behavior follow-
ing victory and defeat. J. Pers.
Soc. Psychol. 94, 1078–1093. doi:
10.1037/0022-3514.94.6.1078

Mehta, P. H., and Josephs, R. A.
(2010). Testosterone and cortisol
jointly regulate dominance: evi-
dence for a dual-hormone hypoth-
esis. Horm. Behav. 58, 898–906. doi:
10.1016/j.yhbeh.2010.08.020

www.frontiersin.org October 2013 | Volume 7 | Article 189 | 39

http://www.afhayes.com/public/process2012.pdf
http://www.afhayes.com/public/process2012.pdf
http://citeseerx.ist.psu.edu/viewdoc/summary? doi=10.1.1.38.1710
http://citeseerx.ist.psu.edu/viewdoc/summary? doi=10.1.1.38.1710
http://www.frontiersin.org
http://www.frontiersin.org/Decision_Neuroscience/archive


van den Bos et al. Pyrrhic victories

Mellers, B. A., Schwartz, A., Ho, K., and
Ritov, I. (1997). Decision affect the-
ory: emotional reactions to the out-
comes of risky options. Psych. Sci. 8,
423–449. doi: 10.1111/j.1467-9280.
1997.tb00455.x

Messick, D. M., and McClintock, C. G.
(1968). Motivational bases of choice
in experimental games. J. Exp. Soc.
Psychol. 4, 1–25. doi: 10.1016/0022-
1031(68)90046-2

Murphy, R. O., Ackerman, K. A.,
and Handgraaf, M. J. J. (2011).
Measuring social value orientation.
Judgment Decis. Making 6, 771–781.

Newman, M. L., Sellers, J. G., and
Josephs, R. A. (2005). Testosterone,
cognition, and social status.
Horm. Behav. 47, 205–211. doi:
10.1016/j.yhbeh.2004.09.008

Popma, A., Vermeiren, R., Geluk,
C. A. M. L., Rinne, T., van den
Brink, W., Knol, D. L., et al. (2007).
Cortisol moderates the relation-
ship between testosterone and
aggression in delinquent male
adolescents. Biol. Psychiatry 61,
405–411. doi: 10.1016/j.biopsych.
2006.06.006

Preacher, K. J. K., Rucker, D. D.,
and Hayes, A. A. F. (2007).
Addressing moderated media-
tion hypotheses: theory, methods,
and prescriptions. Multivariate

Behav. Res. 42, 185–227. doi:
10.1080/00273170701341316

Raîche, G., Walls, T. A., Magis,
D., Riopel, M., and Blais, J-G.
(2013). Non-graphical solutions
for Cattell’s scree test. Methodology
9, 23–29. doi: 10.1027/1614-2241/
a000051

Ridgeway, C. (2002). Gender, sta-
tus, and leadership. J. Soc. Issues
57, 637–655. doi: 10.1111/0022-
4537.00233

Sapolsky, R. M. (2004). Social status
and health in humans and other
animals. Annu. Rev. Anthropol. 33,
393–418. doi: 10.1146/annurev.
anthro.33.070203.144000

Schloss, K. B., Poggesi, R. M., and
Palmer, S. E. (2011). Effects of uni-
versity affiliation and “school spirit”
on color preferences: Berkeley ver-
sus Stanford. Psychon. Bull. Rev. 18,
498–504. doi: 10.3758/s13423-011-
0073-1

van den Bos, W., Li, J., Lau, T.,
Maskin, E., Cohen, J. D., Montague,
P. R., et al. (2008). The value
of victory: social origins of the
winner’s curse in common value
auctions. Judgment Decis. Making 3,
483–492.

van den Bos, W., Talwar, A.,
and McClure, S. M. (2013).
Reinforcement learning and

social preferences in compet-
itive bidding. J. Neurosci. 33,
2137–2146. doi: 10.1523/
JNEUROSCI.3095-12.2013

Van Honk, J., Schutter, D. J., Bos, P.
A., Kruijt, A. W., Lentjes, E. G.,
and Baron-Cohen, S. (2011).
Testosterone administration
impairs cognitive empathy in
women depending on second-to-
fourth digit ratio. Proc. Natl. Acad.
Sci. U.S.A. 108, 3448–3452. doi:
10.1073/pnas.1011891108

Veblen, T. (2000). The Theory of the
Leisure Class: An Economic Study in
the Evolution of Institutions. Boston,
MA: Adamant Media Corporation.

Venables, W. N., and Ripley, B.
D. (2002). Modern Applied
Statistics with S. New York, NY:
Springer. doi: 10.1007/978-0-387-
21706-2

Zahavi, A. (1975). Mate selection—a
selection for a handicap. J. theor.
Biol. 53, 205–214. doi: 10.1016/
0022-5193(75)90111-3

Zeelenberg, M., Van Dijk, W. W.,
Manstead, A. S. R., and vanr de
Pligt, J. (2000). On bad decisions
and disconfirmed expectancies:
the psychology of regret and
disappointment. Cogn. Emot. 14,
521–541. doi: 10.1080/026999300
402781

Conflict of Interest Statement: The
authors declare that the research
was conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.

Received: 11 July 2013; paper pend-
ing published: 01 August 2013; accepted:
02 October 2013; published online: 23
October 2013.
Citation: van den Bos W, Golka PJM,
Effelsberg D and McClure SM (2013)
Pyrrhic victories: the need for social sta-
tus drives costly competitive behavior.
Front. Neurosci. 7:189. doi: 10.3389/
fnins.2013.00189
This article was submitted to Decision
Neuroscience, a section of the journal
Frontiers in Neuroscience.
Copyright © 2013 van den Bos, Golka,
Effelsberg and McClure. This is an
open-access article distributed under
the terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the orig-
inal author(s) or licensor are cred-
ited and that the original publication
in this journal is cited, in accordance
with accepted academic practice. No use,
distribution or reproduction is permit-
ted which does not comply with these
terms.

Frontiers in Neuroscience | Decision Neuroscience October 2013 | Volume 7 | Article 189 | 40

http://dx.doi.org/10.3389/fnins.2013.00189
http://dx.doi.org/10.3389/fnins.2013.00189
http://dx.doi.org/10.3389/fnins.2013.00189
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Decision_Neuroscience
http://www.frontiersin.org/Decision_Neuroscience
http://www.frontiersin.org/Decision_Neuroscience/archive


van den Bos et al. Pyrrhic victories

APPENDIX
FACTOR ANALYSES OF SELF-REPORT MEASURES
The Kaiser-Meyer-Olkin measure of sampling adequacy was
0.63, above the recommended value of 0.6, and Bartlett’s test
of sphericity was significant [χ2

(36) = 121.26, p < 0.001], sug-
gesting a factor analysis is appropriate. Both non-grapical solu-
tions to the Cattel’s Scree Test, the optimal coordinate and
acceleration factor, proposed by Raîche et al. (2013) indicated
that 2 components should be retained in a factor analyses.
Finally we performed the maximum-likelihood factor analysis as

Table A1 | Self-report measures of affective responses to social and

monetary outcomes.

Question Social Monetary

1. Being the winner of an auction made me feel
(R)

0.54

2. Losing the auction made me feel 0.68

3. Losing money in the auction made me feel 0.99

4. Winning money made me feel (R) 0.63

5. Realizing that another player wins a lot of
auctions made me feel

0.97

6. Realizing that other players win more auctions
than I do made me feel

0.72

7. Not winning an auction over a long period of
time made me feel

0.62 0.56

8. The possibility that other players could make
more money than I do made me feel

0.38

9. The possibility that other players could make
less money than I do made me feel (R)

0.45

Variance explained 0.32 0.26

Cronbach Alpha 0.76 0.71

Table reports the eigenvalue of each item. Values < 0.3 are not reported. Items
marked with (R) were reverse scored.

implemented in R, using the promax (oblique) rotation for the
factor loading matrix.

All items reached the minimum criterion of having a pri-
mary factor loading of 0.3 or above (see Table A1). Item 7 is
considered a part of the social factor given that it has a higher
eigenvalue. Furthermore, note that items 8 and 9 have rather
low eigenvalues, this is most likely due to the fact that, in
this experiment, the participants are not able to directly com-
pare monetary outcomes with other players because since that
information was not available. The initial eigenvalues showed
that the first two factor explained 32 and 26% of the vari-
ance, respectively. Internal consistency for each of the scales
was examined using Cronbach’s alpha. The alphas were accept-
able (0.7 < α < 0.8): 0.76 for the first and 0.71 for the second
factor.

FIGURE A1 | Average bid factor of 35 participants that participated in a

pilot study with a 5-player auction with real players. For each computer
player a bid factor was picked from a Gaussian distribution of 0.2 around the
average bid factor.
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This essay introduces a neurologically-informed mathematical model of collective action
(CA) that reveals the role for empathy and distress in motivating costly helping behaviors.
We report three direct tests of model with a key focus on the neuropeptide oxytocin
as well as a variety of indirect tests. These studies, from our lab and other researchers,
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release of oxytocin, is a trigger for CA. We discuss the implications from this model for
our understanding why human beings engage in costly CA.
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INTRODUCTION
How do people come together to achieve a common goal? This
essay will argue that the physiologic drivers of collective action
(CA) are the same mechanisms that are involved in the experience
of empathy. Specifically, we present a formal model and describe
neuroeconomics studies from our lab that have revealed empa-
thy, and empathic concern in particular, as a crucial component
of CA. Herein we review studies from our lab that demon-
strate the neuroactive hormone oxytocin instantiates empathy
and promotes prosocial behaviors, including CA (for other simi-
lar reviews of the human oxytocin literature see Bartz et al., 2011;
De Dreu, 2012; Feldman, 2012; Guastella and MacLeod, 2012;
Kumsta and Heinrichs, 2012; Van IJzendoorn and Bakermans-
Kranenburg, 2012; Carter, 2013; for similar reviews focusing on
neural activity see Shamay-Tsoory, 2011; Decety et al., 2012). We
begin with the understanding that most CA is not done for purely
altruistic or other-regarding motives. For instance, people may
volunteer for a cause out of concern for others, but may also vol-
unteer out of a felt or social obligation, to build their reputation,
or to feel better about themselves (e.g., Omoto and Snyder, 1995).
This review focuses on the role of one particular motive for CA:
empathy. A biologically based human capacity, empathy has been
found to motivate prosocial behaviors (e.g., Eisenberg and Fabes,
1990; Batson and Oleson, 1991; Penner et al., 2005). Empathy
can promote CA by reducing self-regarding concerns and enhanc-
ing other regarding motives (e.g., Batson, 1991). We propose that
empathy is a motive for CA, an adaptive human behavior with
neurobiological underpinnings (for similar arguments see Brown
and Brown, 2006; de Waal, 2008; Gonzalez-Liencres et al., 2013).

This idea was captured in Adam Smith’s (1759) mas-
terwork The Theory of Moral Sentiments where he wrote,
“Generosity, humanity, kindness, compassion, mutual friendship
and esteem. . . please the indifferent spectator upon almost every
occasion. His sympathy with the person who feels those passions,
exactly coincides with his concern for the person who is the

object of them” (Vol. 1, ch. iv, para. 313). In discussing sympa-
thy, or “fellow-feeling” as Smith defined it, we will use the word
empathy (a term derived from an 1858 coinage einfühlung or
“feeling into” by German philosopher Rudolf Lotze (1817−1881)
that more closely captures the notion of an innate human capac-
ity for one individual to respond to the experiences of another
(Davis, 1996).

The literatures describing empathy are large and diverse
(Batson, 2010), but our focus is on a narrower notion, empathic
concern. Empathic concern is an emotion that is felt for another
person (also see Barraza and Zak, 2013) and has been called the
“root of all altruism” (McDougall, 1926). Empathic concern has
been used interchangeably with notions of compassion (Batson,
2010), though we prefer the former term as being less generally
used and thus less prone to misuse. Those who become aware of
distress in others and are able to regulate the arousal that arises
from it are more likely to experience empathic concern (Eisenberg
and Fabes, 1990).

We begin by presenting a rationale for CA. Next, we intro-
duce a neurobiologically-based model of prosocial behaviors in
order to identify empathic concern as a proximal mechanism for
CA. We then introduce evidence from recent studies from our
lab suggesting a role for the neuropeptide oxytocin in produc-
ing empathic concern and inducing CA. Figure 1 summarizes the
proposed relationships.

A MATHEMATICAL MODEL OF COLLECTIVE ACTION
CA refers to a set of behaviors that are performed with others to
meet a goal or strive to make progress on a desired outcome. CA
includes both cooperative behaviors (where two or more people
work toward a mutually beneficial outcome) and collective help-
ing behaviors (where two or more people work for the benefit of
others not involved in the action). CA can be a single event (e.g.,
assisting someone who is drowning, pitching in money or time
for a group picnic) or can extend over a long period of time (e.g.,
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FIGURE 1 | A physiologic model of collective action. Oxytocin induces
empathic concern that increases the likelihood of collective action.

volunteering weekends at a retirement home, or the provision of
public goods). Thus, CA includes a wide array of actions that
are done for the benefit of others at some cost to the individual,
whether or not these benefits extend to the self.

Why do people intentionally engage in behavior where the self
bears a direct or opportunity cost? Game theoretic models derived
from the prisoner’s dilemma show that conditional cooperation
is typically a better long-term strategy than consistent defection
(Axelrod, 1984). These models, however, generally focus on why
people would engage in behaviors that, although benefiting oth-
ers, eventually benefit the actor. Tellingly, some forms of CA may
provide little or no direct, immediate, or guaranteed benefit to the
actor (Melis and Semmann, 2010).

Empathic concern for another’s welfare may be a proxi-
mate mechanism motivating individuals to engage in costly CA.
Empathic concern is a candidate mechanism for CA because it
allows individuals to focus on the state of others, even in situa-
tions where there may be no direct benefit for the actor (de Waal,
2008). For example, empathic concern after a signal of distress or
request for help, resolves the problem of reciprocal motives for
CA where the actor benefits at a later time by placing weight on
the well-being of others.

Behavioral scientists have found that empathic concern tips
the scale in favor for prosocial engagement (e.g., Batson, 1991;
Davis, 1996; Sober and Wilson, 1998; Preston and de Waal,
2002). The arousal: Cost-reward model of helping behavior
(Dovidio, 1984; Dovidio et al., 1991) states that in order for peo-
ple to be motivated to help others, they have to first become
aware of the need of others for help. Aversive arousal elicited
through emotional contagion makes the need for intervention
salient. Aversive arousal then motivates a cognitive weighing of
the costs and benefits for acting prosocially. Empathic concern
is assumed to increase the costs for not engaging, for exam-
ple, producing guilt, shame, and further distress if the observer
does not help or cooperate. An explicit model of prosocial
emotions such as guilt and shame prompting costly prosocial
behavior was proposed by Bowles and Gintis (2003). Empathic
concern may reward those who help others, for example, pro-
ducing a so-called warm glow utility flow (positive affect for
engaging in helping others; Andreoni, 1990) or other internal
reward (Harbaugh et al., 2007) as we will propose in the model
below.

The empathy-altruism hypothesis (e.g., Batson, 1991; Batson
and Oleson, 1991), suggests that an empathic response is a nec-
essary component in human prosocial behaviors. The arousal
experienced from witnessing another’s aversive state leads to
divergent affective reactions, especially distress and empathic con-
cern. Whereas distress (self-focused aversive feelings) motivates
a desire to reduce aversive arousal, empathic concern causes one
to attend to the other’s aversive state. Those who are distressed
may seek to escape the arousing situation (either psychologically
or physically) when it is less costly than staying involved (Batson,
1987). On the other hand, empathizing with those requiring help
makes it difficult to disengage without seeking to relieve the
other’s distress.

A large number of psychological studies have supported
the link between empathic concern and prosocial engagement.
Instead of reviewing this extensive literature (e.g., see Davis, 1996;
de Waal, 2008; Batson, 2010), we use volunteerism to illustrate
the role of empathic concern in CA. Volunteerism is a form
of CA that occurs in the context of groups and organizations,
where people give of their time for the benefit of a person,
group, or cause (e.g., Penner et al., 2005). Volunteerism is inter-
esting because it is long-term planned behavior (Penner, 2002).
As such, volunteering is less influenced by situational factors
than other prosocial actions. Further, volunteering is typically
focused on aiding strangers to whom there is no social obliga-
tion (Omoto and Snyder, 1995). In general, volunteers have been
found to be more dispositionally empathic than non-volunteers
(e.g., Rushton, 1984; Bekkers, 2005). Those who score high in
dispositional empathy anticipate feelings of empathy and satis-
faction during volunteering and are more willing to volunteer
because of those feelings (Davis et al., 1999). Individuals who
report empathy-driven prosocial motives for volunteering, for
example expressing values and concern for their community, are
found to persist longer as volunteers than those who endorse
self-oriented motives like enhancing their employability or to feel
better about themselves (e.g., Clary and Orenstein, 1991; Penner
and Finkelstein, 1998). These findings indicate that empathic con-
cern is a key factor in motivating and sustaining one form of
CA—volunteerism. In the model of CA that follows, we seek
to clarify the mechanisms through which empathic concern and
distress affect other-regarding behaviors.

The model we propose is a neurologically-informed extension
of the model in Zak et al. (2007) that is based on a decade’s
worth of experiments using an inductive approach (Park and Zak,
2004; Vercoe and Zak, 2010) in which experimental treatments
are systematically varied before a model is proposed. The goal in
presenting this model is not to replace traditional game theoretic
models of CA, but to extend these models to include the role of
empathic concern during social interactions.

The model takes as its foundation a model introduced in a
footnote by the prominent Irish social philosopher Edgeworth
(1881/2012) in his book Mathematical Psychics: An Essay on the
Application of Mathematics to the Moral Sciences where utility
is obtained from one’s own consumption and a weighted util-
ity of another’s consumption (Edgeworth, 1881/1967). Andreoni
(1990); Sally (2001, 2002), and Levitt and List (2007) have pro-
posed similar models without drawing on neural findings, while
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Morishima et al. (2012), develop a neurally-informed mathemati-
cal model based on theory of mind. Similar to Morishima et al. we
propose a model steeped in experimental findings that can shed
new insights into CA. The model differs from Edgeworth and the
existing literature by including responses that are conditional on
one’s own, and the other’s, physiologic states.

The decision-maker, who we will identify as person 1, faces the
following decision problem

Maxb1 b2 E{U(b1) + α(τ)U(b2)}
s.t. b1 + b2 = M

where U(b1) is the utility person 1 receives from consuming ben-
efits b1, b2 is the benefit that person 2 receives from person 1,
U(b2) is the utility person 2 obtains from b2, and total resources,
M, are finite. Assume U(b) is increasing, continuous and strictly
concave. Person 1 chooses b1 and b2 through this constrained
optimization problem. We will call this the Empathy-Collective
Action model.

Edgeworth called the weight α on the other’s utility “effec-
tive sympathy” (1881/1967, p. 53) and considered it a constant;
using Lotze’s definition of emotional contagion, we will call α

“empathic concern.” Our Empathy-Collective Action model gen-
eralizes Edgeworth by identifying CA as an individually costly
behavior and by taking into account the motivation for proso-
cial action by letting empathic concern depend on the situation
the decision-maker faces. Specifically, let α(τ): [0,1]→ �+ be
a continuous hyperbolic function where empathic concern, α,
depends on the observed distress of person 2, τ. The parame-
ter τ captures the distress that motivates the decision-maker to
pay attention to the needs of the other person. As previously dis-
cussed, “distress” should be understood as any situation in which
the behavior or emotional state of another (or group of others)
suggests that they may need assistance. The function α has the fol-
lowing properties, α(0) ≥ 0, limτ→∞ α(τ) = 0, and τ∗ = argmax
α(τ), with α(τ∗) > α(0), and τ∗ finite. That is, α(τ) has the shape
of a parabola.

The empathic concern function α(τ) is hyperbolic because
moderate distress motivates action, but high degrees of distress
are aversive causing one to want to escape rather than help (e.g.,
Batson et al., 1987). For example, if one sees someone sprain an
ankle and fall to the ground, most people are motivated to help.
Seeing someone with a bloody compound fracture of the ankle
may be so distressing that many bystanders will flee and avoid
helping. Alternatively, distress may arise from social pressures of
inaction.

In the Empathy-Collective Action model, when α(τ) = 0, per-
son 1 is completely self-interested, and when α(τ) = 1 s/he is
other-regarding, sharing benefits equally with person 2. Values of
α(τ) > 1 cause person 1, at an optimum, to offer more resources
to person 2 than she keeps herself. It is straightforward to prove
that as α rises, the benefits to person 2, b2, increase. Different
values of α would account individual variations in empathic con-
cern and resulting differences in individually-costly CA. Indeed,
CA, where an individual bears a direct or opportunity cost dur-
ing CA, requires a positive value of α(τ). The model’s value is that
is shows how individual variations in empathic concern (α) and

the social environment (τ) can be included in a game-theoretic
model of CA. If one exhibits low CA in a given situation, the
model predicts that either empathic concern or one’s perception
of the needs of others (or both) is low. For example, an adult wait-
ing to cross a busy street may not elicit costly CA by those nearby,
but a small child alone seeking to cross such a street is likely to
produce greater CA, especially among parents who may be more
sensitized to children.

Our next task is to present neurobiological evidence showing
that empathy affects CA.

NEUROBIOLOGICAL MECHANISMS
Knowing the neurobiology of empathic concern not only pro-
vides additional information on mechanism, but may also
produce additional testable implications and applications (see
Neurobiological Mechanisms). A large body of work now exists
on the neural basis for empathy using functional MRI which
have been reviewed in detail elsewhere (see Lamm et al., 2011;
Shamay-Tsoory, 2011; Bernhardt and Singer, 2012). These studies
generally locate empathy within the brain’s pain matrix, specif-
ically in the anterior cingulate cortex and the anterior insula
(Singer et al., 2004, 2006; Hein and Singer, 2008). However, these
studies focus on the distress aspect of social engagement by study-
ing responses to pain rather than the possible rewards of empathic
concern.

The Empathy-Collective Action model of prosocial behavior
that posits a utility flow or “warm glow” is consistent with find-
ings from two studies using fMRI by examining donations to
charities. Moll et al. (2006) found that brain regions differentially
more active during donations to preferred charities compared
to unpreferred charities included striatal regions associated with
rewarding stimuli. These researchers also found that contrast-
ing brain activity during charitable donations and individual
reward revealed activation in the subgenual cortex, a brain region
that modulates rewards associated with affiliative behaviors. In
a related study of charitable donations, Harbaugh et al. (2007)
found that donating to a charity, relative to keeping money for
oneself, also produced activation in striatal regions of the brain.
They further showed that voluntary donations to charity were
associated with a greater subjective experience of satisfaction and
larger striatal activation than mandatory donations.

THE ROLE OF OXYTOCIN
The best evidence for the role of empathic concern affecting CA
would be to discover a manipulable neural mechanism that would
raise or lower α in the Empathy-Collective Action model. The
word “manipulable” is important here to demonstrate that such
a mechanism directly causes CA. If we push on this mechanism
(somehow), we would expect to see less self-focused benefits b1,
and more other-focused benefits b2.

Oxytocin (OT) is an evolutionarily ancient molecule that is a
key part of the mammalian attachment system supporting costly
care for offspring. In socially monogamous mammals, OT and
a closely related hormone, arginine vasopressin, facilitate attach-
ment to and protection of mates (see Carter, 1998). Maternal (and
in some species paternal) care for offspring is a template for more
general other-regarding behaviors (Sober and Wilson, 1998; de
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Waal, 2008). In the human brain, high densities of OT receptors
are primarily found in the amygdala, hypothalamus, and subgen-
ual cortex (Tribollet et al., 1992; Barberis and Tribollet, 1996),
brain regions associated with emotions and social behaviors.

OT can be measured in blood and cerebral spinal fluid, and
synthetic OT can be infused into human beings intravenously or
intranasally to gauge its effects on behaviors (Churchland and
Winkielman, 2012). A key issue for studying OT in humans is that
under physiologic stress, central (brain) and peripheral (body)
OT co-release (Wotjak et al., 1998; Neumann, 2008). This means
that a change in blood levels in OT after a stimulus is likely to be
positively correlated with changes in OT in the brain. In addi-
tion, peripheral OT binds to receptors in the heart and vagus
nerve, reducing anxiety and cardiovascular tone (see Porges, 2001,
2007) and thereby signaling approachability. OT binding in ani-
mals is associated with the modulation of midbrain dopamine
and serotonin (Pfister and Muir, 1989; Liu and Wang, 2003).

Studies using OT infusion in humans have shown that it
enhances the ability to infer others’ emotions and intentions from
facial expressions (Domes et al., 2007). OT also increases the
time spent gazing toward the eye region of the face (Guastella
et al., 2008), and the recognition of faces (Savaskan et al., 2008).
Mice with the gene for the OT receptor knocked out have social
amnesia—they do not appear to remember animals they have
previously encountered (Ferguson et al., 2000).

Situations that motivate CA often involve a request for help.
Such requests may provoke both empathic distress and concern
as in the Empathy-Collective Action model. OT infusion has been
shown to reduce activity in the amygdala in response to socially
fearful stimuli (Kirsch et al., 2005) and fear conditioned stim-
uli (Petrovic et al., 2008). By reducing anxiety, OT may help
people sustain CA over extended periods of time. Social psychol-
ogist Shelley Taylor calls this the “tend and befriend” role of OT
(Taylor et al., 2000; Taylor, 2006), where OT reduces anxiety and
promotes affiliative behaviors in response to stress.

TRUST, RECIPROCITY, AND COOPERATION
Our lab was the first to demonstrate that OT promotes proso-
cial behaviors among human beings (Zak et al., 2004, 2005).
We began this research in 2001 by examining the role of OT in
facilitating trust between strangers. In these studies, we used a
task from experimental economics called the trust game (Berg
et al., 1995). In our trust experiments, participants were endowed
with $10 to compensate them for their time and discomfort (see
below). They were then given the opportunity to increase their
earnings by making a single decision by computer and without
coordinating with others using their $10. For this task, they were
matched randomly in dyads with random assignment to the roles
of decision-maker 1 (DM1) or decision-maker 2 (DM2). All DMs
received extensive and identical instructions informing them that
DM1 could transfer some of his or her endowment to the DM2
in dyad, and this amount would be removed from DM1’s account
and tripled in DM2’s account. DM2 was then notified by com-
puter of the tripled transfer from DM1 and was reminded of
the total in his or her account. After this, the software prompted
DM2 to return to DM1 any amount from zero to the account
total. The return transfer was not tripled and was removed from

DM2’s account on a one-to-one basis. After these two decisions,
the interaction was concluded. The consensus view in economics
is that the DM1 transfer denotes trust, and the DM2 transfer
captures reciprocity or trustworthiness.

So why would DM2 return any money, something partici-
pants do 98% of the time (Zak et al., 2007)? We found that
the more money DM2s received, the greater the increase in OT.
Importantly, the higher the spike of OT for DM2, the more she
or he reciprocated by returning money to the DM1 who showed
trust (Zak et al., 2004, 2005; Zak, 2012). Nine other hormones
(e.g., vasopressin, estradiol) were ruled out for mediation or inter-
active effects, supporting the direct link between endogenous OT
release and trustworthiness.

We next demonstrated the causal effect of OT on trust by
administering 24IU of synthetic OT intranasally, a method uti-
lized to enhance OT levels in the brain. After allowing for an hour
for the OT to enter the brain, participants played the trust game.
Not only did the average level of trust rise for those given OT,
more than twice as many people on OT showed maximal trust
by sending all of their money to a stranger (45 vs. 22% for those
on placebo; Kosfeld et al., 2005). There was no effect of OT on
an objective risk-taking task, providing evidence for its uniquely
social effects. Moreover, the results were not due to changes in
mood or cognitive blunting. These studies provide evidence that
OT helps us determine who to trust and when to reciprocate, two
key ingredients for CA.

Certainly trust can promote CA, but our trust research left
open two important questions: are there non-pharmacologic
ways to raise OT? and, is OT directly associated with empathic
concern? In our trust experiments, the receipt of money denoting
trust resulted in a substantial spike in endogenous OT relative to
baseline. Prior to our work, the only known ways to raise OT in
humans were to go into labor, to breastfeed a child, or to engage
in sexual activity. These methods of raising OT are impractical
for laboratory experiments, so we began to search for other ways
endogenous OT might be manipulated. Research in rodents pro-
vided equivocal data that belly stroking might induce OT release.
To test this in humans, we used licensed massage therapists to give
participants a 15-min moderate pressure back massage. A con-
trol group simply rested quietly for 15 min on different days.
Participants had their blood drawn and played the trust game one
time. We found that massage raised OT (Morhenn et al., 2008,
2012), and for DM2s in the trust game, massage primed the brain
to release 16% more OT than DM2 controls. Amazingly, recipro-
cation was 243% higher by DM2s in the massage group relative
to DM2 controls (Morhenn et al., 2008). The change in OT
strongly predicted the amount of money DM2s would sacrifice
to reciprocate to DM1s.

We next undertook direct tests of the zero-sum Empathy-
Collective Action model using a task called the Ultimatum Game
(UG Güth et al., 1982). In this game, participants were again
put into dyads and randomly assigned to the roles of DM1 and
DM2. DM1 began the experiment with $10 while DM2 began
with nothing. After extensive and identical instructions, DM1 was
prompted by computer to propose a split of the $10 to DM2. If
DM2 accepted the proposal, the money was paid. The catch was
that if DM2 rejected the proposal, both DMs received nothing. In
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Western countries, offers less than $3 are nearly always rejected.
We hypothesized that raising OT would increase empathy, α, and
generate more generosity (generosity was defined as the amount a
DM1 proposal exceeded the minimum acceptable offer by DM2s).
Note that using the zero-sum UG, rather than a positive-sum trust
game, sets the bar for the effects of OT substantially higher than
in positive-sum games. In the trust game, we showed that OT
was associated with reciprocity but that on average both DM1s
and DM2s increased their earnings. In the UG OT was hypothe-
sized to affect costly generosity in which more for DM2 meant less
for DM1. This is just what we found. Infusing 40IU intranasally
into participants caused an 80% increase in generosity relative to
subjects who received a placebo (Zak et al., 2007). Generous par-
ticipants left the lab with less money, but were not less happy
on debriefing than those who were not generous. This pro-
vided the first evidence α could be manipulated by manipulating
central OT.

The second test of the Empathy-Collective Action model used
testosterone infusion to create “alpha males” in a double-blind
cross-over paradigm (Zak et al., 2009). There is some evidence
that testosterone inhibits OT binding to its receptor (Insel et al.,
1993) and thus testosterone was expected to reduce generosity.
This was indeed what we found. We raised total testosterone
an average of 60% above baseline (free testosterone, and dihy-
drotestosterone, which are more active biologically than total
testosterone, were raised 97 and 128% respectively; all changes
were greater than zero at p < 1E-6). Men whose testosterone was
artificially raised, compared to themselves on placebo, were 27%
less generous in the UG. Moreover, the reduction in generosity fell
rapidly as a man’s level of total-, free- and dihydro-testosterone
(DHT) rose, revealing a parametric effect of testosterone on gen-
erosity. For example, participants in the lowest decile of DHT had
85% higher average generosity ($3.65 out of $10) compared to
generosity by those in the highest decile of DHT ($0.55 out of
$10). Interestingly, the enhanced “alpha males” also had a 5%
higher threshold (p = 0.001) to punish those who were ungen-
erous toward them. This experiment revealed that α could be
reduced in the Empathy-Collective Action model.

In a third experiment, we examined whether endogenous OT
was associated with the subjective experience of empathic concern
by having participants watch a 100 s highly emotional video of a
father and his son who has terminal brain cancer (Barraza and
Zak, 2009). A control video had the same father and son going
to the zoo but did not mention cancer or death. We found that
watching the emotional video caused a 47% increase in OT rel-
ative to baseline. Importantly, the change in OT was correlated
with subjective reports of empathic concern once we controlled
for the distress that participants felt. We also found that those who
were more empathically engaged made more generous offers in
the UG, and generosity in the UG was associated with larger dona-
tions of participants’ earnings to charity at the conclusion of the
experiment. Participants who scored high in a measure of dispo-
sitional empathy (using the Interpersonal Reactivity Index, Davis,
1983), experienced greater empathic concern after the emotional
video and had a larger increase in OT after viewing the emotional
video. The participants who were most empathic and released the
most OT were women; women were also more generous and gave

more money to charity than did men. This study is the first to
provide direct evidence that OT is associated with empathic con-
cern, confirming the intuition of Adam Smith and the design of
the Empathy-Collective Action model.

DEFECTORS AND FREE-RIDERS
Defection is the death-knell of CA. When people begin to free-
ride, for example in public goods games, others typically follow
suit (Camerer, 2003). In our studies using the trust game using
college students, we find that 95% of DM2s who have been
trusted reciprocate. The degree of reciprocation for this 95% are
predicted by their OT levels. The other 5% are unconditional
non-reciprocators, they return nothing or very little money no
matter how much they are trusted. We found that OT levels
of non-reciprocators are abnormally high, indicating OT dys-
regulation. Psychologically, these people have traits similar to
psychopaths (Zak, 2005, 2012).

We have recently extended this finding by studying patients
with social anxiety disorder (Hoge et al., 2008). They, too, have
high levels of OT. Because the brain works through contrast, high
OT masks any additional OT release when receiving a signal of
trust, thus inhibiting a behavioral response. Similarly, a study
of those diagnosed with borderline personality disorder (BPD),
which is associated with a compromised ability to interpret social
signals, showed an inability to maintain reciprocity in the trust
game (King-Casas et al., 2008). This inability to cooperate seemed
to be mediated by abnormal activity in the anterior insula, a brain
region previously associated with empathy for pain (Singer et al.,
2004, 2006); whereas psychologically healthy individuals showed
a strong parametric relationship between amount received in the
trust game and anterior insula activation, no such relationship
was found for BPD subjects suggesting a possible empathy deficit
in BPD.

Our discovery of the “five percent rule” for free-riders
(Shermer, 2008; Zak, 2012) in a fixed institutional setting is
important in understanding CA. It suggests that not all people
can be expected to participate in a collective project, even when
the issue is salient and people are highly motivated. When the
social, economic or institutional environments are less than opti-
mal, greater defection from CA will be expected as high levels of
stress inhibit OT release (Carter, 1998). This is reflected in a low
value of α in the Empathy-Generosity model, making the envi-
ronment in which CA problems are solved important (Dietz et al.,
2003). On the upside, our studies indicate that the majority of the
population–including a study of aboriginal people in Papua New
Guinea (Zak, 2012) release OT for a large variety of stimuli.

COLLECTIVE ACTION THROUGH CHARITABLE INSTITUTIONS
We have now conducted several studies examining giving through
charitable institutions. Charitable donations are unique from
other forms of CA as it is typically done without any direct expo-
sure to the beneficiary or direct knowledge of how the individual
contributions will be used. Though performed by individuals,
charitable giving functions through the collective contributions
made to an institution to address an issue of interest to its contrib-
utors. Barraza et al. (2011) examined whether 40IU of OT would
increase donations in a lab donation task. Participant in the OT
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condition gave 48% more money than those in the placebo condi-
tion. This result was later replicated by others using a smaller dose
(24IU) and a different charity (Van IJzendoorn et al., 2011). In
another study, participants viewed public service announcements
(PSAs) relating to social and health related issues after 40IU of OT
infusion (Lin et al., 2013). Participants were given an opportu-
nity to donate some of their earnings to the charities promoted in
the ads. We found those who received OT donated to 33% of the
causes while participants receiving the placebo donated to 21% of
the featured charities. OT also increased the size of donation by
56% compared to placebo.

Another set of evidence comes from a growing body of
research examining the association between single nucleotide
polymorphisms (SNPs) of the oxytocin receptor (OXTR) gene,
and social behaviors. Work from others indicated an association
between OXTR SNPs and empathy (Rodrigues et al., 2009; Wu
et al., 2012a) as well as prosocial behaviors (Poulin et al., 2012;
Wu et al., 2012b). In a recent study (Barraza et al., in preparation)
we explored if OXTR SNPs affected CA done through charita-
ble institutions. Three of the OXTR SNPs examined (rs237887,
rs2268490, rs2254298) were linked with making a charitable
contribution in a laboratory task. Participants were also asked
to report their donations to charitable institutions outside the
lab. Here, an association between OXTR and monetary dona-
tions was found for rs237887 (AA donating more than AG/GG),
and rs53576 (AA/AG donating more than GG). Individuals with
AA/AG genotype of rs53576 were found to be more likely to
donate to religious charities (versus GG). Unexpectedly, we dis-
covered that these same participants (rs53576: AA/AG) were
more religious than their counterparts (rs53576: GG). Mediation
analysis and indicated that the association between rs53576
and donations was a result of the relationship between rs53576
and religiosity. A possible interpretation is that OT may func-
tion by promoting CA through membership in an existing
group.

RITUAL AND INTERGROUP BEHAVIOR
CA involves both coordination with and a preference to affil-
iate with group members. It has been hypothesized that OT
motivates cooperation especially for one’s in-group by promot-
ing (i) in-group favoritism, (ii) in-group cooperation, and (iii)
defense-motivated non-cooperation toward threatening outsiders
(De Dreu, 2012). OT administration increases bias for ones in-
group when groups are formed for the experiment itself (De Dreu
et al., 2010, 2011; Stallen et al., 2012). Although these studies
provide evidence for in-group preference, they do not provide
support for OT promoting antisociality toward an out-group (see
Van IJzendoorn and Bakermans-Kranenburg, 2012) and may be
alternatively explained by OT’s social saliency properties (Chen
et al., 2011). Moreover, OT’s in-group-specific effects may only
arise out of zero-sum tasks between groups, where cooperation
can only be performed at a cost to an out-group. Support for
this interpretation was found by Israel et al. (2012) using a task
that allowed for intergroup cooperation. These scholars reported
that OT promoted both in-group and out-group cooperation,
although those who received OT allocated more resources ben-
efiting their in-group compared to placebo recipients. We have

produced results that fall somewhere in between the DeDreu
et al. and Israel et al. studies. In our study of charitable dona-
tions mentioned above, we found OT increased the size of
charitable donations with a trend toward a preference for an
in-group vs. an out-group charity (American Red Cross or the
Palestinian Red Crescent Society; Barraza et al., 2011). It appears
that OT may promote in-group CA, but may also support CA
across groups when there is a collective benefit available for
everyone.

Our lab has recently examined a different question: why do
naturally existing groups engage coordinated and costly ritualistic
behaviors? Human life is replete with rituals and we hypothe-
sized that rituals may induce the release of OT to reinforce group
attachment. In this project (Terris et al., in preparation) we exam-
ined OT release before and after rituals for several secular and
religious groups. Groups also made decisions in several economic
tasks, [trust game (TG), ultimatum game (UG), and dictator
game (DG)] by computer, with in-group and out-group mem-
bers. We found that OT significantly increased for some groups
after performing ritual (marching in unison, singing religious
songs), but not for others (Christian prayer). We also observed a
positive correlation between positive regard toward the in-group
after the ritual and how much one gave to one’s in-group relative
to the out-group in the TG and DG, but not the UG. No asso-
ciation was observed between OT change induced by ritual and
prosocial behavior toward in- or out-groups. These results indi-
cate that although some rituals increase plasma OT, the increase
does not appear to influence in-group preferences. This work sug-
gests that OT can unite people to act as a group, but does not
necessarily injure out-group collaboration when there are shared
interests at stake.

TRUST IN POLITICAL INSTITUTIONS
Political actions, such as voting and campaigning, are another
form of CA. Our lab has explored how OT administration affected
trust in government officials and institutions during the 2007
Democratic and Republican primaries (Merolla et al., 2013). We
found that participants given 40IU intranasal OT reported more
agreement with the statement that most people can be trusted
than those on placebo, especially when examining those low on
pre-treatment interpersonal trust. Although OT did not directly
impact trust in the government, we found Democrats on OT were
more trusting of both Democrat and Republican politicians, and
the federal government in general, when compared to those on
placebo. When trust in government is higher, civic CA is likely to
follow.

Generalized trust at the national level affects trust between
individuals in the trust game (Holm and Danielson, 2005).
Generalized trust levels strongly predict rates of economic growth
in a cross-section of developed and less developed countries in
part by facilitating CA (Zak and Knack, 2001). Generalized trust
levels are also highly correlated with other forms of social capital
such as paying taxes and other civic norms (Knack and Keefer,
1997), and trust and self-reported rates of happiness are very
highly correlated at the country level (Zak and Fakhar, 2006) as
are happiness levels and some forms of CA (e.g., volunteering;
Post, 2005).
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CONCLUSION
Most traditional evolutionary and economic models do not
attempt to provide proximate mechanisms to explain the wide
array of behaviors that are called CA. These models have caused
some behavioral scientists to erroneously conclude that costly
prosocial behaviors are “irrational” or manipulative, presuming
that individuals engaging in CA are hiding behind a “veneer”
covering their true selfish instincts (e.g., de Waal, 2006). We pre-
sented a neurobiologically-informed model of individually-costly
behaviors that benefit others. This model, with the hormone oxy-
tocin at its core, accounts for physiologic factors that are not
provided in extant models, particularly for the role of empathic
concern. It is also consistent with experiments we have run that
reveal substantial amounts of costly other-regarding behaviors,
even in blinded one-shot depersonalized settings.

Those unfamiliar with the existing body of research on oxy-
tocin may be left with the impression of OT as a purely prosocial
hormone. This is not the case. OT has been implicated with
behaviors that could be considered antisocial including ethno-
centrism (De Dreu et al., 2011), envy (Shamay-Tsoory et al.,
2009), and less adherence to fairness norms in certain contexts
(Radke and De Bruijn, 2012). Moreover, there are method-
ological concerns about oxytocin administration (Churchland
and Winkielman, 2012; Guastella et al., 2012), and peripheral
oxytocin measurement (McCullough et al., 2013). The state of
oxytocin research is still in it’s infancy. The Empathy-Collective
Action model seeks to take these disparate findings and provide
a game theoretic structure to understand how OT affects human
social behaviors.

The strength of our approach lies in integrating methodologies
and evidence across disciplines (Zak, 2004). More generally, our
research on the neuroeconomics of social behaviors has revealed
that empathic concern serves as an internal compass that can
result in CA (Zak, 2011). Adam Smith was right on target, fellow-
feeling does appear to be the basis for many moral behaviors and
CA. Research from our lab has simply identified a neurochemical
mechanism behind Smith’s intuition.
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The dorsomedial frontal part of the cerebral cortex is consistently activated when people
read the mental states of others, such as their beliefs, desires, and intentions, the
ability known as having a theory of mind (ToM) or mentalizing. This ubiquitous finding
has led many researchers to conclude that the dorsomedial frontal cortex (DMFC)
constitutes a core component in mentalizing networks. Despite this, it remains unclear
why the DMFC becomes active during ToM tasks. We argue that key psychological
and behavioral aspects in mentalizing are closely associated with DMFC functions.
These include executive inhibition, distinction between self and others, prediction under
uncertainty, and perception of intentions, all of which are important for predicting others’
intention and behavior. We review the literature supporting this claim, ranging in fields
from developmental psychology to human neuroimaging and macaque electrophysiology.
Because perceiving intentions in others’ actions initiates mentalizing and forms the basis
of virtually all types of social interaction, the fundamental issue in social neuroscience is
to determine the aspects of physical entities that make an observer perceive that they
are intentional beings and to clarify the neurobiological underpinnings of the perception of
intentionality in others’ actions.

Keywords: dorsomedial frontal cortex, theory of mind, mentalizing, self, others, executive function, intention,

uncertainty

INTRODUCTION
The success of human life depends on interactions with other
individuals. The social world thus constantly prompts one to
reflect upon both one’s own mental states (e.g., thoughts, inten-
tions, desires, and beliefs) and those of others. The ability to
explain and predict others’ behavior in terms of their mental
states is known as having a theory of mind (ToM) or mental-
izing (Baron-Cohen et al., 1985, 1999; Frith and Frith, 1999).
This ToM ability is the basis for many social behaviors such as
cooperation, reciprocity, empathy, and deception. Studies using
functional magnetic resonance imaging (fMRI) have consistently
demonstrated that the dorsomedial frontal cortex (DMFC) is a
core component in mentalizing networks (Gallagher and Frith,
2003; Amodio and Frith, 2006). In such studies, the foci of
DMFC activation can range from Brodmann area 6 (BA 6)
(Baron-Cohen et al., 1999), which may roughly correspond to
the pre-supplementary motor area (pre-SMA), to BAs 8 and
9 (Fletcher et al., 1995; Goel et al., 1995; Happe et al., 1996;
Gallagher et al., 2000) and further anteriorly to BA 10 (Amodio
and Frith, 2006; Gilbert et al., 2006). Anatomical connections
between the pre-SMA and anteriorly adjacent areas of the fron-
tomedian wall (Luppino et al., 1993; Johansen-Berg et al., 2004;
Yeterian et al., 2012) suggest their functional integrity. In paral-
lel with fMRI findings, clinical case studies have also shown that
patients with DMFC lesions can exhibit severe ToM impairments
(Happe et al., 1999; Rowe et al., 2001; Stuss et al., 2001). These
findings collectively implicate the DMFC in ToM.

Then, why is the DMFC generally activated during ToM tasks
at all? What component processes of ToM, if any, are responsi-
ble for activating the DMFC? There has been a debate regarding
domain specificity vs. domain generality of ToM. One view posits
that ToM depends on functional modules that are specialized
for ToM computations (domain specificity) (Leslie and Thaiss,
1992; Baron-Cohen et al., 1999; Frith and Frith, 2003; Saxe et al.,
2004). The other view claims that ToM can be accounted for by
the integration of multiple functional modules, each of which is
not originally specialized for social cognition (domain general-
ity) (Carlson et al., 2004; Apperly et al., 2005; Stone and Gerrans,
2006). One confounding factor that might make this issue con-
troversial is the inclusion of any material in cognitive tasks that,
by itself, activates mentalizing processes (Van Overwalle, 2011).
Indeed, even abstract shapes that move in a biologically plausi-
ble manner, verbal stories or cartoons that involve goal-directed
actions, or traits that are suggestive of social beings can all auto-
matically recruit the ToM network (Van Overwalle and Baetens,
2009). However, our goal is not in the in-depth discussion on such
an intractable debate; the issue is beyond the scope of this study.
Instead, the goal of this article is to address potential relation-
ships between the DMFC and several processes that may be closely
associated with ToM. In particular, we will illuminate executive
inhibition, self-other distinction, prediction under uncertainty,
and perception of intentions, and discuss how the DMFC partic-
ipates in each of these processes. What the four processes have in
common is twofold. First, they are all associated with the process
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of predicting others’ intention, a crucial aspect of ToM for under-
standing and anticipating others’ behavior (see below). Second, it
is becoming technically feasible to investigate their cellular mech-
anisms using the single-neuron recording method in non-human
primate platforms. Thus, our intention is to incorporate recent
progress on the cellular basis for predicting others’ intention into
the dominant literature in developmental psychology and human
neuroimaging. We believe that the functional imaging technique
and single-neuron recording technique will complement each
other to uncover the cellular and network mechanisms of ToM.
Note that our position does not immediately support domain
generality of ToM. As will be discussed later, viewing a physical
entity as an intentional being might be a mental process that is
uniquely social. This mental process may be deeply related to an
indeterministic bias or moral responsibility that people typically
attribute to social agents, but not to non-social objects (Nichols,
2011).

In what follows, we review the experimental findings from
different disciplines, in particular, developmental psychology,
clinical neuropsychology, human neuroimaging, and electrophys-
iological recording in monkeys. Although monkeys may not
mentalize as humans do, they possess related skills. Monkeys can
actively monitor a conspecific’s actions and their outcomes for
planning their own actions (Yoshida et al., 2011, 2012; Chang
et al., 2013). They can make inferences about what others can see
(Flombaum and Santos, 2005). Supporting this view, the DMFC
of humans and monkeys, including areas associated with ToM,
has functional organization that shares similar patterns of cou-
pling between each DMFC subregion and the rest of the brain
(Sallet et al., 2013). There has been no evidence for “new” regions
in the human DMFC (Sallet et al., 2013). Moreover, the increased
complexity of monkeys’ social environments is accompanied by
an increase in the volume of the gray matter in the DMFC (Sallet
et al., 2011). These findings suggest that the DMFC plays an
important role in social cognition in monkeys as well.

EXECUTIVE INHIBITION
The construct of executive functions subsumes several processes
that allow for generating flexible thought and behavior. Executive
control includes inhibition, shifting, updating, access, working
memory, and planning (Miyake et al., 2000; Fisk and Sharp, 2004;
Baez et al., 2012) and can effectively integrate cognition and emo-
tion (Pessoa, 2008), so that organisms can guide an appropriate
decision in novel or dangerous situations while suppressing a pre-
potent, habitual action that is no longer appropriate (Shallice,
1998). Among several executive processes that are potentially
associated with ToM (Aboulafia-Brakha et al., 2011; but see Baez
et al., 2012 for an alternative view in people with autism spectrum
disorders, ASDs), executive inhibition–i.e., deliberate suppression
of immediate behavior in order to achieve a later, internally repre-
sented goal (Nigg, 2000)—has been most consistently reported to
be a crucial factor enabling the development of social competence
such as ToM (Carlson and Moses, 2001; Carlson et al., 2004) and
cooperation (Ciairano et al., 2007). In support of this view, exec-
utive inhibition is impaired in children with ASDs (Ozonoff et al.,
1991; Frith, 1997; Robinson et al., 2009), whose performance of
ToM tasks is severely impaired (Baron-Cohen et al., 1985).

The close association between executive inhibition and social
cognition, in particular ToM, is rooted in the saliency of self-
relevant information as well as people’s habitual tendency to use
themselves as the reference point in social judgments, which is
sometimes referred to as the “egocentric assumption of shared
perspectives” (Fenigstein and Abrams, 1993) or “epistemic ego-
centrism” (Royzman et al., 2003). For example, recall of self-
relevant information is better than recall of other kinds of
information (Rogers et al., 1977; Bower and Gilligan, 1979).
Self-relevant information enjoys privileged accessibility, greater
confidence, and reduced response time compared with other-
relevant information (Rogers et al., 1977; Bower and Gilligan,
1979; Kuiper and Rogers, 1979; Aron et al., 1991). Furthermore,
people tend to impute pre-potent self-perspective to others
(Moore et al., 1995; Mitchell et al., 1996; Nickerson, 1999). These
biases, however, can give rise to a potential problem of correctly
attributing a mental state to its proper agent, leading to misap-
prehensions of others’ minds. These psychological observations
have led Decety and Sommerville (2003) to argue that execu-
tive inhibition may be a necessary requisite to suppressing the
pre-potent self-perspective in favor of others’ discrepant perspec-
tive when reading the mental state of others. Consistent with this
view, children with poor executive inhibition have problems in
social relationships owing to the poor ability to recognize oth-
ers’ desires (Henker and Whalen, 1999). In older adults as well,
the reduced ability to inhibit pre-potent self-perspective is asso-
ciated with the difficulty in taking the perspective of another
(Bailey and Henry, 2008). Of interest is that a patient with dam-
age in the right inferior frontal gyrus (rIFG) is able to infer
another’s state of mind when he himself does not hold a strongly
conflicting self-perspective (i.e., low self-perspective inhibition
demands); however, the patient performs poorly in tasks with
high self-perspective inhibition demands (Samson et al., 2005).
The rIFG has long been thought to play a role in executive inhi-
bition in non-social contexts (Konishi et al., 1998; Aron et al.,
2004; Chambers et al., 2006). Yet, evidence is now accumulating
to support the existence of shared neural substrates for inhibitory
control in complex social situations and basic motor response
inhibition (Brass et al., 2005; Samson et al., 2005; van der Meer
et al., 2011).

The DMFC constitutes another critical node subserving
inhibitory control. This was first demonstrated by Penfield and
Welch (1949) more than 60 years ago. They noted that electrical
stimulation in the human DMFC suppressed voluntary move-
ment, typically characterized by slowing, hesitation, or inability to
initiate or continue phasic motor activity without affecting con-
sciousness. Since then such “negative” motor phenomena have
been consistently reported as the inhibitory effects of stimula-
tion on motor performance (Lim et al., 1994; Luders et al., 1995;
Yazawa et al., 2000; Yamamoto et al., 2004) and as readiness
potentials preceding voluntary muscle relaxation (Terada et al.,
1995; Yazawa et al., 1998). Recently, the role of the DMFC in
executive inhibition has been characterized using more demand-
ing behavioral tasks. For example, the DMFC, particularly the
pre-SMA and nearby regions (Figure 1A), is activated when sub-
jects suppress an impending action or a cognitive set particularly
under the presence of strong response interference or in favor of
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FIGURE 1 | Involvement of DMFC in executive inhibition. (A) When the
animal successfully switched to a now-valid action by inhibiting a
pre-potent, no-longer-valid action, pre-SMA “switch neurons” fired
phasically before movement onset (red). Switching was unsuccessful when
the initiation of activity increase was delayed (blue). (B) The contrast
between inhibition vs. action trials revealed activation in the dorsal
frontomedial cortex (BA 9). Reprinted with permission from Brass and
Haggard (2007).

alternative, less-dominant options (Ullsperger and von Cramon,
2001; Garavan et al., 2003; Nachev et al., 2005; Aron et al., 2007;
Isoda and Hikosaka, 2007; Duann et al., 2009; Hikosaka and
Isoda, 2010; Konishi et al., 2010; Sharp et al., 2010; Duque et al.,
2013);. Electrical stimulation in the DMFC can inhibit the gen-
eration of eye movement, but this effect is only observed when
the stimulation is delivered after a cue is given to initiate the
movement (Isoda, 2005). Executive inhibition can be impaired in
subjects with superior DMFC damage (Floden and Stuss, 2006) or
in intact subjects with stimulation (Chen et al., 2009; Hsu et al.,
2011) applied over the same DMFC region. The inhibitory con-
trol of the DMFC may be mediated by interaction with other
cortical regions such as the rIFG and primary motor cortex,
and/or with subcortical regions such as the subthalamic nucleus
(Johansen-Berg et al., 2004; Aron et al., 2007; Taylor et al., 2007a;
Isoda and Hikosaka, 2008, 2011; Duann et al., 2009; Mars et al.,
2009; Neubert et al., 2010; Duque et al., 2013).

Executive inhibition has been typically mapped in the pre-
SMA, the rostralmost part of BA 6 within the DMFC (Van

Overwalle, 2011). Other neuroimaging studies, however, point to
the involvement of more rostral regions as well. Most of the stud-
ies outlined above have focused on inhibitory control elicited by
external stimuli. However, in daily life people very often decide
themselves whether to or not to act. Incorporating this criti-
cal aspect of inhibition in a task paradigm has revealed that the
dorsal frontomedian cortex (BA 9; Figure 1B) is involved in “self-
control” of inhibition (Brass and Haggard, 2007; Kuhn et al.,
2009). A similar brain region is also activated when participants
themselves decide to quit continued gambling to recover pre-
vious losses (loss chasing) (Campbell-Meiklejohn et al., 2008).
Furthermore, even more rostral regions (the anterior fronto-
median cortex, BA 10/32) come into play when people inhibit
automatic tendencies to imitate others (Brass et al., 2005, 2009).
Many motor skills, language, and moral behaviors are learned via
imitation in earlier life, but adults do not generally imitate others
very often. In fact, people might become irritated when someone
else intentionally imitates them. In this light, imitation inhibition
is socially adaptive. These findings suggest that the DMFC plays
a key role in executive inhibition, with more rostral regions being
increasingly recruited as the degree of self-control or a social need
increases. Future studies should explicitly address the question
of whether the DMFC also plays a role in inhibiting pre-potent
self-perspectives.

DISTINCTION BETWEEN SELF AND OTHER
There is converging evidence from different disciplines that the
perception and execution of an action have a common rep-
resentational basis. First, it has been documented in cognitive
psychology that the observation of an action automatically primes
a corresponding motor representation in the observer. For exam-
ple, the execution of an action (e.g., index finger movement)
while observing an incongruent action (e.g., middle finger move-
ment) leads to a longer reaction time than while observing
a congruent action (Brass et al., 2009). Intriguingly, observed
environmental constraints are also automatically mapped onto
the observer’s motor system: observing another’s hands being
physically restrained leads to a longer response time (Liepelt
et al., 2009). Second, evidence from clinical neuropsychology
shows that people with frontal damage can display echopractic
responses. For example, when patients are instructed to show
their index finger upon seeing the experimenter’s fist but to
show their fist upon seeing the experimenter’s index finger,
they tend to copy the observed action (Luria, 1980). Moreover,
prefrontal patients can show strong imitative response ten-
dencies even when not instructed to do so (Lhermitte et al.,
1986). Finally, evidence from neuroscience clearly demonstrates
that common coding occurs between perception and action
at the level of single neurons in various parts of the brain
(Rizzolatti et al., 2001). These neurons, called “mirror neu-
rons” and originally found in the monkey brain, are hypoth-
esized to play a role in understanding others’ actions and
goals (Rizzolatti et al., 2001). Taken together, these findings
support the existence of mirror-matching mechanisms in the
central nervous system, whereby perceiving an action auto-
matically activates the equivalent motor representation in the
observer.
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However, people do not normally confuse others with
themselves. This is true even when the other is produced by the
imagination of the self. People are readily capable of attributing
actions to either themselves or another. The classical mirror-
matching theories are silent on how the brain carries out such
attribution. Despite ample evidence for the shared self-other rep-
resentation, there must exist a mechanism that separates self- and
other-related motor representations (Jeannerod, 1999). A previ-
ous study supports the idea that the motor system represents
other agents as qualitatively different from the self (Schutz-
Bosbach et al., 2006).

The formation of mentalizing capacity necessitates the ability
to form the representation of others’ mental states and to distin-
guish it from one’s own (Frith and Frith, 1999). As mentioned
earlier, we tend to view others as analogous to ourselves, but we
also identify them as unique. In the social world, we reflect not
only upon our own mental states, but those of others around us
as well. Moreover, such mental states must be correctly assigned
to their proper agent. This capacity may prevent self-other con-
fusion and chaotic social interactions, as is the case in people
with schizophrenia who demonstrate overextension of agency to
others’ actions or attenuation of self-agency (Decety and Grezes,
2006). In the laboratory, mentalizing capacity is evaluated most
often using false belief tasks that require distinction between one’s
own and others’ beliefs. Children with ASDs show a marked dif-
ficulty dissociating a false belief of another person from their
own true belief. It has been argued that individuals with ASDs
are strongly self-focused, which is hypothesized to arise from the
lack of distinguishing between self and another (Lee and Hobson,
2006; Mitchell and O’Keefe, 2008; Lombardo et al., 2010a). The
self-other distinction is also central to self-consciousness and
agency (Decety and Grezes, 2006).

The ability to distinguish between self and others appears to
develop throughout the infancy period (Sebastian et al., 2008;
Burnett and Husain, 2011). For example, newborn babies orient
their face toward the source of tactile stimulation more frequently
to external touch than to spontaneous self-touch to the cheek
(Hespos and Rochat, 1997). By 5–6 months of age, infants pref-
erentially view a video of another infant compared with a video
of themselves (Bahrick et al., 1996). Children start to recognize
themselves in mirrors at around 18 months (Povinelli, 1995). In
the second and third years, infants start to understand that oth-
ers are similarly self-aware and differentiate between themselves
and another in speech (Bates, 1990). These empirical observa-
tions are considered to be evidence for having neural mechanisms
that distinguish between self and others.

Accumulating evidence indicates that, unlike the mirror sys-
tem, self- and other-related processes can be segregated in the
DMFC. Neuroimaging studies have shown that self-related judg-
ments are associated with the ventral MFC (BAs 10 and 32),
whereas other-related judgments are associated with the DMFC
(BAs 8 and 9) (Van Overwalle, 2009; Denny et al., 2012). Crucially,
the z-coordinates in individual studies can predict whether the
study involves self- or other-related judgments, which are asso-
ciated with increasingly ventral or dorsal portions of the MFC,
respectively (Denny et al., 2012). Such an areal segregation
appears to depend on the perceived overlap between self and

others (in terms of sociopolitical views), as mentalizing about a
similar other engages a region of the ventral MFC that is linked
to self-referential thoughts, whereas mentalizing about a dissim-
ilar other engages a more dorsal region of the MFC (Mitchell
et al., 2006). It should also be noted, however, that Behrens
and co-workers propose another view that a functional gradi-
ent in the MFC is better tied to the relevance of valuation for
current choice (executed values vs. modeled values) than to the
frame of reference of the individual (self vs. other) (Nicolle
et al., 2012). In addition to the ventral MFC, neurotypical indi-
viduals preferentially recruit the middle cingulate cortex during
self-related processing compared with other-related processing
(Mitchell et al., 2006; Tomlin et al., 2006; Chiu et al., 2008;
Lombardo et al., 2010a). However, individuals with ASDs dis-
play the reverse or lack of the preferential response to the self
in the middle cingulate cortex (Chiu et al., 2008; Lombardo
et al., 2010a) as well as the ventral MFC (Lombardo et al.,
2010a). This atypical neural self-other distinction may mir-
ror atypical behavioral self-other distinction in ASDs (Lee and
Hobson, 2006; Mitchell and O’Keefe, 2008; Lombardo et al.,
2010a).

In the mirror system, coding of one’s own actions and oth-
ers’ actions overlaps at the level of single neurons. How then
do individual neurons in the mentalizing system, in particu-
lar the DMFC, code the two kinds of action? The ability to
mentalize might have evolved from a system for representing
actions (Frith and Frith, 1999), as action is one of the main
channels used for interpersonal communication. Determining the
agent of action may thus contribute to the differentiation of self
and others (Jeannerod, 1999). To address this issue, Isoda and
coworkers trained two monkeys sitting face-to-face to perform
a role-reversal task (Yoshida et al., 2011, 2012). In each trial,
one monkey was assigned the role of an actor and the other
an observer, and the roles alternated every two trials. During
each trial, the actor made a choice between a yellow or green
illuminated button. If the actor made the correct choice, both
monkeys received a reward. Thus, reward expectation was con-
stant across two animals in each trial, and the experimenters were
able to identify agent-specific neuronal signals. They found that
“partner-type neurons”—which fired selectively during the part-
ner’s action (Figure 2, left)—were encountered significantly more
frequently in the pre-SMA and its anterior extension including
BA 8 possibly extending into the caudal BA 9, whereas “self-
type neurons”—which fired selectively during one’s own action
(Figure 2, right) —were significantly more prevalent in more ven-
tral, cingulate sulcus regions including the rostral cingulate motor
area and its anterior extension (Yoshida et al., 2011). These find-
ings support the hypothesis that self-actions and others’ actions
are differentially represented in the DMFC. The findings are
also consistent with human fMRI findings showing that attribu-
tion of other-agency activates the pre-SMA and BA 8 (Sperduti
et al., 2011). An important issue to clarify in the future is the
computational operation whereby distinction between aspects of
self and others is accomplished (Blakemore et al., 2002). Very
recently, a coordinate transformation approach has been pro-
posed to account for such operations (Chang, 2013; Chang et al.,
2013).
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PREDICTION UNDER UNCERTAINTY
The mental states of others are much less predictable than those
of one’s self. This may be particularly true for distant others as
opposed to close others, and under competition as opposed to
cooperation. Unpredictability of others’ minds may be rooted
in asymmetry of information sources that people use to make
inferences about self and others. Specifically, the information
people use for themselves is largely introspective and interocep-
tive, whereas the information available to infer about others is
largely extrospective and exteroceptive (Lombardo and Baron-
Cohen, 2011). That is, one cannot directly access the sensation,
emotion, or thought of others. Instead, one’s experience of oth-
ers’ phenomenology is primarily dominated by observing their
external behaviors (Pronin, 2008). Reading others’ minds is thus
inherently an uncertain process. It is therefore possible that brain
regions processing uncertainty come into play during mentalizing
about others.

From a deterministic viewpoint, uncertainty is always caused
by a lack of knowledge. Nevertheless, uncertainty has been opera-
tionally divided into two constructs: risk or expected uncertainty,

FIGURE 2 | Involvement of DMFC in self-other distinction. A group of
DMFC neurons (“partner-type neurons”) were preferentially activated when
the recorded monkey observed another monkey making an action (blue),
while another group of DMFC neurons (“self-type neurons”) were
preferentially activated when the recorded monkey executed an action
(red).

and ambiguity or estimation uncertainty (Knight, 1921; Payzan-
LeNestour and Bossaerts, 2011; O’Reilly, 2013). Risk or expected
uncertainty refers to the type of uncertainty that derives from
stochasticity inherent in the environment, where variance deter-
mines the level of uncertainty. This type of uncertainty is what
we cannot control and is therefore attributed to external reasons
(Howell, 1971; Kahneman and Tversky, 1982). In contrast, uncer-
tainty that arises from people’s insufficient knowledge is referred
to as ambiguity or estimation uncertainty. This type of uncer-
tainty is attributed to internal factors and can be reduced by
obtaining more pieces of information. It seems likely that uncer-
tainty associated with inferring others’ mental states or predicting
others’ behavior does not originate from stochasticity of the world
around us, but is due mostly to internal factors, that is, ambiguity
or estimation uncertainty. Thus, better understanding of others
requires constantly updating the current belief about them on
the basis of incoming information obtained through observation
(Behrens et al., 2008).

As can be seen in Figure 3, the DMFC is preferentially acti-
vated when subjects predict events under varying levels of uncer-
tainty based on natural sampling (Volz et al., 2003). Disregarding
the level of uncertainty, the pre-SMA, BA 8, and subcortical net-
works including the ventral striatum and ventral tegmental area
are significantly activated during prediction under uncertainty
compared with prediction under certainty. Among these regions,
BA 8 is the only region that shows activity changes that signifi-
cantly correlates with the level of uncertainty (Volz et al., 2003).
Notably, BA 8 is commonly activated regardless of whether uncer-
tainty is caused by external or internal factors (Volz et al., 2004).
Other studies also point to the activation of the frontomedian wall
(typically BAs 8 and 9) using various task paradigms involving
decision-making under ambiguity (Hsu et al., 2005; Yoshida and
Ishii, 2006) or risk (Mohr et al., 2010; Symmonds et al., 2013).
Activity in the more anterior BA 10 encodes uncertainty of infer-
ence about other people’s beliefs in a strategic game (Yoshida
et al., 2010).

Uncertainty is a key dimension of daily behavior that influ-
ences not only one’s own decisions, but also emotions such
as anxiety. The ability to tolerate uncertainty markedly differs
across individuals; some people suffer from stress, discomfort,

FIGURE 3 | Involvement of DMFC in prediction under uncertainty.

The contrast between prediction under uncertainty vs. control conditions
revealed activation in several brain regions including the frontomedian

cortex (BA 8). vST, ventral striatum; Tha, thalamus; VTA, midbrain area;
Cu, cuneus; Ce, cerebellum. Reprinted with permission from Volz et al.
(2003).
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and avoidance that uncertainty induces (Mushtaq et al., 2011;
Grupe and Nitschke, 2013). Affective appraisal of ambiguous
faces is associated with activation in networks including the
DMFC (Simmons et al., 2006). Moreover, the activation of mesial
BA 8 negatively correlates with the degree to which subjects can-
not tolerate uncertainty (“intolerance of uncertainty”) (Schienle
et al., 2010). Because activation in this region increases with an
increasing level of uncertainty (Volz et al., 2003, 2004), the DMFC
might be necessary for coping with, or resolution of, uncertainty
(Yoshida and Ishii, 2006; Schienle et al., 2010). It is possible that
this function is impaired in individuals with an intolerance of
uncertainty, making them unable to think or act under stressful
conditions (Buhr and Dugas, 2002). A tempting hypothesis is that
the avoidance of interpersonal relationships in some people with
anxiety disorders may, at least in part, arise from an intolerance of
uncertainty associated with inferences about others’ mental states.
A related question is whether individuals with a greater intoler-
ance of uncertainty show atypical brain activation patterns during
performance of ToM tasks.

It has been proposed that the neuromodulator noradrenaline
may play a role in processing uncertainty (Yu and Dayan, 2005).
Evidence suggests that pupil size, an indirect measure of nora-
drenaline levels (Aston-Jones and Cohen, 2005b), increases with
increasing estimation uncertainty (Nieuwenhuis et al., 2005;
Preuschoff et al., 2011; Nassar et al., 2012). Importantly, the
MFC—the anterior cingulate area and adjacent frontomedian
wall likely including the pre-SMA—is the major source of inputs
to the locus coeruleus (Aston-Jones and Cohen, 2005a), where
noradrenaline-containing neurons are abundant. Indeed, uncer-
tainty driven by volatility modulates pre-SMA activity (Behrens
et al., 2007). Another neuromodulator that may play a role in
uncertainty is dopamine. It has been shown that dopamine-
containing neurons in the midbrain signal uncertainty in the
reward prediction (Fiorillo et al., 2003). These dopaminergic neu-
rons preferentially project to the MFC in addition to the striatum
(Williams and Goldman-Rakic, 1998). The precise contribution
of neuromodulators in uncertainty processing and their impact
on the subsequent coping behavior is an interesting topic of future
research.

PERCEPTION OF INTENTION
A classical definition of social psychology is that it is “an attempt
to understand and explain how the thought, feeling, and behavior
of individuals is influenced by the actual, imagined, or implied
presence of other human beings (Allport, 1954).” The influence
of the actual presence of others is indeed potent, but so is the
influence of imagined or implied presence. Allport has pointed
out that social influence can exist even when others are non-
observable. This definition has been influential in psychology, but
one might then want to ask a simple question: what is special
about the definition at all in terms of social aspects of human
cognition? Put in another way, what aspect best captures “social”
cognition? Probably, the answer does not reside in the words
“imagined or implied presence,” as one’s cognition, affect, or
action is also influenced by the imagined or implied presence of
non-social things such as money. Instead, the answer appears to
reside in the very last word “beings.” Allport’s definition implicitly

asks neuroscientists why people perceive a certain physical entity
as a social being on one hand while viewing another entity as a
non-social thing on the other. Once people “see” the mental states
such as intentions in an entity, it becomes perceived as a social
being and affects the way in which people think, feel, and behave.
We argue that the perception of intentions in others plays a fun-
damental role in social cognition. The DMFC has been implicated
in attention to and perception of such intentions.

Developmental studies suggest that the brain is equipped with
mechanisms that make people perceive intentionality and allow
for a distinction between social beings and non-social things.
Infants as young as 5–8 weeks can exhibit imitative behavior in
response to a person’s movement at significant levels but not to
the movement of artificial devices (Legerstee, 1991). Eighteen-
month-old children can infer intentions from movement when it
is performed by persons but not by inanimate objects (Meltzoff,
1995). They also have the ability to distinguish between inten-
tional and accidental actions performed by others (Olineck and
Poulin-Dubois, 2005). Distinguishing intentional actions from
accidental actions may also be observed in non-human primates
(Call and Tomasello, 1998). The sensitivity to intention in oth-
ers may form the basis of human traits that people often view
others’ actions as caused by those others’ internal dispositions
(Pronin, 2008) and tend to view social agents’ choices as inde-
terministic as opposed to viewing non-social physical events as
deterministic (Nichols, 2004). Of interest is that the ability of
1-year-old infants to attend to others’ intentional actions can pre-
dict the development of ToM at a preschool age (Wellman et al.,
2008). Moreover, the ability of 18-month-old infants to distin-
guish between intentional and accidental actions is related to the
development of internal state language 12 months later (Olineck
and Poulin-Dubois, 2005).

The ability to perceive intentions in others may be intimately
associated with the ability to direct attention to, and become
aware of, one’s own intention. These abilities may have simi-
lar origins in the brain. Accumulating evidence indeed suggests
that at least the DMFC is concerned with both self-intention and
other-intention processes.

The involvement of the DMFC in intention processes was
shown by Fried et al. (1991) in patients receiving electrical stim-
ulation during neurosurgery of intractable epilepsy. They found
that low-intensity stimulation in the SMA could evoke a conscious
urge to move in a specific body part, which was often, but not
always, followed by the actual movement of the same body part at
high currents. A network of the MFC including the SMA, pre-
SMA, and anterior cingulate cortex is strongly activated when
subjects generate intentional actions that are endogenous (Libet
et al., 1983; Ball et al., 1999; Yazawa et al., 2000; Cunnington et al.,
2002; Fried et al., 2011), change intentional action plans (Nachev
et al., 2005), or switch from automatic to intentional actions
(Isoda and Hikosaka, 2007; Hikosaka and Isoda, 2010). Notably,
when participants pay attention to their intention to move, rather
than to their actual movement, there is an increase in activity in
the pre-SMA (Figure 4A), leading the authors to conclude that
pre-SMA activity reflects the representation of intention (Lau
et al., 2004). Consistent with this finding, transient disruption of
the pre-SMA with transcranial magnetic stimulation can reduce
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FIGURE 4 | Involvement of DMFC in attention to and perception of

intention. (A) Activation of the pre-SMA associated with attention to
intention as compared to attention to movement. The time course of
the hemodynamic response is shown on the right. Reprinted with

permission from Lau et al. (2004). (B) Activation of BA 9 associated
with anticipation of third-person actions as compared to non-biological
agent (i.e., computer) actions. Reprinted with permission from Ramnani
and Miall (2004). ∗P < 0.005. (one-tailed paired t-test).

the temporal binding between intentional actions and their exter-
nal consequences (Moore et al., 2010), which is known as an
implicit measure of the sense of agency (Haggard et al., 2002).
Finally, as mentioned earlier, intention to withhold an endoge-
nously intended action activates the dorsal frontomedian cortex
(BA 9).

The DMFC is also involved in the perception of intentions
in others. An fMRI study showed that attributing the causation
of external events to another person (other-agency) is associated
with activation in the DMFC, including the SMA, caudal cingu-
late zone, and BA 9 (Spengler et al., 2009). Intriguingly, DMFC
activity significantly correlates with individual personality traits
of external action attribution (Spengler et al., 2009). As can be
seen in Figure 4B, anticipating the action of intentional agents,
but not that of computers, leads to the activation of a similar
region in BA 9 (Ramnani and Miall, 2004). A meta-analysis of
fMRI studies points to the converging activation of the pre-SMA
and BA 8 in other-agency (Sperduti et al., 2011). These findings
suggest that the DMFC that processes one’s own intentions also
processes others’ intentions, supporting the view that perception
of one’s own intentions may, at least partly, share similar brain
mechanisms to perception of others’ intentions. As Frith (2002)
has argued, the ToM ability requires the sense of other-agency that
the actions of others are caused by their intentions. Supporting
this view, the mentalizing system including the DMFC is recruited
mostly when behavioral tasks describe the human agency or traits
about humans, and much less so when these aspects are absent
(Van Overwalle, 2011). The perception of intentions in others—
be it illusory or not—is the first step in initiating many forms
of interpersonal relationships. In this light, it is of importance to
determine crucial factors whereby an observer perceives a target
as an intentional agent (Johnson et al., 1998).

CONCLUDING REMARKS
We have reviewed the role played by the DMFC in executive
inhibition, self-other distinction, prediction under uncertainty,

and intention-related processing. The involvement of the DMFC
in these processes may explain why the DMFC is preferentially
activated when people mentalize others’ internal states. We do
not claim, however, that the key processes outlined above are
implemented only by the DMFC. As mentioned earlier, executive
inhibition also recruits the rIFG and subcortical structures (Aron
et al., 2004, 2007). It seems likely that the distinction between
self and others also depends on the computational operation in
regions around the temporoparietal junction (TPJ) and superior
temporal sulcus (STS) (Hietanen and Perrett, 1993; David et al.,
2007; Farrer et al., 2008; Sperduti et al., 2011). Prediction under
uncertainty can additionally recruit many regions including the
dorsolateral prefrontal cortex, orbitofrontal cortex, anterior and
posterior divisions of cingulate cortex, parietal cortex, lateral sep-
tal regions, pulvinar, and anterior insula (Critchley et al., 2001;
McCoy and Platt, 2005; Tobler et al., 2007; Kepecs et al., 2008;
Platt and Huettel, 2008; Preuschoff et al., 2008; Bossaerts, 2010;
Lamm and Singer, 2010; Stern et al., 2010; Mushtaq et al., 2011;
Grupe and Nitschke, 2013; Komura et al., 2013; Monosov and
Hikosaka, 2013). Finally, intention processing also occurs in the
inferior parietal cortex (Desmurget et al., 2009). These findings
suggest that ToM is a product of global neural networks linking
multiple brain regions (Frith and Frith, 2003; Gallagher and Frith,
2003; Van Overwalle and Baetens, 2009; Lombardo et al., 2010b).

Also, it is not the intention of this paper to claim that the
four processes discussed are the only ones that are associated with
ToM. In social life, one needs to attentively monitor the behav-
ior of others, as it provides an important clue to understanding
their mental states. The DMFC is also involved in performance
monitoring in both social and non-social contexts (Ullsperger
and von Cramon, 2001, 2004; Taylor et al., 2007b; de Bruijn
et al., 2009; Yoshida et al., 2012). Other related processes can
include simulation learning (Suzuki et al., 2012), hypothesis test-
ing (Elliott and Dolan, 1998), and perspective-taking (Ruby and
Decety, 2001, 2003) or viewpoint transformation (Wraga et al.,
2005). Each of these processes activates the DMFC. Clarifying
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the cellular mechanisms of such higher-level cognitive processing
has not been possible in non-human primates due to the com-
plexity of tasks that monkeys can perform and, therefore, would
heavily rely on experiments in humans, perhaps using a com-
bined approach of functional imaging, single-neuron recording,
and computational modeling.

The mentalizing ability allows one to infer not only the
intentions of others but also their affective states. Although not
reviewed in the present article, it should be mentioned that the
capacity to share the feelings and emotions of others, referred to
as empathy, contributes to the understanding of other people’s
mental states (Singer, 2006; Melloni et al., 2013). Empathy relies
on limbic and paralimbic divisions of the MFC, including the
anterior cingulate cortex, orbitofrontal cortex, ventromedial pre-
frontal cortex, as well as the anterior insula (Singer et al., 2004;
Singer, 2006; Pessoa, 2008; Kennedy and Adolphs, 2012; Melloni
et al., 2013). Notably, Ibanez et al. (2013a,b) have recently demon-
strated that performance of emotional inference of others’ feelings
and thoughts can be predicted by individual differences in execu-
tive function, empathy, and a cortical potential that captures the
processing of emotional stimuli, suggesting a close link between
affective processing, executive function, and ToM. These findings
are also in line with the proposal that emotion and cognition
strongly interact in the brain and jointly contribute to behavior
(Pessoa, 2008). In this regard, an important question for future
research is how—in both behavioral and neural terms—the four
component processes outlined here are influenced by the affective
states of individuals. Future research should also investigate the
mechanisms underlying interdependence between affective and
cognitive processing in the context of ToM. To address these issues
and understand the cellular basis of empathy, it would be useful to
establish reliable markers that capture different types of emotion
in non-human primates. The measurement of facial expressions
combined with autonomic nervous system indexes may allow for
the identification and classification of emotional states.

Social cognition, including mentalizing, is thought to be medi-
ated by a specific set of neural circuits, often referred to as
the “social brain.” Thus, an additional consideration in under-
standing ToM concerns how the DMFC interacts with other
regions in large-scale networks. Such network perspectives are
now being widely applied to the study of neurological and psy-
chiatric disorders as well, representing a shift in emphasis from
specific brain regions to specific brain networks (Menon, 2011;
Castellanos and Proal, 2012; Ibanez and Manes, 2012; Kennedy
and Adolphs, 2012; McCairn et al., 2013). The fact that some
reports show only partial or no affection of ToM due to damage
in the MFC (Bird et al., 2004; Baird et al., 2006; Shamay-Tsoory
et al., 2006; Shamay-Tsoory and Aharon-Peretz, 2007) also pro-
motes network-level considerations. Importantly, the MFC of
humans and monkeys, including areas associated with mental-
izing, has functional organization that shares similar patterns of
coupling between each MFC subregion and the rest of the brain
(Sallet et al., 2013). There is also evidence that a specific neu-
ral network covaries with the complexity of social networks in
both humans and monkeys (Bickart et al., 2011; Sallet et al., 2011;
Lewis et al., 2011; Kanai et al., 2012; Rushworth et al., 2013). For
example, the middle part of the monkey STS has a connectivity

profile that is most similar to the human TPJ (Mars et al., 2013),
another crucial area in the mentalizing network. The gray matter
density in the mid-STS, and that is in areas 9 and 10, increases as
the complexity of macaques’ social environments increase (Sallet
et al., 2011). Such a temporofrontal coupling also exists even
at rest, constituting the “dorsal medial prefrontal cortex subsys-
tem” of the default mode network (Andrews-Hanna et al., 2010).
Furthermore, the DMFC is increasingly recruited in the default
mode network as the social complexity increases (Mars et al.,
2012). These findings may suggest that the STS and the DMFC are
integrative “hubs” in large-scale social brain networks for predict-
ing others’ intentions and behavior. Activity in these hubs, and
interactions between them, may be occurring more frequently
when animals are in larger social groups, because they have to
make and adjust more predictions about what other members will
do in a given context. This conjecture is supported by activity in
DMFC that reflects expectations about what another agent will do
and errors in such predictions (van Schie et al., 2004; Suzuki et al.,
2012; Yoshida et al., 2012) and is also in line with the proposal
that the frontotemporal network plays a key role in context-driven
predictions (Bar, 2004, 2009; Barrett and Bar, 2009) particularly
under social situations (Ibanez and Manes, 2012). It should be
emphasized that social cognition processes, including the predic-
tion of others’ intention and behavior, are embedded in specific
contextual circumstances.

The monkey STS contains many neurons that are selective
for the direction of the face (or head), eye gaze, and body of
another agent rather than for its identity (Perrett et al., 1985,
1992; Wachsmuth et al., 1994; De Souza et al., 2005), suggest-
ing that this cortical area is important in determining where the
target agent is attending. Moreover, parts of the STS contain neu-
rons that are sensitive to other sources of social information,
such as motion of others’ body parts (Hietanen and Perrett, 1993;
Oram and Perrett, 1994). Furthermore, the activity of those neu-
rons is likely to be modulated by the intentionality of another’s
actions (Jellema et al., 2000). Thus, the monkey STS, identified as
most similar to human TPJ, may be involved in detecting whether
the target is animate or not and understanding what the target’s
intention is, at least in a rudimentary form. Such signals may then
be conveyed to the DMFC (Seltzer and Pandya, 1989; Luppino
et al., 2001), where the information is integrated with contextual
information, predictions are made about what the agent is going
to do, and appropriate behavior is organized to meet a contextual
need as well as one’s own goal. Perhaps, during social interactions,
the four processes are simultaneously engaged in the network
to predict others’ intention. The challenge for future research is
to determine the biological underpinnings and computational
formulations of such concurrent network operations.

It appears that the region activated in mentalizing tasks is
often more anterior, albeit with some overlap, than the regions
typically activated in some of the component processes outlined
in the present article, such as executive inhibition, prediction
under uncertainty, and attention to or perception of intention.
Whereas such a regional differentiation may suggest that the
anterior DMFC plays a role in integrating different component
processes to support the appropriate mentalizing operation in a
task at hand, it may also support the existence of another function
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that is crucial for recruiting the more anterior part. One plausible
hypothesis is that the degree of recursive inferences or simulations
involved in mentalizing determines the degree of activity in this
region. Adaptive success in social life, in particular when com-
peting against an intelligent adversary, requires iterated steps of
reasoning about each other’s mental states, for example, “what
you think the others think about what you think.” It is such a
process of higher-order recursions that preferentially recruits the
anterior DMFC (BA 10) (Hampton et al., 2008; Coricelli and
Nagel, 2009). Another hypothesis that could account for the func-
tional gradient between the more caudal vs. rostral DMFC is that
the former is associated with a general role in perceiving inten-
tions in others and the latter plays a specific role in inferring the
content of others’ intentions. This intriguing hypothesis is testable
using neuroimaging techniques with human subjects.

People do not mentalize an object such as a car or computer
as long as they do not assume the mental states in it. It is the
subjective perception of a mind in the target that triggers mental-
izing and social interactions. The condition in which the DMFC
becomes active is not confined to inferences about other human
beings, but can also include those about non-human animals
(e.g., dogs) (Mitchell et al., 2005), which are generally believed
to have mental states. Notably, even early infants have biological
mechanisms that make them sensitive to animacy and intention-
ality. Perceiving the mental states such as intentions in others
makes the world around us social and therefore underlies virtu-
ally all kinds of social interactions. Neuroscientists are given the
great opportunity to challenge the following profound questions:
“What neural mechanisms make observers interpret that a cer-
tain physical entity has a mind?” and “what neural mechanisms
underlie the perception of intentionality in others’ actions?” Of
course, these questions are inevitably related to the problem of
free will.
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Where and how does the brain code reward during social behavior? Almost all elements of
the brain’s reward circuit are modulated during social behavior. The striatum in particular is
activated by rewards in social situations. However, its role in social behavior is still poorly
understood. Here, we attempt to review its participation in social behaviors of different
species ranging from voles to humans. Human fMRI experiments show that the striatum
is reliably active in relation to others’ rewards, to reward inequity and also while learning
about social agents. Social contact and rearing conditions have long-lasting effects on
behavior, striatal anatomy and physiology in rodents and primates. The striatum also plays
a critical role in pair-bond formation and maintenance in monogamous voles. We review
recent findings from single neuron recordings showing that the striatum contains cells
that link own reward to self or others’ actions. These signals might be used to solve the
agency-credit assignment problem: the question of whose action was responsible for the
reward. Activity in the striatum has been hypothesized to integrate actions with rewards.
The picture that emerges from this review is that the striatum is a general-purpose
subcortical region capable of integrating social information into coding of social action
and reward.

Keywords: social interactions, social neurophysiology, agency, value, human, macaque, vole, rat

INTRODUCTION
The striatum is necessary for voluntary motor control. Research
on its role in movement planning and execution uncovered
its participation in cognition and reward processes. Rigorous
experimentation demanded social isolation to properly study
this neuronal circuit. However, action, rewards and cognition
also occur in the company of conspecifics, in a social con-
text. Social behaviors, those behaviors that occur in a social
context, place an extra demand on cognition since others’
behaviors are difficult to predict and they affect our own behav-
ior. Therefore, to understand the properties of the striatum it
is important to study it while the organism engages in social
behavior. Recent studies highlight this brain structure during
different social behaviors. Among these studies, we found that
the striatum contains neurons that signal the social action that
will result in own reward. We place these new findings within
the context of previous findings on the known role of this
area in movement and reward coding in the brain. The ques-
tion that guides the review is as follows: “does the striatum
serve a social function?” We conclude that the striatum is a
general-purpose subcortical region capable of integrating and
reflecting social information into its better known non-social
functions.

ANATOMY AND NEUROPHYSIOLOGY OF THE STRIATUM
The striatum is the input module to the basal ganglia, a neuronal
circuit necessary for voluntary movement control (Hikosaka
et al., 2000). The striatum is composed of three nuclei: caudate,
putamen, and ventral striatum. The latter contains the nucleus
accumbens (NAcc). The caudate and putamen/ventral striatum

are separated by the internal capsule, a white matter tract between
brain cortex and brainstem.

Striatal afferents arrive from three major sources: cortex, mid-
brain and thalamus (Selemon and Goldman-Rakic, 1985; Haber,
2003). The cortical input from temporal, parietal and frontal
is mostly ipsilateral (Künzle, 1975; Vanhoesen et al., 1981) and
topographically arranged in the medio-lateral and dorsal-ventral
axes (Selemon and Goldman-Rakic, 1985; Haber, 2003; Haber
and Knutson, 2010). The striatum receives inputs from all ele-
ments of the reward circuit (Figure 1, reviewed in Haber and
Knutson, 2010): from striato-nigral midbrain cells (Beckstead
et al., 1979), amygdala (Russchen et al., 1985; Fudge et al., 2002),
orbitofrontal cortex (OFC) (Haber et al., 2006), and anterior
cingulate cortex (ACC) (Selemon and Goldman-Rakic, 1985;
Calzavara et al., 2007).

The striatum has two main efferent pathways. The direct
pathway is formed by axons of medium spiny neuron (MSN)
expressing D1 receptors which mainly project to GABAergic neu-
rons in the substantia nigra pars reticulata (SNr) (Parent et al.,
1984; Gerfen et al., 1990; Kawaguchi et al., 1990; Chuhma et al.,
2011). MSN that express D2 receptors mostly target the external
segment of the globus pallidus (GPe) and form the indirect path-
way (Parent et al., 1984; Gerfen et al., 1990; Kawaguchi et al., 1990;
Chuhma et al., 2011). GABAeric neurons in GPe project to SNr
and the internal segment of the globus pallidus (GPi) (Parent and
Hazrati, 1995; Wilson, 1998). The SNr and GPi are the output
nuclei of the basal ganglia.

The principal cell type in the striatum is the MSN (Wilson,
1998; Tepper and Bolam, 2004). These neurons release γ-amino
butyric acid (GABA) at their synaptic terminals (Wilson, 1998).
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FIGURE 1 | Depiction of the brain’s reward circuit highlighting the role

of the striatum and its anatomical connections. Abbreviations: dACC,
dorsal anterior cingulate cortex; DPFC, dorsal prefrontal cortex; vmPFC,
ventromedial prefrontal cortex; VP, ventral pallidum; LHb, lateral habenula;
Hypo, hypothalamus; STN, subthalamic nucleus; SN, substantia nigra; VTA,
ventral tegmental area; PPT, pedunculopontine tegmentum. Based on
Haber and Knutson (2010), reproduced with permission.

The striatum contains many other cell types besides MSN, includ-
ing cholinergic and fast-firing GABAergic interneurons (Tepper
and Bolam, 2004). Cholinergic interneuron activity has a rela-
tionship to reward-predicting stimuli and reward and punish-
ment (Apicella et al., 1991b; Ravel et al., 2003). These firing
properties suggest that these neurons may play a role in learn-
ing (Schulz and Reynolds, 2013). Fast-firing interneurons are also
involved in reward prediction error coding (Stalnaker et al., 2012).
However, for brevity we will limit this review to MSN and refer
to them as striatal neurons. Functionally, striatal neurons show
motor and reward responses (Hikosaka et al., 2000). Functional
and anatomical evidence led to the hypothesis that striatal activ-
ity forms a “limbic-motor” interface (Mogenson et al., 1980).
Neurons in the striatum integrate information about expected
reward with motor information to guide behavior (Hollerman
et al., 1998; Hikosaka et al., 2000; Schultz, 2000; Schultz and
Dickinson, 2000; Goldstein et al., 2012). We review MSN neuro-
physiological responses to action and reward in the next section.

STRIATUM NEUROPHYSIOLOGY: ACTION AND REWARD
The striatum contains neuronal activity related to move-
ments, rewards and the conjunction of both movement and
reward. Striatal neurons show activity related to the preparation,

initiation and execution of movements (Hollerman et al., 2000).
These neurons are also active before overt goal-directed move-
ments (Schultz and Romo, 1988; Romo et al., 1992; Figure 2A).
Some of these neurons are exclusively active during self-
initiated movements, whilst other neurons are only active during
instructed trials, and some others do not discriminate between
self-initiated and instructed movements. In addition to this, stri-
atal neurons also show reward related activity. Neuronal activity
in the striatum is modulated by reward expectation indepen-
dent of the movement necessary to obtain it (Hikosaka et al.,
1989b; Apicella et al., 1991a, 1992; Schultz et al., 1992). Striatal
neurons that discharge after reward delivery do so in two main
modes: phasic or tonic. Phasic responses usually have short laten-
cies (<50 ms) and are relatively short lived—median duration:
500 ms (Apicella et al., 1991b; Hollerman et al., 1998; Lau and
Glimcher, 2007; Figure 2B). By contrast, tonic responses have
longer latencies and can last as long as the intertrial interval,
i.e., up to 3 s (Apicella et al., 1991b; Hollerman et al., 1998;
Histed et al., 2009). Furthermore, there are striatal neurons cod-
ing which action is associated to reward and which action is
not (Hollerman et al., 1998; Kawagoe et al., 1998; Figure 2C).
This coding is independent of the stimuli indicating the action
required to obtain reward (Kimchi and Laubach, 2009; Kimchi
et al., 2009). Reward-predicting cues modulate the activity of cau-
date neurons (Kawagoe et al., 1998; Lauwereyns et al., 2002). After
saccade execution up to 50% of neurons encode only the action,
while around 20% of recorded neurons encode whether the action
was rewarded or not and close to 40% of neurons are modulated
by both movement and reward (Kobayashi et al., 2006; Lau and
Glimcher, 2007). Together, these data suggest that striatal neurons
response is modulated by action and reward. These responses are
not limited to the moment of movement or reward receipt; rather
they are present during cue and during reward expectation.

Most striatal neurons that respond during task performance
show higher activity when a reward is expected compared to when
no reward is expected (Hollerman et al., 1998). However, there
are also neurons that are active preferentially after the monkey is
instructed to not move to obtain reward (Hollerman et al., 1998).
These data suggest that striatal neurons flexibly encode the type
of action that will produce reward.

An action-value neuron tracks the value of one action, inde-
pendent of the performed action. By tracking the value of dif-
ferent candidate actions and comparing their values an organism
can decide to exploit the most valuable action or to explore the
value of other actions. Samejima et al. (2005) were the first group
to show that striatal neurons code action-value (Figure 2D).
Neuronal activity tracked over time the value of performing one
action regardless of the animal’s choice. Later, Lau and Glimcher
(2008) trained macaques to perform a matching task. In this
task rewards are distributed probabilistically between two options
and subjects match the frequency with which they choose one
action with its reward probability (Herrnstein, 1961). This task
opens the possibility of investigating the presence of action-
value and chosen-value (i.e., value of the chosen action) neurons.
Indeed, Lau found that caudate neurons code both action-value
and chosen-value. These signals can inform decision making
mechanisms.
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FIGURE 2 | Action and reward coding by striatal neurons. (A)

Example striatal neuron active before movement (go) and silent before
no-movement (no-go). Based on Schultz and Romo (1988), reproduced
with permission. (B) Example striatal neurons coding reward. First row
depicts a neuron with phasic active after juice reward delivery
independent of the action to obtain reward. Second row depicts a
neuron with tonic activity after juice reward delivery. Third row shows a
neuron with tonic activity after no reward is delivered. Based on
Hollerman et al. (1998), reproduced with permission. (C) Example
caudate neuron coding the conjunction of action and reward. This

neuron is active during the presentation of a cue indicating the saccade
necessary to complete the trial if the trial will be rewarded (rewarded
direction is highlighted by a bulls eye). R, right; U, up; L, left; D, down.
Polar plots show the average response for each cue and direction.
Based on Kawagoe et al. (1998), reproduced with permission. (D) (Top)
Depiction of the probability of larger rewards associated with left or
right actions on each condition block. Colored numbers refer to the
probability associated with left-right actions. (Bottom) Example striatal
neuron coding right action value. Based on Samejima et al. (2005),
reproduced with permission.

In conclusion, the striatum contains neuronal activity related
to movements, rewards and the conjunction of both movement
and reward. These neuronal representations serve many functions
like goal directed movements and decision making.

STRIATAL ACTIVITY DURING SOCIAL BEHAVIOR
SOCIAL REWARD
Rewards are events or objects that elicit learning, elicit approach
behavior and produce positive emotions (Schultz, 2004). Social
rewards are just like any other rewards with the particular-
ity that they occur in a social context. We propose a simple

classification of social rewards using two axes: who acts and who
receives reward. For example, observing others is a social reward
(Anderson, 1998; Deaner et al., 2005) where the individual acts
(observes) and receives reward (the social stimuli). Pro-social
behavior refers to a preference to increase the welfare of oth-
ers (Fehr and Camerer, 2007). Depending on individual social
preferences these choices can be rewarding by themselves, e.g., in
charitable giving (Harbaugh et al., 2007). Vicarious reward refers
to the situation when observing someone else receive reward is
rewarding in itself (Mobbs et al., 2009). Finally, in several social
rewards the recipient is the individual and the actor is someone
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else. Examples of other’s actions that are rewarding include praise
and pleasant touch (Francis et al., 1999; Olausson et al., 2002;
Rolls et al., 2008; Korn et al., 2012). Building a desired repu-
tation is also considered a social reward; critically, reputation
depends on other’s perception of the individual, not on the indi-
vidual’s perception of herself (Izuma et al., 2008; Izuma, 2012).
Receiving gifts or social actions that result in own reward can also
be considered as other-generated social rewards. Social inclusion
can be considered a social reward and facilitates learning (Eger
et al., 2013). Although this classification might further our under-
standing of the neuronal underpinnings of social rewards, further
experimentation might validate its use.

Observing others
Fuelling a brain entails a huge cost, and the ratio of brain size
to body size is larger in primates than any other Order in the ani-
mal kingdom (Laughlin and Sejnowski, 2003; Dunbar and Shultz,
2007). The huge cost of fuelling a large brain begs the ques-
tion what is the benefit of such large brains? Byrne and Whitten
suggest that only a costly primate brain can deal with the com-
plexity of primate social living, the so-called social brain hypoth-
esis (Dunbar and Shultz, 2007). The primate brain has a great
deal of specializations to acquire information about conspecifics.
Neurons in the ventral visual pathway respond selectively to bio-
logical motion, gaze direction, body parts and faces (Perrett et al.,
1984, 1985a,b; Gross, 1992; Oram and Perrett, 1996; Tsao et al.,
2006). Social information arrives through all senses. For exam-
ple, the superior temporal polysensory area contains neurons that
selectively respond to conspecific calls (Perrodin et al., 2011) and
local field potentials in the temporal lobe are modulated by face
or call familiarity (Báez-Mendoza and Hoffman, 2009). The vol-
ume of gray matter correlates with the size of the individual’s
troop in mid superior temporal sulcus, inferotemporal cortex,
rostral superior temporal sulcus, amygdala—all areas involved
in perceiving individuals—and rostral PFC in macaques (Sallet
et al., 2011). These findings suggest that the brain has special-
ized structures dealing with the acquisition and representation of
information about conspecifics.

If the brain has specialized structures for the acquisition and
representation of information about conspecifics, then acquir-
ing this information must be valuable for the individual. In a
clever paradigm Deaner and colleagues measured the value of
acquiring access to observe pictures of conspecifics (Deaner et al.,
2005). They pitted a constant amount of juice against a variable
amount of juice plus the opportunity to observe the picture of a
conspecific. The monkeys made their choices depending on the
amount of juice offered along with the picture. If the monkey
chose a smaller amount of juice plus the opportunity to watch
an image, it strongly indicated that the monkey valued watching
the image equivalent to the difference between offered juice vol-
umes. For example, a monkey that likes watching a high-ranking
monkey will choose watching the image and receiving 0.8 ml of
juice vs. only receiving 1ml of juice. When the monkey chose with
equal probability between the two alternatives then the difference
in offered juice volume is the subjective value for observing the
image, the so-called point of subjective equivalence. Researchers
using this method can measure the subjective value of varying

juice magnitudes (fluid value) and that of social images (image
value). Another advantage of this method is that it facilitates the
comparison of different goods (Glimcher, 2010), e.g., observing
female perinea or a subordinate male face. Using this method
Deaner and colleagues reported that male monkeys valued highly
looking at dominant monkeys and the perinea of female monkeys
compared to looking at subordinate monkeys or a non-salient
visual stimulus (Deaner et al., 2005).

Neuronal activity during this task has been measured in dif-
ferent brain regions. LIP neuronal activity correlates with both
image value and fluid value when the monkeys chose to look at the
image (Klein et al., 2008). OFC neurons showed distinct coding
of reward magnitude or image value, but not both (Watson and
Platt, 2012). Thus, these results suggest that OFC neurons do not
code reward on a single currency (e.g., in juice volume), rather as
different variables, as shown before (O’Neill and Schultz, 2010).
Intriguingly, these animals strongly preferred looking at pictures
of subordinates, a finding at odds with previously reported strong
preferences for dominant faces in the same paradigm (Deaner and
Platt, 2003; Deaner et al., 2005; Shepherd et al., 2006; Klein et al.,
2008); but this result suggests that the encoding of social reward
reflects subjective preferences.

Neurons in the anterior striatum showed an interesting
response pattern in the same paradigm (Klein and Platt, 2013).
The large majority of reward responsive neurons were selective
for reward type. These neurons also showed a regional pattern:
those in the caudate were more strongly modulated by social
reward, conversely, putamen neurons were more strongly modu-
lated by liquid reward. This pattern can be alternatively explained
by simple saccade direction coding because caudate neurons are
tuned for saccade direction, particularly for contralateral saccades
(Hikosaka et al., 1989a).

Humans also value observing other humans; and among dif-
ferent targets we value highly observing our romantic partners
and mothers (Bartels and Zeki, 2000, 2004; Aron, 2005; Acevedo
et al., 2012). Observing pictures of a partner elicits higher blood
oxygenated level-dependant (BOLD) activity in caudate/putamen
and VTA along with cingulate and insular cortex compared to
viewing pictures of friends matched for age, gender and length-of-
friendship as their partners (Figure 3, green squares). This effect
is present either when the relationship is recent (Aron, 2005)
or when has been long established (Acevedo et al., 2012). These
BOLD responses are a neural correlate of the value of observing a
loved one.

In summary, acquiring social information, in particular look-
ing at conspecifics, is valuable for the individual (Deaner et al.,
2005). The primate temporal lobe contains regions whose func-
tion includes the processing of social information (Tsao et al.,
2006; Perrodin et al., 2011). Both social information and value
converge in the striatum, opening the possibility of social reward
coding in this brain region—as shown by Klein and Platt (2013).

Other social rewards
A positive reputation is a social reward as it can elicit learning,
approach behavior and positive emotions. This is particularly evi-
dent in indirect reciprocity: a donor who helps a recipient in
public might receive in the future a donation from someone that
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FIGURE 3 | fMRI studies of social behaviors in which the striatum is

active. Peak activation coordinates in the striatum of the fMRI studies
cited in this review color-coded for each section as illustrated in the
legend. Studies using a region of interest analysis strategy were not
included in this image. These striatal responses are compatible with a
general activation in response to social behaviors, including social rewards.
A functional subdivisions according to types of social rewards need to
await further experiments. Studies aggregated in “Other social rewards”:

(Rilling et al., 2002; Moll et al., 2006; Izuma et al., 2008; Mobbs et al.,
2009; Acevedo et al., 2012; Fareri et al., 2012; Korn et al., 2012). Studies
clustered in “Observing others”: (Bartels and Zeki, 2000, 2004; Aron,
2005; Acevedo et al., 2012). Studies in “Learning about others”: (Delgado
et al., 2005; King-Casas et al., 2005; Baumgartner et al., 2008; Burke
et al., 2010; Phan et al., 2010; Xiang et al., 2012; Fouragnan et al., 2013).
Studies in “Reward inequity”: (Moll et al., 2006; Fliessbach et al., 2007;
Hsu et al., 2008; Tricomi et al., 2010).

has observed its “altruistic” behavior (Nowak, 2006). Obtaining
a good reputation from others increases BOLD activity in the
human striatum (Izuma et al., 2008; Korn et al., 2012) (Figure 3,
red squares), but not in individuals diagnosed with autism (Izuma
et al., 2011). This difference is likely due to insensitivity to social
rewards in autistics (Dawson et al., 1998; Schultz, 2005).

Other social rewards that also increase BOLD activity in
the striatum include charitable donations (Moll et al., 2006;
Harbaugh et al., 2007) and observing someone else succeed
(Mobbs et al., 2009). Vicarious reward is also modulated by the
closeness of the recipient: there is higher striatal BOLD activ-
ity when sharing a monetary gain with close friends compared
to sharing with strangers, and sharing with the latter is associ-
ated with higher activations compared to when the “recipient” is
a computer (Fareri et al., 2012). This social vs. non-social effect
has also been observed when cooperating with a human partner
vs. cooperating with a computer (Rilling et al., 2002). The peak
activations from studies cited in this section are illustrated with
red squares in Figure 3. Taken together, these data suggest that
social rewards are associated with BOLD activity in the striatum
and can be modulated by the social context.

LEARNING ABOUT SOCIAL AGENTS
Social life is rife with opportunities to learn about others. For
example, we learn to trust or mistrust other people. The trust
game is an economic game that measures how trust is built
between two individuals. During the trust game the investor
receives an initial endowment that she can choose to invest in
a trustee, the trustee receives three times the investment and
decides how much of the gains to return to the investor. When
this game is played iteratively the investor learns to trust (or
mistrust) the trustee and vice versa. Thus, both players develop
a model of the other’s reputation (King-Casas et al., 2005). To
build a trust model investors use previous behavior to predict
future behavior. If there is a deviation from what is predicted—
a reward prediction error—then the model is updated. Activity in
dorsal striatum mirrored prediction errors during the repayment

phase (Figure 3, yellow squares; King-Casas et al., 2005). When
an investor returned more than what a trustee expected the
trustee reciprocated by increasing her investment. During the
investment phase activity increased in middle cingulate cor-
tex of the investor and also in ACC of the trustee. Activity
in both areas correlated with activity in the trustee’s caudate;
most importantly the peak of these correlations shifted from the
repayment epoch to the investment epoch (King-Casas et al.,
2005). These results suggest that generating someone else’s rep-
utation engages a reinforcement learning algorithm that uses
prediction errors and the latter are reflected in striatal BOLD
activity.

Prior information about someone’s trustworthiness sets the
initial state of the trust model. This initial bias can be overruled
by observing someone’s willingness to reciprocate trust (Figure 3,
yellow squares; Delgado et al., 2005; Phan et al., 2010; Fouragnan
et al., 2013). Prior information diminishes the magnitude of the
reward prediction error signal in the striatum during the repay-
ment phase (Fouragnan et al., 2013). Following advice to solve a
task (a type of prior information) generates an outcome-bonus in
a version of the Iowa gambling task (Biele et al., 2011). These stud-
ies suggest that prior information not only sets the initial state of
the trust model, but it has a long lasting effect on its computation.

Depth-of-thought refers to a person’s inference about some-
one else’s intention and to how many iterations of this inference
they perform (Dixit and Skeath, 2004). Players in the trust game
solve the game with different levels of depth-of-thought (Xiang
et al., 2012). If the investor makes no inference about the trustee’s
intention to reciprocate, then a prediction error occurs when
the trustee does not reciprocate trust. This prediction error is
reflected in increased striatal activity (Figure 3, yellow squares;
Xiang et al., 2012). If the investor infers that he plays this game
against a trustee that infers what he will offer, then the predic-
tion error occurs when the investor submits its investment to the
trustee; again, the striatum reflects this prediction error (Xiang
et al., 2012). Thus, the computation of prediction errors, during
the trust game, depends on depth-of-thought.
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Oxytocin, a neuropeptide, also modifies how we update
the trust model. Intranasal administration of this neuropep-
tide increases the rate of trust decisions compared to placebo,
even after repeated violations of trust (Kosfeld et al., 2005).
Correspondingly, people that received oxytocin showed a smaller
negative prediction error signal in the striatum after repeated
violations of trust (Baumgartner et al., 2008). Although the dis-
tribution of oxytocin receptors in the human brain is unknown,
one possible locus where oxytocin modifies trust is in the stria-
tum (see section “Involvement of the Striatum in Pair-Bond
Formation and Maintenance” below).

Social life is also rife with opportunities to learn from oth-
ers. Observational learning is another social cognitive process
that can be modeled with reinforcement learning. Burke and col-
leagues hypothesized that observational learning is composed of
two prediction errors, an action observation prediction error and
an outcome observation prediction error (Burke et al., 2010). In
their task two individuals took turns to learn which one of two
decks of cards provided a better outcome. In order to disentan-
gle individual learning from imitation learning and observational
learning the individuals performed the task in three conditions:
other’s actions and outcomes were private, only the other’s out-
come was visible and both the partner’s action and outcome were
observable. Burke and colleagues found a correlate for action
observation prediction error in dorsolateral prefrontal cortex
(DLPFC) and for outcome observation in ventromedial pre-
frontal cortex (VMPFC) and ventral striatum (Figure 3, yellow
squares). Specifically, VMPFC activity correlated positively and
ventral striatum correlated negatively with the outcome observa-
tion prediction error (Burke et al., 2010). Thus, they found neural
correlates of observational learning in frontal cortex and ventral
striatum.

In conclusion, the neuronal mechanism of learning to trust
someone else or from someone else is based on a reinforce-
ment learning algorithm. This algorithm makes predictions about
other’s behavior and prediction errors help to update the model.
The type of predictions depends on depth-of-thought and prior
information modifies the rate to which the model is updated.
These learning signals are reflected in changes in BOLD activity
in the striatum.

INEQUITY AND FAIRNESS CONSIDERATIONS
Inequity arises from an asymmetric distribution of resources
between two or more conspecifics. Classic economics assumes
that agents always intend to maximize their own benefit regard-
less of other’s wellbeing (Von Neumann and Morgenstern, 1947).
However, the difference in resource distribution can have a neg-
ative impact on the utility and subjective value of an object
(Loewenstein et al., 1989; Fehr and Schmidt, 1999). The disu-
tility from an unequal outcome depends on who obtains more
resources. When the agent receives more than the conspecific,
we speak of advantageous inequity. Conversely, when the agent
receives less than the conspecific we speak of disadvantageous
inequity.

Interestingly, humans choose to lower their own payoff so that
inequity is smaller, a so-called pro-social behavior. For exam-
ple, when people donate money to charity they diminish their

wealth so that others can be better off (Harbaugh et al., 2007).
Disadvantageous inequity, having less than others, can have a
negative effect in behavior. For example, progressive taxation is
designed to reduce income inequality by implementing higher
taxes on higher earners (Wilkinson and Pickett, 2010). An influ-
ential hypothesis of how people react to inequity (Fehr and
Schmidt, 1999) posits that unequal payoffs are aversive, there-
fore agents try to minimize them. This theory has its roots on
the idea that one can estimate social utility functions that spec-
ify level of satisfaction as a function of outcome to self and other
(Loewenstein et al., 1989). Other example theories where social
utility functions help to explain human preferences that devi-
ate from pure maximization include “Equity, Reciprocity, and
Competition” by Bolton and Ockenfels (Bolton and Ockenfels,
2000) and “Fairness” by Rabin (Rabin, 1993).

One experimental task commonly used to measure advan-
tageous inequity aversion is the dictator game (Forsythe et al.,
1994). In this task the person playing as dictator receives an ini-
tial financial endowment and decides to give an amount of the
endowment to a receiver. The neoclassical assumption of ratio-
nal behavior predicts that dictators will not give away anything
of their payoff; however, dictators usually give away between 5
and 25% of their initial endowment (Forsythe et al., 1994). It is
assumed that the proportion of money given to the receiver is a
measure of the disutility for the dictator of having more than the
other (Gibbons, 1992; Camerer et al., 2004). To measure disad-
vantageous inequity aversion scientists use the ultimatum game
(Güth et al., 1982). In this game the proposer receives an endow-
ment and proposes a split to the responder, just as in the dictator
game. The responder then either rejects the split, thereby forgoing
all monies, or accepts it. Neoclassical economic models predict
that the responder will accept any split that results in him hav-
ing more than nothing. However, responders tend to only accept
splits where they obtain more than 30% of the initial endowment
(Güth et al., 1982). The responder’s minimum acceptable offer
is the percentage of the initial endowment that he is willing to
accept 50% of the time (Camerer et al., 2004). This last parameter
is directly proportional to the degree of disadvantageous inequity
aversion.

When subjects play the dictator game as dictators the ventral
striatum is active when deciding to donate money to a charity
(Moll et al., 2006; Harbaugh et al., 2007) and when enacting
the decision on how to distribute a good between two chari-
table possibilities (Hsu et al., 2008). The relative wealth of the
donor and the receiver also matter to how the brain responds
to these decisions. After one of two volunteers is made better-
off than the other volunteer, the worse-off volunteers ranked
receiving money much more appealing than their better-off coun-
terparts (Tricomi et al., 2010). Accordingly, ventral striatum and
VMPFC show higher activity during transfers to self than to the
other. Better-off volunteers found more appealing that the other
received money than themselves. Ventral striatum and VMPFC
reflected this preference: both brain regions showed higher activ-
ity during transfers to other than to self (Tricomi et al., 2010).
In a related experiment, Fliessbach and colleagues paid in differ-
ent ratios to pairs of volunteers for correctly completing a simple
task while they were in an MRI scanner (Fliessbach et al., 2007).
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Ventral striatum activity was positively correlated with the ratio
of the payoff regardless of the actual personal monetary payoff.
Furthermore, striatal activity was lowest during own errors and
highest during other’s errors. Such a social contrast has been con-
firmed, e.g. activity in ventral striatum is higher after winning a
lottery in public vs. winning the same amount in private (Bault
et al., 2011). The peak activations from the fMRI studies cited
in this section are illustrated in Figure 3 with pink squares. Thus,
these data suggest that the striatum reflects the difference between
own and other’s rewards.

AGENCY CODING IN STRIATAL NEURONS
Reciprocal social interactions provide the opportunity to increase
fitness through repeated exchanges with a particular individ-
ual, although one of its by-products is reward inequality. For
this interaction to be successful several mental processes need
to take place (Axelrod and Hamilton, 1981): both participants
need to identify their partner, assign agency for the current out-
come, decide how to act depending on the series of events and
keep a tally of the recent exchanges. Without partner identifi-
cation reciprocity is virtually impossible (unless all interactions
take place with a uniform population) (Dawkins, 2006). Without
a memory trace of the outcomes of the recent exchanges, par-
ticipants might see themselves locked onto a “one-way street”
reciprocal exchange. Agency assignment allows the individual to
assign credit (or blame) for a shared outcome (Wolpert et al.,
2003; Tomlin et al., 2006). With precise agency assignment in
the memory of recent exchanges individuals can avoid free rid-
ers (Dawkins, 2006). Therefore, agency assignment is a trait that
might have been favored by evolution in social animals.

Another way to frame the problem of agency assignment is
to think of it as the “social” extension of the credit-assignment
problem (Figure 4A). Let us revise what the credit-assignment
problem is. In order for an action to be reinforced, it needs to
be selected from various actions made between the operant and
the reinforce. The organism needs to assign credit to the oper-
ant, and not assign (or subtract) credit to other non-contingent
actions (Sutton and Barto, 1998). This is done by changing the
weights of different eligibility traces, or memories of past actions
(Sutton and Barto, 1998). The agency credit assignment problem
applies when more than one actor can generate a reward (Tomlin
et al., 2006). Thus, the agency credit assignment problem can be
cast by paraphrasing Sutton and Barto (1998): how do you dis-
tribute credit for success among the many actors that may have
been involved in producing it?

The striatum is well-suited for integrating social action (an
action made in a social context) and reward given its anatom-
ical connections and known role in action and reward coding.
We recorded striatal neuron’s activity while an animal performed
a reward giving task with a conspecific in order to investigate
the interaction of social action and reward (Báez-Mendoza et al.,
2013). The reward giving task is an extension of the paradigm
described by Hollerman et al. (1998) to encompass several social
dimensions. In the original paradigm the activity of striatal neu-
rons was tested for relationships to movement vs. no-movement
and reward vs. no-reward. In our task we tested if striatal neu-
ron activity was related to own vs. conspecific’s movement and

own and/or conspecific’s reward. During the experiment two
monkeys sat opposite each other across a table with a touch-
screen. Both animals took turns to complete the following task:
the actor held a resting key with its right arm, the computer
presented two simultaneous cues predicting reward (circle) or
no reward (square) separately for each animal (Figure 4B), fol-
lowed by a blue go signal eliciting the actor’s arm movement for
touching it (Figure 4B). After a brief delay, the computer deliv-
ered reward to the actor and then to the conspecific. We were
able to probe the neuronal correlates of agency and reward cod-
ing by varying reward presence and absence for both players and
who performed the task. This simple test allowed us to test the
neuronal mechanisms of a complex cognitive process.

Our first concern was whether the monkeys were sensitive to
the social nature of the task. Reaction times and eye fixation anal-
ysis suggested that the monkeys were sensitive to reward received
by themselves and their conspecific. Importantly, the animals
were less likely to move whenever it was the conspecific’s turn,
suggesting that they had an understanding of the turn-taking
structure of the task. This is particularly relevant for agency credit
assignment because during “own turns” the animal should have
assigned credit to itself for own reward and during “conspecific’s
turns” to the conspecific.

Own reward modulated the activity of striatal neurons, as pre-
viously observed (Hikosaka et al., 1989b; Apicella et al., 1991a);
but few striatal neurons responded to conspecific’s reward.
Interestingly, a sub-population of neurons differentiated between
social actors, with some neurons firing more strongly during
one of the actor’s turn. Given these types of neuronal modula-
tions, we then looked at the neurons’ sensitivity to whose turn
it was. A large number of own reward coding neurons reflected
the social actor: some neurons responded to own reward only
when the recorded animal acted (Figure 4C) whereas a different
sub-population responded to own reward when the conspecific
acted (Figure 4D). We tested a series of alternative hypothesis for
these data including: eye position, response inhibition, temporal
discounting and reward cost, none of which were a satisfactory
explanation of the data.

We also found a collection of neurons that reflected whose
trial it was. These neurons fired more strongly during own trials
than conspecific’s trials, or vice versa: conspecific > own tri-
als. These neurons reflected social action as they differentiated
between actors. To test whether these neurons truly reflected a
“social” component of the task we measured their activity while
the animal performed the task with the conspecific or a non-
social juice recipient (an empty bucket). If a neuron is modulated
by the social component of the task, then it should stop differ-
entiating between actors during the “bucket test.” This test for
social-specific coding indicated that close to 50% of social actor
coding-neurons were indeed modulated by the social environ-
ment. This is, to our knowledge, the first direct test of a neuronal
correlate of social behavior in single neurons.

These experiments showed that there are multiple signals in
the striatum relevant for social interactions. The data suggests an
extension of the known role of the striatum in movement and
reward processing into the social domain. Several questions arise
from these findings.
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FIGURE 4 | Agency credit assignment cartoon and striatal neurons

coding social action and own reward. (A) Once the monkey receives a
banana it needs to know which action produced reward to assign credit.
The action can be its own (solid lines) or someone else’s (dashed lines).
Many actions take place before reward is delivered, therefore looking at a
memory of each action or eligibility trace (brown arrows) can solve the
agency credit assignment problem. (B) Task sequence for the actor: shape
of conditioned cue predicted absence or presence of reward for each
animal. Appearance of a subsequent blue go signal was followed by key

release, stimulus touch and reward for actor, and later for conspecific. After
the ITI the monkeys switched roles as actor and passive. (C) Single striatal
neuron coding own action and own reward. Note the higher neuronal
activity during own action and own reward compared to own reward
absence and conspecific’s actions. (D) Single striatal neuron coding social
action and own reward. This neuron is active during conspecific’s actions
that will result in own reward, a complement to the neuron shown in (A).
Monkey picture by smerikal (Flickr), reproduced with permission. Panels
(B–D) based on Báez-Mendoza et al. (2013), reproduced with permission.

How are these signals formed? One possible mechanism is
as follows: Striatal neurons receive biological motion informa-
tion either directly from area STP (Oram and Perrett, 1996) or
indirectly via parietal lobe (Cavada and Goldman-Rakic, 1991)
while simultaneously receiving reward-related information from
dopaminergic neurons and other reward-related areas (Haber
and Knutson, 2010, see also Figure 1). Converging inputs and
local interactions (Chuhma et al., 2011) are also well-suited to
combine information about other’s actions and own reward.
Future experiments will test and measure the formation of
agency and reward conjoint coding in the population of striatal
neurons.

Another issue is: how are these signals used? We hypothesize
that this neuronal signal may help assign, and maintain, credit to a
social agent when receiving reward in a social context. Solving this
problem is necessary for successful interactions. It is possible the
striatum provides a signal to distribute credit for reward among
the many actors that may have been involved in producing it. One
key experiment would test the individual-specificity of this signal:
is the signal specific for one individual or it only discriminates
between own action and “other’s” actions? Such a fine grained
signal would aid in discriminating who is a better partner and
who is not.

SOCIAL CONTACT AND STRIATAL FUNCTION
The striatum is involved in other social behaviors besides social
action, social reward and reward inequity. Social isolation and
social defeat compromise the normal function of the striatum.
These effects highlight the interplay between normal social con-
tact and striatal function. Social isolation has long-lasting effects
in behavior, neuronal anatomy and neurochemistry. For example,
social deprivation in the first year of life of macaques is related
to abnormal social behaviors including fearfulness, withdrawal,
lack of play, apathy, indifference to external stimuli, deficien-
cies in communication and aggression (Martin et al., 1991).
Macaques reared in social deprivation show decreased numbers
of caudate/putamen neurons reactive to substance P, tyrosine
hydroxylase (TH), leucine-enkephaline, and calbindin; in con-
trast, the number of somatostatin interneurons did not differ to
normally-reared conspecifics. TH staining was reduced in SNc
but neuron numbers were stable. Other subcortical regions were
unaffected, including the NAcc, amygdala and BNST (Martin
et al., 1991). Further characterization of the behavioral, anatomi-
cal and neurochemical effects of social isolation have been carried
out in rodents.

Social isolation leaves consistent behavioral effects on
rodents. These include hyper-reactivity to novel environments,

Frontiers in Neuroscience | Decision Neuroscience December 2013 | Volume 7 | Article 233 | 72

http://www.frontiersin.org/Decision_Neuroscience
http://www.frontiersin.org/Decision_Neuroscience
http://www.frontiersin.org/Decision_Neuroscience/archive


Báez-Mendoza and Schultz Striatum and social behavior

a reduction in the pre-pulse inhibition of the acoustic startle, and
an increase in aggressive behavior (reviewed by Fone and Porkess,
2008). Also, studies of the neuroanatomy of isolates’ brains
describe changes in cortical and subcortical neuronal circuits. For
example, after social isolation rats showed decreased dendritic
spine density in prefrontal cortex and hippocampus compared to
socially-housed littermates (Silva-Gomez et al., 2003). There are
several reports on differences in neurotransmitter systems, for a
systematic review see (Fone and Porkess, 2008). Of particular rel-
evance to this review, the dopaminergic system of socially isolated
rats is different to that of socially-housed animals.

Although socially isolated rats show normal basal levels of
extracellular dopamine (DA) in the ventral striatum, systemic
administration of d-amphetamine produces a significant increase
in DA release compared to socially-reared rats (Wilkinson et al.,
1994; Hall et al., 1999). Furthermore, isolation-reared rats show
an increase in DA turnover and in hyper-locomotion induced by
d-amphetamine (Hall et al., 1998). Injections of cocaine increase
DA efflux in ventral striatum, an effect potentiated by isola-
tion rearing (Howes et al., 2000). Intriguingly, isolates acquire
faster operant responding to obtain low doses of cocaine but
their acquisition is slower for higher doses compared to socially-
housed rats (Howes et al., 2000). Deficits in pre-pulse inhibition
of the acoustic startle in socially-isolated rats are reversed by
administration of the D2 receptor antagonist raclopride (Geyer
et al., 1993). DA depletion in ventral striatum after administra-
tion of 6-hydroxydopamine also facilitates pre-pulse inhibition in
socially-isolated rats (Powell et al., 2003). Interestingly, basal lev-
els of extracellular DA in ventral striatum do not differ between
socially-isolated and socially-reared rats (Wilkinson et al., 1994;
Hall et al., 1999; Howes et al., 2000). These results suggest that
basal mesolimbic DA is unaffected by social isolation, rather the
ventral striatum is “hypersensitive” to events that naturally trigger
DA release.

One candidate mechanism for the hypersensitive ventral stria-
tum of socially-isolated rats is a difference in receptor levels. Yet
some groups report no changes in D1 or D2 receptor density or
affinity in striatum (Bardo and Hammer, 1991; Del Arco et al.,
2004); while others report an increase in D2 binding (Djouma
et al., 2006). Changes in housing condition, however, modify the
levels of D2 receptors in the monkey striatum (Morgan et al.,
2002). Specifically, after monkeys were socially housed, dom-
inant monkeys had higher levels of D2 receptors in striatum
compared to when they were housed individually and to subor-
dinates. Interestingly, subordinates consumed more and worked
more for intravenous injections of cocaine than dominant mon-
keys (Morgan et al., 2002). This finding is further supported by
a negative correlation between the baseline levels of D2 receptors
and the rate of cocaine self-administration and a decrease in D2
receptor levels with chronic cocaine use (Nader et al., 2006). Thus,
these results suggest that D2 receptor density can be modified by
changes in the social environment.

Changes in social hierarchy result in winners and losers: lower
ranking individuals were usually defeated by their conspecifics
and lost their rank. After losing one or more encounters with a
conspecific, mesostriatal transmission is modified in the defeated
individual. Tidey and Miczek (1996) reported that rats that were

defeated by a conspecific, showed higher concentrations of extra-
cellular DA in ventral striatum and prefrontal cortex during a
social encounter with a dominant rat compared to baseline. If
rats remained isolated after being defeated, the number of stri-
atal dopamine transporter (DAT) binding sites was reduced, while
there were no changes in DAT in animals that returned to the
familiar group (Isovich et al., 2001). A potential role of levels
of DAT in regulation of social behavior is suggested by a report
of DAT knockout mice which exhibited increased rates of reac-
tivity and aggression following mild social contact (Rodriguiz
et al., 2004). Mice who experienced chronic social defeat avoid
making contact with conspecifics and show increased levels of
brain derived neurotrophic factor (BDNF) in the NAcc up to 4
weeks after the last defeat (Berton et al., 2006). BDNF potenti-
ates DA release in the NAcc by acting in pre- and post-synaptic
sites (Russo and Nestler, 2013). The major source of BDNF in
NAcc is dopaminergic neurons in VTA. BDNF deletion in these
cells of chronically-defeated mice results in an increase in social
contact, suggesting that BDNF plays a key role in the main-
tenance of the social defeat phenotype (Berton et al., 2006).
These selected studies highlight that mesolimbic dopaminer-
gic transmission is modified following acute or chronic social
defeats.

In conclusion there are behavioral, anatomical and neuro-
chemical consequences of social isolation. There is a marked
reduction in the number of striatal interneurons, but basal lev-
els of extracellular DA remain unchanged. There is no consensus
whether there are changes in DA receptor levels in the striatum,
but other signaling systems (BDNF) and molecular mechanisms
(changes in DAT) are involved. This snapshot of studies on the
relationship between social housing conditions, behavior and
basal ganglia function suggest that this is not a simple relation-
ship. Notwithstanding, it can be concluded that social isolation
and social defeat result in changes in neurotransmission to the
mesolimbic circuit.

INVOLVEMENT OF THE STRIATUM IN PAIR-BOND FORMATION AND
MAINTENANCE
Sex is a primary reward and it is the basis of pair-bond formation
in voles. The striatum is part of the neuronal circuitry underlying
a remarkable pair-bond formation in which both partners remain
monogamous. It is important to note that the role of the striatum
extends beyond that of movement and reward. Studies on vole
pair formation provide an interesting example of the interaction
between social behavior and striatal function.

There are two similar species in the same genus: one of
which is monogamous and the other promiscuous. Prairie voles
(Microtus ochrogaster) form life-long bonds with their first mate,
remain monogamous and live in burrows with extended fam-
ilies; meadow voles (Microtus pennsylvanicus), in contrast, are
a promiscuous species often living in solitary burrows (Insel,
2010). This natural dissociation in pair formation provides the
opportunity to tap into the neurobiology of social behavior.

The interplay of oxytocin, arginine-vasopressin and DA play
a pivotal role in pair formation in voles. Administration of
haloperidol—an unselective DA inverse agonist—in male prairie
voles’ NAcc prevents partner preference, whilst stimulating
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D2-like receptors in caudate-putamen induces partner prefer-
ence in the absence of mating (Aragona et al., 2003, 2006).
Conversely, DA D1-like receptor activation prevents pair-bond
formation (Aragona et al., 2006). This mechanism is similar in
females, since D2-like receptor stimulation induces partner pref-
erence whereas administration of a D1-like agonist had no effect
(Wang et al., 1999). Vasopressin V1a receptor gene transfer into
the ventral pallidum of polygamous meadow voles is sufficient to
induce pair-bond-like behavior after mating (Lim et al., 2004b).
Similarly, overexpression of oxytocin receptor in NAcc facilitated
partner preference in female prairie voles but has no effect in
parental care, nor any effect on female meadow voles (Ross et al.,
2009). Prairie voles have a high density of oxytocin-receptors in
the NAcc and of vasopressin V1a receptors in the ventral pallidum
compared to meadow voles (Insel and Shapiro, 1992; Hammock
and Young, 2006). Interestingly, oxytocin-receptors are bound
by oxytocin, and with lower affinity, vasopressin (Gimpl and
Fahrenholz, 2001). Interestingly, there are no differences in the
distribution of D1-like and D2-like receptors in the striatum
between these two species (Lim et al., 2004a). Thus, these results
suggest that the differential distribution of oxytocin and vaso-
pressin receptors is responsible for pair-bond formation. In con-
clusion, pair-bond formation is modulated by the interaction of
oxytocin, vasopressin and DA in NAcc neurons as well as the
distribution of oxytocin and vasopressin V1a receptors.

The role of oxytocin and vasopressin in social recognition is
supported further by the absence of habituation to conspecifics in
oxytocin and V1a-R knockout mice (Ferguson et al., 2000; Bielsky
et al., 2004). Oxytocin knockout mice “recover” social habituation
after infusion of oxytocin agonists in central amygdala (Ferguson
et al., 2001). Similarly, local infusion of V1a-R antagonists in lat-
eral septum of rats inhibits habituation to conspecifics (Everts and
Koolhaas, 1999). Thus, both oxytocin and vasopressin regulate
social recognition.

The endogenous opioid system is another neuronal mecha-
nism that may play a role in pair-bond formation. Mu-opioid
receptor (MOR) activation modulates partner preference in
female prairie voles (Burkett et al., 2011). MOR density is striatal
region specific, thus this effect is probably mediated by specific
striatal regions (Resendez et al., 2013). MORs within the dorsal
striatum mediate partner preference formation via impairment of
mating, whereas receptors in NAcc appear to mediate pair bond
formation through the positive hedonics associated with mating
(Resendez et al., 2013). Interestingly, monogamous voles show
higher MOR density in forebrain including the caudate-putamen
and NAcc than the closely-related polygamous voles (Inoue et al.,
2013), but see (Insel and Shapiro, 1992). Thus, interspecies dif-
ferences in opiate receptor density and pharmacological effects
suggest a role of opiates in social attachment.

A relevant question is how and where these neurotransmit-
ter systems interact. Rat NAcc core neurons expressing D1-like
receptors co-express prodynorphin, conversely D2-like express-
ing cells co-express proenkephalin (Curran and Watson, 1995).
An electron microscope investigation indicates that about half
of neurons in the rat dorsolateral striatum co-express D2 and
MORs (Ambrose et al., 2004). These anatomical studies support
the possibility that oxytocin, vasopressin and D2-like receptors

are present in single striatal cells, yet their interactions remain to
be further investigated.

Little is known about pair-bond formation in primates.
However, marmosets, a monogamous new-world monkey, show
oxytocin receptor labeling in NAcc among other subcorti-
cal structures (Schorscher-Petcu et al., 2009), whereas rhesus
macaques, a polygamous old-world monkey, only show label-
ing for this receptor in hypothalamus and the nucleus basalis of
Meynert (Freeman et al., 2012). Titi monkeys are a monogamous
species that exhibit small, but significant, changes in glucose
intake in the NAcc and ventral pallidum 48 hr. after mating (Bales
et al., 2007).

Whereas we have learned about pair-bond formation, the neu-
ronal mechanisms of pair-bond maintenance are just starting to
be investigated. For example, monogamous male voles show a
significant increase in D1-like receptors in NAcc after pair-bond
formation, and D1-like receptor antagonists diminish aggressive
behavior toward female strangers—a behavioral marker of pair
bond formation (Aragona et al., 2006). This is probably the most
exciting open question in pair-bond formation, what are the
neuronal mechanisms of pair-bond maintenance?

The striatum might also play a role in mother’s recognition
of offspring. The pregnancy hormones progesterone and oestro-
gen prime the brain for the synthesis of oxytocin and its receptor
(Keverne and Curley, 2004). Olfaction is the prime sense for
maternal offspring recognition in mammals. Oxytocin receptors
expression increases in central olfactory projections and NAcc
during pregnancy (Keverne and Curley, 2004).

Overall, these studies suggest a mechanism for pair-bonding
formation in voles. The hypothetical mechanism is centered in
the striatum’s capability to facilitate the association between olfac-
tory social cues and reward. A potential mate’s pheromones reach
the vomeronasal organ (VNO), which in turns transmits the indi-
vidual’s information to the extended amygdala and the central
amygdala further transmits this information to striatum. VNO
lesions in female voles disrupt pair formation (Curtis et al., 2001),
a finding that supports this hypothetical mechanism. However,
other brain areas may also play a role in pair-bond formation.
For example there are marked differences in the distribution of
dopamine, oxytocin and vasopressin receptors in the medial pre-
frontal cortex of monogamous and promiscuous voles (Smeltzer
et al., 2006). As noted by Wang and Young (Lim et al., 2004b;
Young and Wang, 2004), the cellular mechanism might be the
co-activation of D2-expressing accumbal neurons by vasopressin
and/or oxytocin. Oxytocin is released by the hypothalamus, odor
information transmitted from the central amygdala and DA is
released by dopaminergic neurons in VTA. Striatal neurons are
well-suited for detecting the conjunction of sensorimotor infor-
mation and reward. In pair-bond formation the role of the
striatum, particularly the NAcc is to facilitate the association of
social cues and reward to guarantee reproductive success.

CONCLUSIONS
Based on the studies reviewed here, we conclude that the stria-
tum plays a role in computations that take place during social
behavior. These computations revolve around social actions and
social rewards. fMRI and neurophysiology studies show that
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neural activity in the striatum is modulated by social rewards
and by learning in a social context (Figure 3). By learning in
this context we refer to: learning about other’s preferences, a new
mate, about other’s actions that lead to own reward, or updat-
ing our predictions about other’s preferences. We have shown
that neuronal activity in the striatum is also modulated by social
actions and, critically, by the conjunction of social action and own
reward (Figure 4). The computations performed by the stria-
tum are critical for successful social interactions. A breakdown in
social interactions leads to compromised striatal function, which
highlights the interplay between this neuronal circuit and social
behavior.

Overall, these observations suggest that the striatum does not
appear to have a particular “social” specialization; rather its neu-
rons are capable of flexibly incorporating social information into
their computations. Therefore, it is justified to speak of the stria-
tum as containing a general purpose neuronal mechanism to
associate actions or events with reward. Importantly, it can also
associate—or reflect—other’s actions to the rewards they lead to.
Rewards are also coded in the activity of striatal neurons, and as
social rewards are a sub-class of rewards, they are processed in the
striatum. Importantly, a functional subdivision based on different
types of social behaviors need to await further experimentation.
In conclusion, the striatum plays a role in the computation of
social behavior.
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Psychopathy is often linked to disturbed reinforcement-guided adaptation of behavior in
both clinical and non-clinical populations. Recent work suggests that these disturbances
might be due to a deficit in actively using information to guide changes in behavior.
However, how much information is actually used to guide behavior is difficult to observe
directly. Therefore, we used a computational model to estimate the use of information
during learning. Thirty-six female subjects were recruited based on their total scores
on the Psychopathic Personality Inventory (PPI), a self-report psychopathy list, and
performed a task involving simultaneous learning of reward-based and social information.
A Bayesian reinforcement-learning model was used to parameterize the use of each
source of information during learning. Subsequently, we used the subscales of the PPI
to assess psychopathy-related traits, and the traits that were strongly related to the
model’s parameters were isolated through a formal variable selection procedure. Finally,
we assessed how these covaried with model parameters. We succeeded in isolating
key personality traits believed to be relevant for psychopathy that can be related to
model-based descriptions of subject behavior. Use of reward-history information was
negatively related to levels of trait anxiety and fearlessness, whereas use of social advice
decreased as the perceived ability to manipulate others and lack of anxiety increased.
These results corroborate previous findings suggesting that sub-optimal use of different
types of information might be implicated in psychopathy. They also further highlight the
importance of considering the potential of computational modeling to understand the role
of latent variables, such as the weight people give to various sources of information during
goal-directed behavior, when conducting research on psychopathy-related traits and in the
field of forensic psychiatry.

Keywords: psychopathy, psychopathic traits, personality traits, individual differences, reinforcement learning,

social learning, associative learning, computational modeling

INTRODUCTION
Adults and children with psychopathic tendencies typically show
reduced affective-interpersonal functioning, often accompanied
by an antisocial lifestyle (Hare et al., 1991; Viding and Larsson,
2007; Sadeh and Verona, 2008; Verona et al., 2012). Research from
our own and other labs has shown that offenders with high lev-
els of psychopathic tendencies exhibit deficiencies in associative
learning based on reward and punishment (Newman and Kosson,
1986; Budhani et al., 2006; von Borries et al., 2010). It has also
been advocated that these deficiencies might lead to impaired
associative learning based on social information, resulting in anti-
social behavior and a lack of morality (Blair and Cipolotti, 2000;
Blair, 2007; Brazil et al., 2011). This claim is also in line with find-
ings in healthy individuals showing that associative learning of

reward and social values follow the same mechanistic principles
in the brain, albeit via separable neural substrates (Behrens et al.,
2008, 2009).

Results obtained in our lab indicate that psychopathy seems to
be related to a reduced ability to actively use information signaling
that a change in current behavior is required in order to perform
optimally (von Borries et al., 2010; Brazil et al., 2013). To date,
however, there has been no direct quantification of how social and
reward information is used during associative learning. One rea-
son is that the mainstream experimental approaches in psychiatry
do not allow the direct quantification of how much information is
used to adapt behavior (see also Montague et al., 2012). However,
this limitation can be overcome by incorporating computational
modeling of behavior and known neurobiology in understanding
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psychiatric conditions (Huys et al., 2011; Maia and Frank, 2011;
Buckholtz and Meyer-Lindenberg, 2012). Computational mod-
els of associative learning have proven to be increasingly helpful
in explaining pathological behavior in neurological disorders like
Parkinson’s disease (Frank et al., 2004), but also in psychiatric
disorders such as schizophrenia (Braver et al., 1999; Fletcher and
Frith, 2008) and addiction (Redish et al., 2008). In these condi-
tions, key model parameters can be related to specific aspects of
these patients’ impaired behavior (Frank et al., 2004) or neurobi-
ology (Corlett et al., 2007), thus allowing the quantification of
latent processes that are characteristic of these conditions (i.e.,
computational phenotypes) (Montague et al., 2012). However,
this model-based approach has been notably scarce thus far in
research into personality constructs with a less clear conceptual
and neurocognitive background such as antisocial personality
disorder and psychopathy (Blair, 2005; King-Casas et al., 2008).

There is an on-going debate about the conceptualization of
psychopathy (see e.g., Lilienfeld et al., 2012; Miller and Lynam,
2012). Some scholars argue that psychopathy should be defined
and assessed in terms of malicious characteristics (e.g., Hare,
2003; Neumann et al., 2012), while others believe that the defini-
tion should be broader to also include certain adaptive personality
traits (Lilienfeld and Andrews, 1996; Patrick et al., 2009) and there
is evidence supporting each approach. Lilienfeld and Andrews
(1996) created a questionnaire assessing individual variations in
eight common personality traits believed to be strongly related
to key adaptive and maladaptive features of psychopathy. Further
research suggests that the heightened presence of four of these
personality traits may capture part of the aberrant interpersonal-
affective personality characteristics and cognitive processing style
typical to psychopathy relative to more generic antisocial (i.e.
externalizing) personality profiles (see e.g., Poythress et al., 1998;
Sadeh and Verona, 2008). The suggestion is that the typical traits
are a lack of fear, reduced anxiety, guiltlessness/carelessness/lack
of affiliative behavior, and social dominance/manipulative inter-
personal style. However, there are very few studies directly relating
individual differences in these traits to aspects of psychopathic
personality profiles in a quantitative manner (see White et al.,
2013).

The main goals of the present study were to use computa-
tional modeling to provide the very first direct quantification
of the amount of information used to determine behavior dur-
ing associative learning and to specify which psychopathy-related
personality traits are linked to problems in using both social
and non-social information. We reasoned that if the diminished
use of information is a computational phenotype pertaining to
psychopathy (relative to generic antisociality), it should also be
present among the general population and be related to four
personality traits argued to capture aspects of the affective-
interpersonal dysfunctions linked to psychopathy and not to
the other traits predominantly linked to generic antisociality. To
achieve this we sampled a population with varying degrees of
common personality traits linked to psychopathy (Lilienfeld and
Andrews, 1996; but see Neumann et al., 2012). We then quan-
tified the use of reward history and social advice information to
guide behavior in an established reinforcement learning paradigm
in which participants have to combine information from both

sources to make optimal choices (Behrens et al., 2008) and used
a variable selection method to identify the psychopathy-related
traits with the most explanatory power.

METHODS
MEASURE OF PSYCHOPATHY-RELATED TRAITS
Traits were assessed the Dutch translation of the Psychopathic
Personality Inventory (PPI) [for more information see (Jelicic
et al., 2004)], a self-report questionnaire used to index the
presence of traits related to psychopathy in non-clinical sam-
ples (Sellbom et al., 2005). Higher scores correspond to higher
impact of these traits on personality. The PPI consists of 187
items that are scored on a 4-point Likert scale. Each item loads
on one of eight subscales, each subscale representing a differ-
ent personality trait. The scales are Stress Immunity (displays
reduced anxiety), Social Potency (is able to charm and manipulate
others/is socially dominant), Fearlessness (lacks fear of harm-
ful consequences), Machiavellian Egocentricity (is self-centered),
Blame Externalization (blames others), Carefree Non-planfulness
(lacks forethought), Impulsive Non-conformity (is reckless and
unconventional) and Coldheartedness (is callous, guiltless).

PARTICIPANT RECRUITMENT
A large pool of potential participants was created through adver-
tisements on a university website and on a national news website
with a link to a digital version of the PPI (N = 485; 160 males
and 325 females). The internal consistency of the subscales was
acceptable (Chronbach’s alpha = 0.71). Total PPI scores did not
differ between males (N = 160, Mean = 343, SD = 39.9) and
females (Mean = 350, SD = 38), indicating that scores were dis-
tributed equally between genders. Subsequently, total PPI scores
were divided in quartiles, and participants were invited based
on their scores. Participants from all quartiles (thus, from the
entire range of PPI total scores) were invited to take part in the
experimental session, but the top and bottom quartiles were over-
sampled in order to enhance the presence of extreme scores on
both sides of the distribution (Bernat et al., 2011). The experi-
mental sample initially consisted of a single, mixed-gender group
of 40 individuals. Unfortunately, only 4 males were willing to par-
ticipate leading to a strong gender imbalance within the group.
Therefore, the male subjects were excluded from further analy-
ses and the final sample consisted of 36 females (for PPI scores
see Table 1), from which 22 (61%) belonged to the top and bot-
tom quartiles of the selection pool and 14 to the 2nd and the 3rd
quartile (39%).

All participants received either course credits or a financial
compensation and gave written informed consent. The study was
approved by the local ethics committee of the Faculty of Social
Sciences at the Radboud University in Nijmegen.

EXPERIMENTAL TASK
Completed 290 trials of a decision-making task in which they
had to learn about the probability of receiving reward on two
options (blue and green rectangles, Figure 1) (Behrens et al.,
2008). Subjects repeatedly chose between the two rectangles in
order to accumulate points. The number of points available (a
random number between 1 and 100) was shown in the center of
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Table 1 | Mean total PPI score and subscale scores for the

experimental sample (n = 36).

Variable Mean (SD)

Age 22.8 (6.4)

Total PPI score 336 (47.8)

Stress immunity 28.9 (5.4)

Social potency 56.6 (12.8)

Fearlessness 41.3 (10.0)

Coldheartedness 46.4 (7.3)

Blame externalization 31.8 (6.9)

Carefree non-planfulness 40.4 (5.7)

Machavellian egocentricity 54.6 (12.0)

Impulsive non-conformity 33.6 (6.3)

each rectangle; this number was added to the subject’s score if the
option was chosen and rewarded on that trial. Either blue or green
could be correct on each trial, but the probability of the two col-
ors being correct was not equal (pblue = 1 − pgreen). The chance of
each color being correct could be inferred based upon the recent
outcome history, but was subject to reversals during the course
of the experiment (see below). However, the reward magnitudes
available were independent of the probabilities of each color being
correct; thus, as a result of the difference in reward magnitudes
associated with the blue and green options, subjects would some-
times choose to pick the less likely color if it was associated with
a higher reward. Subjects saw a red bar onscreen, whose length
depicted their current score; they aimed to reach a silver target to
win C5, or a gold target to win C7.50.

Subjects simultaneously learnt about the reliability of advice
from a social partner. On each trial, subjects received advice (red
box around choice in Figure 1) about which rectangle to choose
from a “human partner” (the experimenter), supposedly play-
ing with them (in reality, the advice was computer-generated).
The experimenter sat on the other side of a custom-made shield
that divided the room, preventing any visual contact between the
participant and the experimenter. Prior to the experiment, both
“players” went through the instructions together. The partner’s
advice constituted what we refer to as the “social information” or
“social advice” in the results. The partner’s advice was predeter-
mined prior to the experiment (and was, by design, uncorrelated
with the reward history-based probability). A cover story was pro-
vided such that the partner might be incentivized to give either
helpful or unhelpful advice in the experiment, and that this might

could be either correct or incorrect, but that the confederate was
executing a different task and his advices were generated based
on this task. Participants saw a demonstration of the task exe-
cuted by the confederate when receiving the task instructions and
they were told that the confederate held no knowledge of the
participant’s choices, nor whether green or blue was correct. That
is, the confederate would provide advice and the computer (which
were visibly connected through a cross-over network cable) would
map this advice to the appropriate color [for further details see
(Behrens et al., 2008)]. Irrespective of whether the advice was

trustworthy or untrustworthy, the subject could exploit the advice
to gain further information about which of the two options was
the best choice on each trial. After the subject had responded
(indicated by the gray box around the choice in Figure 1), the cor-
rect answer was revealed in the center of the screen, and was then
replaced by a fixation point before the next trial began.

In summary, subjects had three independent sources of infor-
mation available on each trial to guide their choices—(i) the
magnitude of reward available on each option; (ii) the estimated
probability of green/blue yielding reward, based on past expe-
rience; (iii) the estimated fidelity of the social partner’s advice,
based on past experience. The true (underlying) probabilities of
both (ii) and (iii) were predetermined such that they varied inde-
pendently of one another, and underwent several reversals during
the course of the experiment (Behrens et al., 2008). This meant
that subjects had to continually monitor and learn about each
source of information throughout the experiment, and also that
each source of information had unique explanatory power in
explaining variation in choice behavior. Our key question focused
on the degree to which subjects used (ii) and (iii) to guide their
choices—a feature of their behavior that can be captured formally
with a computational model.

MODELING
We fit a behavioral model to estimate the influence of each
source of information on each subject’s behavior (see mathe-
matical description below). Based on behavioral and neuroimag-
ing results from a previous study (Behrens et al., 2008), the
model assumes that subjects use Bayesian reinforcement learn-
ing (RL) (Behrens et al., 2007) to track both the probability of
green/blue being correct and the probability of receiving truth-
ful advice, and then use this information to guide their behavior.
The details of this Bayesian RL model are described in a previ-
ous paper (Behrens et al., 2007), and the resulting probabilities
are shown in Figures 1B,C. The key feature of Bayesian RL is
that it allows for a learning rate that varies depending upon
the current stability or volatility of the environment (Yu and
Dayan, 2005; Behrens et al., 2007). To capture the extent to
which each subject used each source of information in guid-
ing their choices, we fit a model that contains two parameters,
γreward history and γsocial, which have analogous functions for
reward history and social information, respectively; importantly,
these parameters are independent of the rate at which informa-
tion is learnt in the task (which varies through the task via the
RL model, and is not fit as a free parameter). The mathemati-
cal role of these parameters is described in equations 1 and 2 in
section Mathematical model description, below. Intuitively, how-
ever, their role can be thought of as controlling the extent to
which a given source of information influenced subject choices,
as shown in Figure 2. If γ is high for a given source of infor-
mation, then it means that the objective probability associated
with that source of information is amplified, i.e., pushed more
toward 1 if it is greater than 0.5, and more toward 0 if it is less
than 0.5 (e.g., the steepest line in Figure 2A). Conversely, if γ

is low, the objective probability is pulled toward 0.5, and so has
less influence (e.g., the shallowest line in Figure 2A). We esti-
mated these parameters (and a further temperature parameter
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FIGURE 1 | (A) Sequence of events and their timings during the
experiment. (B) Probability of reward from choosing green card through
the experiment. The line shows the probability estimated by the
Bayesian reinforcement learning model. (C) The figure shows the

model-derived probability of the confederate providing the correct
answer through the experiment. Note that the model learns
independently about both social and reward history information at the
time feedback is received.

β, capturing choice stochasticity) separately for each subject (see
below), in order to investigate cross-subject variability in their
expression.

The magnitudes of γreward history and γsocial then become
important when we combine the sources of information to obtain
an overall probability of selecting green on each trial. This is illus-
trated in Figure 2B, where we show the effect of varying the two
parameters on the eventual probability of the subject wanting
to select green for an example trial. In this trial, there is a 0.3
probability of green being rewarded given the recent reward his-
tory. However, the confederate has advised green, and there is a
0.7 probability that the confederate will give good advice. Hence,
these two sources of information would cancel one another out—
but only if the subject uses each source of information equally

(i.e., γreward history = γsocial). Conversely, if γsocial > γreward history,
then the subject will favor the social information and become
more likely to pick green (green area in Figure 2B), whereas if
γreward history > γsocial, the subject will become more likely to
pick blue (blue area in Figure 2B). Note that for simplicity, we
have shown an example where the points on green and blue
are equal; however, further interactions occur with the num-
ber of points available as these vary from trial to trial, and
also as the probabilities of social and non-social information
fluctuate independently of one another. In particular, subjects
with small values of γreward history and γsocial are likely to down-
weight information relating to the past history of reward/social
outcomes, and upweight information relating to current reward
magnitudes.
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FIGURE 2 | Graphical depiction of the γ parameter in the model.

(See equations 1 and 2, section Mathematical model description, for
algebraic description). (A) Example transform between objective (RL
model-derived) probability and subjective probability, parameterized by γ.
As γ increases, small differences in the “objective” probability (tracked
by the model) are amplified to have a greater influence on subject
behavior. (B) Posterior probability of choosing green for varying levels of

γreward history and γsocial, for one example trial, where reward history
and advice are equally relevant, but suggest conflicting responses
(reward history suggests blue choices, advice is to pick green). When
γsocial = γreward history (diagonal), subject is equally likely to pick blue or
green; when γsocial > γreward history, subject is more likely to pick green;
when γsocial < γreward history, subject is more likely to pick blue. See
section Modeling for details.

MATHEMATICAL MODEL DESCRIPTION
The model takes estimates of the probability of receiving good
advice (psocial,i) and the probability of green being rewarded
(pgreen,i) at trial i, estimated via a Bayesian reinforcement learning
optimized for adapting behavior depending upon the underly-
ing volatility of the environment [see Figures 1B,C for graphs of
tracked probabilities; for details of probability-tracking problem
see (Behrens et al., 2007)]. These probability estimates are con-
verted into subjective probabilities using the following transforms:

p̂social, i = 1

1 + e−γsocial (psocial,i−0.5)
(1)

p̂green, i = 1

1 + e−γreward history(pgreen,i−0.5)
(2)

These subjective probabilities are then converted into an overall
subjective probability of green yielding reward, qi:

q̂i = p̂social, i p̂green, i

p̂social, i p̂green,i + (1 − p̂social,i)(1 − p̂green,i)
(3)

if the partner suggests green on trial i, and

q̂i = p̂social, i
(
p̂green,i

)
p̂social, i

(
1 − p̂green, i

) + (
1 − p̂social, i

)
p̂green,i

(4)

if the partner suggests blue.
The overall expected value of each option is then calculated as:

Vgreen,i = q̂rgreen,i (5)

and

Vblue,i = (1 − q̂)rblue,i (6)

where rgreen, i and rblue, i are the number of points available on
green and blue options, respectively, on trial i. Finally, the prob-
ability of choosing the green option at trial i is calculated via a
softmax function (O’Doherty et al., 2004):

P
(
Ci = green

) = 1

1 + e−β(Vgreen−Vblue)
(7)

and

P (Ci = blue) = 1 − P(Ci = green) (8)

where β is an additional, third free parameter that determines the
stochasticity of choice behavior.
We then used this model to estimate the log-likelihood of the
observed data, at given values of the parameters

γreward history, γsocial, and β:

LL
(
γsocial, γreward history, β

) =
∑

i

log [P (Ci = ci|γsocial,

γreward history, β
)]

(9)

where ci denotes the option chosen by the subject on trial i.
We custom-implemented a Bayesian estimation procedure in
MATLAB (MathWorks, MA) to obtain the best-fitting param-
eters γsocial, γreward history and β. Specifically, we performed
direct numerical integration over the likelihood function of the
observed data given the three free parameters. A grid of all pos-
sible parameter values of interest was formed, and we evaluated
the likelihood of the data at each point in the grid, and then
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used marginalization to calculate the marginal likelihood of each
parameter. All parameters were allowed to take values between
0.01 and 10, and the grid for numerical integration was evaluated
in log space. This approach was selected because it gave a direct
measure of the uncertainty associated with each parameter (i.e.,
the variance of each parameter’s posterior distribution), in order
to assess the reliability of model fitting.

RELATING FITTED MODEL PARAMETERS TO VARIATIONS IN TRAITS
The key question addressed here is which psychopathy-related
traits are linked to the between-subject variation in the degree
to which each optimally-tracked source of information is used
to guide behavior, which is indexed in the model by the free
parameters γreward history and γsocial. To test this, we conducted
two separate optimal scaled variable selections using the CATREG
module in SPSS. This was done in order to establish the sub-
scales of the PPI with the highest contributions in explaining
the variance of each free parameter. For optimal scaling, all vari-
ables were defined on a numeric scale and discretized using a
multiplication method, which transforms the variables into z-
scores and multiplies them by 10. Two models were created
which included all subscales of the PPI and the estimates for
γreward history and γsocial, respectively. Subsequently, variable selec-
tion with lasso [least absolute shrinkage and selection operator;
(Tibshirani, 1996)] regularization was implemented to iden-
tify the “optimal” model for each free parameter. The optimal
model was taken to be the model with the lowest expected
prediction error and thus the highest accuracy given the data.
This approach relies on shrinking the sum of the model coef-
ficients by adding penalty terms to the model, resulting in
coefficients that represent independent contributions of each
variable as well as better model accuracy (Hartmann et al.,
2009). For the regularization, the minimum of the standard-
ized sum of squares was set at 0.0 and the maximum at 1.0
with a 0.02 increment in shrinkage at each step. This proce-
dure yields an optimal model, which is the model with the
smallest predicted margin of error. The latter was estimated
with 0.632 bootstrapping (100 samples) (Efron and Tibshirani,
1993).

One advantage of this selection approach is that it overcomes a
lot of the limitations of variable selection when using traditional
stepwise regression analyses, such as the need for normality of
variables (Hartmann et al., 2009), the related loss of power due to
lack of compliance with assumptions, and the need for multiple
comparison corrections associated with frequentist testing. After
selection of the optimal model for each computational parameter,
Pearson correlations were calculated between the scales in each
model and the corresponding computational parameter in order
to establish whether these covary. The significance of the correla-
tions was tested with a non-parametric bootstrapping procedure
(10.000 samples) to determine the confidence interval (CI) of
each of the scales resulting from the variable selection procedure.
If a correlation is significant its CI should not include the value of
exactly 0. Thus, both the upper and lower bound of a CI should be
either larger or smaller than 0.00. Finally, the oversampling proce-
dure might have led to an atypical/non-normal distribution of the
total and the scale scores of the PPI. Although our methodological

approach did not rely on classical testing procedures requiring
compliance with the assumption of normality, we still conducted
Kolmogorov-Smirnov (KS) tests of normality to check whether
the distribution of the total and scale scores of the PPI in the
experimental sample was normal.

RESULTS
GENERAL TEST OF PERFORMANCE
First, we carried out an initial check to ascertain that partici-
pants were learning and were engaged in the task by comparing
the amount of points earned at the end of the task with chance
level performance. The results showed that the average amount
of points earned (Mean = 10.372, SD = 780) was significantly
higher than the amount that could be earned by guessing the cor-
rect choice on each trial (Mean = 7.292, SD = 577; t(35) = 20.3,
p < 0.001), indicating above chance performance and that par-
ticipants were actively engaged in the task. Next, we also checked
that the model provided a robust and reliable description of sub-
ject behavior. We found that the model, after parameter fitting,
accurately predicted which of the two options subjects would
choose on 80.6 ± 7.2% [mean ± standard deviation (SD)] of
trials, indicating that it provided a robust description of sub-
ject behavior. Moreover, the uncertainty of estimated parameters
(the SD of the posterior distribution) was relatively small com-
pared to the magnitude/range of the estimated parameters (Mean
γreward history = 1.14, SD range = 0.21–1.1; Mean γsocial = 2.18,
SD range = 0.18–1.27), indicating that parameter fitting was
reliable.

VARIABLE SELECTION
Here, we present the results of the two variable selection proce-
dures run after the estimation of γreward history and γsocial, which
are displayed in Figure 3. The initial model is depicted at the far
right of each panel. The systematic shrinkage of the standard-
ized sum of coefficients forces the coefficients toward zero and
for each step the resulting model is depicted to the left of the
previous model. In both panels, the dashed vertical line indi-
cates the optimal model. Note that for our purpose of solely
identifying variables with the greatest contribution to the com-
putational parameters, the magnitude and significance of the
variable coefficients (indexed on the Y-axis) are of less interest
and that the results do not warrant statistical significance in sub-
sequent tests. Stress Immunity and Fearlessness were the traits
that had the largest contributions to the variability across subjects
of γreward history (Figure 3A). In contrast, the optimal model for
γsocial included the variable Stress Immunity and Social Potency
(Figure 3B).

CORRELATIONS
Subsequent correlation analyses yielded significant negative cor-
relations between γreward history and Stress Immunity (r = −0.36,
95% CI −0.60 to −0.04) and γreward history and Fearlessness
(r = −0.34, 95% CI −0.59 to −0.02). The correlation analy-
ses revealed a negative relationship between γsocial and Social
Potency (r = −0.34, 95% CI −0.59 to −0.06) and for γsocial and
Stress Immunity (= −0.32, 95% CI −0.57 to −0.02). Thus, spe-
cific traits were related to different computational parameters
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quantifying individual difference in the use of reward and social
information (see Figure 4).

ADDITIONAL TESTS
Additional correlation analyses
In order to demonstrate that the two computational parameters
were uncorrelated and that the traits identified were uniquely

related to either γsocial (Range = 1.57–24.2) or γreward history

(Range = 0.42–12.9), we additionally examined the correlations
between (1) γsocial and γreward history, (2) Stress Immunity and
Fearlessness with γsocial and (3) Social Potency with γreward history.
As expected, the computational parameters were not significantly
correlated (r = 0. 11, 95% CI −0.18 to 0.58). Fearlessness was
uncorrelated with γsocial (r = −0.10, 95% CI −0.44 to 0.33), as

FIGURE 3 | Results of the variable selection procedure for γreward history

(A) and γsocial (B). The maximum standardized sum of coefficients (SSC;
x-axis) was set at 1.0, representing 100% of the contribution of the PPI scales
to the corresponding γ parameter. Each sub-figure should be read from right

(SSC = 1.0) to left (SSC = 0.0). The variable coefficients (y-axis) are displayed
for different stages of shrinkage of the SSC. For each analysis, the variables
included in the optimal model (i.e., the model with the lowest expected
prediction error) are indicated with the vertical dashed line.

FIGURE 4 | Left: scatterplots for the correlations between γreward history and Stress Immunity (top left)/Fearlessness (bottom left). Right: scatterplots for the
correlations between γsocial and Stress Immunity (top right)/Social Potency (bottom right).
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was Social Potency with γreward history (r = −0.07, 95% CI −0.35
to 0.25). These results indicate contributions of the different traits
to the explained variance of the estimated model parameters. The
tests of normality showed that the oversampling of the distribu-
tion tails in the selection pool (N = 485) did not cause the PPI
measures in the experimental sample (n = 36) to deviate from
normality (all KS-Z ≤ 0.95, p’s ≥ 0.33).

Comparison with an alternative computational model
Finally, we addressed concerns that our results may be a conse-
quence of a use of a particular model, as opposed to a sensitive
measure of the use of social information. We ran a direct compari-
son of a model that uses the Bayesian probability-tracking scheme
and a Rescorla-Wagner learning model that has free parameters
for learning rates (social and non-social). The correlation coeffi-
cient between γsocial for the Bayesian model, and γsocial for the
fixed learning rate model, was 0.84; the correlation coefficient
between γreward history for the Bayesian model, and γreward history

for the fixed learning rate model, was 0.79. Thus, the fit param-
eters were not heavily influenced by the specific reinforcement
learning model used, indicating that the results reported above
paper are robust to the precise formulation of the RL model.

However, we elected to use the Bayesian RL model in the
analysis above, because comparisons of model evidence vastly
favored the Bayesian model. In 32 out of 36 subjects, the Bayesian
Information Criterion favored the model with the Bayesian learn-
ing rate [paired T-test between BICs: T(35) = 5.45, p < 0.000005
in favor of Bayesian model]. Similarly, in 25 out of 36 subjects,
the Akaike Information Criterion, which has a smaller penalty
than BIC for models with more free parameters (such as the fixed
learning rate model), still favored the model with the Bayesian
learning rate.

DISCUSSION
MAIN FINDINGS
The present study is the first to use formal computational mod-
eling to quantify how information from different sources is used
during associative learning in order to provide evidence that vari-
ations in personality traits linked to psychopathy are differentially
related to diminished use of social and reward information. This
was achieved by establishing which specific traits related to psy-
chopathy covary with the ability to actively use social and reward
information to guide behavior as indicated by a computational
model’s parameter fits based on each individual participant’s
data. In this way, we succeeded in quantifying latent variables
that cannot be observed overtly using traditional experimental
approaches (Mars et al., 2012), and were able to relate these to
personality traits proposed to be associated with core aspects of
the construct of psychopathy.

We found that the extent to which participants tended to use
reward and social information was related to different personality
traits. Traits capturing lack of anxiety (Stress Immunity) and lack
of fear (Fearlessness) were negatively correlated with the extent to
which previous reward history was used to make decisions. The
use of social information was found to have a negative relation-
ship with participants’ perceived ability to charm and manipulate
others (Social Potency) and lack of anxiety. Importantly, our

effects are selectively associated with personality traits argued to
be central to psychopathy, while none of the traits more related
to externalizing personality styles were substantially linked to the
computational parameters in the present study. In other words,
the results suggest that the deficient use of reward and social
information during learning could be specific to psychopathic
personality styles rather than general antisociality, and also that
the deficient implementation of information that seems to be
present in male offenders diagnosed with a psychopathic disorder
translates to common personality traits linked to psychopathic
tendencies in the non-clinical female population.

COMPARISON WITH PREVIOUS WORK
The use of previous reward history was negatively correlated with
scores on Stress Immunity and Fearlessness. These findings con-
verge with evidence relating both low anxiety and low fear to dis-
turbed associative learning in clinical psychopathy (Arnett et al.,
1993; Birbaumer et al., 2005). Particularly, work by Newman and
colleagues has shown that disturbed passive avoidance learning is
predominantly found in individuals with psychopathy with low
trait anxiety relative to those with high anxiety (Newman et al.,
1990; Arnett et al., 1993). Similarly, psychopathic behavior has
also repeatedly been linked to reduced fear reactivity in both clini-
cal and non-clinical samples (Patrick et al., 1993; Blair et al., 2002;
Benning et al., 2005; Jones et al., 2009) and, importantly, impaired
fear-conditioning (Flor et al., 2002; Birbaumer et al., 2005). The
central premise here is that aversion to negative outcomes induces
a negative affective state such as fear/anxiety, which is in turn
associated with the actions/contexts that lead to these negative
affective states. With respect to psychopathy, it has been proposed
that a low propensity to experience these negative affective states
plays a role in the formation of weak associations with events lead-
ing to negative outcomes and thus contribute to an impairment in
the process of associative learning (Blair, 2005). Our results add
support to this notion by pointing out that increased trait fearless-
ness and lack of anxiety contribute to reduced use of information
to guide behavior during associative learning.

One important consideration is that in tasks using behav-
ioral performance as an index for associative learning, these
outcome measures not only represent the integrity of the asso-
ciative process (i.e., the linking sensory events to outcomes) but
also the individual’s ability to integrate and use relevant sensory
information to initiate and execute motor responses/observable
behavior (Daunizeau et al., 2010). Thus, covert behavior is the
integrated end-result of various processing steps in different
domains. Therefore, impaired performance could reflect defi-
cient processing in the sensory domain (e.g., the establishment
of associations/learning), or in the motor domain (e.g., execu-
tion errors), or maybe a problem in the interaction between
the sensory domain and the motor domain (e.g., using learned
associations as input to guide motor responses). The present find-
ings indicate that trait fear and anxiety play an important role
in the active implementation of available information to guide
changes in behavior. This suggests that impairments in associa-
tive learning previously found in clinical psychopathy might also
be (partly) due to a deficiency in using reinforcement informa-
tion appropriately to drive behavior, which, depending upon the
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experimental paradigm used, may ultimately manifest itself as
disturbed learning.

The use of information provided by the confederate, i.e., the
use of social information history, was found to have a nega-
tive relationship with participants’ perceived ability to charm and
manipulate others (Social Potency) and their level of trait anx-
iety (Stress Immunity). Social Potency and anxiety encompass
behavior relevant for social functioning. High Social Potency is
commonly associated with social dominance and one’s belief that
one is able to successfully manipulate others. We could hypothe-
sise that people who believe that they can manipulate others are
more likely to believe that others will try to manipulate them,
when mentalizing about the likely intentions of the social part-
ner (Behrens et al., 2008; Hampton et al., 2008; Chang et al.,
2011). That is, these individuals may be more likely to engage in
making inferences about what others may think we believe, i.e.,
second-order beliefs. A possible explanation for the relationship
between lack of anxiety and use of social advice could be that as
trait anxiety decreases, individuals experience less anxiety evoked
by the potential negative consequences of discarding the confed-
erate’s advice. Thus, as individual levels of trait anxiety decrease,
not using social advice might be experienced as less aversive, in a
way similar to reward-based learning. This prediction would be in
line with findings showing that associative learning of social and
non-social information follow the same mechanistic principles
(Behrens et al., 2008). In sum, our results suggest that reduced
anxiety and second-order belief systems might play an important
role in explaining social cognition in psychopathy. Future studies
should focus on mapping how second-order beliefs are related to
general traits relevant to psychopathy in the general community
as well as in offenders with a clinical diagnosis of psychopathy.

INTERPRETATIONAL LIMITATIONS
This is one of the first studies that has attempted to link scores on
psychopathy-related personality traits with latent variables from
a computational model that was fit to each participant’s behavior
(see also White et al., 2013). This approach has been suggested to
have tremendous potential in the study of psychopathology and
in psychiatry in general, as it has the potential to be able to disen-
tangle separate aspects of complex multidimensional syndromes
(Montague et al., 2012). However, this does not mean that the
approach is not without its limitations. Below we suggest some
potential improvements and avenues for future studies.

One potential caveat is that in our current model the learn-
ing rates for reward and social information were not allowed to
vary across subjects. This is due to limitations in the number
of trials we would need to reliably estimate more free param-
eters. Instead, the model used (Behrens et al., 2007) was one
that adapts its learning rate dependent upon the current level of
volatility in the environment. In the current study, we instead set
out to test the hypothesis that the use of different types of infor-
mation is related to different personality traits that are relevant
for psychopathy. The present study included a sample of healthy
individuals and previous studies have shown that healthy indi-
viduals are able to estimate the volatility of the environment and
adapt their learning rate accordingly, and that this behavior is
reproduced reliably by our computational model (Behrens et al.,

2008). Future computational studies could be designed to explic-
itly test the hypothesis that it is use of information rather than
(only) learning rate in general that is impaired in offenders diag-
nosed with psychopathic disorder according to the Psychopathy
Checklist-Revised (PCL-R) (Hare, 2003), as suggested by some of
our previous findings (von Borries et al., 2010; Brazil et al., 2013).

Another potential limitation of our current study is the size of
our group of participants. Although we have used a large sample
of participants compared to most computational modeling stud-
ies (e.g., Nieuwenhuis et al., 2005; Behrens et al., 2008; Yoshida
et al., 2008; Boorman et al., 2009; Mars et al., 2012; Brodersen
et al., 2013), some may argue that it is on the lower side in stud-
ies in psychological research on personality. We have taken care
to ensure the robustness of our effects through the methodology
employed, but the size of our sample can still be raised as a crit-
icism despite the fact that our methodology bypasses the need
for compliance with the requirements of classical inferencing
[for more details on the overlooked issues with various common
beliefs about sampling and sample sizes we highly recommend
(Friston, 2012, 2013)]. Furthermore, the fact that previous stud-
ies using our model found robust results even with much lower
subject numbers is therefore quite reassuming (e.g., Behrens et al.,
2008; Boorman et al., 2009).

Finally, our experimental sample consisted of female partici-
pants and it could be argued that the findings might not extent
to the male population. However, previous studies in clinical
psychopathy suggesting deficient use of information to adapt
behavior included only male participants (Brazil et al., 2009, 2013;
von Borries et al., 2010) and as the current results converge with
those obtained in male-only samples they support the notion that
this particular deficiency in using information to guide behav-
ior does not seem gender-specific. In support of this claim,
recent studies on the relationship between psychopathic traits
in community samples, empathic responding and moral pro-
cessing suggest a similar relationship in both males and females
(Seara-Cardoso et al., 2012, 2013). Interestingly, Seara-Cardoso
et al. (2013) found a negative relationship between these cogni-
tive functions and the interpersonal-affective traits in females. In
this study they used a different operationalization of psychopa-
thy (Paulhus et al., 2013) and assessed other aspects of cognitive
functioning relative to the present study, but the findings are in
line with ours in that they point out that gender might not have
an overall impact on the link between psychopathy-related traits
and certain aspects of cognition.

CONCLUSIONS
The present study is the first to directly assess the relationship
between variations in psychopathy-related personality traits and
the amount of information that is used during associative learn-
ing of social and reward information. The findings show that
the use of both types of information to guide behavior decreases
as the presence of personality traits proposed to be related
to the interpersonal-affective aspect of psychopathy increases.
More specifically, lower trait anxiety and fearlessness were asso-
ciated with reduced use of one’s reinforcement history and an
increased perceived ability to manipulate others and reduced anx-
iety were related to diminished use of social advice. Additionally,
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the findings suggest an extension of results obtained in male
offenders with clinical psychopathy to the general (female) pop-
ulation by showing that the newly-discovered latent variables are
linked to variations in personality traits that are important for the
construct of psychopathy. Importantly, however, it still remains
to be investigated whether these computational parameters can
account for some of the impairments in adaptive behavior found
in forensic psychiatric populations with a psychopathic disor-
der. The results illustrate the potential advantages of employing
formal models to discover computational phenotypes in clinical
populations (Montague et al., 2012), as well as their usefulness
in gaining more insight into the exact personality traits related to
the cognitive deficiencies observed in many personality disorders.
The present findings might also have implications for treatment
aimed at altering behavior, as the success of treatment partly relies
on the patient’s ability to incorporate and use information from
past experience as well as information provided by therapists.
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Competition is ubiquitous among social animals. Vying against a conspecific to achieve
a particular outcome often requires one to act aggressively, but this is a costly and
inherently risky behavior. So why do we aggressively compete, or at the extreme, fight
against others? Early work suggested that competitive aggression might stem from an
innate aggressive tendency, emanating from subcortical structures. Later work highlighted
key cortical regions that contribute toward an instrumental aggression network, one that
is recruited or suppressed as needed to achieve a goal. Recent neuroimaging work
hints that competitive aggression is upmost a cost-benefit decision, in that it appears
to recruit many components of traditional, non-social decision-making networks. This
review provides a historical glimpse into the neuroscience of competitive aggression, and
proposes a conceptual advancement for studying competitive behavior by outlining how
utility calculations of contested-for resources are skewed, pre- and post-competition. A
basic multi-factorial model of utility assessment is proposed to account for competitive
endowment effects that stem from the presence of peers, peer salience and disposition,
and the tactical effort required for victory. In part, competitive aggression is a learned
behavior that should only be repeated if positive outcomes are achieved. However, due to
skewed utility assessments, deviations of associative learning occur. Hence truly careful
cost-benefit analysis is warranted before choosing to vie against another.

Keywords: competitive behavior, decision making, aggression, cost-benefit, utility, competition

A critical consideration in social decision-making is whether
or not to compete against a conspecific. Competitive action
can take many forms, for example it could involve a quick,
direct, physical fight between two individuals, or long, covert,
strategic manoeuvres between groups. In all of its forms, com-
petitive engagement carries the implicit goal of outperforming
conspecifics in order to achieve resources or other outcomes
that facilitate self-preservation. Direct competitive aggression is
one of the most observable forms of competitive engagement
amongst social animals. This specific form of competitive action
is frequently required to obtain or protect a resource, but it is
energetically costly and inherently risky. So how do we know
when (or when not) to put up a fight?

Early investigations in psychoanalysis, ethology and neuro-
science suggested that animals have an innate aggressive drive,
stemming from basally active subcortical networks. While this
idea might explain the behavior of certain characters from
the 1990’s media phenomenon Fight Club, it does not fit well
with common patterns of animal behavior. Socially, constant
aggressive tendencies would create a tense and nihilistic world.
Physiologically, subcortical circuits that were basally active would
require an inordinate amount of cortical energy to suppress.
It would be more evolutionarily advantageous for animals to
have an instrumental aggression network (IAN), one that can
be recruited for competitive action only when it’s worthwhile to
compete.

Determining whether competitive aggression is worthwhile
represents a cost-benefit decision, largely reliant on the same neu-
ral networks that process non-social decision variables. There

is an outcome at stake that you want. How much do you want it
and what costs will be incurred in obtainment? Reward valuation
and cost assessment are paramount. The presence of others who
also want that same outcome simply makes for multi-factorial
cost-benefit analysis. Peer interest should enhance the utility of
the outcome, providing an endowment effect that can be mod-
ulated by the composition of the peer group, and the expected
ferocity of their competitive tactics. Expended competitive effort
can discount the utility of the outcome, but can also provide
an immediate endowment effect of deservingness for the victor.
Multi-factorial cost-benefit analysis thus structures competitive
aggression, informing us when and when not to put up a fight.

AN INNATE DRIVE TO FIGHT?
In the 21st century it’s easy to ascribe competition to supply-
and-demand; in increasingly crowded environments, resource
competition is mathematically inevitable. But perhaps there is
something more basic, more primal occurring. Perhaps there is
an innate need to, at times, be agonistic and aggressive toward
others? Lorenz termed this the fighting instinct (Lorenz, 1966),
Freud summed it up as the outward expression of the internal
death drive: thanatos (Freud, 1922).

Goltz (1892) and others in the late 19th and early 20th cen-
turies started to give neural credence to this idea of an innate
aggressive drive. Decerebrate dogs and cats exhibited abnor-
mally aggressive behavior, spontaneously and in response to
non-noxious stimuli such as routine handling (Goltz, 1892;
Bard, 1928, 1934). The emergent idea that aggression stemmed
from subcortical structures was strengthened by early stimulation
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studies. Subcortical stimulation, specifically in the posterior
hypothalamus, produced agonistic behavior in birds and cats
(Woodworth and Sherrington, 1904; Ingram et al., 1932; Bard,
1934; Hess and Brugger, 1943; Hess, 1954; Holst and St. Paul,
1960; Phillips and Youngren, 1973). This “sham rage” incorpo-
rated a range of phenotypic combative behaviors (Cannon and
Britton, 1925; Bard, 1934). Sano et al. (1970) were the first to use
electrocauterization of the posterior hypothalamus in humans to
successfully reduce pathological aggression.

In addition to the posterior hypothalamus, regions of the brain
stem and thalamus have been found to contribute toward sham
rage responses. For example, stimulation of the periaqueductal
gray (PAG) can elicit aggressive behaviors, vocalizations and low-
ered fear responses in a variety of species (Magoun et al., 1937;
Kelly et al., 1946; Delgado, 1963; Phillips and Youngren, 1973).
Lesioning of the PAG prevents hypothalamus-stimulated sham
rage from occurring, indicating a functional coupling between
these regions in aggressive behavior (Fernandez De Molina and
Hunsperger, 1962). Lesions to the locus coeruleus also result in
submissive behaviors in rats when competing for water (Plewako
and Kostowski, 1984). Manipulations to the ventral thalamus, the
diencephalic extension of reticular activating system, mimic brain
stem manipulations. Stimulation of ventral thalamus in monkeys
results in antisocial, fighting behavior (Delgado, 1963), whereas
lesioning results in behavioral inhibition in rats (Turner, 1970),
cats (Adey et al., 1962), and humans (Andy et al., 1963).

Thus areas of the posterior hypothalamus, midbrain and ven-
tral thalamus contribute toward an aggression network, with elec-
trical stimulation of any node of the network resulting in sham
rage. Baseline activity within the network—usually suppressed
by higher level cortical mechanisms—could represent a primal,
thanatos-like drive to dominate conspecifics. In decorticate ani-
mals sham rage was sometimes reported to occur spontaneously,
indicative of basal subcortical activity (Goltz, 1892; Bard, 1928,
1934). However, such spontaneous rage was often directed toward
non-specific objects and sometimes even self-directed. Hence
basal activity in this subcortical aggression network is unlikely to
drive strategic competitive aggression; the resultant actions do not
enhance, and could actually hurt self-preservation, the ultimate
evolutionary goal of competitive action.

INSTRUMENTAL AGGRESSION NETWORK
In decorticate animals sham rage was more often reported in
response to stimuli, both noxious and non-noxious stimuli. This
suggests that cortical mechanisms, instead of constantly sup-
pressing a basally active subcortical network, serve to activate
an aggression network in response to incoming stimuli. Regions
in the hypothalamus, brain stem, and ventral thalamus could
therefore be said to contribute toward an IAN. In corticate ani-
mals, the IAN is recruited when sensory stimuli indicate that
aggressive action is instrumental toward self-preservation. In
decorticate animals, appropriate assessment of what constitutes
aggression-inducing sensory stimuli is lacking, and sham rage can
result.

Assessment and valencing of sensory stimuli as aggressive-
inducing or otherwise implies a role for the amygdala, and
indeed stimulation of the amygdala produces defensive reactions

that have been interpreted as sham rage (Clemente and Chase,
1973). However such behavior is ameliorated by hypothala-
mic or midbrain lesion (Fernandez De Molina and Hunsperger,
1962), suggesting that “amygdaloid rage” is dependent on down-
stream activation of hypothalamic or midbrain nodes of the IAN.
Amygdaloid lesions result in loss of competitive behaviors in dogs,
cats and rodents when competing against conspecifics for food
(Fuller et al., 1957; Bunnell et al., 1966; Zagrodzka et al., 1983;
Lukaszewska et al., 1984). Lesions of the amygdala in monkey
can result in a loss of social dominance (Rosvold et al., 1954)
or generalized placidity (Kluver and Bucy, 1939). Stereotactic
amygdalotomy has been used successfully in humans to treat
intractable aggression (Mpakopoulou et al., 2008).

In some studies, however, amygdaloid lesions have produced
the opposite effect on aggression. Bard and Mountcastle (1948)
and Wood (1958) reported that ablation of the amygdala in
cat produced an increase in aggression. Elements of the Kluver
and Bucy (1939) also hint at contradictory patterns of behav-
ior: amygdalotomy in monkeys produces general placidity, yet
hyperactivity, hypersexualty, and hyperreactivity to environmen-
tal stimuli. Behavioral differences in amygdaloid lesion studies are
likely attributable to spatially distinct functional regions within
the structure.

With regard to the IAN, stimulation of the basolateral amyg-
dala (BLA) increases hypothalamic excitability while stimulation
of the corticomedial amygdala (CMA) suppresses hypothalamic
discharge (Dreifuss et al., 1968). Further studies that specifically
targeted the stria terminalis, the major septal pathway linking
the CMA to the hypothalamus, showed that electrical stimulation
of this pathway inhibits aggression in monkeys (Delgado, 1963),
while destruction of this pathway increases aggression and dom-
inance in rodents and cats (Brady and Nauta, 1953; Fernandez
De Molina and Hunsperger, 1959; Turner, 1970). The central
nucleus of the amygdala projects inhibitory afferents to nodes
of the IAN, including the hypothalamus and brainstem (Jongen-
Relo and Amaral, 1998; Saha et al., 2000; Ghashghaei and Barbas,
2002).

Findings such as these suggest the CMA and its major subcorti-
cal afferent pathway play an important role in braking immediate
IAN activation upon sensory input. This initial braking mecha-
nism may be overruled by dangerous stimuli (e.g., pain), which
near-reflexively activate the sympathetic nervous system and the
thalamo-amygdala pathway. This can prompt IAN activation and
subsequent aggression. Indeed aggression is frequently observed
in response to painful stimuli, providing a feedforward mecha-
nism for escalation of aggression in combative fights.

Alternatively, this CMA braking mechanism on the IAN may
be potentiated by fear- or caution-inducing stimuli (e.g., vocal-
izations from dominant conspecifics), which would contribute
toward the efficacy of threat cues in preventing competitive
fights. In rats, CMA lesion results in failure to avoid domi-
nant conspecifics (Luiten et al., 1985). In humans, increased
amygdalar activity is observed in response to fearful facial expres-
sions (Asghar et al., 2008; Gamer and Buchel, 2009), however,
reduced amygdalar activation is seen in the same task in children
with disruptive behavioral disorders (Marsh et al., 2008; Jones
et al., 2009). This contrasts with reports of increased amygdalar
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activation in response to social threat cues in individuals with
impulsive aggression (Coccaro et al., 2007). These contradictions
may speak to a functional separation between the CMA and the
BLA that, in the past, has been difficult to resolve with neu-
roimaging. Newer approaches though, for example the functional
connectivity MRI seed analysis used by Bickart et al. (2012), are
starting to delineate regional differences within the amygdala in
regard to social behavior.

In opposition to the IAN braking mechanism exerted by the
CMA, activity in the BLA can enhance activity in subcortical
IAN nodes (Dreifuss et al., 1968). Given the BLA encodes incen-
tive value of stimuli across time (Pickens et al., 2003; Holland
and Gallagher, 2004; Winstanley et al., 2004), highly salient sen-
sory stimuli—positively or negatively valenced—may drive IAN
activation, spurring aggressive behavior. This could account for
the emergence of competitive aggression to obtain highly appet-
itive resources, or frustration aggression after a salient, nega-
tively valenced event such as the absence of an expected reward.
Amygdalar hyperactivity is reported in instances of reactive “hot”
aggression and other forms of impulsive behavior (Coccaro et al.,
2007; Sterzer and Stadler, 2009). It is possible that BLA activity
accounts for the majority of this amygdalar hyperactivity seen in
reactive “hot” aggression studies, with BLA activity driving IAN
activity, resulting in combative behavior. Again approaches such
as functional connectivity MRI seed analysis (Bickart et al., 2012)
could be used to test interactions between the BLA and the IAN,
and the CMA and the IAN, in relation to aggressive behavior.

In the search for the common denominator of amyg-
dala function—e.g., valence, arousal, or relevance—competitive
activation may be worth considering. Amygdalar assessment of
sensory stimuli could inform an organism to “act now, act com-
petitively” or to “not act competitively in this situation,” keeping
in mind that acting competitively encompasses a range of tac-
tics. For example, one may need to act quickly (scramble com-
petition), aggressively (contest competition) or slyly (strategic
competition). In line with this idea, abnormalities in amygadalar
activity would manifest as impaired competitive effort allocation,
generating a spectrum of behaviors ranging from hyperaggres-
sion on one end, to avolition and social withdrawal on the other.
A similar spectrum is seen following damage to regions of the
prefrontal cortex (PFC). Blumer and Benson’s characterization
(1975) of pseudopsychopathy and pseudodepression, correlated
to damage in the orbitofrontal cortex (OFC) and dorsolateral PFC
(dlPFC), respectively, could also be framed as deficits in com-
petitive effort allocation, and suggest that the PFC also plays an
important role in modulating competitive action.

PREFRONTAL MODULATION OF AGGRESSIVE BEHAVIORS
Advanced oversight of competitive aggression, particularly in
terms of preventing actions that could prove costly, is usually
attributed to the PFC. The ventromedial PFC (vmPFC), OFC,
anterior cingulate cortex (ACC) and dlPFC have been implicated
in controlling aggressive behaviors. Prefrontal regulatory control
over the IAN can occur via direct pathways to the subcortical
nuclei or via indirect pathways utilizing the amygdala (Ongur
et al., 1998; McDonald et al., 1999; Delville et al., 2000; Etkin
et al., 2006; Toth et al., 2010). In humans, activity in the vmPFC

decreases when subjects imagine aggressive actions (Pietrini et al.,
2000), and hypoactivity in the OFC and ACC is reported in
aggressive cohorts (Davidson et al., 2000). OFC hypoactivity
is seen in manic phases of bipolar disorder (Blumberg et al.,
1999), and in borderline personality disorder (Soloff et al., 2003).
Damage to the OFC produces a well-established dysregulation
of behavior which can include aggressive outbursts and impul-
siveness (Anderson et al., 1999). PFC hypoactivity, coincident
with hyperactivity in the amygdala, midbrain and thalamus, was
reported in a PET study of criminals who committed impul-
sive/affective murders (Raine et al., 1997).

In laboratory animals, OFC lesions variably affect aggression
(Giancola, 1995), in part due to complicated bidirectional con-
nectivity with the amygdala. Caudal OFC sends a direct projec-
tion to the central nucleus of the amygdala, activation of the latter
serving to inhibit hypothalamic and brainstem regions of the
IAN (Ghashghaei and Barbas, 2002). However, OFC also sends
projections to the intercalated masses of the amygdala, where
excitation of local GABAergic cells inhibit central nucleus output
(Ghashghaei and Barbas, 2002), which would disinhibit the IAN.
Hence OFC is poised to both recruit and suppress competitive
aggression.

The ACC, dlPFC, and vmPFC are more implicated in sup-
pressing aggressive behaviors. In cats, bilateral lesion of the ACC
gyrus generates a hyperaggressive phenotype, inclusive of sham
rage in response to handling and directed rage toward con-
specifics (Kennard, 1955). Stimulation of the ACC gyrus or dlPFC
increases the latency and reduces the severity of hypothalamic-
induced feline sham rage (Siegel and Chabora, 1971). In monkeys,
bilateral ablation of the dlPFC increases aggression (Kamback and
Rogal, 1973; Mass and Kling, 1975).

In humans, dlPFC activation is seen in many instances of
emotional regulation, some instances perhaps necessitating sup-
pression of a desire to act combatively toward a conspecific, e.g.
accepting unfair offers in the Ultimatum game (Sanfey et al.,
2003). The dlPFC, OFC, and ACC are also activated when people
are intentionally angered (Dougherty et al., 1999; Kimbrell et al.,
1999) or shown angry facial expressions (Blair et al., 1999), but
withhold reactive behaviors. This emotional regulation may be
analogous to reversal learning, whereby one is suppressing aggres-
sive output in response to stimuli which may have previously
aroused negative affect (Davidson et al., 2000).

This type of emotional regulation, whereby aggressive reac-
tions are suppressed, has implications for social hierarchy main-
tenance, which in turn influences competitive behavior. While
direct competitive aggression is needed to initially establish a
hierarchy, dominance hierarchies ultimately serve to reduce fight-
ing amongst social animals. Growing evidence suggests that the
dlPFC and ACC register elements of social state that may then
modulate downstream activation of the IAN. For example, Fujii
et al. (2009) reported that neurons in monkey dlPFC register
social state during a competitive food-grabbing task, with neu-
rons of dominant monkeys in an “up state” and neurons of sub-
missive monkeys in a “down state.” Wang et al. (2011) reported
that neurons in the ACC and prelimbic cortex of dominant mice
exhibit heightened AMPA-mediated synaptic efficacy as com-
pared to subordinate mice. Moreover molecular manipulations
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that increased or decreased medial prefrontal synaptic efficacy
in these mice resulted in respective upward or downward move-
ments in social rank (Wang et al., 2011).

One interpretation of these studies is that heightened tonic
prefrontal activity in dominant animals may indicate that the
network is “primed” for action, and aggressive tactics—via down-
stream activation of the IAN—can be deployed quickly if needed.
Quick aggressive responses would increase the chances of suc-
cess in a competitive encounter and thereby maintain social
rank. In this way tonic prefrontal activity may be more indica-
tive of behavioral planning, as compared to the phasic prefrontal
activity patterns that are linked to acute inhibition of aggres-
sive behavior and cognitive control of emotion (Miller and
Cohen, 2001). Indeed the vmPFC, OFC, ACC, and dlPFC are
poised to drive aggressive tactics if instrumental in achieving a
desired outcome. Reward encoding is well-established in the OFC
(Schoenbaum et al., 2000; Wallis and Miller, 2003; Walton et al.,
2007), social reward encoding in the ACC gyrus (Rudebeck et al.,
2006; Chang et al., 2013), effort-outcome encoding in the ACC
(Walton et al., 2007; Hillman and Bilkey, 2010, 2012), and sub-
jective value is represented in the vmPFC (Kable and Glimcher,
2007). Thus, depending on which literature is followed, these pre-
frontal regions comprise an emotional regulation network or a
reward-based decision-making network.

Parsimony can emerge between the two when competitive
aggression is viewed in terms of cost-benefit analysis: Is an aggres-
sive action/emotional reaction worthwhile? Prefrontal activity can
suppress combative behaviors if they are likely to be costly to the
individual, or drive competitive tactics if beneficial. Indeed justi-
fied aggressiveness (e.g., attacking an attacker) is associated with
PFC activation in humans and rats (Halasz et al., 2006; King et al.,
2006). In humans, simply viewing a superior ranked competitor
elicits activity in the PFC, amygdala and thalamus (Zink et al.,
2008)—perhaps readying, and/or steadying, IAN activation.

DECIDING TO COMPETE
If the IAN is not basally active, and in fact oftentimes purposely
suppressed when angered, then what drives recruitment? Other
than in pathological conditions of non-instrumental aggression,
we compete with each other only when it’s worthwhile, i.e., the
outcome of pending competitive aggression is deemed valuable.
Tangible resources that aid self-preservation could be in question,
or self-preservation itself might be the goal in situations of self-
defence. Cost-benefit-based outcome valuation thus becomes the
lynchpin of competitive action: if there is not something worth
fighting for, then you won’t fight.

It is well-established that in non-social choice behavior, out-
come valuation is learned via trial-and-error and is dependent
on midbrain-striatal-frontal circuitry. Phasic activation of mid-
brain dopaminergic cells correlates to reward prediction errors
(Schultz, 1998). Downstream activity in ventral striatum occurs
in both appetitive and aversive learning paradigms, with dorsal
striatum implicated in response-reward contingencies (Schultz
et al., 2003; O’Doherty et al., 2004; Cohen, 2008). Primary and
secondary reward preferences, reward anticipation and reward
receipt have been correlated to single-unit and fMRI activity in
the OFC (Critchley and Rolls, 1996; Watanabe, 1996; Gottfried

et al., 2003; Small et al., 2003; Kennerley and Wallis, 2009).
When incurred costs need to be integrated with reward value,
various prefrontal subregions are recruited (Walton et al., 2007;
Hillman and Bilkey, 2010). Negative outcomes elicit consistent
activity in the anterior insula (AI) proportional to subjective aver-
sion (Mojzisch and Schulz-Hardt, 2007; Seymour et al., 2007).
The intensity of an outcome, irrespective of positive or negative
valence, has been linked to activity in the amygdala (Holland and
Gallagher, 2004). Together these regions provide an assessment of
outcome, pre- and post-action, that help to optimize non-social
choice behavior over time.

It is plausible that these same regions provide an assessment
of outcome, pre- and post-competitive aggression, that help to
optimize competitive behavior over time. Social actions, com-
petitive or otherwise, have positive or negative outcomes for the
self, which may be better or worse than expected. Social actions
that enhance the evolutionary fitness of an individual should
be represented as “rewarding,” e.g., positive prediction errors in
midbrain-striatal regions would be expected, as well as increased
activity in OFC for preference formation. Social actions that ham-
per an individual’s fitness should be represented as “aversive,” e.g.,
activity in AI would be expected proportional to negative affect,
as well as increased activity in ACC for unrequited effort and
conflict. In line with Thorndike’s Law of Effect (1911) and rein-
forcement learning theory (Sutton and Barto, 1998), any social
course of action that results in a self-referenced positive outcome
should be increasingly repeated.

Winning a direct competitive encounter does reinforce com-
petitive behavior across a variety of species. For example, victori-
ous fruit flies are more likely to instigate subsequent competitive
bouts, with markedly higher odds of victory in that bout (Chen
et al., 2002; Yurkovic et al., 2006). In humans, winning a compet-
itive encounter elicits activity in the ventral striatum and OFC,
even if winning is passively achieved (Katsyri et al., 2013; van
den Bos et al., 2013; though see Delgado et al., 2008). Winning
against a superior-ranked player additionally elicits activity in the
dorsal striatum, mPFC and nodes of the IAN, suggesting estab-
lishment of a profitable, aggression-dependent action-outcome
contingency (Zink et al., 2008).

In humans, winning also activates the temporoparietal junc-
tion (TPJ). Win-related TPJ activation is greater when a larger
reward is at stake (Halko et al., 2009), and also greater in subjects
who attribute higher utility to winning in self-report measures
(van den Bos et al., 2013). Functional connectivity between the
TPJ-ventral striatum/-vmPFC is predictive of overbidding behav-
ior in a competitive auction task (van den Bos et al., 2013),
perhaps indicative of salience reinforcement. TPJ is implicated
in theory-of-mind and mentalizing networks (Assaf et al., 2009),
and also in directional attention (Corbetta et al., 2008; Mitchell,
2008). Given modern society’s emphasis on the importance of
winning, it is possible that winning—no matter how menial or
inconsequential the competitive testing task—drives directional
attention which accounts for this TPJ activation. This would
account for modulation of TPJ activity in relation to reward
size (Halko et al., 2009) and personal attribution (van den Bos
et al., 2013). Parcellation of TPJ subregions, as has been recently
shown by Mars et al. (2012), represents an important step forward
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in delineating the variable functions of the TPJ in social and
non-social settings.

While winning reinforces competitive behavior, losing results
in progressive extinction of competitive behavior across a vari-
ety of species. For example, defeated rodents exhibit defeatist
behavior in subsequent competitive encounters, and show rapid
extinction in race running (Kahn, 1951; Kanak and Davenport,
1967). Defeated fruit flies develop a “loser’s mentality” (Yurkovic
et al., 2006). Human data is varied; while psychosocial research
provides evidence of defeatist patterns of behavior (e.g., related
to oppression), laboratory studies of competition often indi-
cate behavioral activation following a defeat. For example, losing
in a starting round of an iterative competitive auction reliably
prompts overbidding in subsequent initial rounds (van den Bos
et al., 2013). One important distinction between datasets is that
repeated encounters/sessions are required for behavioral extinc-
tion, not just repeated trials within a single encounter/session.
Neuroimaging studies examining repetitive sessions between the
same opponents would be of interest.

Neurally, losing a competitive round prompts activation of
the ventral striatum, AI, dorsal ACC, and nodes of the IAN in
humans (Delgado et al., 2008; Zink et al., 2008; van den Bos et al.,
2013). Negative prediction errors in the ventral striatum occur
alongside subjective aversion signals in AI and signals of con-
flict, unrequited effort or perhaps even social pain (Eisenberger
et al., 2003) in dorsal ACC. Activation of the IAN should drive
a subject to perform more aggressively in a subsequent round in
an attempt to win. AI activity increases when losing to inferior-
ranked players (Zink et al., 2008) and in subjects who attribute
greater aversion to loss in self-report measures (van den Bos et al.,
2013). Functional connectivity between the AI-ventral striatum/-
vmPFC predicts trial-by-trial overbidding in auction tasks (van
den Bos et al., 2013). Functional connectivity between the AI
and the OFC predicts defection by a player following a non-
reciprocated exchange in the Prisoner’s Dilemma Game (Rilling
et al., 2008). After a subjective loss, signals from the AI appear
to be important in updating striatal and prefrontal utility esti-
mates, helping to drive subsequent vigor in some instances, or
withdrawal in others.

A MULTI-FACTORIAL CALCULATION OF UTILITY
Competitive behaviors seem to be driven by more than sheer
resource value, given that we pursue resources differently depend-
ing on if we’re alone, if we’re amidst friends, or if we’re
amidst enemies. This suggests that utility estimates of desired
resources/outcomes are different in social settings. To build a
simple model of this altered utility estimate, assume that in a non-
competitive scenario, a desirable resource holds a utility (U) of x;
x being a value greater than zero, representative of a cost-benefit
valuation that has been previously established via trial-and-error
and/or observational learning. Chang et al. (2013) have recently
shown that, in social settings, prefrontal subregions differentially
encode resource valuations (x) based on frame of reference. Self-
referenced valuations predominate in the OFC and ACC sulcus,
with the former sensitive to self-experienced rewards and the
latter to self-experienced foregone rewards. Other-referenced val-
uations predominate in the ACC gyrus (Chang et al., 2013), a

region previously shown to be important in conspecific-based
learning (Behrens et al., 2008).

In a competitive social scenario, the resource still holds a value
of x, however, now others also want this resource. This produces a
pre-obtainment endowment effect: the resource’s value increases,
U = x + (x ∗ a1), where a1 represents peer interest endowment
and ranges from 0 to 1. No peer interest in the resource (a1 =
0), up to high peer interest in the resource (a1 = 1) modulates
the perceived utility of the resource which can prompt action.
Alternatively, if peer disgust is exhibited for the resource, −1 <

a1 < 0, decreasing utility and dissuading action.
Behaviorally, the mere presence of others does prompt

resource scavenging, as is seen in social facilitation of feeding.
Satiated animals will start eating again when new animals arrive
and start eating (Bayer, 1929; Harlow, 1932). Rats trained to press
levers at 10 s intervals for food will become impulsive in the
presence of other rats, pressing the lever before the 10 s interval
(Wheeler and Davis, 1967). Both scenarios could be interpreted
as scramble competition; the resource has enhanced value in the
presence of others, which spurs action. Neurally, the presence of
others alters reward-related activity in the ventral striatum and
OFC during resource-based tasks. For example, when humans
decide to donate money to charity or keep it for themselves, the
mere presence of an observer increases activity in the ventral
striatum during the decision phase (Izuma et al., 2010), perhaps
reflective of a peer interest endowment (a1) of the monetary value
(x). Likewise, Azzi et al. (2012) have recently shown that when
fluid-deprived monkeys complete a task to receive a medium sized
drop of water (U = x), the mere presence of a conspecific effec-
tively doubles single-unit encoding of reward value in the OFC,
perhaps reflective of U = x + (x ∗ a1).

Peer interest endowment (a1) is further modified by the com-
position of the peer group (g, where 1 < g < 2) and their
anticipated aggressiveness (y, where y = 1 or −1), such that U =
x + (x ∗ (a1 ∗ (g ∗ y))). A congenial group of competitors who
also want the resource (g = 1) would exert no further change in
utility beyond the initial peer endowment effect (a1). A group
of established adversaries who also want the resource (g = 2)
would effectively double the peer endowment effect, trebling util-
ity from the initial intrinsic value x. However, even if a resource
has become highly valuable due to an adversary’s interest in the
resource, impulsive action would be unwise without weighing in
potential losses that might soon occur, in terms of lost effort, lost
status or even loss of life. If anticipated competition is expected
to be fair, with acceptable, proportional costs, y = 1. However,
if anticipated competition is expected to be highly aggressive
and contentious, for example against an established dominant
conspecific, y = −1. Hence utility assessments would be highest
for a fair fight against adversaries, and lowest for an anticipated
unfair/hostile fight against adversaries.

When considering situations where animals don’t compete
for a resource—they submit—the largest determinant appears
to be hierarchy. In a series of experiments in the 1960s, work
by Delgado (1966, 1967) showed that sham rage in monkeys—
elicited by stimulation of the ventral thalamus or PAG—was
modulated by previously established social hierarchy. Sham rage
inductions in high-ranking males did not prompt the males to
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attack their companion females, however, the males showed tar-
geted aggression toward monkeys with whom a past conflict
had occurred. Sham rage inductions in low-ranking males, when
in isolation, produced the usual repertoire of aggressive behav-
iors; however, subcortical stimulation carried out in the presence
of a conspecific would produce fleeing behavior in these mon-
keys. These studies provided an initial indication that even when
the IAN is exogenously activated, learned higher-level g and y
components can influence competitive engagement.

Recent work in monkey by Santos et al. (2012) has highlighted
a subpopulation of neurons in caudate nucleus that may con-
tribute toward the g and y components termed herein. These
social state S neurons appear to encode social state dynamics
during competitive food-grabbing tasks. S neurons have highest
activity when reward grabbing is uncontested, and lower activity
when monkeys act submissively due to a competitor’s behavior
(Santos et al., 2012). When combined with reward-related out-
come information that is encoded in the caudate by a separate
subpopulation of reward R neurons, the resultant signal should
help adjust competitive behaviors in dynamic social contexts
(Santos et al., 2012). In human imaging studies, caudate activ-
ity has been shown to increase when subjects cooperate with each
other (Rilling et al., 2002), perhaps indicative of a g = 1/y = 1 sit-
uation where the objective is uncontested, and S neuron activity
should be high.

The ACC, vmPFC, and OFC also likely contribute toward
peer-related valuations (g, y) prior to competitive encounters,
as these regions are sensitive to conspecific assessment in non-
competitive tasks. For example, in a human imaging study by
Behrens et al. (2008), participants in a choice task were chal-
lenged to integrate self-learned reward information with social
advice from a confederate partner. Separable learning rates were
observed for reward and social information, correlating to activ-
ity in the ACC sulcus and ACC gyrus, respectively. Integration of
reward-based and social information during the decision phase
was correlated to activity in the vmPFC (Behrens et al., 2008).
A role for the OFC in peer-related valuations has also been sug-
gested based on a recent single-unit study in monkey by Watson
and Platt (2012), in which subjects chose between receiving fluid
rewards or viewing socially relevant images. Neurons recorded in
the OFC consistently registered socially relevant information and
signaled attentional duration toward social imagery (Watson and
Platt, 2012), suggesting an important role for OFC in assessing
conspecifics. While neither of the above tasks were competitive
in nature, it is likely that the same prefrontal regions would be
active in competitive tasks, when peer group characteristics (g,
y) need to be assessed and integrated with resource information
(x) to guide choice behavior. The higher the utility estimate that
results from U = x + (x ∗ (a1 ∗ (g ∗ y))), the higher the likelihood
that a subject will choose to engage in competition.

Multi-factorial utility assessments continue in the outcome
evaluation phase. Successful achievement of a goal following
aggressive action should result in two further endowment effects
on perceived utility: one stemming from effort expenditure (e),
and one from continued peer interest (a2). Effort itself is generally
aversive and can discount initial estimates of x, affecting choice
behavior (Walton et al., 2007; Botvinick et al., 2009; Hillman and

Bilkey, 2010, 2012). However, expended effort can also enhance
perceived value of an outcome once achieved, in line with theories
of cognitive dissonance and deservingness (Feather et al., 2011;
Johnson and Gallagher, 2011). Rewards acquired after skill or
effort assume higher subjective worth than if acquired via wind-
fall or with little effort (Zink et al., 2004; Vostroknutov et al., 2012;
Hernandez Lallement et al., 2013). For example, participants who
exert high-effort to obtain monetary rewards are subsequently
more averse to donating that money, vs. donating money gained
by windfall (Hernandez Lallement et al., 2013).

The amount of tactical effort required (e) should therefore
enhance perceived utility immediately after the contested-for out-
come has been achieved: U = x + (x ∗ (a1 ∗ (g ∗ y))) + e. When
effort is required to obtain a reward, BOLD activity increases
in the amygdala and striatum upon reward receipt, while OFC
reward-related activity remains unchanged (Elliott et al., 2004;
Zink et al., 2004; Katsyri et al., 2013). Importantly, as recently
shown by Hernandez Lallement et al. (2013), the endowment
effect of effort is dependent on the size of reward obtained.
High-effort that results in high reward appears to have a positive
endowment effect, and correlates to increased activity in the ven-
tral striatum. However, high-effort that results in a low reward is
a disagreeable situation, and correlates to increased activity in AI
(Hernandez Lallement et al., 2013).

If a goal is successfully achieved following direct competitive
aggression, perceived utility should also be enhanced by contin-
ued peer interest or desire for the contested-for outcome (a2,
where 0 < a2 < 1), a subtle schadenfreude type endowment effect.
Continued peer interest endowment (a2) may be modified by
peer group composition (1 < g < 2), similar to what is pro-
posed for a1, whereby U = x + (x ∗ (a1 ∗ (g ∗ y))) + e + (a2 ∗ g).
Schadenfreude and its opposing partner envy are more likely
to arise when fellow competitors (g) are self-relevant, salient
conspecifics (Takahashi et al., 2009). BOLD activity in the ven-
tral striatum and OFC correlate to self-reports of schadenfreude
(McClure et al., 2004; Fehr and Camerer, 2007; Takahashi et al.,
2009), and activity in the dorsal ACC to self-reports of envy
(Takahashi et al., 2009). Ventral striatal activations are also noted
in two-person tasks that are not explicitly competitive, but where
monetary pay-out information is provided to both players at the
end of each trial (Fliessbach et al., 2007). If person A’s payout is
higher than that of person B, striatal activity increases in person
A and decreases in person B, independent of the actual financial
amount being awarded (Fliessbach et al., 2007).

When resource valuation, pre- and post-competition, is
viewed in this multi-factorial light, it helps to explain the
“joy” of winning, or conversely the enhanced feelings of loss,
unfairness or pain after losing. Whereas in non-competitive
situations one might gain/lose a resource of U = x, in a
competitive situation one gains/loses a resource of U =
x + (x ∗ (a1 ∗ (g ∗ y))) + e + (a2 ∗ g). The joy of winning and pain
of losing have recently been posited as single variables ρwin

and ρloss by van den Bos et al. (2013) and incorporated into a
verifiable learning model. Herein a starting framework is pro-
posed to account for the skewed utility estimates of contested-for
resources, which would help to explain differences in motivated
action based on the presence of a competitor and the animacy
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of that competitor. When humans or monkeys compete against
conspecifics, compared to against a computer, they are more
attentive and quicker to act (Washburn et al., 1990; Hosokawa
and Watanabe, 2012; van den Bos et al., 2013). However, sub-
optimal action can often result; e.g., bidding approaches rational
agent predictions when humans compete against computers, but
characteristics of the Winner’s Curse appear when humans play
against other humans (van den Bos et al., 2008, 2013). Competing
against a conspecific elicits greater neural activity in outcome
valuation networks and the IAN as compared to competing
against a computer (Zink et al., 2008), perhaps indicative of this
multi-factorial utility assessment.

CONCLUDING REMARKS
In non-pathological conditions, competitive aggression is an
instrumental behavior, used to achieve an outcome that aids in
self-preservation. Inherently it is a selfish behavior, with a binary
outcome for the individual: good or bad. Reduced in this way, it
is intuitive that competitive aggression utilizes reward-based rein-
forcement learning systems in the brain. As competitive behavior
neuroscience progresses, it will be important to test social and
non-social choice tasks in the same participant, in the same ses-
sion, to delineate any uniquely social computations. Moreover,
highly salient, realistic resources should be included in the non-
social choice tasks to ensure directional attention that is on
par with the directional attention prompted by the prospect of
winning. It will be important to parse temporal sequences of acti-
vation in terms of pre-choice, choice, and post-choice, and to
examine functional coupling between reward networks and the
IAN that may be predictive of competitive dispositions.

In part competitive aggression is a learned mode of behav-
ior, repeated when it is reinforced. But it is also a behavior
motivated by skewed utility estimates, which may account for
some of the violations of associative learning that are com-
monly observed in competitive environments. A preliminary
model has been posed herein to illustrate how, in competi-
tive scenarios, peer group endowment effects act to artificially
inflate perceived benefit of a resource in the decision phase [U =
x + (x ∗ (a1 ∗ (g ∗ y)))] and in the outcome evaluation phase
[U = x + (x ∗ (a1 ∗ (g ∗ y))) + e + (a2 ∗ g)]. These skewed util-
ity estimates can prompt competitive actions which are ulti-
mately costly to the individual or group. Peer group endowment
effects may be particularly strong in adolescence (Blakemore and
Robbins, 2012), in corporate cultures (Malhotra et al., 2008), or
more generally in contemporay society, where winning is often
prioritized above all else. Thus, the first rule of aggressive compet-
itive action should be cost-benefit analysis, but mindfully careful
cost-benefit assessment at that.
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A plethora of research has implicated the cingulate cortex in the processing of
social information (i.e., processing elicited by, about, and directed toward others) and
reward-related information that guides decision-making. However, it is often overlooked
that there is variability in the cytoarchitectonic properties and anatomical connections
across the cingulate cortex, which is indicative of functional variability. Here we review
evidence from lesion, single-unit recording and functional imaging studies. Taken together,
these support the claim that the processing of information that has the greatest influence
on social behavior can be localized to the gyral surface of the midcingulate cortex (MCCg ).
We propose that the MCCg is engaged when predicting and monitoring the outcomes
of decisions during social interactions. In particular, the MCCg processes statistical
information that tracks the extent to which the outcomes of decisions meet goals when
interacting with others. We provide a novel framework for the computational mechanisms
that underpin such social information processing in the MCCg. This framework provides
testable hypotheses for the social deficits displayed in autism spectrum disorders and
psychopathy.

Keywords: social reward, autism spectrum disorders (ASD), psychopathy, prediction error, midcingulate cortex,

anterior cingulate cortex, social cognition, empathy

Primates live in social environments that require individuals to
understand the complex behavior of conspecifics. A plethora of
research implicates the dorsal Anterior Cingulate Cortex (ACC)
as playing a vital role in processing “social” information (i.e., pro-
cessing elicited by, about, or directed toward others) (Amodio and
Frith, 2006; Somerville et al., 2006; Rudebeck et al., 2008; Behrens
et al., 2009; Apps et al., 2012; Hillman and Bilkey, 2012). Indeed,
individuals with lesions to the ACC display social deficits so severe
that they are said to have “acquired sociopathy” (Anderson et al.,
1999). However, the ACC is also engaged by rewards (Doya,
2008), attention and salience (Davis et al., 2005), conflict, and
during decision-making (Botvinick et al., 1999; Botvinick, 2007)
which are inherently non-social processes. How can the same
region be engaged by such a distinct set of processes? It is often
overlooked that the area labeled as “ACC” by functional imag-
ing research comprises multiple sub-regions, each with distinct
cytoarchitecture and anatomical connections (Vogt et al., 1995;
Palomero-Gallagher et al., 2008; Beckmann et al., 2009). Thus,
some of the processes that have been reported to elicit an ACC
response may in fact be localized to distinct sub-regions.

Here, we draw attention to anatomical tracer, neurophysiol-
ogy, lesion and neuroimaging studies investigating the anatomical
and functional properties of the dorsal ACC. Taken together this
research highlights one sub-region which processes information
about the outcomes of others’ decisions and about the decisions
made by others during social interactions. This region in fact

lies on the gyral surface of the midcingulate cortex (MCCg) and
not in the anatomically defined ACC. We contend that whilst the
sulcal (MCCs) and gyral (MCCg) regions of the MCC can be
differentiated in terms of processing first-person and social infor-
mation respectively, the two areas process similar information
about rewards that guide decision-making. By drawing parallels
between the role of the MCCs in processing first-person rewards,
and that of the MCCg in processing rewards in social contexts, we
provide a new framework for investigating the contribution of the
MCC to social decision-making.

ANATOMY OF THE CINGULATE CORTEX
The cingulate cortex consists of four zones: retrosplenial, pos-
terior (PCC), mid (MCC), and anterior (ACC) (Vogt et al.,
1987, 1995; Palomero-Gallagher et al., 2008). Often the MCC is
labeled as “dorsal” ACC and the actual ACC as “rostral” ACC.
Unfortunately, the use of ACC as a “catch-all” terminology, has
led many to inaccurately discuss the functional properties of an
MCC result in relation to the functional and anatomical proper-
ties of the ACC. The ACC and MCC can be further subdivided
by their cytoarchitecture (Palomero-Gallagher et al., 2008). In
both the MCC and ACC there are differences in cytoarchitec-
ture between the sulcus and the gyrus (see Figure 1A), indicative
of distinct functional properties. Notably in this article we are
discussing only regions within the cingulate cortex and not the
region lying at the borders of the paracingulate sulcus and the
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FIGURE 1 | The Midcingulate Cortex (MCC). (A) Cytoarchitecture of the
MCC taken from Vogt et al. (1995). The areas shaded in green lie in the
MCCs. The areas shaded in red lie on the MCCg. We argue that this area is
engaged when processing information about others’ decisions. Specifically
we argue that areas 24a′ and 24b′, which lie on gyral surface of the cingulate
cortex, extending on average 22 mm posterior to and 30 mm anterior to the

anterior commisure denoted by (∗). (B) Lesion site of the MCCg and ACCg

(red) and the MCCs and the ACCs (green) from Rudebeck et al. (2006). The
lesions that affected the gyrus caused disruptions to social behavior and
disrupted the processing of social stimuli. (C) Subdivisions of the MCC and
ACC according resting-state connectivity (Beckmann et al., 2009). Cluster 7
shown in dark red corresponds, broadly, to the MCCg.

superior frontal gyrus (“paracingulate cortex”) that is well known
for its role in processing social information.

Each cytoarchitectonic region has a different connectional fin-
gerprint (Vogt and Pandya, 1987; Vogt et al., 1987; Devinsky et al.,
1995; Margulies et al., 2007; Beckmann et al., 2009; Torta and
Cauda, 2011). The MCCg shows a connectional profile that sug-
gests involvement in processing information about others. This
region has been shown to have strong connections with poste-
rior portions of the superior temporal sulcus (pSTS) (Pandya
et al., 1981; Seltzer and Pandya, 1989), temporal poles (TPs)
(Markowitsch et al., 1985; Barbas et al., 1999) and paracingulate
cortex (Vogt and Pandya, 1987; Petrides and Pandya, 2006). These
areas have been consistently linked to processing information
about others’ mental states and intentions (Frith and Frith, 2003;
Ramnani and Miall, 2004; Amodio and Frith, 2006; Hampton
et al., 2008). There is minimal overlap between these connec-
tions and those of other portions of the ACC and MCC to the
TPs, the pSTS and paracingulate cortex. Furthermore, the tracer

studies listed above suggest that connections between the MCCg

and these areas may be stronger than the connections from other
ACC and MCC sub-regions. This profile leads us to propose that
the MCCg is the sub-region of the cingulate cortex that plays the
most significant role in social behavior.

Interestingly, the MCCg has connections which overlap with
the MCCs to areas that are engaged during reward-based
decision-making. Both areas project to medial and lateral por-
tions of the orbitofrontal cortex (Morecraft et al., 1992; Morecraft
and Van Hoesen, 1998) and to the nucleus accumbens (Kunishio
and Haber, 1994; Haber et al., 1995). Anterior portions of both
MCC sub-regions also receive dopaminergic input from the ven-
tral tegmental area (VTA) (Hollerman and Schultz, 1998; Schultz,
1998; Williams and Goldman-Rakic, 1998). The connections of
both the MCCg and MCCs to areas engaged when processing
rewards (Schultz, 2006; Rushworth and Behrens, 2008) are indica-
tive of a shared sensitivity to information that guides decision-
making. Thus, we suggest that the MCCg plays an important role
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in processing information about the rewards others will receive
and the decisions that lead to others’ rewarding outcomes.

THE MCCg AND SOCIAL INFORMATION PROCESSING
Is there functional evidence for a role of the MCCg in processing
reward-related information that guides decisions during social
interactions? Chang et al. (2013) recorded from single-neurons
during a task where monkeys received rewards or when they
observed another monkey receiving reinforcement. They found
a class of neurons lying on the gyral surface putatively in the
MCC (although without histology it is not possible to localize
accurately) that showed a change in spike-frequency when the
monkeys observed another receiving the reward. The same neu-
rons did not respond on trials when the monkeys received a
reward themselves. Only a small proportion of neurons in the
MCCs showed this same profile. This response profile highlights
the MCCg as signaling information related to outcomes experi-
enced by others (i.e., it contains a class of neurons that respond
exclusively to others’ reward receipt). Whilst only one study, this
supports our claim that the MCCgprocesses information about
rewards that others will receive.

Evidence from lesion studies also supports the notion that the
MCCg processes social information. Lesions to the gyrus of the
MCC and ACC of macaques have been shown to reduce the exe-
cution of social behaviors, such as the time spent in proximity
with others and vocalizations, and also the processing of social
stimuli (Hadland et al., 2003; Rudebeck et al., 2006). Unoperated
monkeys or those with lesions to the MCCs or to the OFC, show
delays in responding to a food item in the presence of social stim-
uli. Monkeys with lesions to the MCCg (Figure 1) show a reduced
delay, suggesting a reduction in the value assigned to the social
information (Rudebeck et al., 2006).

A small number of neuroimaging studies in humans have
tested the claim that it is the MCCg and not the MCCs which
processes information about others’ decision-making. In Behrens
et al. (2008) participants learned the probability of receiving a
rewarding outcome from two options associated with different
reward levels. On each trial participants received advice from a
confederate about which option to choose. To maximize finan-
cial return subjects had to track how volatile the environment was
(how rapidly the better option was shifting between the two) and
also the volatility of the confederate advice. Whilst MCCs activity
covaried with the environmental volatility, activity in the MCCg

covaried with the volatility of the advice at the time of every trial
outcome (Figure 2A).

Apps et al. (2013) examined activity when participants mon-
itored the decisions and outcomes of a confederate and a com-
puter, when the outcomes were sometimes unexpectedly either
positive or negative. They examined activity at the time of a cue
that revealed the outcome of the trial to the subject before it was
revealed to the confederate or computer. Whilst the MCCs sig-
naled when the outcome of either the computer or confederate’s
response was unexpectedly positive, the MCCg signaled the same
information but only when the choice was made by another per-
son and not by the computer (Figure 2B). Unpublished data from
Apps and Ramnani (under review), also found that the MCCg sig-
naled the net-value of rewards others will receive (benefit-cost)

and not the net-value of one’s own rewarding outcomes. These
findings support the claim that the MCCg is engaged when pro-
cessing information about the rewards others receive (Figure 2C).

THE MCCS, DECISION-MAKING AND RESPONSE-OUTCOME
MONITORING
Whilst there has been considerable theoretical discussion of the
functional properties of the MCC (or “dorsal ACC”), this lit-
erature largely ignores the contribution of this region to social
cognition and is based on studies that find activation that lies pre-
dominantly, or exclusively, in the MCCs. As a result, there is a an
absence of a theory of MCCg function. However, it is notable that
the studies discussed in the previous section are consistent with a
claim that the MCCg processes similar information to the MCCs.
Here, we discuss a theoretical account of MCCs function, in order
to draw parallels with the MCCg in the next section.

Recent theoretical accounts suggest that the MCCs is engaged
when predictions are made about the outcomes of decisions
and when the outcomes of decisions are monitored (Alexander
and Brown, 2011; Silvetti et al., 2013). When outcomes are dis-
crepant from those that were predicted, neurons in the MCCs

signal prediction errors (PE), equating to the surprise evoked by
the outcome (Matsumoto et al., 2007; Holroyd and Coles, 2008;
Quilodran et al., 2008; Jocham et al., 2009; Kennerley et al., 2011;
Nee et al., 2011). Furthermore, it has been argued that such a
response-outcome functional property allows the region to play
a role in monitoring the extent to which behaviors are meeting
higher order needs or goals (Behrens et al., 2007; Botvinick, 2012;
Holroyd and Yeung, 2012; Kolling et al., 2012). That is, the MCC
tracks response-outcome contingencies within the context of how
actions are meeting temporally abstract goals. Although there is
not scope to discuss studies in detail here, there is evidence that
MCC prediction and outcome processing is modulated by the
extent to which behaviors are meeting contextually driven goals
(Behrens et al., 2007; Rushworth and Behrens, 2008; Kolling et al.,
2012).

It has been suggested that information processing in the MCC
conforms to the principles of hierarchical reinforcement learning
theory (HRL). In HRL, learning is not simply between stimulus-
response and outcome [as in classic reinforcement learning (RL)],
but learning occurs in a hierarchical framework where multi-
ple actions (or sub-goals) must be performed and monitored
in order to reach the higher-order goal (e.g., stimulus-response-
response-response-outcome learning) (Botvinick, 2012). As such,
each performed action is aimed at meeting a sub-goal that does
not lead to a rewarding outcome on its own, but the perfor-
mance of each action is crucial in order to achieve the higher order
goal of the rewarding outcome. In HRL PE signals drive learning
and occur when an outcome is unexpected as in RL. There are
a considerable number of neurophysiological and neuroimaging
studies have shown that neurons in the MCCs signal when the
outcomes of decisions are unexpected (Matsumoto et al., 2007;
Holroyd and Coles, 2008; Quilodran et al., 2008; Jocham et al.,
2009; Kennerley et al., 2011; Nee et al., 2011). However, unlike
in standard RL, in HRL PEs occur when actions fail to achieve
sub-goals. These are sometimes referred to as pseudo-prediction
errors (PPE) as they are not directly linked to the receipt of a
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FIGURE 2 | Neuroimaging the MCC. The top panel shows activity in the
same portion of the MCCg in three fMRI studies investigating reward
processing during social interactions. (A) Activity in the MCCg (the cluster in
red, MNI coordinate: −6, 12, 26) correlating with the volatility of advice given
by a social confederate on a reward-based decision-making task, taken from
Behrens et al. (2008). Activity in this cluster correlated with individual
differences in the influence that the advice had on the subjects’ own
decision-making. (B) Activity in the MCCg [taken from Apps et al. (2013)]
signaling a prediction error when the outcome of another’s decision was

unexpectedly positive (coordinate: 0, 8, 28), but not to the expected or
unexpected outcomes of a computer’s responses. (C) Activity shown in the
MCCg (coordinate: 4, 22, 20) correlating with the anticipated net-value
(benefit-cost) of a reward to be received by another person, but not rewards
that will be received one’s self [taken from Apps and Ramnani (under
review)]. The bottom panel shows the results of resting-state connectivity
analysis in Autism Spectrum Disorders by Balsters et al. (in prep).
Connectivity between the MCC, cluster 5 shown in red (D), and the pSTS (E)

was reduced in ASD compared to control participants.

rewarding outcome. Ribas-Fernandes et al. (2011) showed that
the MCCs signal occurs when a PPE would be processed and not
at the time when a classic PE would be signaled. This suggests
that the PE signals in the MCCs may operate to track the extent
to which an action is meeting an organism’s goals by signaling the
surprise at the time of the outcome of a decision. These surprise
signals may take the form of PPEs as proposed in HRL.

THE MCCg : PREDICTIONS AND ERRORS DURING SOCIAL
INTERACTIONS
We argue that the MCCg processes similar information to the
MCCs but does so during social interactions [i.e., information
is processed in an “other” reference frame (Hunt and Behrens,
2011)]. That is, the MCCg signals predictions and monitors
outcomes during social interactions when the outcome will be
received by another. We suggest that social behavior can be orga-
nized into a HRL framework, whereby a subject’s own goal of how
to interact with another acts as a higher-order policy. The actions
of others (or one’s own actions impacting upon another) will
therefore serve as sub-goals to that policy. The outcome of each
action (or sub-goal) will be monitored during a social exchange,
in relation to the prior predictions instantiated by the higher-
order goal. Thus, we suggest the MCCg will be engaged when
processing the value of each action during a social exchange.

In addition, it will be involved in processing information about
whether actions or choices meet current, overarching goals in a
social environment. When a sub-goal is not met, a “social” predic-
tion error (SPE) will signal the discrepancy between the predicted
and actual consequences of the choice, whether self or other,
updating the agent’s own policy. Simply put, the MCCg will signal
predictions and monitor the outcomes of each action when inter-
acting with another. However, the nature of the predictions will
be influenced by the context within which each action and out-
come are being processed. Thus, the context of a social interaction
will influence the manner in which the MCCg codes information
about others’ rewarding outcomes.

For this theoretical account to hold true,the MCCg must be
sensitive to rewards that others receive, MCCg activity must be
related to higher level statistical properties of others’ behavior
(e.g., volatility) and it must signal prediction errors when the
outcomes of others’ choices are unexpected. These three prop-
erties were demonstrated in studies outlined above, where we
highlighted that the MCCg contained neurons that responded
when another receives a reward (Chang et al., 2013), MCCg

activity tracked the volatility of another’s choices (Behrens et al.,
2008) and also this area signalled when the outcome of another’s
decision was unexpected (Apps et al., 2013). Furthermore,
this account would also allow for considerable flexibility and
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individual differences in how reward-related information is
processed in different social contexts, and therefore the extent to
which MCCg influences behavior.

THE MCCG AND DISORDERS OF SOCIAL COGNITION
What predictions can be made for behavioral consequences of
MCCg damage? We suggest that disruptions to the MCCg will
have two main effects: first, this account would be a multi-
faceted impact on motivation for engagement in social inter-
actions may decline as decreased sensitivity to others’ rewards
will diminish the influence of such outcomes on the higher-
order goals of an agent. Furthermore, when presented with
the possibility of interacting with another, the motivation for
attending to sub-goals will not be maintained and agents may
become apathetic toward social engagement. In addition, even
when engaged in a social interaction, a failure to maintain moti-
vation for attending to sub-goals would result in unsustained
social interaction. Second, we contend that MCCg dysfunc-
tion may cause a failure in individuals to update the value of
a policy when an unexpected outcome of a sub-goal fails to
evoke a SPE. As a result, an agent may become insensitive to
an outcome of a sub-goal that reduces the value of a reward
another will receive (i.e., a reduction in empathy), or to the
outcomes of their own actions that reduce the value of a reward-
ing outcome for another (e.g., a failure to maintain prosocial
behaviors).

The first prediction fits with existing theories of social
deficits displayed in Autism Spectrum Disorders (ASD) (Dawson
et al., 2005; Chevallier et al., 2012). Social Motivation Theory
(Chevallier et al., 2012) proposes that individuals with ASD are
unable to form stimulus-reward contingencies for social stimuli,
resulting in reduced social attention and engagement. Chevallier
et al. (2012) focused on an orbitofrontal-striatal-amygdala circuit;
we propose that the MCCg may play a key role in ASD. Previous
studies have shown disturbed cytoarchitecture specifically in the
MCCg in individuals with ASD(Simms et al., 2009). Similarly,
Delmonte et al. (2013) showed hyperconnectivity between the
caudate and MCCg in children with ASD, the strength of which
was negatively correlated with neural responses to social rewards
(Delmonte et al., 2012). Unpublished data by Balsters et al. (in
prep) suggests a reduction in connectivity between the MCC and
the pSTS, an area that is engaged when processing others’ mental
states, in individuals with ASD (see Figure 2).

A meta-analysis of fMRI studies examining social processing in
ASD compared to controls (Di Martino et al., 2009). They showed
consistent group differences in anterior and posterior regions of
the cingulate cortex in the processing of social stimuli, but not in
the MCCg for either the social or non-social tasks. However, our
theoretical perspective would suggest that differences in MCCg
function in ASD will only be observed when processing others’
decisions or outcomes during social interactions. To date, stud-
ies examining social processing in ASD and those reviewed in the
meta-analysis, have largely focused on the perception of social
stimuli and not required subjects to interact with another and
monitor decision-outcome contingencies. Future research should
therefore test the tenets of our theory specifically when subject are
engaged in a social interaction.

The second prediction above matches behavioral deficits seen
in individuals with psychopathy, who are suggested to be insensi-
tive to rewards that others will receive, leading to increased com-
petitive behaviors (Mokros et al., 2008; Koenigs et al., 2010; Curry
et al., 2011). Similarly, individuals with psychopathy have been
shown to display a reduced error related negativity, measured
using Electroencephalography, when observing other’s outcomes
during a social interaction (Brazil et al., 2011). This signal is puta-
tively sourced in the MCC. Recent studies also indicate that gray
matter volume and activity in the MCCg correlate with psycho-
pathic and callous traits (De Brito et al., 2009; Anderson and
Kiehl, 2012; Cope et al., 2012; Lockwood et al., 2013). Thus, whilst
only preliminary evidence, these studies highlight the putative
role that differences in MCCg function may have to psychopathy
and psychopathic traits and particularly to the choices they make
when interacting others.

SUMMARY
Based on anatomical connectivity, neurophysiology and neu-
roimaging evidence, we suggest that the region of the cingulate
cortex that plays the most important role in social cognition and
social behavior lies in the MCCg. Our model highlights this region
as playing an important role in predicting and monitoring the
outcomes one’s own and others’ decisions when the outcomes
will be experienced by another. Future research should examine
the extent to which the MCCg is engaged when monitoring the
outcomes of others’ decisions and how deficits in MCCg function
lead to deficits in using social information to guide one’s behavior.
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Social decision-making is often complex, requiring the decision-maker to make inferences
of others’ mental states in addition to engaging traditional decision-making processes
like valuation and reward processing. A growing body of research in neuroeconomics
has examined decision-making involving social and non-social stimuli to explore activity
in brain regions such as the striatum and prefrontal cortex, largely ignoring the power of
the social context. Perhaps more complex processes may influence decision-making in
social vs. non-social contexts. Years of social psychology and social neuroscience research
have documented a multitude of processes (e.g., mental state inferences, impression
formation, spontaneous trait inferences) that occur upon viewing another person.
These processes rely on a network of brain regions including medial prefrontal cortex
(MPFC), superior temporal sulcus (STS), temporal parietal junction, and precuneus among
others. Undoubtedly, these social cognition processes affect social decision-making
since mental state inferences occur spontaneously and automatically. Few studies have
looked at how these social inference processes affect decision-making in a social
context despite the capability of these inferences to serve as predictions that can
guide future decision-making. Here we review and integrate the person perception and
decision-making literatures to understand how social cognition can inform the study of
social decision-making in a way that is consistent with both literatures. We identify
gaps in both literatures—while behavioral economics largely ignores social processes
that spontaneously occur upon viewing another person, social psychology has largely
failed to talk about the implications of social cognition processes in an economic
decision-making context—and examine the benefits of integrating social psychological
theory with behavioral economic theory.

Keywords: social cognition, person perception, social decision-making, economic games, computers

What makes social decision-making unique and different from
non-social decision-making? Humans are highly social animals—
as such, researchers often take for granted the ease with which
humans make social decisions. This begs the question whether
social decision-making is a simplified type of decision-making.
Yet social decision-making should be a complex process—social
decision-makers must engage traditional decision-making pro-
cesses (e.g., learning, valuation, and feedback processing), as well
as infer the mental states of another person. These two tasks have
been separately studied in the fields of behavioral economics and
social psychology, with behavioral economists studying decision-
making in interactive economic games and social psychologists
studying spontaneous inferences about other people. Each of
these fields has separately made major contributions to the under-
standing of social behavior. However, a more cohesive theory of
social decision-making results when researchers combine these
literatures.

When talking about social decision-making, many different
types of decisions may come to mind—decisions about other peo-
ple (Is Linda a feminist bank teller?), decisions that are influenced
by other people (e.g., social conformity and expert advice), as
well as decisions that are interactive (e.g., two people want to
go to dinner but have to decide on a restaurant). In this review,

we focus on strategic interaction decisions often employed in
behavioral economics games (e.g., trust game, ultimatum game,
prisoner’s dilemma game, etc.) that require thinking about the
mental states of another person. Research shows that such deci-
sions may differ depending on whether the interaction partner is
another person or a computer agent. Here, we suggest that such
differences in decision-making arise due to differences when pro-
cessing human and computer agents. Specifically, viewing another
person engages the social cognition brain network, allowing for
mental state inferences that function as predictions during the
decision phase, as well as spontaneous trait inferences that occur
when viewing the other person’s behavior in the feedback phase.

To understand how decision-making in a social context is dif-
ferent than non-social decision-making, it is first important to
understand what exactly makes humans unique as social agents.
Social psychological theory suggests humans differ from objects
in important ways (Fiske and Taylor, 2013). First, humans are
intentional agents that influence and try to control the environ-
ment for their own purposes. Computers on the other hand are
non-intentional agents. The decisions made by a computer result
from fixed, preprogrammed algorithms, and are usually not as
flexible as human decision-making. Second, people form impres-
sions of others at the same time others are forming impressions
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of them. Therefore, in a social situation people are trying to form
impressions of another person at the same time they are trying
to manage the impression being formed of them. In meaningful
social interaction (most social interactions) the first person usu-
ally cares about the reputation the second person is forming of
them, wanting them to form a largely positively valenced impres-
sion. Each interaction partner is aware that they are the target
of someone’s attention and may monitor or change their behav-
ior as a result. Third, it is harder to verify the accuracy of one’s
cognitions about a person than they are about an object. Because
things like traits, which are essential to thinking about people, are
invisible features of a person and are often inferred, it is harder to
verify that a person is trustworthy than it is to verify that a com-
puter, for example, is trustworthy. This may be because the person
can manipulate trait information such as trustworthiness—an
immoral person can act in moral ways when desired—but a com-
puter has no such desire. Last, and perhaps most importantly,
humans possess mental states—thoughts and feelings that pre-
sumably cause behavior—that are only known to them. People
automatically try to infer the mental states of others because such
inferences facilitate social interactions. Computers, however, do
not have mental states because they do not have minds. This
important distinction—the possession of mental states—allows
for the differences mentioned above in intentionality and impres-
sion management. These key differences allow us to examine what
these social cognitive processes (impression management and
intentionality) contribute to the uniqueness of social decision-
making, though this discussion seems to often elude studies of
social decision-making.

There are also important similarities between humans and
computers that make computers the ideal comparison in social
decision-making studies. With analogies comparing the human
brain to a computer, it almost seems natural that many stud-
ies have turned to computers as the non-social comparison.
Computers, like humans, are agents that can take actions toward a
participant. Presumably a computer can “decide” to share money
in a trust game as can a human partner. Additionally both humans
and computers are information processing systems. Participants’
decisions are presumably “registered” by both human and com-
puter agents. Advanced computer programs can take participants’
choices into account in order to “learn” to predict another per-
son’s behavior using programmed algorithms. For example, web-
site ads learn to predict what a person may purchase based on
search history. In some economic games, a computer’s responses
may be dependent on the participant’s past decisions. These sim-
ilarities allow researchers to compare decisions across agents and
examine what social agents add to the decision-making process.

SOCIAL DECISION-MAKING BRAIN REGIONS
One way to understand the unique nature of social decision-
making is to take a neuroscientific approach. By understanding
what goes on in the brain, we can begin to dissociate social and
non-social decisions. This strategy is particularly informative and
useful because similar behavior is sometimes observed for social
and non-social stimuli, but the neural mechanisms underlying
those decisions are found to be different (e.g., Harris et al., 2005;
Harris and Fiske, 2008). Below, we briefly summarize two brain

networks we believe will be involved in social decision-making—
the traditional decision-making brain network, and the social
cognition/person perception brain network 1. As a caveat, the
reader must remember when discussing the unique qualities of
social decision-making, we are still examining decision-making.
As such, traditional decision-making processes and brain struc-
tures underlying these processes are involved in social decision-
making studies. Past studies demonstrate that the social context
modulates these decision-making structures (see Engelmann and
Hein, 2013 for review). However, exactly how the social context
does this is not entirely understood. By looking in the social cog-
nition/person perception brain network, researchers are begin-
ning to explore how these functions are integrated at a neural
level (e.g., Hampton et al., 2008; Yoshida et al., 2010; Suzuki et al.,
2012). Next, we list brain regions implicated in decision-making
and social cognition.

Past research shows decision-making brain regions are also
involved in social decision-making. The medial prefrontal cortex
(MPFC)—responsible for creating value signals for food, non-
food consumables, and monetary gambles (Chib et al., 2009)—is
also active when creating value signals in a social context (Lin
et al., 2012). These value signals can be thought of as a quantifi-
able signal for making predictions—those assigned a higher value
predict a better outcome, and those assigned a lower value predict
a worse outcome. Recently, it has been suggested that the MPFC
works as an action-outcome predictor concerned with learn-
ing and predicting the likelihood of outcomes associated with
actions (Alexander and Brown, 2011). Similarly, investigations
of social reward processing suggest that the striatum responds
to both social and monetary rewards (Izuma et al., 2008, 2010).
The connections between cortical and subcortical regions with
the striatum create a network of brain regions engaged dur-
ing decision-making. The neurotransmitter dopamine provides
a vehicle by which these brain regions communicate. Prediction
error signals—the firing of dopamine neurons when observed
outcomes differ from expectations (or predictions)—also occur
for social stimuli in economic games (Lee, 2008; Rilling and
Sanfey, 2011) as well as when social targets violate expectations
(Harris and Fiske, 2010). Collectively these regions, along with
other regions such as the amygdala, posterior cingulate cortex
(PCC), insula, and other areas of prefrontal cortex including
orbital prefrontal cortex and a more rostral region of MPFC make
up a decision-making network often engaged during economic
decision-making (Knutson and Cooper, 2005; Delgado et al.,
2007).

While social decision-making studies have investigated how
the striatum and prefrontal cortex are modulated by the social
context, another prevalent question is whether a network of
brain regions established in the social neuroscience literature
on social cognition and person perception is also active during
social decision-making and how these brain regions interact. An
important part of social cognition consists of inferring mental

1However before we begin, it should be noted that it is easy to make these
distinctions for discussion purposes here, but each of these processes rely on
other brain regions as well and the decision-making process is the result of
interactions between these brain regions.
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states, like the intentions of a social target (Frith and Frith,
2001). During tasks that involve dispositional attributions—an
inference of an enduring mental state—areas such as MPFC
and superior temporal sulcus (STS) are reliably activated (Harris
et al., 2005). Other areas involved in person perception include
temporal-parietal junction (TPJ), pregenual anterior cingulate
cortex (pACC), amygdala, insula, fusiform gyrus of temporal cor-
tex (FFA), precuneus, posterior cingulate, temporal pole, and
inferior parietal cortex (IPL; Gallese et al., 2004; Haxby et al.,
2004; Amodio and Frith, 2006). Together these regions repre-
sent a social cognition network that can be used to navigate the
social world. This network is believed to be activated in a variety
of social cognition tasks, including thinking about others’ inten-
tions and goals (i.e., theory of mental state tasks), identifying
social others (i.e., faces and bodily movement), moral judgments,
social scripts, and making trait inferences (see Van Overwalle,
2009, for a review). However, until recently the mention of these
regions in social decision-making studies has been scarce, often
being relegated to a supplemental analysis or table. Presumably
these social cognitive processes are relevant for decision-making
when interacting with human agents because they occur automat-
ically and with minimal exposure to the social target (Ambady
and Rosenthal, 1992; Willis and Todorov, 2006). Therefore,
these automatic social processes are most likely engaged in a
social decision-making context and perhaps provide the vehi-
cle through which the social context modulates decision-making
brain regions like the striatum and PFC.

DIFFERENCES IN SOCIAL AND NONSOCIAL
DECISION-MAKING PROCESSES
Decision-making in its most basic form can be broken down
into three key processes 2, (1) making predictions that guide
decision-making, (2) examining the outcome of the decision,
and (3) using the outcome to update predictions, a process
often described as learning. Next, we discuss differences between
humans and computers for each of these aspects of decision-
making to understand how social decision-making is unique (see
Figure 1 for a summary of these findings).

Social predictions
Predictions have received much attention when studying social
decision-making. Behavioral economics games such as the trust
game, ultimatum game, or the prisoner’s dilemma game are
often used to study social preferences for trustworthiness, fair-
ness, or cooperation, respectively. However, each of these games
requires predicting what another agent (person or computer)
will do. The combination of the participant’s and the partner’s
decisions determines the outcome. Therefore, in order to max-
imize payout, the participant has to predict what the partner
will do and decide accordingly. What information do participants
rely on when making these predictions? Social psychological the-
ory suggests these predictions rely on trait inferences that occur

2Rangel et al. (2008) suggests five steps for value based decision-making,
including the three listed here as well as a representation stage and an action
selection stage. We do not focus on these 2 steps here because they may not be
all that different for social and nonsocial decision-making.

FIGURE 1 | Brain regions showing an effect of human agent compared

to non-social control. (A) Medial view displaying MPFC, posterior
cingulate/precuneus, cerebellum (B) Lateral view displaying STS, TPJ,
DLPFC, IPL, insula, fusiform (C) Coronal view displaying striatum.

when viewing the person and learning about their past behavior,
while also taking the social context into account. Yet discussions
of how these predictions are utilized within a decision-making
context have eluded social psychology researchers in favor of
understanding the processes by which such predictions are made.
Below, we discuss these social cognitive processes and how they
influence social decision-making in various behavioral economic
paradigms involving human and computer agents.

Social decisions are not made within a vacuum; they are made
in a social context. A social context involves the actual, imagined,
or implied presence of another person—an intentional agent—
whose behavior cannot be predicted with certainty. Although
humans have developed ways to try to predict what another
person will probably do, the other person has the ability to orig-
inate their own actions and only they know their true intentions.
Therefore, social decision-making is complicated by the uncer-
tainty of the other person’s behavior and requires inferences about
a person’s mental state. Despite these uncertainties, humans are
highly motivated to explain and predict others behavior (Heider,
1958). To facilitate this process, humans have developed skills
to automatically assess or infer certain types of social infor-
mation about another person that will guide predictions about
their behavior. The primary dimensions of person perception—
trait warmth and trait competence—allow for these predictions
(Asch, 1946; Rosenberg et al., 1968; Fiske et al., 2007). While
trait warmth describes a person’s good or bad intentions, trait
competence describes the person’s ability to carry out those inten-
tions. Research suggests that although these two traits are often
assessed together (Fiske et al., 2002), trait warmth carries more
weight when forming impressions (Asch, 1946). As such, it is
not surprising that the majority of social decision-making studies
have capitalized on participants’ ability to infer something about
warmth-related constructs, including trustworthiness, fairness,
and altruism in economic games.
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But social predictions are not always formed based on
trait inferences alone—social category information (e.g., age,
race, gender) and physical features (e.g., facial trustworthi-
ness, attractiveness) can guide initial impressions of a person
as well (Fiske, 1998; Ito and Urland, 2003; Ito et al., 2004).
Stereotypes—schemas about how people belonging to social cat-
egories behave—can act as heuristics for predicting a person’s
behavior based on this category information (Fiske, 1998; Frith
and Frith, 2006). However, these predictions can often be mis-
leading because they do not require mental state inferences for the
individual person. Despite this, social category information such
as gender and race affect social decisions in an economic con-
text (Slonim and Guillen, 2010; Stanley et al., 2011), suggesting
this social information is incorporated into the decision-making
process when interacting with human agents.

The basis of these social predictions (e.g., social category infor-
mation, physical features, and trait inferences) are often assessed
automatically and efficiently, with only 100 ms of exposure to a
person’s face leading to accurate assessments (Willis and Todorov,
2006). These initial impressions may be further supported or
adjusted based on the person’s behavior. People spontaneously
attribute traits to a person based on brief, single acts (thin
slices) of behavior. When exposure time to a person’s behav-
ior is increased from 30 s to 4 to 5 min, predictions about their
future behavior are just as accurate as with minimal exposure
(Ambady and Rosenthal, 1992). Therefore, these automatic social
processes may influence any social decision-making study that has
an actual, imagined, or implied presence of another person.

The development of attribution theory (Heider, 1958; Kelley,
1972; Jones, 1979) further suggests that people are highly moti-
vated to predict and explain behavior and are able to do so
quite efficiently. Kelley (1972) suggests only three pieces of
information—what other people do (consensus), reliability of
a behavior across contexts (distinctiveness), and reliability of a
behavior across time (consistency)—are needed for participants
to form enduring trait inferences and attribute behavior to a
person rather than the situation. Specific combinations—low
consensus, low distinctiveness, and high consistency—lead par-
ticipants to attribute behavior to the agent (McArthur, 1972).
Interestingly, research shows that this attribution process may be
different for social and non-social stimuli. When this paradigm
was taken to the scanner, Harris et al. (2005) showed that
attributions for human agents rely on a distinct set of brain
regions, including MPFC and STS. However, when the agents are
anthropomorphized objects, the same combination of statistical
information led to attributions (i.e., the same behavior for human
and objects) but a different pattern of brain activity resulted
(Harris and Fiske, 2008). Specifically attributions for objects did
not engage MPFC but rather STS and bilateral amygdala. These
studies, in combination with studies showing increased activity
in dorsal regions of MPFC for people compared to objects (cars
and computers) in an impression formation task (Mitchell et al.,
2005) suggest separable brain systems for people and objects and
provide a first hint toward what makes social decision-making
different.

What does social psychology teach us about social decision-
making studies? Participants use a variety of heuristics that allow

them to infer traits and mental states about another person.
Whether this is information about their identity (e.g., age, race,
gender) or information about their past behavior, participants
are constantly trying to make predictions about what other peo-
ple will do (even outside of a decision-making context). As such,
traits provide a concise schema suggesting how a person will
behave, allowing for generalizations across contexts when mak-
ing predictions about behavior. In general, if a person is thought
to be trustworthy in one context, people predict that they will
be trustworthy in other contexts. Whether actual consistency
across contexts exists depends on the psychological viewpoint
one takes—personality psychologists would suggest traits are an
enduring quality that stays consistent across situations, however,
social psychologists stress the importance of the situation and the
interaction between person and environment (Lewin, 1951; Ross
and Nisbett, 1991).

How does this contribute to our discussion of human and
computer agents in an economic game? Do participants use
the same brain regions when making predictions about what a
human will do vs. what a computer will do? Since each type of
agent recruits different brain regions, do social predictions rely on
the person perception/social cognition network as we hypothesize
above? Below we describe three economic games—the trust game,
ultimatum game, and prisoner’s dilemma game—often used in
the neuroeconomics literature on social decision-making and dis-
cuss how social cognition and social psychological theory may
be useful when studying these games. We also review research
that will help us understand the brain regions underlying these
predictions, specifically studies that use non-social agents (e.g.,
computers) as a control and examine activation during the deci-
sion phase when participants are making predictions about what
the other agent will do (see Table 1 for list of studies).

One tool for studying social predictions is the trust game. In a
typical trust game scenario, participants have the opportunity to
“invest” with or give a sum of money (e.g., $10) to another per-
son. Alternatively, participants can decide to keep the money for
themselves and not invest. If the money is given to the partner, it
is multiplied by some factor (e.g., tripled to $30) and the partner
decides whether or not to share the profit with the investor. If the
partner shares with the participant, each receives an equal payout
($15). However, if the partner decides to keep the profit ($30),
the participant receives nothing. Participants must predict what
the partner will do in order to maximize their payout. If they pre-
dict the partner will not share, the participants should not invest
and keep the money for themselves. However, if participants pre-
dict the partner will share, the participants should invest with the
partner, risking the chance that they will lose the whole amount.

How do participants make these predictions if they have never
interacted with their partners before? From a social cognition
perspective, spontaneous mental state inferences may guide these
predictions, resulting in corresponding activity in social cogni-
tion brain regions. In fact, research shows that when making
such predictions for human and computer agents in a trust
game social cognition brain regions including the prefrontal cor-
tex (PFC) and inferior parietal cortex (IPL) are more active for
human compared to computer partners when participants decide
to invest (McCabe et al., 2001; Delgado et al., 2005). However,
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Table 1 | Summary of studies comparing human and non-social agents.

Phase Author Method Task Nonsocial Brain regions associated with

comparison an effect of human agent

Decision McCabe et al., 2001 fMRI Trust game Computer MPFC

Decision Gallagher et al., 2002 PET Rock-Paper-Scissors Computer pACC

Decision Singer et al., 2004 fMRI PDG Nonintentional
human

fusiform gyrus, STS, insula, vSTR, OFC

Decision De Quervain et al., 2004 fMRI Punishing defector in
trust game

Random device caudate nucleus

Decision Rilling et al., 2004a fMRI UG andPDG Computer DLPFC, STG, fusiform gyrus, precentral
gyrus, inferior frontal gyrus, superior
frontal gyrus, posterior cingulate, frontal
pole, caudate, cerebellum

Decision Delgado et al., 2005 fMRI Trust game Lottery IPL, insular cortex, lingual gyrus, putamen,
inferior occipital gyrus, vSTR, fusiform
gyrus

Decision Knoch et al., 2006 fMRI UG Computer DLPFC

Decision Krach et al., 2008 fMRI PDG Anthropomorphized
robot, functional
robot, computer

MPFC, TPJ

Decision Coricelli and Nagel, 2009 fMRI Beauty contest Computer MPFC, rACC, STS, PCC, TPJ

Decision Burke et al., 2010 fMRI Purchasing stocks Chimpanzees vSTR

Decision Carter et al., 2012 fMRI Poker game/bluffing
decisions

Computer TPJ

Decision Delgado et al., 2008 fMRI Auction Lottery controlled by
computer

precuneus, inferior parietal lobe

Feedback Rilling et al., 2002 fMRI PDG Computer paracentral lobule, caudate, postcentral
gyrus, medial frontal gyrus, rostral anterior
cingulate gyrus, superior temporal gyrus,
paracentral lobule

Feedback Sanfey et al., 2003 fMRI UG Computer bilateral insula

Feedback Rilling et al., 2004b fMRI UG and PDG Computer STR, VMPFC

Feedback Rilling et al., 2004a fMRI UG andPDG Computer and
Roulette Wheel

STS, hypothalamus/midbrain/thalamus,
supierior frontal gyrus, rACC, precuneus,
thalamus, hippocampus, putamen

Feedback Delgado et al., 2005 fMRI Trust game Lottery STR (neutral human)

Feedback Rilling et al., 2008a fMRI PDG Gamble task superior temporal gyrus, precentral gyrus,
anterior insula, precuneus, lingual gyrus,
ACC

Feedback Delgado et al., 2008 fMRI Auction Lottery controlled by
computer

STR

Feedback Phan et al., 2010 fMRI Trust game Computer vSTR

(Continued)
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Table 1 | Continued

Phase Author Method Task Nonsocial Brain regions associated with

comparison an effect of human agent

Feedback Harlé et al., 2012 fMRI UG Computer (between
group contrast)

anterior insula, OFC, DLPFC, precentral
gyrus, superior temporal pole, vMPFC,
lateral prefrontal cortex, putamen, SMA,
parahippocampal Area, precuneus, ACC,
cerebellum, inferior parietal gyrus

Brain regions associated with an effect of human agent (compared to non-social control) include social cognition brain regions. UG, ultimatum game; PDG, prisoner’s

dilemma game; MPFC, medial prefrontal cortex; pACC, posterior anterior cingulate cortex; STS, superior temporal sulcus; vSTR, ventral striatum; OFC, orbital frontal

cortex; DLPFC, dorsolateral prefrontal cortex; STG, superior temporal gyrus; TPJ, temporal parietal junction; PCC, posterior cingulate cortex; SMA, supplemental

motor area.

no differences are observed in activation when participants do
not invest, suggesting that investing in the trust game requires
inferring the mental states of the partner.

Past behavior may also inform predictions in the trust game.
Remember that people form trait inferences from brief single
acts of behavior. In a trust game situation, the partner’s decision
will allow the participant to infer that the partner is trustwor-
thy (or not) from a single exchange. If this behavior is repeated,
the partner will build a reputation (a trait inference) for being
trustworthy. When relying on reputation to predict the partner’s
actions, striatal activation shifts from the feedback phase when
processing rewards to the decision phase when viewing pictures
of previous cooperators, suggesting that participants are making
predictions that previous cooperators will again cooperate in the
current trial (King-Casas et al., 2005). Therefore, the striatum is
also involved in forming social predictions.

Similarly, participants in the ultimatum game interact with
human and computer agents that propose different ways of divid-
ing a sum of money (e.g., $10). While some of these offers are fair
($5 each party), others are unfair ($3 for the participant and $7
for the partner). If the participant decides to accept the offer, the
money is divided as proposed. However, if the participant rejects
the offer, both parties receive nothing. In an economic sense, any
non-zero offer should be accepted in order to maximize payout,
especially if partners are not repeated throughout the experi-
ment (one-shot games). However, research suggests that unfair
offers are rejected more often when the partner is a human agent
than computer agent. Why does the identity of the partner affect
decisions if the same economic outcome would result? Perhaps,
related to our discussion of flexibility above, participants know
that humans respond to the environment and make adaptive deci-
sions. If they see that their unfair offers are being rejected, the
participant may predict that the human partner will change their
behavior, offering more fair offers. However, a computer may be
predicted to propose the same offer regardless of how the partic-
ipant responds, in which case it would be advantageous to accept
any non-zero offer because the participant does not anticipate
the computer would respond to his or her rejection of the offers.
Rejection may also represent a form of punishment of the part-
ner. If the participant receives a low offer, this suggests that the
partner has a negative impression of the participant or is simply
a morally bad person (unfair, selfish). Punishment in this light is

action against such mental states. However, since computers do
not possess mental states, there is no reason to punish them for
similar unfair offers.

Research shows that when deciding whether to accept or reject
offers proposed by human and computer agents, participants
show higher skin conductance responses to unfair offers made
by human compared to computer agents (Van’t Wout et al.,
2006), suggesting increased emotional arousal. The use of repet-
itive transcranial magnetic stimulation (rTMS) shows disruption
of the right dorsolateral prefrontal cortex (DLPFC) leads to higher
acceptance rates of unfair offers from human but not computer
agents (Knoch et al., 2006). The authors of this study highlight
the role of DLPFC in executive control and suggest this region is
essential for overriding selfish impulses in order to reject unfair
offers. When this region is disrupted, participants are more likely
to act selfishly and are less able to resist the economic tempta-
tion of accepting any non-zero offer. Although the role of DLPFC
in executive control is not debated, a more social psychological
explanation may be useful in understanding this behavior as well.
Impression management is believed to be part of executive con-
trol function (Prabhakaran and Gray, 2012). Therefore, we may
ask if DLPFC is involved in overriding selfish impulses specifically
or whether concerns about impression management may also be
affected by the DLPFC’s role in executive control. Accepting and
rejecting offers in the ultimatum game communicates something
to the partner about the participant—whether or not they will
accept unfair treatment. In other words, the participant’s behavior
allows the partner to (presumably) form an impression of them.
In order to manage this impression, participants may reject unfair
offers as a way to communicate that he or she will not stand for
being treated unfairly. Therefore, perhaps when DLPFC is dis-
rupted with rTMS, impression management concerns are reduced
and unfair offers are more often accepted. Concerns about form-
ing a good reputation are also affected by rTMS to right DLPFC in
the trust game (Knoch et al., 2009), further suggesting this region
may be involved in impression management.

The prisoner’s dilemma game (PDG) is another economic
game exemplifying the role of predictions in social decision-
making. In this game, participants must decide whether to coop-
erate with a partner for a mediocre reward (e.g., $5 each), or
defect in order to receive a better reward at the expense of
the partner (e.g., $10 for the participant, $0 for the partner).
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However, risk is introduced into the game because if the partner
also defects, both players end up with the worst possible outcome
(e.g., $0). In this case it is important for the participant to predict
what the partner will do because the payout structure that both
parties receive depends on what each chooses.

When participants believe they are playing with human rather
than computer agents, imaging results show greater activation
in regions involved in social cognition, including right poste-
rior STS, PCC, DLPFC, fusiform gyrus, frontal pole, along with
decision-making regions like the caudate (Rilling et al., 2004a).
Time-course data show specifically within posterior STS and PCC
there is an increase in activation in response to the human part-
ner’s face that remains elevated until the outcome is revealed. This
increase in activity in social cognition brain regions to human
partners is further supported by a study examining PDG deci-
sions to agents varying in degree of human-likeness. Participants
that played the PDG with a human, anthropomorphized robot
(human-like shape with human-like hands), functional robot
(machine-like shape with machine-like hands), and computer
showed a linear increase in MPFC and right TPJ activity as
human-likeness increased (Krach et al., 2008).

In addition to the agent’s perceived physical likeness to a
human, it seems as though the intentionality of the human agents
is essential for activating social cognition regions. In a study that
manipulated whether human agents were able to decide freely
in the PDG (intentional) vs. following a predetermined response
sequence (unintentional), Singer et al. (2004) observed increased
activation of posterior STS, bilateral fusiform gyrus, bilateral
insula, right and left lateral OFC, and ventral striatum for coop-
erating intentional humans. Therefore, it is not that all humans
activate social cognition regions in the PDG, but specifically
intentional human agents. Together these studies suggest activ-
ity in social cognition brain regions track whether the partner is a
social agent and may influence social decisions.

Although these economic games are most often used to study
social decision-making, other games also suggest that social cog-
nition brain regions are essential for predicting the actions of
others. For instance, when playing a game of Rock-Paper-Scissors
with either a human or computer counterpart, Gallagher et al.
(2002) observed bilateral activation in pACC for human com-
pared to computer partners. More recently, the TPJ has been iden-
tified as providing unique information about decisions involving
social agents. Participants playing a poker game with human and
computer agents had to predict whether the agent was bluff-
ing. Using MVPA and a social bias measure, Carter et al. (2012)
showed that TPJ contains unique signals used for predicting the
participant’s decision specifically for socially relevant agents but
not for computer agents. And lastly, research suggests there are
individual differences in the extent to which people use social cog-
nition in a decision-making context. In the beauty contest game,
participants must choose a number between 0 and 100 with the
aim of choosing a number that is closest to 2/3 times the average
of all the numbers chosen by different opponents. When play-
ing this game with human and computer opponents, Coricelli
and Nagel (2009) found that human opponents activated regions
involved in social cognition, including MPFC, rostral ACC, STS,
PCC, and bilateral TPJ. The researchers then examined individual

differences in participants’ ability to think about others’ men-
tal states. While low-level reasoners do not take into account the
mental states of others when guessing, high-level reasoners think
about the fact that others are thinking about the mental states of
others and try to guess accordingly. Interestingly including this
individual difference measure in the analysis showed that activity
in MPFC was only significant for high-level reasoners.

Together, across different social decision-making paradigms,
there seems to be increasing evidence that human and com-
puter agents engage different brain regions when making pre-
dictions. Specifically, making predictions about human agents
engages brain regions implicated in the social cognition net-
work, including MPFC, STS, TPJ, along with decision-making
regions like the striatum. Next we ask whether these social
decision-making paradigms engage different brain circuitry when
processing feedback from human and computer agents.

SOCIAL FEEDBACK
While many studies have suggested that social predictions rely on
the social cognition brain network, other social decision-making
studies have looked at how the outcome of social decision-
making, or social feedback, affects traditional decision-making
brain regions involved in reward processing and valuation. Initial
attempts to study the uniqueness of social decision-making
include examining whether social and non-social rewards are pro-
cessed in the same areas of the brain, and how economic decisions
are made in the context of social constructs including trustworthi-
ness, fairness, altruism, and the like. Using behavioral economic
games described above (e.g., trust game, ultimatum game, etc.)
researchers have examined the influence of positive and negative
feedback on social decisions. Below, we review the results of such
studies in an attempt to continue the comparison between human
and computer agents in social decision-making.

Social feedback often allows people to infer something about
another person as well as receive information about the impres-
sion others have formed of them. In the context of receiving direct
social feedback about what other people think, research suggests
that being labeled trustworthy activates the striatum in much the
same way as receiving monetary rewards (Izuma et al., 2008).
This concept of trust is important when making decisions in a
social context because it affects existing social interactions as well
as whether others will interact with you. In the economic trust
game described above, feedback about whether or not the partner
returns an investment allows for trait inferences about the partner
based on thin slices of behavior that may guide future predictions.

When participants play the trust game with another human,
reward related regions such as the caudate nucleus are active
(King-Casas et al., 2005). With repeated exposure to the part-
ner’s behavior, participants form a reputation (an inferred trait)
for the partner as being trustworthy or not. When these part-
ners are human and computer agents, participants differentiate
cooperating from non-cooperating humans, investing most often
with humans that returned the investment, an average amount
with a neutral human, and least often with humans that did not
return the investment. Investments for the computer agent were
similar to the neutral human. Reflecting this pattern of behav-
ior, brain activity within the left and right ventral striatum reveals
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increased activity to cooperating compared to non-cooperating
humans, but activity to computers looks similar to neutral human
partners (Phan et al., 2010). These results suggest that if a human
agent provides no informative information that allows for a trait
inference (a neutral partner is neither good or bad), behavior and
brain activity may be similar to that of a computer agent. Similar
results are observed when reading descriptions of hypothetical
partners’ past moral behaviors. When playing the trust game with
a neutral investment partner (neither good or bad moral charac-
ter) activity within the striatum for positive and negative feedback
looks similar to when receiving such feedback about a non-social
lottery outcome (Delgado et al., 2005). However, when the human
agent is associated with a specific moral character, striatal activity
for positive and negative feedback look the same, demonstrating
that prior social information can bias feedback mechanisms in the
brain, but only when the social information is informative about
one’s traits.

In the trust game, the outcome phase has a clear start and
end—participants make a decision to invest (share) with a part-
ner and then receive feedback in the same trial about whether
the investment was returned by the partner. However, in the
ultimatum game, the outcome phase is less clear—participants
already know the outcome of the social interaction when they
decide whether to accept or reject the offer made by the agent.
However, this does not make the outcome of the social interac-
tion irrelevant. In repeated ultimatum games (when participants
play multiple trials with the same partner), feedback about the
participant’s decision comes on the next trial when the partner
proposes the next division of money. For example, if a participant
rejects an unfair offer, feedback about whether that rejection was
effective in influencing the partner’s next proposal comes on the
next trial. In other words, offers can be thought of as feedback
within the context of this game. However, researchers often use
single-shot ultimatum games to avoid effects of repeated interac-
tion just described. In this case, the offers proposed by the partner
allow the participant to infer traits about the partner, and their
decision still communicates something to the partner, prompting
participants to think about impression management.

How then do participants respond to offers made by human
and computer agents in the context of the ultimatum game?
Research suggests that unfair offers made by human agents
activate bilateral anterior insula to a greater extent than the
same unfair offers made by computer agents, suggesting that
there is something about being mistreated specifically by human
agents that leads to higher rejection rates (Sanfey et al., 2003).
Additionally it seems as though the balance of activity in two
regions—anterior insula and DLPFC—predicts whether offers
are accepted or rejected. Unfair offers that are subsequently
rejected have greater anterior insula than DLPFC activation,
whereas accepted offers exhibit greater DLPFC than anterior
insula. Similarly, when viewing a human partner’s offer, social
cognition and decision-making regions including STS, hypotha-
lamus/midbrain, right superior frontal gyrus (BA8), dorsal MPFC
(BA 9, 32), precuneus, and putamen are active (Rilling et al.,
2004a). More recent investigations of unfair offers suggest the
identity of the agent (human or computer) determines whether
mood has an effect on activity in bilateral anterior insula (Harlé

et al., 2012). Specifically, sad compared to neutral participants
elicited activity in anterior insula and ACC as well as dimin-
ished sensitivity in ventral striatum when viewing unfair offers
from human agents but there were no such differences for offers
made by computer agents. These differences in brain activity
for human and computer agents further highlight that social
decision-making (compared to non-social) relies on different
neural processing.

Unlike the ultimatum game, the prisoner’s dilemma game is
similar to the trust game, because the participant and the part-
ner must make a decision before finding out the outcome of both
parties’ decisions. This outcome period lets the participant know
whether their predictions about the partner were correct. When
participants played the prisoner’s dilemma game in the scanner,
Rilling et al. (2002) observed different patterns of brain activa-
tion during outcome depending on whether the partner was a
human or computer agent. Specifically, both human and com-
puter agents activated ventromedial/orbital frontal cortex (BA 11)
after a mutually cooperative outcome (both the partner and par-
ticipant decided to cooperate). However, mutual cooperation
with human partners additionally activated rostral anterior cin-
gulate and anteroventral striatum. A few years later, researchers
investigated whether these different activations were limited to
when partners cooperate. Comparing social to non-social loss
(human partners do not cooperate and losing a monetary gam-
ble), Rilling et al. (2008a) observed higher activation in superior
temporal gyrus (BA 22), precentral gyrus, anterior insula, pre-
cuneus, lingual gyrus, and anterior cingulate for the human agent.
This analysis highlights the importance of human agents’ per-
ceived intent in the prisoner’s dilemma game, as it controls for
differences in monetary payoff, frequency, and emotional valence
that may have confounded previous comparisons of cooperation
and defection. These studies suggest processing outcomes from
human and computer agents is different. Specifically, human
agents engage social cognition brain regions, perhaps because
outcomes lead to spontaneous trait inferences for humans and
not computers. This idea is consistent with social neuroscience
research showing different activity when attributing behavior to
people and objects (Harris et al., 2005; Harris and Fiske, 2008).

In another study, participants played a time estimation task in
which a human or computer agent delivered trial-by-trial feed-
back (juice reward or bitter quinine). Some brain regions, includ-
ing ventral striatum and paracingulate cortex (PACC) responded
more to positive vs. negative feedback irrespective of whether the
agent was a human or computer (Van den Bos et al., 2007). Other
brain regions, particularly bilateral temporal pole, responded
more to feedback from human than computer agents, regard-
less of feedback valence. However, the combination of type of
agent and feedback valence seems to be important within the
regions of anterior VMPFC and subgenual cingulate. Interestingly
this study is one of the few comparing human and computer
feedback that is relevant to the competence rather than warmth
domain but delivers the same take home message—some brain
regions like the striatum and prefrontal cortex respond to social
and non-social stimuli, but others like social cognition regions are
engaged specifically to the human agent. Why are social cognition
regions engaged if feedback was dependent on the participant’s
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performance in the task and not the agents’ decisions (i.e., deliv-
ered feedback did not allow for a trait inference about the agent)?
It may be that participants were concerned about the impression
the human agent formed of them (i.e., participants know their
behavior allows for trait inferences about them in the same way
they form trait inferences about others), but these concerns were
not relevant for the computer agent because computers do not
form impressions.

Another study examining the effects of competing against
a human or computer in an auction suggests that differences
in brain activity during outcome depend on both the type of
agent and the context of the outcome (Delgado et al., 2008).
Participants were told that they would be bidding in an auc-
tion against another human or playing a lottery game against a
computer and had the opportunity to win money or points at
the end of the experiment. The points contributed to the par-
ticipant’s standing at the end of the experiment in which all
participants would be compared. In other words, the points rep-
resented a social reward, allowing participants to gain status when
comparing themselves to other participants in the study. In both
cases the goal was to choose a number higher than that chosen by
the other agent. When the outcome of the bidding was revealed,
the authors observed differential activity for the social and lot-
tery trials. Specifically, losing the auction in the social condition
reduced striatal activity relative to baseline and the lottery game.
The authors suggest that one possible explanation for overbidding
in auctions is the fear of losing a social competition, which moti-
vates bids that are too high, independent from pure loss aversion.
These differences for social and non-social loss highlight again
that although the same brain regions are active, the social context
modulates activity within decision-making regions.

But should we be surprised that social loss seems more salient
to participants in a social competition such as the one created
by the experimenters? Specifically, the experimenters told partici-
pants that final results about the participant’s standing in relation
to other participants would anonymously be released at the end
of the study in a list of “Top 10 players.” Even though there was
no risk of identifying a particular participant, social concerns
about impression management may have still been active. Being
listed as one of the top players allows the trait inference of being
very competent in the auction, a desirable trait to almost anyone.
Therefore, participants may have believed that negative feedback
(losing the auction trials) would lead people to infer that they
were inferior or incompetent compared to other players. On the
other hand, losses on the lottery trials were simply relevant to the
participants and not their social standing.

Converging evidence suggests that common brain regions,
particularly the striatum and VMPFC, are engaged when view-
ing outcomes from human and computer agents. However, the
activity in these regions seems to be modulated by the social con-
text. In addition to these decision-making regions, the ultimatum
game and prisoner’s dilemma game also activate regions involved
in social cognition, including STS, precuneus, and TPJ. Should it
be surprising that social cognition regions are also active during
outcomes? Social psychology demonstrates that people infer traits
from others’ behavior. The outcome of a social interaction allows
participants to infer these traits, and what perhaps is even more

interesting is that these trait inferences are formed in single-shot
games where participants do not interact with the partner again.
Essentially, trait inferences in this context are superfluous because
the participant will not be interacting with the partner again so
there is no need to infer traits that allow for predictions. Yet these
social cognition regions are still engaged.

SOCIAL LEARNING
So far we have seen that social cognition informs predictions
made in social decision-making studies when interacting with
human but not (or to a lesser extent) when interacting with com-
puter agents. Social rewards, including being labeled trustworthy
by another person (Izuma et al., 2008), gaining social approval by
donating money in the presence of others (Izuma et al., 2010),
and viewing smiling faces (Lin et al., 2012) engage brain regions
that are common to receiving non-social rewards, such as money.
However, when receiving feedback from social and non-social
agents, though common brain regions including the striatum are
engaged, the type of agent may modulate activity in these regions.
Moreover, feedback from a social interaction also engages regions
of the social cognition network. Next, we examine differences in
social decision-making during the updating or learning process.

Research examining learning in a non-social context has high-
lighted the role of prediction error signals in learning to predict
outcomes. In a now classic study, recordings from dopamine neu-
rons show that primates learn to predict a juice reward, shifting
the firing of dopamine neurons to the cue rather than reward.
When an expected reward is not received, dopamine neurons
decrease their firing (Schultz et al., 1997). Similar prediction
error signals have been observed to social stimuli in both an
attribution task (Harris and Fiske, 2010) as well as in decision-
making contexts (King-Casas et al., 2005; Rilling et al., 2008b
for review). In recent years, it has therefore been suggested that
social learning is akin to basic reinforcement learning (i.e., social
learning is similar to non-social learning). When interacting with
peers, ventral striatum and OFC seem to track predictions about
whether a social agent will give positive social feedback and ACC
correlates with modulation of expected value associated with
the agents (Jones et al., 2011). It has also been proposed that
social information may be acquired using the same associative
processes assumed to underlie reward-based learning, but in sep-
arate regions of the ACC (Behrens et al., 2008). These signals
are believed to combine within MPFC when making a decision,
consistent with the idea of a common valuation system (which
combines social and non-social) within the brain (Montague and
Berns, 2002). In fact, value signals for both social and monetary
rewards have been found to rely on MPFC (Smith et al., 2010;
Lin et al., 2012) and activity in this region also correlates with the
subjective value of donating money to charity (Hare et al., 2010).

However, social learning does not inherently appear to be just
another type of reinforcement learning. Social decisions often
contradict economic models that attempt to predict social behav-
ior, suggesting that simple reinforcement learning models by
themselves are not sufficient to explain complex social behavior
(Lee et al., 2005). Research shows that reward and value signals
are modulated by the social context. For instance, reward related
signals in the striatum are affected by prior social information
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about an investment partner (Delgado et al., 2005) as well as when
sharing rewards with a friend vs. a computer (Fareri et al., 2012).
Additionally, research shows that social norms can influence the
value assigned to social stimuli, specifically modulating activity
in nucleus accumbens and OFC (Zaki et al., 2011). Interestingly,
functional connectivity analyses show that value signals in MPFC
may rely on information from person perception brain regions
like the anterior insula and posterior STS (Hare et al., 2010).
Studies investigating how person perception brain regions affect
social learning suggest that specific types of social information
(warmth vs. competence) affect social learning—whereas infor-
mation about a person’s warmth hinders learning, information
about a person’s competence seems to produce similar learning
rates as when interacting with computer agents (Lee and Harris,
under review).

Should we be surprised by findings that social stimuli affect
learning and the updating process? Social psychology suggests
the answer to this question is no. Behaviorally, people have a
number of biases that may affect the way information is pro-
cessed and incorporated into decision-making processes. Tversky
and Kahneman (1974) were perhaps the first to point out these
biases and heuristics that may be used in a social decision-
making context. For instance, people use probability infor-
mation to judge how representative a person is of a specific
category (representativeness heuristic), and recent events to assess
how likely it is that something will occur (availability heuris-
tic). When asked to give an estimate of some quantity, being
given a reference point (an anchor) affects the resulting esti-
mates. These heuristics can be applied to a social decision-
making context as well. For instance when playing the trust
game, participants may use initial impressions formed about the
person (based on a representative heuristic about what trust-
worthy people look like) as an anchor that affects whether
or not they invest with the partner on subsequent trials. In
addition to this bias, it is harder to verify cognitions about
people than objects, making it harder to accurately infer the
traits of a person compared to an object (Fiske and Taylor,
2013).

In addition to the heuristics described above, people also pos-
sess a number of biases that affect how they interpret information.
First, people look for information that is consistent with a preex-
isting belief. This confirmatory bias is evident in the stereotype
literature, which demonstrates that people interpret ambiguous
information as consistent with or as a confirmation of a stereo-
type about a person (Bodenhausen, 1988). This bias is relevant to
the economic games employed in social decision-making studies
because partners often provide probabilistic (sometimes ambigu-
ous) feedback. Interpretation of this feedback may be influenced
by prior beliefs (Delgado et al., 2005). Second, people often
exhibit illusionary correlations—that is they see a relationship
between two things when one does not exist (Hamilton and
Gifford, 1976)—and are more likely to attribute a person’s behav-
ior to the person rather than to some situational factor (Jones
and Davis, 1965; Jones and Harris, 1967; Ross, 1977; Nisbett
and Ross, 1980). This again leads participants in social decision-
making studies more likely to interpret a partner’s decision as a
signal of some underlying mental state or trait attribute rather

than positive or negative feedback in a purely reward processing
sense.

How then can we reconcile these two different literatures, one
stating that social learning is similar to reinforcement learning,
and another stating that social learning includes a number of
biases? In more practical terms, we know that impressions of a
person can guide decision-making. Previous studies have shown
that facial trustworthiness affects investment amounts in the trust
game (Van’t Wout and Sanfey, 2008). However, first impressions
are not the only influence on social decisions—if someone is
perceived as trustworthy that does not make their subsequent
behavior irrelevant. Other research has shown the importance
of prior behavior on trust decisions (Delgado et al., 2005; King-
Casas et al., 2005). To study how the combination of impressions
and behavior affect social decision-making, Chang et al. (2010)
used mathematical models based on reinforcement learning to
test specific hypotheses about how these two types of information
guide social decisions in a repeated trust game. Specifically, the
authors tested three models that suggest different ways of process-
ing information and investigate whether reinforcement learning
or social biases influence decision-making. First, an Initialization
model assumes that initial impressions (implicit trustworthiness
judgments) influence decision-making at the beginning of the
trust game, but eventually participants learn to rely on the player’s
actual behavior. A Confirmation Bias model assumes that ini-
tial impressions of trustworthiness affect the way feedback is
processed, the impression is updated throughout the study, and
learning is biased in the direction of the initial impression. The
third, Dynamic Belief model, assumes that initial impressions
are continuously updated based on the participant’s experiences
in the trust game and these beliefs then influence learning. In
this model, equal emphasis is placed on the initial judgment
and the participant’s experience. That is, initial trustworthiness is
simultaneously influencing learning and being updated by expe-
rience. Of the three models, the Dynamic Belief model fit the
data the best, suggesting that both social cognition processes
(initial impressions) and decision-making processes (feedback
processing) affect social learning in the trust game.

More recent social decision-making studies have investigated
how social processes affect learning. Researchers have proposed
different strategies participants may use when learning to pre-
dict what their partner will do. One such strategy is learning to
simulate other people’s decisions and update those simulations
once the other’s choice is revealed. This process engages different
regions of prefrontal cortex involved in valuation and predic-
tion error (Suzuki et al., 2012). Another strategy is to account
for the influence one’s decisions have on the partner’s decisions
and decide accordingly. This strategy requires predicting how
much influence one has on the partner and updating that influ-
ence signal when observing the partner’s decision. Computational
modeling suggests MPFC tracks the predicted reward given the
amount of expected influence the participant’s choices have on
the partner, and STS activity is responsible for updating the influ-
ence signal (Hampton et al., 2008). Although these studies do not
provide direct comparisons to non-social controls, they provide
exciting insight into how social cognition processes affect social
learning.
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CONCLUSION
Is social decision-making unique? How does it differ from non-
social decision-making? The answers to these questions have been
of interest to researchers in a variety of fields including social
psychology and behavioral economics. Combining these litera-
tures can help us understand the answers to these questions.
Economists originally believed that social decision-making was
not different from non-social decision-making and tried to model
social decisions with traditional economic models. However,
after the influential paper by Tversky and Kahneman (1974)
demonstrating heuristics and biases affecting decision-making,
it became apparent that the decision-making process is not as
rational as we may have originally thought. Psychologists have
long believed that social cognition is important for predicting the
actions of others and that humans are different from objects in
some very important ways. More recently, brain-imaging stud-
ies have highlighted these differences, with a network of brain
regions responding to social stimuli and social cognitive processes
that presumably affect social decision-making. Investigations of
social decisions have also highlighted the effects of social informa-
tion on decision-making processes within brain regions like the
striatum and MPFC. Although both social and non-social agents
engage these brain regions, the social context modulates this
activity. The use of mathematical models suggests that both social
neuroscience and neuroeconomics studies have each been tapping
into different processes. Initial impressions allow for predictions
that guide decision-making. These impressions then interact with
feedback processing and affect how predictions are updated.

In economics, behavioral game theorists recognize that peo-
ple’s beliefs about others matter when modeling social decisions.
The models assume that players strategically choose options that
maximize utility, and evaluations of payoff options often include
social factors beyond pure economic payout (Camerer, 2009).
These social factors may include other-regarding preferences,
indicating that people care about the well-being of other players
(Fehr, 2009). Whether decisions are made in order to increase the
well-being of others or manage the impression formed of one-
self, mental state inferences are still relevant. For instance, one
may assess well-being by inferring the mental state of the per-
son. Similarly, the extent to which one infers the mental state of
a person may influence the extent to which other-regarding pref-
erences influence decisions (e.g., do people show other-regarding
preferences for traditionally dehumanized targets?).

Humans evolved in a social context in which interacting with
other people was essential for survival. As such, these social
cognitive processes have been evolutionarily preserved and con-
tinue to affect our decision-making in a social context. The fact
that human agents engage different brain regions than com-
puter agents should perhaps not be all that surprising. The social
brain did not evolve interacting with computers or other types
of machines. Therefore, we see differences not only in behav-
ior (most of the time) but also differences in brain activity for
these two inherently different types agents. Here we have high-
lighted that these differences lie in engagement of the social
cognition/person perception brain regions for human agents. But
the underlying mechanisms—the social processes that engage
these brain regions and how they interact with decision-making

processes—are still being investigated. Social psychological the-
ory can help answer these questions by providing a theoretical
background for why human and computers differ in the first
place (e.g., mental state inferences, impression management, etc).
Keeping this fact in mind will provide future research on social
decision-making with the most informed and cohesive theories.

Finally, decisions are made in a social context everyday.
Whether deciding to do a favor for a friend or close a deal
with a potential business partner, decisions have consequences
that lead to significant rewards and punishments such as a
better relationship with the friend or a poor business transac-
tion. Therefore, it is important to understand how decisions are
influenced by the presence or absence of others and how we
incorporate social information into our decision-making process.
Here we have highlighted differences arising when interacting
with human and computer agents and use social psychological
theory to provide some explanation for why these differences
arise. It is important to point out these differences in social and
non-social decision-making because interactions with computers
and other machines are becoming more widespread. Businesses
often try to find ways to simplify transactions, often replacing
human agents with automated computers. However, the decisions
made with these different types of agents may affect businesses in
unanticipated ways. Financial decisions (e.g., buying and selling
stock) are increasingly made through the use of online computers,
whereas previously investors had to interact with stockbrokers in
an investment firm. Similarly people are able to bid in online auc-
tions for a desired item rather than sitting in a room full of people
holding numbered paddles. The decisions to buy and sell stock or
possibly overbid in an online auction may be influenced by these
different agents, as evidenced by the research described above.
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Recent studies in monkeys have demonstrated that damage to the lateral subfields of
orbital frontal cortex (OFC areas 11/13) yields profound changes in flexible modulation
of goal-directed behaviors and deficits in fear regulation. Yet, little consideration has
been placed on its role in emotional and social development throughout life. The
current study investigated the effects of neonatal lesions of the OFC on the flexible
modulation of goal-directed behaviors and fear responses in monkeys. Infant monkeys
received neonatal lesions of OFC areas 11/13 or sham-lesions during the first post-natal
week. Modulation of goal-directed behaviors was measured with a devaluation task at
3–4 and 6–7 years. Modulation of fear reactivity by safety signals was assessed with
the AX+/BX− fear-potentiated-startle paradigm at 6–7 years. Similar to adult-onset OFC
lesions, selective neonatal lesions of OFC areas 11/13 yielded a failure to modulate
behavioral responses guided by changes in reward value, but spared the ability to modulate
fear responses in the presence of safety signals. These results suggest that these
areas play a critical role in the development of behavioral adaptation during goal-directed
behaviors, but not or less so, in the development of the ability to process emotionally
salient stimuli and to modulate emotional reactivity using environmental contexts, which
could be supported by other OFC subfields, such as the most ventromedial subfields
(i.e., areas 14/25). Given similar impaired decision-making abilities and spared modulation
of fear after both neonatal lesions of either OFC areas 11 and 13 or amygdala (Kazama
et al., 2012; Kazama and Bachevalier, 2013), the present results suggest that interactions
between these two neural structures play a critical role in the development of behavioral
adaptation; an ability essential for the self-regulation of emotion and behavior that assures
the maintenance of successful social relationships.

Keywords: orbitofrontal cortex (OFC), flexible decision-making, safety-signal processing, non-human primate

development, areas 11 and 13

INTRODUCTION
The ability to process and flexibly respond to quickly chang-
ing social information requires the complex interaction between
many brain areas, including the components of the orbitofronto-
limbic circuit. Great strides have been made in elucidating the role
of each of the structural nodes within this circuit through an array
of neuroscience tools, including neuroimaging, neurophysiology,
and behavioral lesion studies. For example, cross-talk between the
amygdala and the orbital frontal cortex is known to be critical
for using cost-benefit information to guide optimal decision-
making (see Murray and Wise, 2010, for review). This conclusion
is based on several tract-tracing studies demonstrating strong
bidirectional connections between the amygdala and the orbital
frontal cortex in the non-human primate brain (see Barbas, 2000;
Ongur and Price, 2000 for review). Moreover, interruption of
connections between these two neural structures using cross-
disconnection lesions (Baxter et al., 2000), in which unilateral
lesions of the two regions in contralateral hemispheres are com-
bined with section of the commissures, profoundly altered the

abilities of nonhuman primates to avoid responding for stimuli
that predicted a devalued reward. Disruption of orbitofrontal-
amygdala cross talks during development has been associated
with poor decision making skills frequently reported in sev-
eral neuropsychiatric disorders, such as Post-Traumatic Stress
Disorder (PTSD; Shin et al., 2006), anxiety disorders (Del Casale
et al., 2012), schizophrenia (Shepherd et al., 2012), and Autism
Spectrum Disorder (ASD; Barbaro and Dissanayake, 2007; Reed
et al., 2013). Thus, there is a growing need to better define the
critical role of the orbital frontal cortex and amygdala in the abil-
ity to make appropriate decisions and to flexibly regulate behavior
during development.

To fulfil this goal, our approach was to evaluate the effects
of selective damage to either the amygdala or OFC areas 11 and
13 in infant monkeys using a variety of behavioral and cogni-
tive tasks across development (Bachevalier et al., 2011; Kazama
and Bachevalier, 2012; Kazama et al., 2012; Raper et al., 2013).
In recent publications, we showed that neonatal amygdala lesions
impaired the ability to modulate animals’ defensive responses
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toward different social signals depicted by a human intruder’s
gaze direction and this deficit emerged in infancy and persisted
throughout adulthood (Raper et al., 2012). These same animals
with neonatal amygdala lesions failed to update choice prefer-
ences when the rewarding value of stimuli was changed (Kazama
and Bachevalier, 2013). Yet, despite a slight retardation in fear
conditioning, animals with neonatal amygdala lesions discrim-
inated normally between cues signaling fear and cues signaling
safety and, more remarkably, were able to use safety cues to
regulate their reactivity to the fear cues as did the control ani-
mals (Kazama et al., 2012). As discussed in an earlier report
(Kazama and Bachevalier, 2013), these differential effects of
neonatal amygdala lesions on social and rewarding cues vs. fear
conditioning suggest that the amygdala may rely on the rapid
updating (on the span of a single exposure) of the valence of
external or internal cues to guide optimal decision making and
emotional reactivity; a function that may likely be realized by
the functional interactions between the amygdala and orbital
frontal cortex. If this proposal is correct, it is likely that a sim-
ilar dichotomy may be found when the neonatal lesions are
restricted to the orbital frontal cortex. To test this possibility,
the current series of experiments assessed the effects of selective
neonatal lesions of orbital frontal areas 11 and 13 on the devel-
opment of flexible decision-making abilities, using two transla-
tional tasks. Experiment 1 utilized the Reinforcer Devaluation
paradigm previously employed in humans (O’Doherty et al.,
2001; Gottfried et al., 2003), rodents (Colwill and Rescorla, 1985;
Pickens et al., 2003; Zeeb and Winstanley, 2013), and mon-
keys (Malkova et al., 1997; Baxter et al., 2000; Machado and
Bachevalier, 2007a; West et al., 2012) to measure behavioral adap-
tation to changes in reward value. Experiment 2 utilized the
AX+/BX− fear-potentiated startle paradigm, similarly employed
across humans (Jovanovic et al., 2012), rodents (Myers and Davis,
2004), and monkeys (Winslow et al., 2008) to assess condition
inhibition. The results demonstrate that, as for the neonatal
amygdala lesions, the neonatal orbital frontal lesions altered the
abilities to flexibly shift object choices away from those items asso-
ciated with devalued food reward while sparing fear conditioning,
safety signal learning, conditioned inhibition, and extinction.
A summary of preliminary findings have been previously pub-
lished in either reviews (Bachevalier et al., 2011; Jovanovic et al.,
2012) or abstracts (Kazama et al., 2008, 2010).

MATERIALS AND METHODS
SUBJECTS
Ten rhesus macaques (Macaca mulatta) of both sexes (4.5–8 kg)
participated in this study at approximately 3–4 and 5–6 years
of age for the reinforcer devaluation task, which was directly
followed by the AX+/BX− Fear-potentiated startle paradigm.
Animals had received operations between 8 and 12 days of age,
which included either aspiration lesions of areas 11 and 13 of
the orbitofrontal cortex (Group Neo-Oasp, 2 males, 3 females) or
sham-operations (Group Neo-C, 2 males, 3 females). However,
due to behavioral issues, only four animals in Group Neo-C par-
ticipated in Experiments 1 and 2 (see Tables 2, 4 for individual
cases). All procedures were approved by the Animal Care and Use
Committees of the University of Texas Health Science Center at

Houston and of Emory University. As the descriptions of both the
rearing conditions as well as lesion extents have appeared in pre-
vious publications (Goursaud and Bachevalier, 2007; Bachevalier
et al., 2011; Jovanovic et al., 2012; Kazama and Bachevalier, 2012),
only a summary is provided below.

As newborns, animals were individually housed, and main-
tained on a 12 h light/dark cycle. In addition to daily contact with
peers, animals were also given daily contact with human care-
givers. At 1 year of age, four animals were housed in larger cages
to allow permanent social contact with peers. Animals were fed
age-appropriate diets and water was provided ad-libitum.

Monkeys received several behavioral tests prior to the studies
as well as between the two ages at which the reinforcer deval-
uation task was given. The tasks included measuring recogni-
tion/relational memory abilities (Bachevalier, unpublished data),
object discrimination reversal learning (Kazama and Bachevalier,
2012), emotional reactivity to fearful stimuli (Raper et al., 2013),
social attachment (Goursaud and Bachevalier, 2007), and peer
social interactions (Payne et al., 2007).

SURGICAL PROCEDURES
All procedures have already been described in details in
earlier reports (Goursaud and Bachevalier, 2007; Kazama and
Bachevalier, 2012). Both control and experimental groups
received Magnetic Resonance Imaging-guided surgical proce-
dures performed according to strict adherence to ethical and
safety guidelines as provided by NIH and the University of Texas-
Houston Institutional Animal Care and Use Committee. The pre-
surgical brain imaging included a 3D T1-weighted fast spoiled
gradient (FSPGR)-echo sequence (TE = 2.6 ms, TR = 10.2 ms,
25◦ flip angle, contiguous 1 mm sections, 12 cm FOV, 256 × 256
matrix) obtained in the coronal plan that was used to precisely
visualize the position of the orbital frontal sulci serving as land-
marks for the surgical removal of areas 11 and 13 (Machado and
Bachevalier, 2006; Machado et al., 2009).

Following the MRI scans, animals were kept anesthetized in
the stereotaxic apparatus and brought immediately to the sur-
gical suite where they were prepared for the surgical procedures
that were performed under aseptic conditions. For the sham-
operations, a small craniotomy was performed in both hemi-
spheres just in front of bregma and the dura was then cut, but no
aspiration lesions were performed. For the orbital frontal cortex
lesion, the bone was opened as a crescent just above each supra-
orbital ridge to gain access to the orbital frontal surface. With
the aid of a surgical microscope and the use of small 21 and 23
gauge aspirating probes, cortical areas 11 and 13 of the orbital
frontal cortex were gently aspirated. The anterior border of the
lesions were a line joining the anterior tip of the lateral and medial
orbital sulci, and the posterior border ended at the location where
the olfactory striae begun to turn laterally. Laterally, the lesion
ended at the medial lip of the lateral orbital sulcus and, medially,
at the lateral border of the stria olfactory. Within these borders,
the lesion included most of areas 11 and 13 and a small anterior
portion of Ia (anterior insula) posteriorly.

After the surgical procedures, the wound was sutured in
anatomical layers, the animals were then removed from the
Isoflurane gas anesthesia and allowed to recover in an incubator
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ventilated with oxygen. Treatments were started 12 h before
surgery and continued until post-surgical day 7. All mon-
keys received both pre and post-surgical antibiotic treatments
(Cephazolin, 25 mg/kg, per os) to reduce the chance of infec-
tion as well as dexamethazone sodium phosphate (0.4 mg/kg, s.c.)
to control post-surgical swelling. Additionally, a topical antibi-
otic ointment/anesthetic was applied to the wound each day and
Acetaminophen (10 mg/kg, p.o.) was administered four times a
day for 3 days after surgery to relieve pain and hasten recovery.

LESION VERIFICATION
Post-surgical in vivo neuroimaging investigation of the extent of
the neonatal orbital lesions has already been described in details
in several reports (Goursaud and Bachevalier, 2007; Kazama and
Bachevalier, 2012) and estimation of the lesion extent is given for
each case in Table 1. In the present paper, we present postmortem
histological investigation of the lesion extent.

At completion of behavioral testing, at the age of 8–10 years,
all animals with neonatal orbital lesions were given a lethal dose
of sodium pentobarbital and perfused intracardially with 0.9%
saline followed by 4% paraformaldehyde. The brain was removed,
post-fixed in 30% sucrose-formalin, and then cut frozen at 50 µm
in the coronal plane. Every 10th section was mounted for stain-
ing with thionin, providing one section every 0.5 mm, and every
20th section was mounted for staining with silver (Gallyas, 1979),
providing one section every 1 mm. The two series of sections
were mounted, de-lipidated in Xylene, stained with thionin or
gallyas for visualization of cell bodies and fibers, respectively, and
cover slipped. For each animal, all sections through the extent
of the orbital frontal lesion were microscopically examined and
digitized. Estimates of the extent of lesion were plotted at 1-mm
intervals through the extent of the entire lesion for each case onto
standardized, coronal drawings of the normal macaque brain.
Thionin-stained photomicrographs at three levels through the
extent of the orbital frontal lesions are illustrated on Figures 1, 2
for all five cases. Representative sparing of orbital frontal white
matter is illustrated on the Gallyas-stained sections of case Neo-
Oasp-3 and retrograde thalamic degeneration in the thalamus is
plotted on drawing of coronal sections of the normal macaque
brain for case Neo-Oasp-2 (See Figure 2).

For all cases damage to orbital frontal areas 11 and 13 was
extensive and symmetrical, as we had already demonstrated in
previous reports using in vivo neuroimaging investigation of the
lesions (see Table 1). Unintentional damage to adjacent cortical
areas was moderate and bilateral for insular area Ia, and minor
and mostly unilateral for areas 14 and 12 (See Figures 1, 2).
Retrograde thalamic degeneration was found in all cases, with
moderate bilateral cell loss in the dorsomedial portion of the
magnocellular division of the medial dorsal nucleus and a small
patch of dense cell loss in the ventromedial portion of the anterior
medial nucleus. Partial cell loss could also be detected in all cases
in the central intermedial nuclei as well as in the medial portion
of the reuniens nucleus. The distribution of the retrograde degen-
eration in Group Neo-Oasp thus corresponds to the nuclei that
are known to be the main sources of thalamic inputs to orbital
frontal cortex (Goldman-Rakic and Porrino, 1985; Barbas et al.,
1991; Morecraft et al., 1992; Ray and Price, 1993).

EXPERIMENT 1: REINFORCER DEVALUATION PARADIGM
Damage to orbital frontal areas 11 and 13 in adult monkeys results
in severe impairment in flexible decision making as assessed with
the reinforcer devaluation task (Machado and Bachevalier, 2007a)
while sparing performance on object reversal task (Kazama and
Bachevalier, 2009). Yet, very little is known on the long-term
effects of orbital frontal damage occurring in infancy when the
prefrontal cortex is not yet fully mature. In an earlier report, we
demonstrated that, like the adult-onset lesions, neonatal-onset
lesions of orbital frontal areas 11–13 did not alter performance on
the object reversal task (Kazama and Bachevalier, 2009). To assess
whether or not the same neonatal orbital frontal lesions will alter
flexible decision making as adult-onset lesions do, Experiment 1
assessed performance of the same experimental and control ani-
mals in the reinforcer devaluation task. Monkeys began testing at
3–4 years of age and were re-tested at 5–6 years using methods
developed to examine performance of monkeys that had received
similar operations in adulthood (Malkova et al., 1997; Machado
and Bachevalier, 2007b) and identical to those described in a
recent developmental study examining the effects of early damage
to the amygdala (Kazama and Bachevalier, 2013).

REINFORCER DEVALUATION TASK
Apparatus and stimuli
Animals were tested in a Wisconsin General Testing Apparatus
(WGTA), fitted with a tray containing three food wells. The two
lateral wells in which rewards could be hidden were utilized dur-
ing testing. One hundred-twenty objects used in prior studies
(Machado and Bachevalier, 2007a) were paired to form 60 pairs
of easily discriminable objects matched for size. Within each pair
of objects, one (S+1 or S+2) was placed over the lateral well of
the tray baited with either a peanut, a raisin, or a banana flavored
pellet (based on individual preferences indicated by prior behav-
ioral testing). The unrewarded object of the pairs (S-) was located
above the other lateral and empty food well. The same pairs of
objects were used when animals were re-tested at the later age.

Phase I—Concurrent discrimination learning
The 60 object pairs were presented sequentially at 30-s intervals
for 60 trials per day, 30 with S+1 objects and 30 with S+2 objects,
intermixed. Animals were tested daily until the animal reached
criterion (90 correct responses in 5 consecutive days). The total
number of daily sessions to criterion measured discrimination
learning and the number of S+1 or S+2 stimuli selected dur-
ing the first day of training provided a mean to assess any initial
bias toward one type of baited objects. Finally, similar to previous
studies, the amount of errors committed prior to criterion was
used as a primary measure of performance.

Phase II—Reinforcer devaluation
Upon reaching criterion during the acquisition phase, animals
were then presented with four probe test sessions. During these
probe tests, only the rewarded objects of Phase I (S+1 and S+2)
were paired (e.g., S+peanut against S+raisin), forming 30 trials
per test session. The S+ pairs did not vary across the four ses-
sions, although their left/right positions were altered according to
a pseudo random schedule. There were two Baseline test sessions
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Table 1 | Extent of intended and unintended damage in Group Neo-Oasp.

Cases Areas 11 and 13 Area 10 Area 12

L R Avg W L R Avg W L R Avg W

Neo-Oasp-1 86.8 83.1 85.0 71.6 0 0 0 0 40.2 11.0 25.6 4.4

Neo-Oasp-2 81.0 97.8 89.4 79.6 5.3 0 2.6 0 9.3 1.4 5.4 0.1

Neo-Oasp-3 96.4 91.2 93.8 88.0 7.4 12.3 9.8 0.9 22.3 21.6 22.0 4.8

Neo-Oasp-4 85.7 94.8 90.2 81.2 0 0 0 0 2.8 4.0 3.4 0.1

Neo-Oasp-5 90.4 98.0 94.3 88.6 6.2 10.2 8.2 0.6 18.5 22.8 20.6 4.2

X 88.1 93.0 90.5 81.8 3.78 4.5 4.1 0.3 18.6 12.2 15.4 2.7

Cases Area 14 Ia Area 46

L R Avg W L R Avg W L R Avg W

Neo-Oasp-1 8.0 10.2 9.1 0.8 11.6 3.4 7.5 0.4 0 0 0 0

Neo-Oasp-2 31.9 6.8 19.4 2.2 78.5 57.7 68.1 45.3 0 0 0 0

Neo-Oasp-3 18.7 11.6 15.1 2.2 16.5 13.8 15.1 2.3 0 0 0 0

Neo-Oasp-4 9.7 12.6 11.2 1.2 82.5 64.6 73.6 53.3 0 0 0 0

Neo-Oasp-5 6.5 11.0 8.5 0.7 87.0 67.8 77.4 59.0 0 0 0 0

X 15.0 10.4 12.7 1.4 55.2 41.5 48.3 32.1 0 0 0 0

Data are the estimated percentage of damage as assessed from MR (post-surgical T1) images. L, percentage of damage to the left hemisphere; R, percentage of

damage to the right hemisphere; Avg, average of L and R; W = (L × R)/100 [weighted index as defined by Hodos and Bobko (1984)]; X, group mean. Areas 10, 11,

12, 13, 14, and 46, cytoarchitectonic subregions of the macaque frontal lobe and Ia, agranular insular areas as defined by Carmichael and Price (1994).

FIGURE 1 | Intended damage is shown in gray on coronal sections

through the orbital frontal cortex of an infant macaque brain atlas in the

left column. Matched thionin-stained sections are provided in the right-hand

column for three cases (Neo-Oasp-1, -4, and -5). Arrows point to borders of
lesions for each coronal level. Abbreviations: mos, medial orbital sulcus; los,
lateral orbital sulcus; numbers refer to Brodmann areas (Brodmann, 1909).

during which the 30 S+ pairs were presented sequentially with
30-s inter-trial intervals. There were also two Devaluation sessions
during which just prior to testing, each animal received 100 g of
either Food 1 (their 1st preferred food reward) or Food 2 (their
2nd preferred food reward) in the home cage and was allowed to
eat freely for 30 min. If the 100 g were consumed, additional food
was provided every 15 min until 5 min elapsed without further
ingestion of the food reward. Immediately following selective sati-
ation, the animal was transported to the WGTA and tested similar
to Baseline sessions (30 pairs of S+ objects). The sequence of pre-
sentation of these four test sessions was Baseline I, Devaluation I
(Food 1), Baseline II, and Devaluation II (Food 2).

One regular 60-trial Stage I training session intervened
between each of the four sessions to ensure that the effects of a
reinforcer devaluation condition did not carry over from 1 day
to the other, and 2 days of rest followed each of the reinforcer
devaluation sessions.

The effects of the lesions on the Devaluation Sessions were
assessed using several measures consistent with previous stud-
ies (Malkova et al., 1997; Izquierdo et al., 2004; Machado and
Bachevalier, 2007a,b): (1) animal’s weight (kg) before each deval-
uation probe session, (2) total food consumed (g) during selective
satiation, and (3) time (min) taken to reach satiation. Object/food
preferences were determined using the baseline scores. For each
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FIGURE 2 | Extent of neonatal OFC lesions is illustrated on

thionin-stained sections for Cases Neo-Oasp-2 and -3 on the left

column. Resulting thalamic degeneration following the neonatal OFC
lesions is illustrated on drawings at three levels through the thalamus
for a Case Neo-Oasp-2 and sparing of fibers underlying the OFC

lesions is illustrated on Gallyas-stained sections for Case Neo-Oasp-3.
Abbreviations: Cim, central intermedial; MD, mediodorsal; Re,
reuniens; VLc, ventral lateral caudal part; VLm, ventral lateral, medial
part; VPL, ventral posterior, lateral part; VPLo, ventral posterior, lateral
oral part.

Devaluation session, the number of S+1 and S+2 objects selected
were recorded as well as whether or not each rewarded food item
was ingested by the animal. For both the selection of the objects
associated with the satiated food reward, as well as the consump-
tion of the satiated food reward, difference scores were calculated
by subtracting the sum of the two baseline scores from the sum
of the two satiation scores. The object difference scores indicated
the degree to which each subject altered their preferred choice of
objects, based on satiation (i.e., select the object associated with

the non-satiated food). The food difference scores indicated to
what degree each subject continued to consume the devalued food
after the object was displaced.

STATISTICAL ANALYSES
Phase I
For the concurrent discrimination learning phase at 4 years, one
sample t-tests evaluated whether all animals started at chance
levels (30/60 correct) and independent t-tests were used to
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analyze group differences for total trials and errors to criterion.
Additional repeated measures ANOVA was used to examine
group differences in learning objects associated with each reward
contingencies (Group × Reward Contingencies). When re-tested
at 6 years of age, re-acquisition of the 60 discrimination pairs was
analyzed with a repeated measure ANOVA (Group × Age) for
total trials and errors.

Phase II
Performance of the baseline tests was analyzed for both ages
separately using paired samples t-tests to assess whether or
not animals demonstrated a significant preference for items
associated with a specific food reward (S#1 or S#2). Repeated
measures ANOVAs (Group × Age) were conducted on all sati-
ation variables as well as on both object difference scores and
food difference scores to assess any changes in performance
with age.

In addition, to assess any sparing of functions following
the neonatal lesions as compared to adult-onset lesions, scores
obtained at 4 years of age were compared to those of adult ani-
mals that had received similar aspiration lesions of areas 11 and
13 in adulthood and were tested in the same way at 4 years of
age (Machado and Bachevalier, 2007a), using Two-Way ANOVAs
(Group × Time at lesions).

Finally, to test whether the effects of neonatal OFC lesions
were similar to those of neonatal amygdala lesions on learning the
60 discrimination problems and on flexible choice selection, we
compared the errors to criterion to learn as well as the difference
scores during devaluation sessions obtained in Groups Neo-C and
Neo-Oasp to those reported in animals that had received neona-
tal amygdala lesions (Group Neo-Aibo) and were tested in the
same way (Kazama and Bachevalier, 2013). One-Way ANOVA
were used for these comparisons.

For all Two-Way ANOVAs with repeated measures, degrees
of freedom for within subjects factors were corrected with the
Huynh-Feldt Epsilon when appropriate as indicated in the text.

Effect sizes are provided in all cases where the data revealed
either significant or trend-like differences. Finally, given the
small number of males and females in each neonatal group
and the lack of females in the groups with adult-onset lesions,
the factor Sex was not included in any of the statistical
tests.

RESULTS
Phase I—Concurrent discrimination learning
When tested for the first time at 4 years of age, both groups
performed at chance during the initial 60-trials session (t =
0.834, p > 0.05), indicating no significant initial bias toward
the baited objects. All animals reached the learning criterion
(90% correct over five sessions) within the limit of testing even
though Group Neo-Oasp took longer to learn (1236 trials and
398 errors) than Group Neo-C (720 trials and 232 errors). This
group difference did not reach statistical significance for either
trials or errors, [t(7) = 1.69 and 1.69, ps > 0.05, respectively, see
Table 2]. Additionally, although rate of learning differed depend-
ing on the two types of rewards [Reward contingency effect:
FHuynh−Feldt(1, 7) = 6.25, p < 0.05, µ2 = 0.47], the Group effect
and the Group × Reward contingency interaction did not reach
significance [F(1, 7) = 1.27, p > 0.05, µ2 = 0.15 and F(1, 7) =
0.028, p > 0.05, µ2 = 0.004, respectively], indicating that the rel-
ative poorer learning in Group Neo-Oasp was not associated to
food-related learning differences. Because the lower performance
in the Neo-Oasp group could potentially be related to damage in
specific sub-regions of the OFC, a Pearson correlation comparing
performance with individual damage to areas 11, 12, 13, and 14
of the OFC was conducted. Results of this analysis did not reveal

Table 2 | Concurrent discrimination/reinforcer devaluation cognitive scores.

Sex Time at test 4 years 6 years

Cases Acq Object difference Food difference Retention Object difference Food difference

Neo-C

♀ Neo-C-1 226 15 28 53 21 26

♂ Neo-C-2 180 9 18 0 23 24

♀ Neo-C-3 221 16 30 98 19 29

♂ Neo-C-4 301 4 23 93 22 30

X 232 11 24.8 61 21.3 27.3

Neo-Oasp

♀ Neo-Oasp-1 479 14 26 119 0 20

♂ Neo-Oasp-2 193 −1 13 22 −5 25

♀ Neo-Oasp-3 588 9 26 253 −4 21.5

♂ Neo-Oasp-4 528 7 23 47 4 19

♀ Neo-Oasp-5 200 8 17 32 4 11

X 397.6 7.4 21 94.6 −0.2 19.3

Scores are total number of errors made before criterion days for the acquisition (Acq) of the concurrent discrimination task at 4 years of age and retention of the task

2 years later (6 years). Object difference scores and food difference scores were obtained in the devaluation probe sessions at 4 and 6 years of age. Neo-C, animals

with neonatal sham-operations and Neo-Oasp, animals with neonatal OFC area 11/13 lesions. Note that Case Neo-C2 that had been tested in the Devaluation task

was not tested on the AX−/BX+ task and was replaced by case Neo-C-5 that had a similar training history.
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any statistically significant correlations between performance and
damage to individual sub-regions (all ps > 0.05).

When re-tested 2 years later using the exact same stimuli, all
animals showed good retention of all stimuli (see Table 2), re-
acquiring the task in an average of 270 trials (61 errors) for Group
Neo-C and 396 trials (94.6 errors) for Group Neo-Oasp [Age
effect, F(1, 7) = 39.29, 46.37, p < 0.001, µ2 = 0.85, 0.87, for trials
and errors, respectively]. There were no effect of group [F(1, 7) =
1.51, 2.003, ps > 0.05, for trials and errors, respectively] and no
significant interactions (all ps > 0.05).

Phase II: reinforcer devaluation
General satiation variables. Both groups took similar amounts of
time to reach satiation criterion with Food #1 [Group: F(1, 7) =
0.003, p > 0.05, Age: F(1, 7) = 0.072, p > 0.05, and no interac-
tion p > 0.05] and with Food #2 [Group: F(1, 7) = 1.25, p > 0.05,
Age: F(1, 7) = 1.63, p > 0.05, and no interaction, p > 0.05].
Similarly, for amount of Food # 1 and Food # 2 consumed during
the satiation, there were no significant effects of Group [F(1, 7) =
0.06 and 3.11, ps > 0.05]. However, although the Age effect did
not reach significance for Food # 1 [Age effect: F(1, 7) = 1.16,
p > 0.05], it did for Food # 2 [F(1, 7) = 5.42, p = 0.05, µ2 =
0.44]. In addition, although there were no significant interactions
for Food # 1 (all ps > 0.05), the Age × Group interaction was
significant for Food # 2 [F(1, 7) = 17.13, p = 0.004, µ2 = 0.71],
indicating that Group Neo-C consumed greater amounts of Food
# 2 relative to Group Neo-Oasp at the later age point (t = 2.65,
p = 0.03).

Finally, as expected, all animals gained approximately a kilo-
gram of body weight [Age: F(1, 7) = 21.51, p = 0.006], however
the Group effect was not significant [F(1, 7) = 1.48, p > 0.05]
with no significant interaction (p > 0.05).

Baseline probe sessions. Paired samples t-tests comparing selec-
tion of S+#1 vs. S+#2 objects for each group at both ages revealed
that all animals had a significant preference for objects associ-
ated with a specific reward during baseline trials (e.g., selection
of more peanut items than raisin items) [Age 4: t = 4.131 and
2.726, ps = 0.05, Age 6: t = 5.29 and 4.71, ps < 0.05, for Groups
Neo-C and Neo-Oasp, respectively). Thus, the effects of Group
and Age did not reach significance [F(1, 7) = 3.30, 1.46, ps > 0.05,
respectively], nor did any of the interactions (all ps > 0.05).

Reinforcer devaluation probe sessions. The satiation object dif-
ference scores for each animal (Table 2 and Figure 3) were calcu-
lated by subtracting the number of objects associated with each
food in the baseline sessions and the number objects associated
with that same food in the devaluation session when that food
had been devalued. Thus, a high object difference score indicates
that the animal selected more satiated food-related objects dur-
ing baseline than during the devaluation session, and therefore
demonstrated greater flexibility. As shown in Figure 3, animals
with Neo-Oasp lesions demonstrated less flexibility than controls
as revealed by significant lower object difference scores at both
ages [Group: F(1, 7) = 30.17, p = 0.001, µ2 = 0.81]. In addition,
the significant Group × Age interaction [F(1, 7) = 18.92, p =
0.003] indicated that while Group Neo-C showed greater flexi-
bility at 6 years than at 4 years [t(6) = −3.50, p < 0.02], Group

FIGURE 3 | Object difference scores in animals with neonatal OFC

lesions (Neo-Oasp) and sham-operated controls (Neo-C) at the two

ages tested. Object difference score measures how often an animal
chooses an object paired with a devalued food item during the satiation
probe session as compared to baseline session. Vertical bars provide s.e.m
values.

Neo-Oasp showed the reverse, i.e., less flexibility at 6 years than at
4 years [t(8) = 2.47, p < 0.04].

The satiation food selection difference scores (see Table 2)
measured the degree to which the animal actually took and
ingested the devalued food after displacing the object. Thus, ani-
mals with large food difference scores indicated a refusal to eat
the satiated food after the object was displaced. As compared
to Group Neo-C, Group Neo-Oasp consumed greater amounts
of satiated food, [F(1, 7) = 5.35, p = 0.054], although there was
no effect of Age [F(1, 7) = 0.033, p > 0.05], and no significant
interaction [all p > 0.05]. The data suggest that, after displacing
objects associated with satiated foods, animals with early dam-
age to the OFC had a greater tendency to ingest the satiated food
reward.

COMPARISONS BETWEEN EARLY-ONSET vs. LATE-ONSET OFC
LESIONS
For these analyses, scores obtained for animals with neonatal
lesions obtained when they were tested for the first time at 4 years
of age were compared to those of a previously published study
examining animals with similar adult-onset lesions (adult sham-
operated controls and adult OFC-operated animals, n = 3 in each
group) also tested for the first time at 4 years of age (Machado and
Bachevalier, 2007a).

Phase I—Acquisition
All animals learned the 60 discrimination problems at the
same rate regardless of timing of lesion [Group: F(1, 11) =
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0.733, p > 0.05; Time at lesions: F(1, 11) = 3.15, p > 0.05; Group
× Time at lesions: F(1, 11) = 3.15, p > 0.05; see Figure 4C].
Although the group effect did not reach significance for errors
to criterion [Group Effect: F(1, 11) = 0.971, p > 0.05], Time at
lesion effect did reach significance [F(1, 11) = 4.78, p = 0.05,
µ2 = 0.30], but the Group × Time at lesion interaction did not
[F(1, 11) = 2.88, p > 0.05]. This indicates that overall animals
with neonatal lesions made more errors than those with adult-
onset lesions [t(13) = 2.13, p = 0.053], although this difference
was mostly driven by an increased number of errors in three of
the five animals in Group Neo-Oasp (see Figure 4).

Phase II—Devaluation
Comparisons of the object difference scores that animals of the
neonatal-onset lesion groups obtained at 4 years with those of
the animals of the adult-onset lesion group (Figure 4B) revealed
that damage to areas 11 and 13 resulted in significantly lower
Object Difference scores, hence less flexible decision-making for
Groups Oasp [Group: F(1, 11) = 24.53, p < 0.001, µ2 = 0.69], as
compared to controls. Although Timing at lesions did not reach
significance [Time at lesion effect: F(1, 11) = 0.485, p > 0.05],
the interaction Group × Time at lesion did [F(1, 11) = 12.67,
p < 0.005], indicating that Group Neo-C showed less flexibil-
ity than Group Adult-C [t = −3.85, p < 0.03], whereas Group
Neo-Oasp did not differ from Group Adult-Oasp [t = 1.92,
p > 0.05]. Given that flexible choice selection improved signif-
icantly in Group Neo-C from the first time they were tested
at 4 years to the second time at 6 years, we also compared
Object Difference scores when the animals with the neona-
tal lesions were tested at 6 years with those of the animals
with adult lesions (see Figure 4C). At this later age, animals
in both Groups Neo-C and Neo-Oasp performed similarly to
those in the adult groups as revealed by a significant group
effect [F(1, 11) = 139.25, p < 0.001] but no significant interaction
[F(1, 11) = 0.02, p > 0.05].

COMPARISONS BETWEEN NEONATAL OFC LESIONS AND NEONATAL
AMYGDALA LESIONS
As reported above, animals with Neo-Oasp lesions were slightly
retarded in learning the 60 problems (average: 398 errors) but
those with Neo-Aibo (average: 199 errors) learned as rapidly as
controls (average: 232 errors). This group difference reached sig-
nificance [F(2, 12) = 4.00, p < 0.05] and post-hoc analyses indi-
cated that Group Neo-Aibo learned as rapidly as Group Neo-C
(p > 0.05), but only Group Neo-Aibo learned faster than Group
Neo-Oasp (p < 0.02).

Furthermore, there was a significant group effect for differ-
ence scores obtained in the devaluation task [F(2, 12) = 9.85,
p < 0.003]. Post-hoc analyses indicated that both Groups Neo-
Oasp and Neo-Aibo obtained similar scores (p > 0.05) but both
groups obtained devaluation scores significantly lower than those
of Group Neo-C (all ps < 0.02).

SUMMARY OF RESULTS FOR EXPERIMENT 1
The data indicate that neonatal damage to areas 11 and 13 resulted
in a slight retardation in initially learning the large 60 S+/S−
set of stimuli with three of the five animals making twice more

FIGURE 4 | (A) Mean number of errors (± s.e.m) made before reaching
criterion in the concurrent discrimination task for animals with neonatal
lesions (Neo-C and Neo-Oasp) and for animals with adult-onset lesions
[Adult-C and Adult-Oasp; data are from Machado and Bachevalier (2007b)]
that had learned the task for the first time at the age of approximately 4
years. Criterion was set at 90% correct or better over 5 consecutive days.
(B,C) Averaged object difference scores (± s.e.m) for animals with neonatal
lesions (Neo-C and Neo-Oasp) and for animals with adult-onset lesions
(Adult-C and Adult-Oasp). In (B), scores of animals with neonatal lesions
tested for the first time at 4 years and in (C), scores of animals with
neonatal lesions tested for the second time at 6 years. ∗p < 0.05.
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errors than all four controls. However, this group difference did
not reach statistical significance and the individual difference
between animals of Group Neo-Oasp did not seem to correlate
with extent of damage to areas 11 and 13 or even with inadver-
tent damage to adjacent OFC fields. In addition, the satiation
object difference scores increased significantly in control ani-
mals from 4 to 6 years, reflecting most likely stronger flexible
choice selection with repeated training. By contrast, the sati-
ation object difference scores for animals with neonatal OFC
lesion worsened with age. Finally, there were two additional
findings of note that demonstrated similar effects of the early-
onset and late-onset OFC lesions (Machado and Bachevalier,
2007a). First, both early- and late-onset OFC lesions resulted in
an inability to flexibly shift choices away from objects associ-
ated with devalued foods, although the similar effect of timing
of the OFC lesions was stronger when animals with early-onset
lesions were tested for the second time at 6 years. Second, both
early- and late-onset OFC lesions increased animals’ tendency to
ingest the satiated food rewards once the objects had been dis-
placed. Taken together, the data suggest that areas 11 and 13 are
required for the development of flexible decision-making and
no other brain structures could compensate for the deficits in
flexible decision-making after neonatal damage to OFC areas 11
and 13. In addition, the results also strengthened those already
reported with adult-onset lesions (Baxter et al., 2000). To assess
whether this lack of behavioral flexibility after neonatal OFC
lesions observed with appetitive task will also be present under
aversive conditions, in Experiment 2 we examined performance
of these same animals on the AX+/BX− fear-potentiated startle
paradigm.

EXPERIMENT 2: AX+/BX− FEAR-POTENTIATED STARTLE
PARADIGM
Given that results of Experiment 1 indicated that neonatal dam-
age to OFC areas 11 and 13 resulted in significant impairment
in flexible changes in food choice, we then tested whether these
same neonatal-onset OFC lesions would also alter the abil-
ity to flexibly modify fear reactivity when cues signal safety.
Although there exist no data on the effects of adult-onset OFC
lesions on fear conditioning, condition inhibition, and extinc-
tion in monkeys, reports in rodents and humans (Gewirtz
et al., 1997; Schiller et al., 2008) have provided mixed results
regarding the evidence for a contribution of the ventral pre-
frontal cortex in condition inhibition and extinction. Thus,
at completion of second round of testing on the Reinforcer
Devaluation task, animals of Experiment 1 were tested in the
AX+/BX− paradigm to assess their abilities to condition to fear
and safety cues, to use safety cue to modify that fear reac-
tivity to the fear cue (condition inhibition) and to extinguish
their fear reactivity when the fear cue was not paired with
the aversive stimulus. Note that all five animals with Neo-Oasp
lesions but only three of the four animals in Group Neo-C
participate in this experiment. Thus, case Neo-C-2 that had
participated in Experiment 1 was replaced in Experiment 2
by case Neo-C-5 that had the same behavioral training his-
tory to the remaining animals in both Groups Neo-C and
Neo-Oasp.

AX+/BX− PARADIGM
Training began when the animals were 6-7 years of age and lasted
approximately 1 month. All inter-session intervals were 72 h, and
session length depended upon the stage of training (see below for
details). Animals were given their normal daily chow, water, and
fresh fruit, as well as additional treats during primate chair train-
ing. All methods have been detailed in earlier reports (Winslow
et al., 2002, 2008; Antoniadis et al., 2007; Kazama et al., 2012),
and will be briefly described below.

Apparatus
Animals were seated in a non-human primate chair located in
a sound attenuated chamber equipped with an automated sys-
tem designed to deliver unconditioned and conditioned stimuli.
The chair was positioned above a load cell (Med Associates, St.
Albans, VT). Movements initiated by the animals produced dis-
placement of the load cell (Sentran YG6-B-50KG-000), the output
of which was amplified, and analyzed via the Med Associates
Primate Startle Software (Med Associates, St. Albans, VT).

Stimuli
Two unconditioned stimuli (US) were used. A 500 ms jet of com-
pressed air (100 PSI) generated by an air compressor located
outside the chamber and projected at the face of the monkey
via four air jet nozzles. A startle stimulus, which was a 50 ms
burst of white noise of varying intensities (range: 95–120 dB)
delivered through the same speakers as the back ground noise.
Three cues served as either an aversive conditioned stimulus (A),
a safety conditioned stimulus (B) or a neutral stimulus (X). The
visual CS was a 4 s light produced by 4 overhead halogen bulbs
producing a combined 250 Lux, attached to the top of the test
chamber. The auditory CS was an 80 dB, 4 s, 5000 kHz tone pro-
duced by an overhead speaker. The tactile CS was produced by a
quiet computer fan that directed gentle airflow onto the monkey’s
head. The CS assignments as cues A, B or X were pseudo-random
and counter-balanced across groups. Thus, some animals received
the light as the aversive CS, whereas others received the tone as
aversive CS, and so forth.

Acoustic startle response
To evaluate any potential effects of lesion on acoustic startle, the
animals were placed in the apparatus and exposed on 2 separate
days of 60 trials each, which were composed of baseline activ-
ity without startle stimuli (10 trials), and of startle responses to
startle eliciting noise bursts of varying intensities (95, 100, 110,
115, and 120 dB; 10 trials each). All trials were pseudo-randomly
intermixed throughout each session. Animals were then tested
for pre-pulse inhibition before moving on to the AX+/BX−
paradigm (Heuer et al., 2010). Data for pre-pulse inhibition will
be reported separately.

Pre-training
Prior to the conditioning phase, the animals were habituated to
the three conditioned cues to assess any unconditioned effects of
the cues on the startle response prior to conditioning. First, ani-
mals received 2 separate days of 30 trials each during which the
to-be-conditioned cues (light, tone, or airflow from quiet fan)
and their combinations (light/tone, light/airflow, tone/airflow)
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were presented in the absence of the startle noise. Then, animals
were given days of 60 trials, consisting of 30 trials with the startle
noise alone (95 dB), and 30 trials in which the 95 dB startle noise
was elicited in the presence of one of the to-be-conditioned cues
or their combinations for 5 trials each pseudo-randomly ordered.
Within each of the cue-startle trial the startle stimulus was pre-
sented 4 s after the onset of the CS. These pre-training sessions
were repeated for each monkey until presentation of the cue that
was assigned to serve as the safety signal (cue B) for that animal
produced less than a 30% increase in startle amplitude compared
to startle stimulus alone (noise alone) presentations.

A+ training phase
The purpose of this phase was to train the animal, using Pavlovian
fear conditioning procedures, to associate a cue (A+) with an
aversive air-blast. These A+ air-blast trials occurred four times
per 28-trial session, and were always scheduled such that one
occurred at the beginning and one at the end of each session.
The remaining two pairings were pseudorandomly intermixed
within the 24 startle test trials across sessions so that animals
could not predict when cue A would be followed by an air-blast
as opposed to a startle stimulus. The startle stimulus or air-
blast was presented 4 s after the onset of cue A. The remaining
24 trials consisted of four trial-types (Noise Alone 95 dB, Noise
Alone 120 dB, Cue A 95 dB Noise, Cue A120 dB Noise) and were
presented pseudo-randomly six trials each per session. Animals
received A+ Training for a minimum of two sessions, and until
their percent Fear-Potentiated Startle (% fear-potentiated startle)
was 100% above their pre-training startle in the presence of the A
cue. Percent fear-potentiated startle was defined as: [Mean startle
amplitude on CS test trials – mean startle amplitude on star-
tle noise alone test trials)/mean startle amplitude on noise burst
alone test trials] × 100.

A+/B− training phase
The purpose of this phase was to train the animal to associate a
second cue (B) with the absence of an air-blast (B−), thus this
cue was termed the safety-signal. Animals received 40-trial ses-
sions composed of six trials in which both startle noise intensities
(95 dB and 120 dB) were given in the presence of the safety cue B,
which was never paired with the air-blast US; four trials in which
cue A continued to be paired with the air-blast (according to the
schedule described previously—A+) or both startle noise inten-
sities (95 dB and 120 dB, six trials each) given in the presence of
cue A or alone (six trials each). Animals received A+/B− Training
for a minimum of two sessions, and until a difference of 100%
fear-potentiated startle was obtained between the two cues.

AX+/BX− training phase
Previous conditioned inhibition training in humans using the
typical design (A+/AB−) indicated that B, the safety signal, did
not transfer to another cue that had not previously been put in
compound with A and instead AB− was probably not treated
as a compound cue consisting of the aversive and safety cues,
but rather as a completely novel third cue (Grillon and Ameli,
2001). Thus, the purpose of this phase was to train the animal
to discriminate compound cues using a third neutral cue (X),

which was presented in combination with both the A+ or B−
cues. This phase included 40-trial sessions constructed similarly
to A+/B− Training. The only difference is that both the aversive
cue (A+) and the safety cue (B−) were presented in combination
with the neutral cue (X), yielding compound cues AX+ and BX−
(see Figure 5). As with the A+/B− Training, animals received the
AX+/BX− Training for a minimum of two sessions, and until
there was a difference of 100% fear-potentiated startle between
the two compound cues.

AB testing/transfer test
Animals were tested for conditioned inhibition (i.e. transfer) in a
single session within 72 h after the last AX+/BX− training session
to examine the potential inhibitory effects of B on A. This 48-
trial probe session consisted of all trial types, including two A+
air-blast pairings intermixed within (a) 95 dB and 120 dB Noise
Alone trials (6 trials each), (b) 95 dB and 120 dB startle stimuli in
the presence of each of the various cue and cue compounds (A, B,
AX, BX, 5 trials each per noise intensity), and (c) in the presence
of the novel AB cue (5 trials per noise intensity). Hence, when
trained in this way transfer of fear on the AB test trial could not
be accounted for by configural learning. All trials were pseudo-
randomly intermixed.

Extinction
Finally, all animals were presented with successive 12-trial ses-
sions of the 95 dB startle stimulus elicited alone (4 trials) or in
the presence of cues A and AX to evaluate fear extinction (4 trials
of each type). Training was completed when the animal returned
to its pre-training startle amplitude.

DATA ANALYSIS
Throughout the different phases, the startle amplitudes were
recorded. Data analysis included three parts. First, we used
a Huynh-Feldt corrected repeated measures ANOVA to com-
pare the acoustic startle responses to the varying intensities
(95, 100, 110, 115, and 120 dB) across groups. Second, we
assessed the animal’s ability to associate and discriminate between
the aversive and safety cues (A, B, AX, BX) using a “ses-
sions to criterion” measure. Because all our control animals

FIGURE 5 | Sample of AX+/BX− training session testing block. Squares
represent various trial types (e.g., AX+, AX, Noise Alone (NA), BX−) within
a training session. Trials were separated by a 1 min inter-trial intervals (ITI).
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learned the task at floor (e.g., two sessions per phase), and thus
had no variability, the group differences were analyzed with
non-parametric statistics (Mann–Whitney U). Third, because
previous reports (Winslow et al., 2008) indicated that star-
tle values are not normally distributed; we transformed the
transfer test data using a logarithmic base 10 transformation
and compared both groups using a Huynh-Feldt repeated mea-
sures ANOVAs. Finally, to assess whether the effects of neonatal
OFC lesions differ from those obtained earlier after neonatal
amygdala lesions, we compared the fear conditioning scores to
cue A (see Table 4) and modulation of fear probe trial (see
Table 5) of Group Neo-Oasp to those reported earlier after
neonatal amygdala lesions (Kazama et al., 2012), using One-
Way ANOVA and Two-Way ANOVA with repeated measures,
respectively.

RESULTS
Acoustic startle response
Because the baseline startle response of two animals in the con-
trol group (cases Neo-C-2 and Neo-C-6) was greater than the
maximum amplitude of the load cell, these two animals were
dropped from the study. As illustrated in Table 3 and Figure 6A,
both sham-operated and animals with neonatal OFC lesions
demonstrated greater startle responses with increasing startle
noise intensity [Startle amplitude effect: FHuynh−Feldt(1, 4) = 6.75,
p = 0.01). In addition, although the Group effect and the Group
× Startle amplitude interactions did not reach significance [F =
2.37 and F = 1.42, all ps > 0.05, respectively], startle ampli-
tudes across almost all noise intensities were slightly lower in
animals with Neo-Oasp lesions than in sham-operated controls.
Obviously, this effect would have been even more pronounced if
the two control animals, at the ceiling of the measurement scale
at all intensities, had been included.

Fear learning (A+ training)
All animals, regardless of lesion groups learned to associate Cue
A+ with the air-blast very quickly. Control animals all per-
formed at floor, completing this stage in the minimum two

Table 3 | Raw baseline acoustic startle curve.

Sex Group Baseline 95 dB 100 dB 110 dB 115 dB 120 dB

♀ Neo-C-1 0.14 0.76 0.59 0.83 1.16 4.40

♀ Neo-C-3 0.15 0.39 0.60 2.59 1.75 4.04

♂ Neo-C-4 0.10 0.22 0.23 0.52 0.41 0.37

♀ Neo-C-5 0.26 0.55 0.73 0.78 0.61 1.07

X 0.16 0.48 0.54 1.18 0.98 2.47

♀ Neo-Oasp-1 0.14 0.21 0.20 0.19 0.55 0.65

♂ Neo-Oasp-2 0.11 0.22 0.61 0.47 0.92 2.56

♀ Neo-Oasp-3 0.15 0.16 0.16 0.17 0.15 0.26

♂ Neo-Oasp-4 0.13 0.21 0.19 0.26 0.23 0.42

♀ Neo-Oasp-5 0.27 0.81 0.83 0.93 0.95 1.66

X 0.16 0.32 0.40 0.40 0.56 1.11

Scores are mean raw startle amplitudes taken during the initial baseline acoustic

startle sessions.

sessions, whereas animals in Group Neo-Oasp took an average
of 3.4 sessions; a group difference that did not reach statis-
tical significance (Mann–Whitney U = 6.50, p > 0.05, Table 4,
Figure 6B).

Fear/safety signal discrimination learning (A+B−, AX+BX−
training)
Because both A+B− and AX+BX− phases were theoretically
similar in nature, data for these 2 phases were combined for the
analyses (see Table 4, Figure 6B). One animal, Neo-Oasp-5 devel-
oped very high baseline startles and had to be dropped at the
AX+BX− training phase. All remaining animals, regardless of
group, learned to differentiate between the aversive and safety
cues in the minimum 2 days per stage with no variability between
animals (Mann-Whitney U = 8.00, p > 0.05).

Modulation of fear in the presence of the safety signal (AB probe
trial)
For the four control animals and four OFC animals that learned
to discriminate between the aversive and safety cues, a repeated
measures ANOVA was used to assess differences between the log-
transformed % fear-potentiated startle to the various cues (i.e.,
A, B, AX, BX, and AB). As seen in Table 5 and Figure 6C, there
were no differences between the two groups [F(1, 8) = 0.011, p >

0.05], and no interaction between the two factors [F(4, 8) = 0.852,
p > 0.05]. However, both the sham-operated animals (Neo-C)
and animals with early OFC damage (Neo-Oasp) had significantly
greater startle in the presence of the aversive cue (A) compared to
either the safety cues (B, BX; t-tests, all ps < 0.05) or the aversive
cue and the transfer cue (A vs. AB; t-tests, all ps < 0.05), although
animals with early OFC damage did not startle significantly high
in the presence of the AX cue relative to BX or AB cues (t-tests, all
ps > 0.05).

Table 4 | Sessions per learning stage.

Sex Group A+ A+B− AX+BX− Combined Extinction

safety

learning

♀ Neo-C-1 2 2 2 4 5

♀ Neo-C-3 2 2 2 4 5

♂ Neo-C-4 2 2 2 4 2

♀ Neo-C-5 2 2 2 4 2

X 2 2 2 4 3.5

♀ Neo-Oasp-1 2 2 2 4 3

♂ Neo-Oasp-2 2 2 2 4 5

♀ Neo-Oasp-3 5 2 2 4 3

♂ Neo-Oasp-4 5 2 2 4 2

♀ Neo-Oasp-5 3 2 – – –

X 3.4 2 2 4 3.25

Scores are total number of sessions to reach criterion for the initial fear learn-

ing (Stage A+), the safety signal learning stages (A+B−, AX+BX−; Combined

Safety Learning is the summed scores of the two safety signal learning stages),

and the extinction stage. X, Group means for each stage. Note that Case

Neo-Oasp-5 did not complete the task due to behavioral problems.
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Table 5 | Log-transformed % fear-potentiated startle.

Sex Group A B AX BX AB

♀ Neo-C-1 3.35 2.07 3.57 2.35 1.9

♀ Neo-C-3 2 1.48 1.77 1.27 1.85

♂ Neo-C-4 3.58 2.46 3.8 2.51 3.54

♀ Neo-C-5 2.57 1.64 1.36 1.23 2.04

X 2.87 1.91 2.63 1.84 2.33

♀ Neo-Oasp-1 3.33 1.99 1.82 2.53 3.03

♂ Neo-Oasp-2 3.05 2.51 2.47 1.80 2.66

♀ Neo-Oasp-3 2.46 1.86 2.34 2.1 1.63

♂ Neo-Oasp-4 2.71 2.28 2.31 1.97 2.29

♀ Neo-Oasp-5 – – – – –

X 2.89 2.16 2.24 2.10 2.40

Scores are Log-Transformed % fear-potentiated startle amplitudes taken during

the transfer test. Each individual score was obtained from the very first time the

animal experienced that cue at the optimal decibel level (95 dB or 120 dB) for

that particular animal. X, group means for each stage.

Extinction
As seen in Table 4, both groups extinguished very quickly to
repeated presentations of the fearful cues (A−, AX−) in the
absence of the US, averaging less than four sessions to return to
baseline levels of startle (p > 0.05).

COMPARISONS BETWEEN THE NEONATAL OFC LESIONS AND
NEONATAL AMYGDALA LESIONS
The Kruskal Wallis analyses revealed a significant group difference
for learning the fear cue [U(2) = 6.51, p < 0.04], with animals
with neonatal amygdala lesions requiring slightly but signifi-
cantly more trials than animals with OFC lesions or controls (all
ps < 0.05). In addition, the Two-Way ANOVA comparing groups
and scores in all 5 cues in the probe trial revealed no signifi-
cant group difference [F(2, 9) = 0.06, p > 0.05] and no Group ×
Cues interaction [F(8, 36) = 0.96, p > 0.05]. However, the factor
Cue reached significance [F(4, 36) = 9.14, p < 0.001] indicating
that animals in all groups had greater startle for the fear cues
(A and AX) than for the combined AB cue (all ps < 0.05) and
greater startle for the combined AB cue than for the safety cue (B
and BX).

SUMMARY OF EXPERIMENT 2
The data demonstrated that neonatal lesions of OFC areas 11
and 13 did not alter acquisition of the fear and safety cues,
condition inhibition, and extinction. In addition, the intact fear
conditioning after neonatal OFC lesions differed from the slight
retardation in fear learning reported after neonatal amygdala
lesions, although neither lesions affected safety signal learning
and the modulation of the fear response in the presence of the
safety cue.

DISCUSSION
The major aim of the study was to characterize the contribution
of orbital frontal areas 11 and 13 of the OFC to the develop-
ment of flexible behavioral modulation, to determine whether
early-onset OFC lesions will result in deficits similar to those

FIGURE 6 | (A) Mean Acoustic Startle Response to differing sound
intensities (95 dB, 100 dB, 110 dB, 115 dB, and 120 dB) for Group Neo-C
(White bars) and Group Neo-Oasp (Gray bars). (B) Average sessions to
criterion per stage of learning for Group Neo-C and Group Neo-Oasp. (C)

Average log-transformed % fear-potentiated startle by cue for Neo-C and
Group Neo-Oasp. Although there was no significant effect of group, all
aversive cue types were significantly different from all safety cues, and
both cue types were significantly different from the transfer cue (AB), with
the exception of Group Neo-Oasp, cue AX, which was not significantly
different from the safety cues (p > 0.05, all other ps < 0.05). Error bars
represent the s.e.m for each group.

observed after adult-onset OFC lesions and to assess whether the
outcomes of the neonatal orbital frontal lesions paralleled the out-
comes reported after neonatal amygdala lesions. The results from
the Reinforcer devaluation task revealed that adult animals that
had sustained early damage to areas 11 and 13 were only slightly
retarded in learning the 60 pairs of discrimination problems and
retained these problems over approximately a 2-year period. They
also demonstrated normal ability to associate specific stimuli with
particular food items. However, they were greatly impaired in
flexibly shifting their preferences away from stimuli associated
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with the devalued food and when displacing the devalued objects,
they had the tendency to reach for and ingest the devalued food
rewards. These deficits in behavioral flexible became stronger
when animals were animals with OFC lesions were tested for a
second time at 6 years and at this age their performance was indis-
tinguishable from that of animals that had received the same OFC
lesions as adults. In contrast to the impairments observed with
the Reinforcer devaluation task, results from the AX+/BX− fear-
potentiated startle paradigm indicated that these same Neo-Oasp
animals had excellent fear/safety discrimination learning, and
more importantly, were generally able to flexibly use safety sig-
nals to inhibit their fear response in the presence of safety signals
(i.e., A vs. B and AX vs. BX). Most strikingly, each Neo-Oasp ani-
mal had lower startle in the presence of cue AB vs. AX, indicating
conditioned inhibition to the novel AB compound, comparable
to that seen in the Neo-C animals. Additionally, Neo-Oasp ani-
mals demonstrated normal behavioral flexibility in their ability to
extinguish their startle response in the presence of the AX− stim-
uli. Taken together, the results suggest that orbital frontal areas
11 and 13 are critical for the development of flexible decision-
making, at least under appetitive or rewarding situations, but
not for flexibly processing fear and safety signals. These contrast-
ing effects of neonatal orbital frontal lesions will be discussed in
turn below and will be compared to results on the effects of early
amygdala damage on the same tasks.

DECISION-MAKING BEHAVIOR AFTER REINFORCER DEVALUATION
Learning stimulus-reward associations
Although learning scores of animals with Neo-Oasp lesions did
not differ statistically from those of sham-operated animals,
three of the five animals in Group Neo-Oasp made twice as
many errors as the controls did to learn the 60 discrimination
problems. This slight retardation in stimulus-reward associations
did not correlate positively with the extent of damage to OFC
areas 11 and 13 or with inadvertent damage to adjacent OFC
fields and contrasts with the normal performance of the same
Neo-Oasp animals in simpler version of discrimination tasks
using a single pair of objects or even 5 pairs of objects presented
concurrently across daily sessions (Kazama and Bachevalier,
2012). The slight retardation in stimulus-reward association
learning may be due to either the large number of problems the
animals had to learn concurrently in the case of the Reinforcer
Devaluation task as compared to 1- or 5-pair discrimination
tasks or an inability to maintain the encoding of rewarded objects
over long delays, given that as compared to the 1- and 5-pair
discrimination tasks, the Reinforcer devaluation task imposed
a delay of 24-h between training session. Earlier lesion studies
in monkeys have already indicated that orbital frontal cortex
lesions in adulthood (Meunier et al., 1997) or in infancy (Pixley
et al., 1997; Malkova and Bachevalier, personal communication)
impaired recognition of objects when long delays are used
between encoding and retrieval. Furthermore, the impairment
in learning stimulus-reward associations after early-onset orbital
frontal lesions contrasts with the normal performance found after
adult-onset lesions (Izquierdo et al., 2004; Izquierdo and Murray,
2007; Machado and Bachevalier, 2007b). The current findings
suggest greater impact of the neonatal orbital frontal lesions

on discrimination learning. Yet, because 2 animals in Group
Neo-Oasp learned as fast as control animals and because all
Neo-Oasp animals attained the learning criterion in the limit of
training, showed good retention of the 60 problems over a 2-years
period, and good memory of the specific food items associated
with each positive object, it is possible that the slight learning
deficit may be associated to factors others than the lesion itself.

Reinforcer devaluation
Neonatal damage to OFC areas 11 and 13 affected the animal’s
tendency to inhibit selection of objects associated with a devalued
reinforcer. This impairment occurred even though the animals
were able to associate specific stimuli with specific food rewards,
as revealed by their tendency to select objects associated with
their preferred food more frequently than objects associated with
the other food in the two baseline conditions. The Neo-Oasp
lesions slightly increased the tendency of animals to retrieve the
rewards after the devalued objects were selected. These impair-
ments became more robust when the animals were tested for the
second time and, at that age, strongly paralleled the impairments
observed in animals with either permanent or temporary inacti-
vation to OFC areas 11 and 13 performed in adulthood (Machado
and Bachevalier, 2007a; Rudebeck and Murray, 2011; West et al.,
2012). Thus, the data indicate little, if any, recovery of functions
after neonatal orbital frontal cortex lesions.

The impairment in flexibly altering object selection after food
devaluation in animals with Neo-Oasp lesions contrasts with their
unimpaired performance in object reversal learning (1 pair or
5 pairs, Kazama and Bachevalier, 2012). Although the two tasks
measure abilities to modify object selection, there are clear dis-
tinctions on the type of information necessary to make the change
in selection pattern. In object reversal learning, only one of the
two objects is rewarded and animals must inhibit selection of
the rewarded object when the reward has been switched without
warning to the other object. Thus, animals must extinguish a pre-
viously learned response and select a more appropriate one. In the
food devaluation test, by contrast, all objects are rewarded but the
reward has been devalued for one of the two objects of each pair.
The animals must rely on information about changes on their
internal state to adjust their response pattern. Thus, impairment
in the Reinforcer Devaluation task after neonatal orbital frontal
lesions may demonstrate an inability to use bodily states to rapidly
modify choice selection rather than an inability to inhibit a previ-
ously rewarded response. The data are in agreement with theories
advanced by several groups (Colwill and Rescorla, 1985; Balleine
and Dickinson, 1998) indicating that, in the absence of the highly
adaptable goal-directed behavior supported by areas 11 and 13 of
the OFC, animals with early OFC damage are left with only an
intact “habit” system to guide behavior. Thus, these animals will
keep choosing items associated with previously positive outcomes
rather than basing their choice on the current motivational value.

AVERSIVE BEHAVIORAL FLEXIBILITY
Baseline acoustic startle
All animals in groups showed an increase startle responses to
increased noise intensity, although animals with neonatal OFC
damage did show slightly, but not significantly, lower startle
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amplitudes across all intensities. However, it is possible that this
group difference would have reached significance if the two Neo-
C animals that had very high startle amplitudes outside the range
of the measurement system were included in the control group.
Overall, these findings parallel the lack of effects of selective ven-
tromedial prefrontal lesions on baseline acoustic startle in rodents
(Sullivan and Gratton, 2002).

Fear learning
Neonatal damage to OFC areas 11 and 13 also spared fear learn-
ing abilities. All animals regardless of group learned to associate
the A+ cue with the aversive air puff with very little training.
The normal fear learning after lesions of the prefrontal cortex
is also consistent with rodent data (for review, see Sotres-Bayon
and Quirk, 2010), but contrast with the fear conditioning deficits
found after ventromedial prefrontal cortex damage in humans
(Bechara et al., 1999), or after more generalized frontal-temporal
damage as a result of Frontal-Temporal Dementia (Hoefer et al.,
2008). Given that the OFC damage in human patients included
prefrontal areas lying close to the middle line, which were not
included in our study, it is likely that the different outcomes could
be accounted by damage to these more ventromedial orbital fields.

Safety signal learning
The data provided little evidence for a role of OFC areas 11 and
13 in safety signal learning. To date, this is the first study to exam-
ine the role of the monkey OFC in acquiring safety signals and
the lack of impairment may have resulted from the timing of the
lesions. It should be acknowledged that one Neo-Oasp animal did
have to be dropped because its startle responses became extremely
high in the presence of all cues in the AX+/BX− phase of training.
This might have resulted because by that time the animal became
afraid of all cues, perhaps indicative of an inability to inhibit fear
on the BX− trials. Although this proposal will await investigation
of adult-onset OFC lesions on AX+/BX− task, an earlier study
in rodents has shown that selective adult-onset damage to the
ventral prefrontal cortex does not disrupt safety-signal learning
(Gewirtz et al., 1997), whereas other structures such as the insula,
anterior cingulate cortex, or striatum may be more relevant to
safety-signal processing (Christianson et al., 2008, 2011; Kong
et al., 2014). Given convincing evidence suggesting that fear learn-
ing is amygdala-dependent (Davis, 1992; Ledoux, 2000), whereas
basic learning of appetitive associations are dependent on the
striatum and ventromedial prefrontal cortex (Schiller et al., 2008),
it is perhaps not too surprising that OFC areas 11 and 13 are not
critical for safety signal learning. Indeed, using a fear conditioning
reversal paradigm in humans, Schiller et al. (2008) paired one cue
with a mild shock, while a second cue was paired with safety (no
shock). Upon reversal of the reinforcement contingencies, neural
activity shifted from the amygdala for the fearful cue to areas of
the ventromedial prefrontal cortex and striatum as the cue now
became associated with safety (Schiller et al., 2008). More impor-
tantly, there was an absence of neural activity modulation in the
lateral sensory/orbital network during both contingencies. Thus,
the present results support the human neuroimaging in positing
that damage to the ventromedial OFC network may cause deficits
in safety signal processing, whereas damage to the lateral orbital

network is more disruptive to reward processing, and possibly
higher order emotion-related behaviors (but see Gewirtz et al.,
1997). This functional dissociation between the medial and lateral
sectors of the OFC has recently been tested in monkeys (Noonan
et al., 1999; Rudebeck and Murray, 2011) and is consistent with
neuroanatomical findings indicating that the ventromedial OFC
send more projections to the amygdala than it receives, whereas
the lateral OFC receives more projections from the amygdala than
it sends (Barbas, 2007). Thus, ventromedial OFC may be in a bet-
ter position to regulate amygdala activity and this information
might then be sent to the lateral OFC for further higher-order
processing.

Flexible modulation of fear during Conditioned inhibition
Just as we found no evidence for a lateral orbital network involve-
ment in fear or safety-signal learning, there was little evidence that
this lateral orbital network contributed to fear modulation. Both
animals with neonatal OFC lesions and the sham-operated con-
trols exhibited high fear-potentiated startle in the presence of the
aversive A cue, low startle in the presence of the safety cue (B), and
importantly intermediate startle when for the first time, the two
cues were presented together (AB). Although Group Neo-Oasp
did have a relatively lower fear-potentiated startle to the AX cue
during the probe test than Group Neo-C, this group difference
did not reach significance. The lower fear-potentiated startle in
Group Neo-Oasp was largely driven by one case (see Table 5, Neo-
Oasp-1) that startled less to the AX cue, than to the safety cue (B).
Although Case Neo-Oasp-1 did have relatively more unintended
damage to area 12 (see Table 1), a Pearson correlation matrix did
not reveal any significant interactions between lesion extent of
the various sub-regions of the OFC (both intended and unin-
tended) and the ability to modulate fear-potentiated startle (all
ps > 0.05).

Flexible modulation of fear during Extinction
There was also no evidence of impaired ability to extinguish
to the aversive cues (A−, AX−) after Neo-Oasp damage. These
findings complement appetitive-related findings wherein both
early and late selective damage to the lateral sensory/orbital net-
work resulted in a sparing of reversal learning abilities (Kazama
and Bachevalier, 2012), indicating that these animals are able to
inhibit responses to cues that have become unrewarded. Again,
this sparing contrasts with the severe flexible decision-making
deficits that the same animals with Neo-Oasp lesions demon-
strated in the Reinforcer Devaluation paradigm (see above). As
compared to studies in rodents and humans, which often use
aversive conditioning to study extinction, most of the studies on
the role of the OFC in extinction and behavioral inhibition in
nonhuman primates have generally used appetitive tasks, such
as extinction of instrumental responses (Izquierdo and Murray,
2005) or object reversal (Jones and Mishkin, 1972) and go/nogo
tasks (Swick et al., 2008). Thus, the lack of impairment following
OFC lesions in fear extinction contrasts with the deficits observed
in the extinction of instrumental responses, and suggest that the
lateral orbital network may be more critical for the modulation of
goal-actions associated with rewards than the regulation of fearful
or anxious behaviors.
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An alternative explanation for a lack of effects of Neo-Oasp on
modulation of fear responses is that animals sustaining damage to
areas 11 and 13 of the OFC in infancy were able to compensate by
engaging other brain areas not normally mediating fear/safety-
signal learning and fear modulation (Kennard, 1936; Goldman,
1976). We believe that this alternative explanation is unlikely
given that the same animals with Neo-Oasp lesions showed severe
impairment in negative emotion regulation under other cir-
cumstances. Thus, as compared to sham-operated controls, they
displayed blunted fear reactivity to fearful stimuli as assessed by
the Approach/Avoidance Paradigm (Raper et al., 2009) and did
not modulate their behavioral reactivity according to levels of
threat provided by a human intruder (Bachevalier et al., 2011).
Thus, the evidence suggests that the lateral OFC network may
not be required for the modulation or the extinction of basic fear
responses but is rather implicated in fear modulation in situations
involving higher-order processing, such as during perception and
evaluation of complex or ambiguous social signals. Future studies
will need to assess whether the same outcomes will follow dam-
age to the lateral OFC network in adult monkeys. In addition,
given that in humans and rodents, the lateral prefrontal areas 12
and ventromedial prefrontal areas 14 and 25 appear to be critical
for both appetitive and aversive extinction (for review see Barbas,
2007; Price, 2007), studies assessing the effects of selective damage
to these orbital frontal subfields on both conditioned inhibition
and extinction processes may increase knowledge on the role of
the different orbital frontal subfields in behavioral regulation.

COMPARISONS WITH NEONATAL AMYGDALA DAMAGE
As we stated in the introduction, the OFC critically interacts
with the amygdala in support of flexible behavioral modulation
(see Murray and Wise, 2010, for review). It is thus interesting
to note that the current results on the effects of neonatal orbital
frontal lesions on both the Reinforcer Devaluation task and the
AX−/BX− task as well as those previously obtained on the same
animals with Human Intruder paradigm (Raper et al., 2012) par-
allel remarkably with those obtained on the same three tasks
in monkeys that had received neonatal damage to the amyg-
dala (Bachevalier et al., 2011; Kazama et al., 2012; Kazama and
Bachevalier, 2013; Raper et al., 2013). Thus, both types of neona-
tal lesions resulted in profound impairment in the modulation of
behavioral responses based on the positive reward value of objects
in the Devaluation Task, despite normal modulation of fear sig-
nals by safety signals in the AX+/BX− task. The only exceptions
were the slight retardation in learning stimulus-reward associa-
tion found after the neonatal OFC lesions but not the neonatal
amygdala lesions and the slight retardation in conditioning to
fear stimuli found after the neonatal amygdala lesions but not the
neonatal OFC lesions. Thus, the two lesions may reflect differ-
ent involvement of the OFC in the acquisition of stimulus-reward
associations and of the amygdala in stimulus-fear conditioning.
Given that the effects of both neonatal lesions on these two types
of learning were very modest, these results will need to be repli-
cated with larger sample sizes. In addition, both types of neonatal
lesions impacted the abilities to regulate emotional reactivity after
rapid changes in threatening social signals in the Human Intruder
task. Interestingly, although the lesions of the OFC and of the

amygdala were incurred in infancy at a time of significant brain
plasticity, no other brain regions could compensate for the early
loss of these brain structures. Altogether, the data suggest that
interaction between OFC areas 11/13 and the amygdala play a
critical role in the development of behavioral adaptation; an abil-
ity essential for the self-regulation of emotion and behavior that
assures the maintenance of successful social relationships. This
conclusion is further supported by human data indicating that
early damage to the ventromedial portion of the prefrontal cortex
in children is associated with impaired social and moral behavior
(Anderson et al., 1999; Sánchez-Navarro et al., 2013) that could
likewise have resulted from a lack of interactions between the
orbital frontal cortex and the amygdala.
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Human and non-human primates rely on the ability to perceive and interpret facial
expressions to guide effective social interactions. The neuropeptide oxytocin (OT) has
been shown to have a critical role in the perception of social cues, and in humans to
increase the number of saccades to the eye region. To develop a useful primate model
for the effects of OT on information processing, we investigated the influence of OT on
gaze behavior during face processing in rhesus macaques. Forty-five minutes after a single
intranasal dose of either 24IU OT or saline, monkeys completed a free-viewing task during
which they viewed pictures of conspecifics displaying one of three facial expressions
(neutral, open-mouth threat or bared-teeth) for 5 s. The monkey was free to explore the
face on the screen while the pattern of eye movements was recorded. OT did not increase
overall fixations to the face compared to saline. Rather, when monkeys freely viewed
conspecific faces, OT increased fixations to the eye region relative to the mouth region.
This effect of OT was particularly pronounced when face position on the screen was
manipulated so that the eye region was not the first facial feature seen by the monkeys.
Together these findings are consistent with prior evidence in humans that intranasal
administration of OT specifically enhances visual attention to the eye region compared
to other informative facial features, thus validating the use of non-human primates to
mechanistically explore how OT modulates social information processing and behavior.

Keywords: oxytocin, eyes, facial expression, free-viewing, gaze, eye tracking, intranasal oxytocin, rhesus macaques

INTRODUCTION
There is increasing evidence that the neuropeptide oxytocin (OT),
functioning both as a hormone and neurotransmitter, plays a sig-
nificant role in social behavior across a wide variety of species
(Donaldson and Young, 2008; Insel, 2010). A fundamental aspect
of effective social interactions in humans and animals is the abil-
ity to recognize and interpret facial expressions. This ability can
be impaired in several psychiatric disorders, including autism
and schizophrenia (Guastella et al., 2010; Averbeck et al., 2011).
Studies with autistic patients suggest that intranasal adminis-
tration of OT improves emotion recognition abilities (Guastella
et al., 2010), possibly through increased fixations of the eye region
of a face (Andari et al., 2010). Studies in patients with schizophre-
nia similarly indicate that this neuropeptide improves patients’
ability to accurately characterize facial expressions of emotion
(Averbeck et al., 2011; Goldman et al., 2011).

The effects of intranasal OT administration in healthy human
subjects reinforce clinical evidence that this neuropeptide mod-
ulates the ability to recognize, interpret, and infer emotions
through visual processing of facial expressions. OT facilitates
identity recognition of previously viewed faces (Savaskan et al.,
2008) and increases the ability to accurately identify the emo-
tion conveyed by a particular facial expression (Ijzendoorn and
Bakermans-Kranenburg, 2012). OT also appears to bias pro-
cessing of facial valence, based on evidence that OT enhances
encoding of happy faces (Guastella et al., 2008b) and decreases

aversion to angry faces (Evans et al., 2010). Moreover, OT seems
to affect processing of specific facial features. OT administra-
tion increases the amount of time people spend fixating on the
eyes when they view static pictures of human faces (Guastella
et al., 2008a). OT also improves people’s ability to recognize
others’ emotions when these judgments were based on presen-
tations of the eye region of a masked face (Domes et al., 2007).
Although much research has led to the common idea of OT as
a “pro-social” peptide that improves social behavior and cog-
nition, other studies have suggested a more complex, and not
necessarily positive, function for OT (Bosch et al., 2005; Shamay-
Tsoory et al., 2009). As in animal studies (Insel and Winslow,
1991), human research has revealed that the effects of OT in
the social domain are often weak and inconsistent (Bartz et al.,
2011) probably because of the small number of participants,
who are often only male, different experimental design, and type
of emotional stimuli presented. Conflicting results have been
reported about OT effects on recognition of emotional expres-
sions, with some studies reporting effects for fearful expressions
(Fischer-Shofty et al., 2010), others only for positive (Marsh
et al., 2010) and still others reporting no effect of expressions
(Gamer, 2010). Similar inconsistent results have been reported
for trusting behavior (Declerck et al., 2010; De Dreu et al., 2010;
Mikolajczak et al., 2010) and memory for social stimuli. For
example, Savaskan et al. (2008) found that OT improved mem-
ory for neutral and angry but not happy faces, whereas Guastella
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et al. (2008b) found that the effect was only present for happy
faces.

To date few studies have investigated the role of exogenous OT
in social behavior in non-human primates. Interestingly, it has
been shown that when OT is administered intranasally macaques
look more often toward other monkeys in the same experimental
room (Chang et al., 2012) and at conspecifics’ faces in a computer
task (Ebitz et al., 2013). Furthermore, in a recent study authors
reported that intranasal administered OT suppresses, rather than
enhances, species typical vigilance for negative facial expression,
but not for neutral or non-social stimuli (Parr et al., 2013).

In this study, we explored whether intranasal administered
OT modulates eye movements when macaques view social stim-
uli. As in humans, face processing in monkeys is an important
and rapid process that allows them to identify members of their
group, interpret their facial signals, and respond to them with
appropriate behaviors (Gothard et al., 2009). We applied a ran-
domized, placebo-controlled, within-subject design to investigate
the effects of OT on gaze orienting behavior when monkeys freely
view pictures of conspecific faces. Based on previous human stud-
ies (Guastella et al., 2008a; Andari et al., 2010; Gamer, 2010) we
hypothesized that OT, rather than prompting increased face pro-
cessing of the entire face, would enhance attention to the eye
region when monkeys viewed conspecific faces.

MATERIALS AND METHODS
SUBJECTS AND EXPERIMENTAL SETUP
Four male adult rhesus monkeys (Macaca mulatta) (6–10 years
old, 7–11 kg) B, E, G, and S, served as subjects. All animals were
acquired from primate breeding facilities in United States where
they had social-group histories as well as group-housing experi-
ence until their transfer to NIH for quarantine. After that, they
were pair-housed in a rhesus monkey colony room with tac-
tile, auditory, and visual contact with one another. The colony
rooms accommodate 24 rhesus monkeys, and the four primates
that served as subjects in this study have been housed at NIH
between 3 and 4 years prior to this experiment. All subjects
therefore have had extensive social experience, thereby making
them familiar with perception and interpretation of facial cues
in conspecifics. All procedures were performed in accordance
with the National Institutes of Health Guide for the Care and
Use of Laboratory Animals and were approved by the Animal
Care and Use Committee of the National Institute of Mental
Health.

Animals had surgically implanted head posts for head fixa-
tion to allow for accurate video tracking of eye movements. An
Arrington ViewPoint eye tracking system recorded eye move-
ments while monkeys examined each conspecific face. Images
were displayed on a computer monitor placed 40 cm in front of
the monkey and the face stimuli subtended approximately 13◦
of visual angle. During the testing phase, all monkeys received
controlled access to water.

BEHAVIORAL TASK
The task was a free viewing paradigm adopted by previous fMRI
studies conducted in humans (Gamer et al., 2010; Kliemann et al.,
2012). The monkeys first acquired and held a central fixation

point for 500 ms, and then a conspecific image was shown on
the screen in front of them for 5 s depicting one of three eco-
logically relevant facial expressions—neutral, open-mouth threat,
or bared-teeth (Figure 1A). During the 5 s period monkeys were
free to explore or not each face presented. At the end of the 5 s
presentation a juice reward was delivered, regardless of the gaze
pattern of the subject. Images were presented randomly in one
of two different vertical positions on the screen: either the eyes
or the mouth were centered at the level of the fixation point,
thus balancing which facial feature was first seen by the monkeys
(Figure 1B). The monkeys completed a minimum of 300 valid
trials per session and the duration of the session never exceeded
1 h. Valid trials are defined as those in which the monkey success-
fully fixated on the initial fixation point for 500 ms. If the monkey
broke fixation during that required fixation time, the trial was
counted as incorrect and no face image appeared. We included
all successful trials even if the animals did not look at the regions
of interest once the face image appeared.

The set of pictures used were adopted from a recent non-
human primate study of fMRI responses to faces (Furl et al.,
2012). Subjects were naïve to the free viewing face task, and were
unfamiliar with the individual animals whose faces were depicted
in the images. All stimuli were color static photographs of a
frontal view of a monkey face with direct gaze toward the cam-
era. The set was comprised of 54 different images, with 18 images
per expression (neutral, open-mouth threat, or bared-teeth) from
three individual adult male monkeys. Neutral expressions show
monkeys with a closed mouth. The open-mouth threat expression

FIGURE 1 | (A) One example of each of the three monkey expressions
used as stimuli. Superimposed on the neutral expression are the 3 areas of
interest (AOIs) used for the analysis; face, eyes, and mouth. (B) The free
viewing task. The sequence on the left shows a face appearing with the
mouth centered at the level of the initial fixation point, and the sequence on
the right shows a face appearing with the eyes centered at the level of the
initial fixation point.
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shows monkeys with an aggressive, threatening facial expression,
and bared-teeth fearful expressions display animals with a fear-
ful facial expression (Gothard et al., 2007; Parr et al., 2013). All
stimuli were embedded in a gray oval mask as background.

Although we repeatedly presented the same set of stimuli, the
total number of fixations on the face region did not significantly
differ within session [F(1, 50) = 0.81 p = 0.37] or across sessions
[F(1, 40) = 1.48, p = 0.23). Additionally, as well as the total num-
ber of fixations, the total looking time at the face region did
not significantly differ within session [F(1, 39) = 0.07 p = 0.79]
or across sessions [F(1, 40) = 1.75, p = 0.19]. Furthermore, we
explored whether there was an effect of OT on habituation to
images within a session. We did not find any significant effect of
drug by number of images repetition for total number of fixations
on the face region [F(1, 50) = 0.34 p = 0.56] or for total looking
[F(1, 39) = 0.06 p = 0.94].

INTRANASAL OT ADMINISTRATION
Prior to beginning the experiment the monkeys were habituated
to receiving saline nasal spray. During each puff in one nostril the
other nostril and the mouth were gently held closed, thus encour-
aging the animal to inhale the spray. The animals’ heads were
fixed for this procedure, to minimize movement and enhance
the reliability of dosing. This habituation procedure was repeated
until the monkeys were completely relaxed during the nasal spray
administration.

On the day of the experiment monkeys were transported in a
primate chair from the colony room to the experimental room.
After fixing their heads, intranasal doses of 24 IU OT (Sigma)
or sterile saline were given in a 1 mL volume. This is similar to
the dose previously found to affect socially relevant behaviors in
monkeys (Chang et al., 2011) and humans (Kirsch et al., 2005;
Guastella et al., 2008b; Rimmele et al., 2009; Evans et al., 2010).
Behavioral testing began 45 min after each treatment. It has been
shown that vasopressin, which is closely related to OT, reaches
peak levels in CSF in 30–50 min when administered to humans
intranasally (Born et al., 2002) and a 45 min delay between drug
administration and the start of testing was used in previous
human studies (Guastella et al., 2009). As in other pharmacologi-
cal studies with non-human primates (Chang et al., 2012; Feifel
et al., 2012; Ebitz et al., 2013) we did not use a double-blind
design; as the data collection is automatically recorded using the
eye tracking system, any possible researcher bias should not influ-
ence results. Doses of saline and OT were balanced across sessions
and were administered on alternating days (Chang et al., 2012;
Ebitz et al., 2013) at least 5 sessions of OT and 5 of saline were
collected for each animal. There were a total of 25 OT sessions
(number of session for each monkey: 7, 6, 7, 5) and 21(number
of session for each monkey: 5, 5, 6, 5) saline sessions included in
the analysis.

DATA ANALYSIS
The number of fixations was defined for three areas of interest
(AOIs): one placed around the whole face, one placed around the
eyes, and one placed around the mouth (Figure 1A). The mouth
and eye AOIs were equivalent in total area, but differed in shape
to accommodate differences in facial features, and the size of the

regions were the same across all expressions. We delineated AOIs
to quantify the amount of attention the monkeys directed toward
the whole face and for specific facial features (eyes and mouth).
The AOI around the face was used to investigate if OT increased
interest in looking at a face in general, and the AOIs inside the
face (eyes and mouth) were for discriminating whether fixations
differed between the two regions. For each animal the total num-
ber of fixations was calculated using MATLAB (Math Works, Inc.,
Natick, MA, USA) custom designed programs that calculated all
the points that fell within the boundaries of the three AOIs. A
fixation and its location were defined as the mean coordinates
corresponding to the period of time between successive saccades.
Saccades were found by locating points of negative going accelera-
tion zero-crossings that also exceeded a speed threshold in the eye
movement data. These points correspond to maxima in the speed
profile and mark the midpoints of saccades. The speed thresh-
old insured that random fluctuations and noise were not detected
as saccades. After the speed maximum was identified, the algo-
rithm searched forwards and backwards until the speed fell below
a pre-specified threshold. These points were then marked as the
beginning and end of the saccade (Averbeck et al., 2003).

We normalized data within trials to control for individual dif-
ferences and variations in number of fixations across test days
(Ebitz et al., 2013). The proportion of fixations made within the
face region was normalized by dividing by the total number of
fixations made outside the face region on each trial. The pro-
portion of fixations made within the eye or mouth regions were
both normalized by the total number of fixations made within the
entire face region on each trial. All analyses were computed using
normalized data.

First we examined whether OT affected the proportion of
fixations (dependent variable) made within the face region via
a mixed-effect ANOVA that specified drug (OT/saline), initial
face position (eyes centered/mouth centered), and facial expres-
sion (neutral, open-mouth threat, or bared-teeth) as fixed factors
and session number (46; 25OT and 21 Saline) as a random
effect nested under monkey (4 subjects) and crossed with drug
(OT/saline).

Second, we investigated whether OT affected the proportion of
fixations (dependent variable) in the two face region AOIs: eyes
and mouth. For the dependent measure we calculated a mixed-
effects ANOVA model specifying drug (OT/saline), face position
(eyes centered/mouth centered), facial expression (neutral, open-
mouth threat, or bared-teeth), and regions (eyes and mouth AOI)
as within-subject factors and session number (46; 25OT and 21
Saline) as a random effect nested under monkey (4 subjects) and
crossed with drug (OT/saline). Direct post-hoc comparisons were
made with two-tailed independent t-tests and the p-value was
Bonferroni corrected for the number of comparisons.

Finally, to further investigate the time looking in each AOI
we run the same two ANOVA models (one for the face and one
for the eyes and mouth AOI) with proportion of time looking as
dependent variable. As for the number of fixations we normal-
ized the time within trials. The proportion of time spent within
the face region was normalized by dividing by 5 s (time that
the conspecific picture is displayed on the screen). The propor-
tion of time spent within the eye and mouth regions were both
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normalized by the total looking time made within the entire face
region on each trial. We also investigate the correlation between
proportion of fixations and proportion of time in each AOI.

RESULTS
FACE PROCESSING
We began by examining if OT, facial expression, and initial
face position influenced how often the monkeys fixated on the
presented face. Neither the drug administered [F(1, 42) = 0.3,
p = 0.58] or the facial expression shown [F(2, 42) = 0.2, p =
0.84; Figure 3A] or initial face position [F(1, 42) = 1.8, p = 0.19]
affected the relative proportion of fixations to the face, and there
was no evidence of a higher order interaction involving either
factor (all p > 0.05).

EYE AND MOUTH REGION PROCESSING
Next we examined how often the monkeys fixated on the eyes or
mouth based on the defined AOIs (Figure 1A). The monkeys fix-
ated the eyes more than they fixated the mouth region [Region,
F(1, 43) = 166, p < 0.001; Figure 3B]. This preference was mod-
ulated by which facial feature was centered at the initial fixation
point [Region × Initial Face Position, F(1, 89) = 94, p < 0.001].
When the eye region was centered on the initial fixation point the
proportion of fixations in the eye region increased, compared to
when the mouth region was presented at the central fixation point
[t(89) = 24.4, p < 0.001]. Likewise the proportion of fixations in
the mouth region was larger when it was centered on the initial
fixation point compared to the eye [t(89) = −17.1, p < 0.001].

We further investigated the latency of the first saccade into
the ROI opposite the initial fixation point (Figure 2). The ini-
tial face position affected the latency of the first saccade to
each region [Initial Face Position × Region, F(1, 25) = 12.44, p <

0.001]. When the initial fixation point was located at the mouth
region, the latency of the first saccade to the eye region was signif-
icantly shorter than the latency of the first saccade to the mouth

FIGURE 2 | Latency of the first saccade into the AOI opposite the initial

fixation point expressed in milliseconds, as a function of the initial face

position. First column shows latency of the first saccade to the eye region
when the face was mouth centered. The second column shows latency of
the first saccade to the mouth region when the face was eye centered.

region [t(44) = −4.66, p < 0.001] when the initial fixation point
was located at the eye region. However, there were no signifi-
cant effects of drug on the latency of the first saccade to each
region. Moreover, we investigated the direction of the first sac-
cade. When the face was mouth centered the 42% of the first sac-
cades were directed on the eye region, whereas when the face was
eye centered the 30% of the first saccades landed on the mouth
region.

OT EFFECTS ON THE EYE AND MOUTH REGION
We compared the effects of OT on fixations to the eyes vs. the
mouth, and found that OT enhanced the general tendency of the
monkeys to fixate on the eyes relative to the mouth [Drug ×
Region, F(1, 113) = 6.2, p = 0.02; Figure 3B). Specifically, the dif-
ference in how often the monkeys fixated on the eyes vs. the
mouth was heightened on OT compared to saline. While OT
caused a significant increase in fixations to the eye region, this
effect varied based on whether the eye or mouth region over-
lapped the central fixation point [Drug × Region × Initial Face
Position, F(1, 68) = 6.5, p = 0.01; Figure 4). When the eye region
was centrally presented, OT had no impact on fixations to the
eye [t(68) = −0.2, p > 0.05] or the mouth region [t(68) = −0.1,
p > 0.05]. However, when the mouth region was centrally pre-
sented, OT compared to saline caused a proportional increase in
how often the eye region was fixated [t(68) = 2.1, p = 0.03], and
a parallel decrease in how often the mouth region was fixated
[t(68) = −2.7, p = 0.008]. Thus, OT specifically enhanced scan-
ning of the eye region when that facial feature was not centrally
presented. To illustrate the effect of OT on gaze orienting behav-
ior we plotted patterns of fixation density when the mouth region
was centrally presented (Figure 5) as a function of drug condition
(OT minus saline).

When we carried out analyses on the proportion of time
spent in each AOI, all statistics were consistent. In other words,
significant effects reported on proportion of fixations were still
significant, and non-significant effects were still non-significant.
Additionally, proportion of time spent viewing the face, eye, or
mouth region was respectively correlated with the proportion of
fixations made to each region [Face region r = 0.754 p < 0.001;
Eye region r = 0.930 p < 0.001; Mouth region r = 0.904
p < 0.001].

DISCUSSION
The goal of our study was to examine the effects of OT on gaze
behavior in macaques during face processing. We hypothesized
that OT might not generally increase social attention, but instead
bias social attention uniquely toward the eye region of another
monkey face. This would replicate similar findings in humans
(Guastella et al., 2008a; Andari et al., 2010; Gamer, 2010) and
warrant future mechanistic studies in non-human primates to
understand how OT influences social processing. Results indi-
cated that OT did not broadly enhance face processing during
free viewing of conspecific faces. Instead, OT increased the rel-
ative number of fixations made to the eye vs. mouth region. This
implies that OT increases selective attention to the eye region of
the face. Interestingly, this effect of OT was most pronounced
when the position of the face on the screen was manipulated so
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FIGURE 3 | (A) Proportion of Fixations to the Face AOI as a function
of drug (oxytocin vs. saline) and expression (neutral, open-mouth
threat, or bared-teeth). Note that this is averaged over the initial face

position. (B) Proportion of Fixations to the eye and mouth AOI as a
function of drug (oxytocin vs. saline). Note that this is averaged over
face expressions.

FIGURE 4 | Proportion of Fixations as a function of drug (oxytocin vs.

saline) by region (eye region vs. mouth region) by initial face position

(mouth centered vs. eyes centered). For example, M-centered represents
a face that appeared with the mouth centered on the initial fixation point
and E-centered represents a face that appeared with the eyes centered on
the initial fixation point. Note that this is averaged over expressions.

that the eye region was not the first facial feature seen by the
monkeys.

The first aim of the current study was to investigate the effects
of OT on gaze orienting behavior when monkeys viewed pic-
tures of unfamiliar conspecifics’ faces. We found that OT did
not increase the proportion of fixations to the face, compared to
saline. This appears to contrast with a recent study that also inves-
tigated OT effects in macaques during an unconstrained viewing
task (Ebitz et al., 2013). In that study, monkeys viewed two pic-
tures at a time positioned on either side of an initial fixation point,
and the authors reported that OT increased the total time that
the monkeys looked at both images. Different results could be
due to differences in the task, location of initial fixation point
in relation to where the images were presented, stimuli used, as
well as data analysis techniques. Ebitz and colleagues showed only

FIGURE 5 | Fixation density plots. Colors indicate normalized fixation
density as a function of drug (oxytocin minus saline) and initial face position
(mouth centered); overlaid on example monkey face. The panel illustrates
pattern of eye movement where red indicates more fixations, blue indicates
less. All plots are averages per monkey across expressions.

familiar (cage-mate) faces with neutral expressions and allowed
the monkeys to view the faces until they stopped looking at the
images for at least 500 ms. By comparison we had monkeys view
three unfamiliar facial identities portraying three different expres-
sions, displayed one at a time, and the monkeys were free to view
or not view each face for up to 5 s. However, emerging stud-
ies have started to support the idea that OT has a strong effect
on the earliest stage of social information processing (Domes
et al., 2010; Gamer, 2010; Gamer et al., 2010; Ellenbogen et al.,
2012; Ebitz et al., 2013; Parr et al., 2013), and the lack of signif-
icant OT effects on overall fixations to the face reported in our
study could be the result of an extended face presentation period.
Furthermore, we found that the effects of OT were independent of
the emotional expression presented. Conflicting results have been
reported about OT effects on emotional expressions (Fischer-
Shofty et al., 2010; Gamer, 2010; Marsh et al., 2010) and more
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work is needed investigate if OT affects particular expression
types and to clarify the different results reported in literature.

Independently from the OT manipulation, we found that the
monkeys preferred to fixate on the eyes relative to the mouth. This
is consistent with prior evidence that monkeys made more sac-
cades to the eyes than any other facial feature (Nahm et al., 1997).
Keating and Keating (1982), who were among the first researchers
to study how monkeys explore facial expressions in a laboratory
setting, found that the eye region was a strong attractor of fix-
ations compared to other parts of a face. In our study we used
high-resolution images providing details not only of the eyes but
also others features of the face (i.e., mouth and teeth). In rhesus
monkeys, the expressive differences in the eye region are less dra-
matic than those in the mouth region (monkeys have very large
teeth, and display them prominently in some expressions) making
the mouth an overtly informative region to explore. The tendency
of the monkeys to explore the eye over the mouth region is also
supported when we investigate the direction and the latency of
the first saccade as a function of drug and initial face position.
We found that when the mouth was the first region presented,
the first saccade was more often and faster to the eye region com-
pared when the first feature presented was the eye region. There
were not significant effects of drug, suggesting that the impor-
tance of the eye region in gleaning socially relevant information
may override OT. This is similar to what has been seen in human
participants (Enticott et al., 2012) where changes in eye expres-
sion play a critical role in effective social communication. The
eyes capture significantly more attention than do other parts of
the face both in adults (Janik et al., 1978), and infants (Farroni
et al., 2002) and participants are equally capable of recognizing
specific emotions when they are shown just the eye region or an
entire face (Baron-Cohen et al., 1997).

When we examined how OT affected fixations to the eye and
mouth regions we found that OT heightened attention to the
eye region when monkeys’ viewed conspecific faces, relative to
saline. These findings concur with prior studies examining how
OT influences processing of the eyes in both monkeys (Ebitz
et al., 2013) and humans (Guastella et al., 2008a; Andari et al.,
2010; Gamer, 2010). Guastella et al. (2008a) tested whether OT
increased gaze toward the eye region when viewing neutral faces.
A single dose of intranasal OT increased the number and dura-
tion of fixations made to the eye region of a face. Additionally,
Gamer et al. (2010) found that OT increased the likelihood of gaze
changes toward the eyes. Critical information is taken from the
eyes (Haxby et al., 2002), and the amount of fixation to the eyes
has been found to be predictive of one’s ability to interpret the
intentions of others and the meaning of social situations (Garrett
et al., 1997; Klin et al., 2002; Spezio et al., 2007). Enhanced
fixation to the eye region independent of a conspecific’s facial
expression may be one of the mechanisms underlying the positive
effects of OT on facial processing and emotion recognition.

The critical OT effect on the eye region of a face was confirmed
and emphasized when we analyzed the proportion of fixations
in the eye and mouth region as a function of drug and initial
face position. In our experiment we systematically manipulated
the vertical position of the presented face so that the initial gaze
of the monkey was centered on either the mouth or eye region,

which prevented the monkeys from covertly deploying attention
to a specific facial feature. Consistent with effects seen in humans
(Challinor et al., 1994; Gamer et al., 2010; Kliemann et al., 2010,
2012; Arizpe et al., 2012), our findings indicated that varying the
presentation location of the stimuli affects patterns of eye move-
ments. Despite the general preference of the monkeys to explore
the eye region, both the eyes and mouth were fixated more often
when that particular region was centered over the initial fixation
point. Using the same manipulation of initial face position as the
current study, intranasal OT is found in humans to refocus atten-
tion to the eye region when another facial feature was seen first
(Gamer, 2010). The present results indicate this is also the case for
rhesus monkeys. When the mouth region overlapped with the ini-
tial fixation point, OT caused monkeys to look more often at the
eye region and less at the mouth than they did on saline. By con-
trast when the eye region was centered on the initial fixation point
OT had no effect; possibly because the monkeys were already in
a position to explore the most informative and interesting feature
of a face.

Several limitations to this study should be noted. A sample size
of four monkeys may seem small compared to human studies that
have investigated behavioral effects of intranasal OT, although
it is consistent with typical sample sizes used in psychopharma-
cological studies involving non-human primates (Chang et al.,
2012; Ebitz et al., 2013). An advantage to using non-human pri-
mates is that subjects can be brought back repeatedly to determine
the consistency of drug related effects across repeated sessions
within individual animals. Another point is the lack of a non-
social stimulus as a possible control for the effects of OT on overall
fixations, which may be independent of the social relevance of
the image being viewed. Moreover, we only tested male monkeys
so we cannot assume that OT in female yields similar findings.
Eye-tracking studies with human male participants have shown
that OT increases gaze time spent exploring the eye region com-
pared with other parts of a face (Guastella et al., 2008a; Andari
et al., 2010; Gamer, 2010), but two other studies, however, have
not replicated this finding in female participants (Domes et al.,
2010; Lischke et al., 2012a). Additionally, in males, OT tends to
elicit decreased amygdala activity in response to emotional faces
(Domes et al., 2007); in females, OT enhances reactivity to social
and non-social threat (Domes et al., 2010; Lischke et al., 2012b).
Future studies should include both sexes to determine the behav-
ioral, neural, and physiological effects of OT on gender differences
in order to make progress in understanding the function and
potential utility of OT in treatment.

Finally, behavioral effects that follow peripheral administra-
tion of OT could be driven by at least three mechanisms. First,
the peripherally administered OT could enter the CNS and bind
to OT receptors there. Second, the peripherally administered
OT may drive elevation of CNS OT via an unknown, indirect
peripheral mechanism. In this case, OT binding to peripheral OT
receptors may be driving changes in central OT levels. Finally, the
peripherally administered OT may lead to behavioral effects via
an entirely peripheral mechanism. There are many OT receptors
in several peripheral structures including kidneys and pancreas,
as well as in the heart, fat cells, and adrenal glands (Gimple and
Farenholtz, 2001). Which of these three mechanisms is giving
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rise to the behavioral effects is not currently known. In addition,
different intranasal delivery methods may also operate through
any of these three mechanisms, and the mechanism engaged by
any delivery method may vary among species. At present, little is
known about this and more research will be necessary to clarify
these questions.

In summary, intranasal administered OT in rhesus monkeys
did not increase overall interest in exploring conspecifics’ faces
compared to saline. Instead, OT increased the number of fixa-
tions made to the eye region when the animals were allowed to
freely explore monkey faces. Further, when the vertical position
of the presented face was shifted to control for which feature was
seen first, OT specifically enhanced attention to the eye region.
Together these findings are consistent with prior evidence in
humans and non-human primates that intranasal administration
of OT specifically enhances social attention to the eye region com-
pared to other informative facial features. We conclude that this
supports the utility of a primate model in investigating the neuro-
biological mechanisms involved in the perception and processing
of social information, and the role OT plays in those processes.
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Facial expressions reflect decisions about the perceived meaning of social stimuli and the
expected socio-emotional outcome of responding (or not) with a reciprocating expression.
The decision to produce a facial expression emerges from the joint activity of a network of
structures that include the amygdala and multiple, interconnected cortical and subcortical
motor areas. Reciprocal transformations between these sensory and motor signals give
rise to distinct brain states that promote, or impede the production of facial expressions.
The muscles of the upper and lower face are controlled by anatomically distinct motor
areas. Facial expressions engage to a different extent the lower and upper face and
thus require distinct patterns of neural activity distributed across multiple facial motor
areas in ventrolateral frontal cortex, the supplementary motor area, and two areas in the
midcingulate cortex. The distributed nature of the decision manifests in the joint activation
of multiple motor areas that initiate the production of facial expression. Concomitantly
multiple areas, including the amygdala, monitor ongoing overt behaviors (the expression
itself) and the covert, autonomic responses that accompany emotional expressions. As the
production of facial expressions is brought into the framework of formal decision making,
an important challenge will be to incorporate autonomic and visceral states into decisions
that govern the receiving-emitting cycle of social signals.

Keywords: Macaca mulatta, social behavior, neurophysiology, cingulate cortex, emotion, neuroanatomy, facial

nucleus, interoception

Both human and non-human primates use facial expressions to
communicate their emotions and intentions. As a motor act, a
facial expression is the reflection of a decision. In a strictly social
context, facial expressions are produced either to initiate a social
exchange, or to respond to others. The decision to produce one
facial expression in lieu of another (or none at all) depends on the
emotional state of the agent, the sensory-motor state of the agent’s
face, and the evaluation of the ongoing social situation (e.g., what
expression had been emitted, who emitted it, the agent’s relation-
ship with the emitter, who else was present, and what the expected
social gains and losses associated with possible responses are).

Traditionally, the circuit that controls facial expressions is
conceptualized as a sequence of transformations that begins
with perceiving the expressions of others, proceeds to extract-
ing the socio-emotional significance of the perceived signals, and
is completed by choosing and executing a motor response. This
conceptualization suffers from several shortcomings. It implies
unidirectionality, ignoring the role of feedback and the possibility
that the status of the face and of the autonomic nervous system
can directly influence the decision. It also implies that the deci-
sion can be confined to a structure located between the perceptual
and the motor segments of this sequence. Implicit in this theory
is the assumption that there should exist a neural signature of the
decision at one central point within the circuit.

Alternatively, communication with facial expressions may
occur as a single or multiple closed processing loops that carry out
parallel reciprocal transformations between sensory and motor

processes. These processes are informed by visceral inputs, and
the predicted socio-emotional value of the available choices. This
alternative suggests that the decision to produce an expression
does not take place at an anatomically distinct decision node;
rather it emerges from the activity of the entire circuit.

Recent experimental findings support this alternative. Neurons
in both the primate amygdala and midcingulate cortex respond
during the perception and production of facial expression (Livneh
et al., 2012), suggesting that the neural signature of the decision
process could be captured by monitoring neutral activity in these
(or other) motor or limbic areas. Obtaining these data is lim-
ited only by our ability to record simultaneously the activity of
ensembles of neurons from multiple brain areas. As this technol-
ogy is emerging, it is worth contemplating where we should place
the recording probes to best understand the circuits that support
the receiving-emitting cycle of facial expressions? The sensory-
perceptual aspects of social decision making have received ample
attention in the literature, while the motor aspects have been less
often addressed. The remainder of this article will highlight the
anatomical aspects of the motor circuit involved in the produc-
tion of facial expression that designate these areas as potential
targets for future neurophysiological scrutiny.

Theoretically, a network involved in decisions about the use of
facial expressions is be expected to contain: (1) last order motor
neurons that directly innervate the facial muscles, (2) a network of
motor cortical neurons that innervate the last-order motor neu-
rons, (3) neurons that signal the emotional state of the agent,

www.frontiersin.org March 2014 | Volume 8 | Article 43 | 145

http://www.frontiersin.org/Neuroscience/editorialboard
http://www.frontiersin.org/Neuroscience/editorialboard
http://www.frontiersin.org/Neuroscience/editorialboard
http://www.frontiersin.org/Neuroscience/about
http://www.frontiersin.org/Neuroscience
http://www.frontiersin.org/journal/10.3389/fnins.2014.00043/abstract
http://community.frontiersin.org/people/u/6450
mailto:kgothard@email.arizona.edu
http://www.frontiersin.org
http://www.frontiersin.org/Decision_Neuroscience/archive


Gothard Amygdalo-motor pathway

(4) somatosensory-proprioceptive neurons that signal the cur-
rent state of the agent’s face, and (5) neurons that signal the
motivation, or social “justification,” to make a facial expression.
With the exception of the motor neurons located in the facial
nucleus (Jenny and Saper, 1987; Welt and Abbs, 1990) the other
four types of neurons are located in multiple areas. For exam-
ple, sensory-motor representations of the face are found in the
parietal cortex (Avillac et al., 2005), the insula (Schneider et al.,
1993), and in motor and premotor cortical areas (Gentilucci et al.,
1988; Graziano et al., 1994). Information about the faces of oth-
ers is also distributed; face identity and emotional expressions are
processed concurrently in the amygdala (Nakamura et al., 1992;
Gothard et al., 2007), the insula (Phillips et al., 1997), and in mul-
tiple face patches of the temporal and frontal cortex (Hasselmo
et al., 1989; Tsao et al., 2006, 2008; Romanski, 2012).

THE MOTOR CONTROL OF FACIAL EXPRESSIONS
Facial movements can be (1) voluntary, coordinated by cortical
pathways, (2) reflexive, or (3) driven by central pattern generators
coordinated by subcortical motor pathways, located mainly in the
brainstem. Species-specific defensive behaviors and vocalizations,
are typically orchestrated by specialized cell clusters in the peri-
aqueductal gray (Jürgens and Ploog, 1970; Bandler and Shipley,
1994). Likewise the hypothalamus coordinates action patterns
that are part of more complex ritualized behaviors such as
courtship and mating, that may include facial displays (MacLean,
1990). These subcortical areas are hardly sufficient, however, to
voluntarily direct a facial expression toward an individual of
interest, as it happens during non-ritualized social interactions.
Subcortical areas might be fast and efficient to extract general
information, such as danger signals (Pessoa and Adolphs, 2010),
but do not have the neural machinery to extract from faces
subtle signals that inform our moment-to-moment decisions
during social interactions (e.g., mock or heartfelt expressions of
fear or happiness). Association areas in temporal and prefrontal
cortices process the details of facial expressions and face-voice
combinations to interpret their significance in the ongoing socio-
emotional context. The output of these areas is critical for select-
ing choices of reciprocation and for estimating the outcome of
each choice. The decision is ultimately reflected in the activity of
motor areas that control directly the voluntary movements of the
face.

Compared to the voluntary control of the limbs, the volun-
tary control of the face is poorly understood. While limbs execute
movements such as reaching and grasping with kinematics that
can be precisely measured, the muscles of facial expressions rear-
range the configuration of the facial features to express emotions.
Emotions are more difficult to quantify than arm kinematics,
but even if this obstacle could be overcome, facial expressions
can be produced even in the absence of emotion. The dissocia-
tion between the voluntary and emotional production of facial
expressions has been amply documented in stroke patients with
damage to different motor areas. Patients with strokes in the
territory of the middle cerebral artery (primary motor and pre-
motor areas) cannot produce a symmetrical, voluntary smile,
nevertheless can smile normally in response to jokes (Monrad-
Krohn, 1924; Hopf et al., 1992; Dawson et al., 1994; Töpper et al.,

1995; Trepel et al., 1996). These findings suggest the existence
of an alternative “limbic” pathway that controls facial expres-
sions. Indeed, patients with strokes in the territory of the anterior
cerebral artery, affecting the midcingulate area, are able to make
voluntary facial movements but are unable to produce sponta-
neous emotional expressions (amimia) (Wilson, 1924; Feiling,
1927; Karnosh, 1945).

The cortical motor areas involved in production of facial
expressions include: the primary motor cortex, the ventrolateral
premotor cortex, the supplementary motor area, and two motor
areas of the dorsal midcingulate (Morecraft et al., 2001, 2007).
The localization of the two face areas in the midcingulate cor-
tex is based on the work of Vogt (2009), who identified in the
cingulate cortex a subgenual, an anterior (rostral to the genu of
the corpus callosum), and a supracallosal portion (dorsal to the
corpus callosum). The supracallosal region has been designated
the midcingulate. The midcingulate has been further divided in
anterior and posterior midcingulate, which contains two premo-
tor areas for the face: a rostral area in the anterior portion of the
midcingulate, designated by Morecraft et al. (2004) as M3, and a
caudal area, at the border between the anterior and posterior divi-
sions of the midcingulate, designated as M4 by the same authors
(Figure 1).

The face area of the primary motor cortex innervates motor
neurons in the lateral segment of the contralateral facial nucleus
that control the lower facial muscles (Morecraft et al., 2001). The
primary motor cortex also controls the muscles involved in masti-
cation and other jaw movements that are innervated by trigeminal
motor fibers.

The face area in the ventrolateral regions of the premotor cortex
(PMCvl) directly innervates motor neurons in the lateral segment
of the contralateral facial nucleus that control the lower facial
muscles (Morecraft et al., 2001). In general, the premotor cor-
tex initiates movements triggered by external cues (Murata et al.,
1997; Fogassi et al., 2001; Mushiake et al., 2006). For facial expres-
sions the external cues might be the facial expressions of others
arriving to the PMCvl from temporal cortices and the amyg-
dala (Avendaño et al., 1983). Notably, the PMCvl area is critical
for linking the perception and production of actions, a process
thought to be instantiated by mirror neurons (Di Pellegrino et al.,
1992; Gallese et al., 1996). A full mirror neuron system for facial
expression, akin to the mirror neurons for limb movements, has
not been experimentally confirmed. However, suggestive findings
indicate that in monkeys, neurons in the ventral premotor cor-
tex respond during the observation and execution of a particular
form of facial expression (Ferrari et al., 2003).

The supplementary motor cortex (SMA) directly innervates
motor neurons in the medial segment of the facial nucleus
(medulla) that control the upper facial muscles (Morecraft et al.,
2001). Compared to the PMCvl that controls movements trig-
gered by external cues, the SMA appears to control self–initiated
movements (Eccles, 1982; Romo and Schultz, 1987; Lang et al.,
1994). If this division of labor holds for facial expressions, the
SMA might coordinate self-initiated expressions that involve the
upper facial musculature (e.g., winking, scowling).

The anterior and caudal face areas of the midcingulate cortex
(Picard and Strick, 2001), designated as M3 and M4 by Morecraft
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FIGURE 1 | The motor control of the face. The lower half of the face is
controlled by the coordinated activity of three motor areas: M1, primary
motor cortex; PMCvl, premotor cortex ventrolateral division; and M4, caudal
face area of the midcingulate cortex. The upper half of the face is controlled by
the coordinated activity of two motor areas: SMA, supplementary motor
area; and M3, the anterior face area of the midcingulate cortex. The black
arrows indicate direct projections from the basal nucleus of the amygdala to
PMCvl, M3, M4, and SMA, The first segment of the orange and green lines
indicate the corticobulbar tract. VII, pontine facial nucleus that contain the
motor neurons that synapse on the muscles of facial expressions. The medial
division of the facial nucleus contains the motor neurons that control muscles
in that upper half of the face (in green) while the lateral division contains the
neurons that control the muscles in the lower part of the face (in orange). Note
that the amygdala receives multiple lines of viscerosensory input (red arrows,
top) that are likely integrated in the output directed at facial motor areas.

et al. (2001) show further specializations. M3 gives rise to pro-
jections that target bilaterally the medial segments of the facial
nucleus harboring the motor neurons that supply the upper
facial muscles and the muscles that move the ears (in monkeys)
(Figure 1). Projections originating from M3 also target the retic-
ular formation of the brainstem that contains autonomic centers
likely to become activated during emotional states (Porrino and

Goldman-Rakic, 1982). M3 is in position, therefore, to coordinate
both the overt (behavioral) and covert (autonomic) expression
of emotions. The caudal motor area, M4, (located at the bor-
der between the anterior and posterior midcingualte) targets the
lateral regions of the facial nucleus, especially the motor neu-
rons that supply the upper lip (Morecraft et al., 2007). In theory,
damage to M4 should impair elevation of the contralateral upper
lip, a movement involved in appeasing gestures in monkeys, in
smiling in humans, and in disgust in both species. Indeed, in
humans, surgical resection of the medial wall of the hemisphere
that includes M4 impairs smiling. The deficits caused by M4 dam-
age is absent during voluntary smiles (Hopf et al., 1992) which
stands in contrast to the lower facial weakness caused by damage
to primary motor cortex or to the PMCvl. It appears, therefore,
that M4 is mostly involved in the emotional control of facial
expressions. This area also appears to respond to the expected
reward of actions, such as looking at certain visual targets (McCoy
and Platt, 2005). This is not surprising in light of the massive
convergent input from reward-related and motor areas of the
brain (Vogt and Pandya, 1987; Morecraft and Van Hoesen, 1998).
Perhaps the most eloquent example of the critical role that the
dorsal cingulate cortex plays in the decision to socially interact
with others is the dramatic reduction of movement and speech
in a condition known as akinetic mutism (Cairns et al., 1941).
The “cingulate syndrome,” a variant of akinetic mutism includes
as additional symptoms flat affect, reduced alertness, and auto-
nomic abnormalities (Cummings, 1993). When patients recover,
they report intact memory for the numerous requests to respond
to questions and commands and explain their lack of responses
by a complete lack of desire to interact with others. The cingu-
late syndrome is significant because it highlights the cingulate as
the site where the limbic system gains access to the motor system
(Morecraft et al., 2007). Indeed multiple information processing
streams converge in the cingulate cortex: multisensory temporal
and frontal areas (Baleydier and Mauguiere, 1980), pain pathways
(Hutchison et al., 1999; Koyama et al., 2001; Eisenberger et al.,
2003; Botvinick et al., 2005; Iwata et al., 2005), and reward path-
ways (Amiez et al., 2005; Chang et al., 2013). Several aspects of
affect (Critchley et al., 2003), cognitive control (Davis et al., 2005;
Rudebeck et al., 2006; Hayden and Platt, 2007; Womelsdorf et al.,
2010), and motor control (West and Larson, 1995; Russo et al.,
2002) have been attributed to the cingulate cortex (reviewed by
Shackman et al., 2011).

A ROLE OF THE AMYGDALA IN THE PRODUCTION OF FACIAL
EXPRESSIONS
By virtue of its vast connectivity to visual association areas in the
temporal and frontal cortices (Amaral et al., 1992), the primate
amygdala is specialized to evaluate facial expressions. While the
amygdala might not be necessary for the motor elaboration of
facial expressions, it appears critical for selecting the expressions
that are most appropriate for a given social context. Monkeys and
humans with bilateral lesions of the amygdala appear less reserved
when encountering strangers and produce more affiliative dis-
plays (Meunier et al., 1999; Emery et al., 2001; Adolphs, 2010;
Bliss-Moreau et al., 2013). In light of these findings, it is not sur-
prising that electrical stimulation of the amygdala, and seizures
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originating therein, cause facial movements in both humans
and monkeys (Baldwin et al., 1954; Feindel and Penfield, 1954;
Feindel, 1961; van Buren, 1961; Gloor, 1975; Bossi et al., 1984;
Hausser-Hauw and Bancaud, 1987; Fish et al., 1993). The output
of the amygdala might influence the choice of facial expressions
because it signals the identity, facial expression, and gaze direc-
tion of others (Leonard et al., 1985; Gothard et al., 2007; Hoffman
et al., 2007; Gamer and Büchel, 2009) or the subjective impression
elicited by face stimuli (Wang et al., 2013). During naturalistic
social interactions a class of specialized cells become active in the
amygdala that respond when monkeys fixate their gaze on the eyes
of other monkeys. A subset of these “eye cells” respond only dur-
ing eye contact (Zimmerman et al., 2012) which enhances the
emotional impact of facial expressions. The eye cells are uncon-
ventional in that their activity depends on the dynamic exchange
of gaze between the viewer and the individual the viewer interacts
with. Such interplay between gaze perception and the decision to
make (or not) eye-contact is analogous to the reciprocity of the
social signals mediated by the cingulate cortex (Amodio and Frith,
2006). Indeed, the duration of eye contact is a strong predictor of
facial-expression reciprocation in monkeys (Mosher et al., 2011)
and in humans (Usui et al., 2013).

Anatomically, the amygdala forms a closed processing loop
with both the anterior cingulate cortex and with area M3 (the
anterior component of the midcingulate) (Morecraft et al., 2007).
M3 projects to the basal and accessory basal nuclei of the amyg-
dala and the basal nucleus of the amygdala gives rise to feedback
projections to all subdivisions of the cingulate cortex (Amaral
et al., 1992; Morecraft et al., 2007). The massive interconnectiv-
ity between the amygdala and the cingulate cortex might explain
the similarity of cellular responses in these two areas. Neurons
in the amygdala and in the midcingulate face areas respond to
the production of facial expressions by monitoring the expres-
sions of self. Activity in these areas becomes more synchronous
during the execution of facial expressions, with neural activity in
the amygdala leading neural changes in the midcingulate cortex.
In both areas, however, the activity of individual cells may pre-
cede or follow the productions of facial expressions (Livneh et al.,
2012). Fine-grain analysis of the temporal relationship between
the firing rate changes and the onset of muscular activity (mea-
sured with intramuscular electromyography) have demonstrated
that, at least in the amygdala, neurons respond primarily after the
onset of facial activity (Fuglevand et al., 2012). As such, the amyg-
dala might be responding primarily to the sensory consequences
associated with the production of facial expressions. This finding,
together with the role of the amygdala in monitoring the facial
expressions of others (Gothard et al., 2007) suggest a mirror neu-
ron system for facial expressions of self and of others (Dapretto
et al., 2006).

EMOTION-TO-MOTOR TRANSFORMATION IN THE
AMYGDALO-CINGULATE CIRCUITS
Functional predictions based on the anatomical connectivity
of the amygdala and the cingulate cortex, are gradually rein-
forced by neural data and from clinical observations. Patients
with motor conversion syndromes (DSM V, American Psychiatric
Association, 2013) are either paralyzed or produce abnormal

movements in the absence of damage to motor pathways. These
patients appear to have a hyperactive amygdalae manifested in
increased anxiety, increased galvanic skin response and baseline
cortisol, heightened vigilance, and decreased vagal tone (Voon
et al., 2010). Select case studies indicate that in these patients the
activity levels in the amygdala and the motor areas are inversely
related (Kanaan et al., 2007; Voon et al., 2010).

Further evidence for emotion-to-motor transformation comes
from new research on the putative role of visceral-somatic loops
in social behavior. Since 1872, when Darwin related facial expres-
sions to emotions and implicitly to internal states the brain
circuits involved and their connectivity became better known. It
has been proposed that decision making is strongly influenced
by bodily states (Damasio, 1996; Critchley and Harrison, 2013)
and these signals arise in the visceral afferents. The midcingu-
late and the amygdala receive signals from the viscera via the
nucleus of the solitary tract and parabrachial nuclei (Amaral et al.,
1992; Craig, 2002; Khalsa et al., 2009) and via the insula which
integrates interoceptive and exteroceptive signals, also projects to
the amygdala and the midcingulate (Mufson et al., 1981; Vogt
and Pandya, 1987; Craig, 2002). Interoceptive afferents, there-
fore, may modulate both the perception and the production of
facial expressions. Indeed, neurons in the amygdala and cingu-
late cortex discharge in phase with the cardiac and respiratory
cycle (Frysinger and Harper, 1986, 1989) and in response to stim-
ulation of the vagal nerve (e.g., Bachman et al., 1977; Hassert
et al., 2004; Conway et al., 2006). An astonishing anatomical
observation about the vagus nerve highlights the role of visceral
inputs for decision making: even though the descending axons
in the vagus control the majority of internal organs, 80% of the
fibers are ascending, carrying signals from the viscera to the brain
(Sengupta and Shaker, 2005). Given the oscillatory nature of vis-
ceral afferents (e.g., systole/diastole), it is unsurprising that the
perception of cutaneous stimuli and emotional facial expressions
has been shown to depend on the phase of the cardiac cycle (Gray
et al., 2009, 2012).

While the ascending segment of the visceral-limbic and
visceral-cortical loops may influence decisions (Craig, 2002;
Prinz, 2004), descending segments trigger autonomic changes
during the production of emotional expressions. A functional
overlap in these loops might explain the concomitant visceral and
facial-motor effects cause by electrical stimulation in the amyg-
dala and the cingulate (Pool and Ransohoff, 1949; Baldwin et al.,
1954; van Buren, 1961; Jürgens and Ploog, 1970).

In summary, recent progress in our understanding of the neu-
ral mechanisms involved in the perception and production of
facial expressions is sufficient to bring facial expressions into
the theoretical framework of decision making. Several elements
of current decision-making theories, such as prior distribu-
tions, probabilities, loss and gain functions, are applicable to
social transactions via facial expressions. Social decision-making
has already been tested empirically and analyzed using the for-
malisms developed by neuroeconomics (Sanfey et al., 2003;
Hayden et al., 2007; Frith and Singer, 2008; Lee, 2008). The next
major challenge will be to include facial expressions in these
formalisms and the visceral states that contribute to the decision
process.
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Decisions made by individuals can be influenced by what others think and do. Social
learning includes a wide array of behaviors such as imitation, observational learning of
novel foraging techniques, peer or parental influences on individual preferences, as well
as outright teaching. These processes are believed to underlie an important part of cultural
variation among human populations and may also explain intraspecific variation in behavior
between geographically distinct populations of animals. Recent neurobiological studies
have begun to uncover the neural basis of social learning. Here we review experimental
evidence from the past few decades showing that social learning is a widespread set of
skills present in multiple animal species. In mammals, the temporoparietal junction, the
dorsomedial, and dorsolateral prefrontal cortex, as well as the anterior cingulate gyrus,
appear to play critical roles in social learning. Birds, fish, and insects also learn from
others, but the underlying neural mechanisms remain poorly understood. We discuss
the evolutionary implications of these findings and highlight the importance of emerging
animal models that permit precise modification of neural circuit function for elucidating
the neural basis of social learning.

Keywords: social, dorsolateral prefrontal cortex, DLPFC, anterior cingulate cortex, anterior cingulate gyrus,

temporoparietal junction, superior temporal sulcus, learning

INTRODUCTION
The behavior of others provides a rich source of information that
individuals can use to improve their behavior without direct expe-
rience. To illustrate, imagine for dinner you must choose between
two restaurants that you have never tried before. Your friends
tell you that one of them serves excellent food, but the other
restaurant has unsanitary conditions. Without directly experienc-
ing each outcome, most people can use this information to guide
their decision about where to eat. This not only applies to learn-
ing food preferences, but also to mating decisions, fear learning,
and problem-solving strategies (Olsson and Phelps, 2007; Gruber
et al., 2009; Yorzinski and Platt, 2010; van den Bos et al., 2013;
Wisdom et al., 2013). The process through which individuals
learn from others rather than through direct experience is referred
to as social learning. Social learning may underlie large-scale pop-
ulation phenomena such as variation in food preferences among
geographically-distinct populations of animals and the diversity
found in human cultures (Whiten, 2005; van de Waal et al., 2013).
Many animal species learn from others, including chimpanzees,
rats, monkeys, birds, and octopuses, suggesting that these abil-
ities may have evolved as an adaptation to a range of different
ecological niches (Fiorito and Scotto, 1992; Galef, 1995; Galef and
Whiskin, 1995; Dally et al., 2008; Horner and de Waal, 2009; van
Schaik and Burkart, 2011; Morgan et al., 2012; van de Waal et al.,
2013). The adaptive advantage of social learning is also evident
from the outcomes of game theory tournaments, in which algo-
rithms that learn from opponents outperform those that do not
(Rendell et al., 2010).

Several comprehensive reviews have been written on social
learning and social cognition (Galef and Giraldeau, 2001; Whiten,

2005; Zentall, 2012; Stanley and Adolphs, 2013; van den Bos et al.,
2013). Hence, our review focuses on studies that cover both the
behavioral and neural mechanisms that mediate social learning.
Here, we use “direct experience learning” to refer to any type of
learning that individuals perform independently of others and
“social learning” to refer to any form of learning influenced by
other individuals.

THE NEUROBIOLOGY OF LEARNING FROM DIRECT
EXPERIENCE
The mechanisms by which individuals learn from direct expe-
rience have received a great deal of attention in recent years.
Reinforcement learning models rely on updating a value repre-
sentation of a given action when that action leads to favorable
or unfavorable outcomes. These models use feedback from past
outcomes to guide future decisions. Learning relies on the com-
putation of a prediction error, which corresponds to the dif-
ference between an outcome and some previously-established
expectation. The stored expectation is updated by this prediction
error, multiplied by a learning rate that determines the speed at
which outcomes can influence behaviors (Gläscher and Büchel,
2005; Pfeiffer et al., 2010; Funamizu et al., 2012). A variety of
brain areas appear to be involved in reinforcement learning. This
includes the striatum, which contains neurons that fire for specific
sensory cues when they are paired with reward through condi-
tioning (Aosaki et al., 1994). Dopamine neurons in the substantia
nigra are known to encode prediction errors and are necessary
for learning that requires prediction errors (Schultz et al., 1997;
Schultz, 1998; Steinberg et al., 2013). In humans, functional mag-
netic resonance imaging experiments suggest that the activity of
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many other brain areas correlates with variables computed from
learning theory including the amygdala (Gläscher and Büchel,
2005). Anterior cingulate cortex (ACC) lesions in monkeys impair
the learning of task-switching paradigms, suggesting that the ACC
might be important in monitoring errors and for attention in
changing environments (Rushworth et al., 2003).

However, reinforcement learning is not sufficient to explain all
forms of animal learning. Studies have shown that rats and birds
are capable of learning sequences of events and they can use this
knowledge to predict future rewarding events that have yet to be
experienced (Clayton et al., 2003; Jones et al., 2012). Furthermore,
in social learning experiments, animals can learn from others
by observing their decisions and the resulting outcomes, and
adjust their own actions without having directly experienced the
outcomes themselves (Subiaul et al., 2004; Monfardini et al.,
2012). Principles analogous to those driving reinforcement learn-
ing may be involved in these cases, including the updating of
expectations based on sensory inputs, but these types of learning
require additional computational components besides feedback
from outcome (Camerer, 2003; Montague, 2007; Seo and Lee,
2008). Computationally, this may include a module for observing
what happens to others and for adjusting one’s own preferences
based on these observations. The brain areas involved in these
processes are under active investigation (Behrens et al., 2008;
Suzuki et al., 2012).

These findings indicate that animals, including humans, can
learn without direct experience. The mechanisms by which this
type of learning occurs are very diverse, and may include both
simple enhancement of attention to others, in the case of socially
facilitated food preferences, and the recognition of emotional
facial cues in others as they experience outcomes, to more com-
plex mechanisms including mentalizing and theory of mind.

OVERVIEW OF NEURAL CIRCUITS IMPLICATED IN SOCIAL
LEARNING IN HUMANS
A number of studies have implicated specific brain areas in
human social behavior. These areas include the temporoparietal
junction (TPJ), the anterior cingulate gyrus (ACCg), the dor-
somedial prefrontal cortex (DMPFC), and the dorsolateral pre-
frontal cortex (DLPFC). All of these regions may contribute to the
interpretation of others’ intentions and social learning (Behrens
et al., 2009). The TPJ integrates systems for memory, language,
attention, and social processing and its activation is correlated
with the degree to which an opponent is perceived as intelli-
gent (Carter and Huettel, 2013). Moreover, gray matter volume
in the TPJ predicts altruistic tendencies (Morishima et al., 2012).
TPJ has been implicated in mentalizing and understanding inten-
tions, suggesting involvement in empathy, altruism, and learning
or strategizing in a competitive context (Samson et al., 2004;
Carter et al., 2012). By contrast, the dorsolateral prefrontal cor-
tex (dlPFC) may contribute to executive control, planning, and
goal-directed behavior in social contexts, particularly deception
(Miller and Cohen, 2001; Knoch et al., 2006). The dorsomedial
prefrontal cortex underlies processes including cognitive con-
trol and social interaction (Venkatraman et al., 2009). Studies
of the anterior cingulate gyrus (ACCg) have revealed involve-
ment in error correction and reinforcement learning from social

outcomes as well as emotional and facial expression recognition
(Behrens et al., 2008; Venkatraman et al., 2009; van den Stock
et al., 2013).

In this review, we will explore current knowledge on the con-
texts in which social learning occurs in non-human animals and
the brain mechanisms underlying such forms of learning. Social
learning can happen through a variety of mechanisms that may
include effects of others on attention (Figure 1A), learning stim-
ulus or action value through observation (Figure 1B), motor
simulation and imitation (Figure 1C) and active instruction
using movements or sounds (Figure 1D). The brain substrates
that mediate these skills often subserve non-social cognitive and
motivational processes as well. Based on these observations, we
hypothesize that many cognitive and motivational systems that
originally evolved to solve non-social problems have been co-
opted by evolution to contend with social challenges (Gould and
Lewontin, 1979). Complementing these general-purpose mecha-
nisms are a small set of brain areas for which there is tantalizing
evidence of uniquely specialized social functions, which may
have evolved in only a limited number of species that have con-
fronted the most complex social environments. These potentially
uniquely social mechanisms remain to be fully described, in part
due to the difficulty of studying them in standard model ani-
mal species that often lack the extreme social complexity found
in humans, some great apes, and highly social birds like corvids.

TRANSMISSION OF REWARD INFORMATION DURING
GROUP FORAGING
Many animal species forage in groups. Individuals in those groups
may obtain information on food location from the behavior of
their fellow group members. Foraging in groups has been pro-
posed to increase the probability of finding food through an effect
referred to as local enhancement. Local enhancement is the bene-
fit that an animal obtains from being in a flock by having multiple
members scanning the environment, thus increasing the likeli-
hood of finding food (Krebs et al., 1972; Beauchamp, 1998). The
discovery of a food patch in a location in space (local enhance-
ment) or associated with a particular cue (stimulus enhancement)
attracts the attention of the other group members, a phenomenon
well documented in birds (Spence, 1937; Krebs et al., 1972;
Brown, 1986; Krebs and Inman, 1992; Avery, 1994) (Figure 1A).
Roosts and colonies of birds may also fill the role of information
centers, in which individuals identify the most successful for-
agers and follow them to food sources (Brown, 1986; Rabenold,
1987; Bugnyar and Heinrich, 2005). Bats, which rely on echolo-
cation to hunt, are attracted to playbacks of echolocation calls
produced during prey capture, suggesting that social informa-
tion can guide individuals to successful hunting sites (Dechmann
et al., 2009). It has also been shown in three species of titmice that
social network size influences the likelihood of discovering novel
food patches, suggesting that there is an evolutionary benefit to
developing a larger network of social connections (Aplin et al.,
2012). Rats leave scents at sites where novel, attractive food has
been found, which subsequently serves as a guide for other rats to
locate the sites. This phenomenon suggests that olfactory cues can
transmit information about food sources as well (Galef and Beck,
1985). In addition, worker honeybees receiving sugar in hives

Frontiers in Neuroscience | Decision Neuroscience March 2014 | Volume 8 | Article 58 | 153

http://www.frontiersin.org/Decision_Neuroscience
http://www.frontiersin.org/Decision_Neuroscience
http://www.frontiersin.org/Decision_Neuroscience/archive


Gariépy et al. Social learning in humans and other animals

FIGURE 1 | Socially facilitated learning occurs through a variety of

mechanisms. (A) By drawing attention to a particular location or object,
social cues make foraging-relevant features more salient. Such cues may
or may not be intentionally delivered by the signaler. Birds commonly use
flocking information to identify the location of a food patch. Image by Dan
Knudson. (B) Signals released or displayed by other individuals, including
approach or avoidance behaviors, facial expressions, and chemical
deposits, signal the valence of the enhanced stimulus or location. Here,
minnows spend more time undercover in response to a predator the
initial exposure to the predator is paired with alarm substance. Bars
indicate increase in time spent hiding after a training exposure to a pike
with (open bars) or without (gray bars) alarm substance. Measurements
are taken during exposure to pike and alarm substance, pike without
alarm substance (water only), or empty tank without alarm substance, 1,
3, and 5 days after initial exposure, respectively. ∗P < 0.05; ∗∗P < 0.01.

Figure modified with permission from (Chivers and Smith, 1994). Minnow
image by Sanse, via Wikimedia Commons. (C) Although few non-human
species have been found to imitate other individuals in the strict sense,
the observation and performance of motor behaviors are known to
activate overlapping neural circuitry. “Mirror neurons” in the frontal cortex
of macaque monkeys fire both when performing a motor act and when
watching another individual perform the act. This could provide a
mechanism by which appropriate behavior is “primed” in a naive individual
that observes a knowledgeable conspecific. Figure reproduced with
permission from (Iacoboni and Dapretto, 2006). (D) In the process of
active instruction, specific information is intentionally communicated to
other individuals. This is known to occur in the context of the bee waggle
dance, in which the travel path to a remote nectar site is signaled to
other foragers in the hive. Image by J. Tautz and M. Kleinhenz, Beegroup
Würzburg, via Wikimedia Commons.

from incoming foragers learn to associate floral odors with behav-
ioral responses as the foragers transfer the sugar (Farina et al.,
2007). Finally in some species, including ravens and chimpanzees,
the individuals finding a food patch can emit vocal signals that
attract other members of their group (Heinrich, 1988; Slocombe
and Zuberbühler, 2006).

ATTENTION TO OTHERS
Although there is strong evidence that animals are influenced
by others’ foraging activities, the neural mechanisms by which

individuals gather information from others remain unknown in
the majority of cases, due to the technical difficulties inherent in
applying neurophysiological techniques in the wild. Some studies
have succeeded at creating laboratory experiments that recapit-
ulate specific aspects of interactions that may happen during
group foraging. In the laboratory, monkeys are known to be pow-
erfully attracted to photos of other individuals, and this may
reflect an important building block of social attention that makes
other individuals interesting stimuli for animals (Deaner et al.,
2005). The orbitofrontal cortex might be an important piece of

www.frontiersin.org March 2014 | Volume 8 | Article 58 | 154

http://www.frontiersin.org
http://www.frontiersin.org/Decision_Neuroscience/archive


Gariépy et al. Social learning in humans and other animals

the network allocating such social attention as it carries signals
related to the value of gustatory rewards as well as signals related
to the social influence and attentional priority of other individ-
uals (Watson and Platt, 2012). Likewise the lateral intraparietal
area signals the value of social information for choosing where
to look (Klein et al., 2008, 2009; Klein and Platt, 2013). The TPJ
has also been shown to be involved both in attentional processes
(Corbetta and Shulman, 2002) and social cognition (Saxe and
Kanwisher, 2003); thus it could constitute an important node for
orienting attention to others during foraging. Evidence from con-
nectivity analyses suggest that the TPJ is composed of subregions
with distinct connectivity profiles, some regions showing activ-
ities correlated with other parts of the brain involved in social
cognition and/or attention (Mars et al., 2012; Bzdok et al., 2013).
The specific role of these subregions in attention and social cog-
nition remains to be explored. Vocalizations related to food and
social relationships have been shown to activate regions of the
temporal lobe in macaques, which may play a role in identifying
the meaning of the calls and drawing attention to others in critical
situations (Gil-da-Costa et al., 2004). Although their involve-
ment in natural group foraging contexts is only speculative at
the moment, these areas may contribute to orienting gaze toward
other individuals, and may constitute the building blocks of the
neural systems that direct attention to others and potentially carry
out neural computations that contribute to social influences on
foraging.

GAZE-FOLLOWING
Group foraging may also rely on extracting finer information
from others, such as where they are looking, a phenomenon
known as gaze-following or joint attention. The superior tempo-
ral sulcus (STS) (Kamphuis et al., 2009; Laube et al., 2011) and
amygdala (Emery, 2000; Tazumi et al., 2010; Gordon et al., 2013),
in monkeys and humans, respond to the sight of other individu-
als orienting in a particular direction. Further, impaired amygdala
function in monkeys and humans disrupts gaze-following behav-
ior (Kennedy and Adolphs, 2010; Roy et al., 2012). In macaques,
the activity of neurons in the lateral intraparietal area—a brain
region implicated in attention and orienting—is modulated by
the gaze of others, a potential mechanism for directing attention
to objects and locations attended by them (Shepherd et al., 2009).
In humans, the gaze of others influences where people look and
may even change their perception of objects (Ricciardelli et al.,
2002; Frischen, 2007). Much remains to be discovered to under-
stand these effects, but brain imaging studies demonstrate that
some areas, including the dorsal striatum, anterior cingulate and
inferior frontal cortex, show differential activation when indi-
viduals track the gaze of others (Schilbach et al., 2011). Thus,
there are mechanisms in the brain that track the actions of others
and the objects of their attention, but how these mechanisms are
integrated to guide foraging decisions remains almost completely
unknown.

OUTCOME MONITORING
Learning from the foraging choices of others also requires neural
processes that encode information relating to rewards and which
individuals have obtained them. For example, neurons in the

dorsal anterior cingulate cortex (ACCs) respond to missed oppor-
tunities, including rewards received by others (Hayden et al.,
2009; Chang et al., 2011), whereas neurons in the anterior cingu-
late gyrus selectively signal the rewards received by others (Chang
et al., 2013). Other areas of the brain are known to play roles in
learning and reward-guided decision-making. In particular, the
ventromedial prefrontal cortex (Kolling et al., 2012), ventral stria-
tum (Klimecki et al., 2013) and dopaminergic midbrain (Schultz
et al., 1997) all play important roles in reinforcement learning and
motivation in non-social contexts. The ventral striatum has been
shown to be modulated by expectations developed when learn-
ing in a social context, suggesting that part of the brain networks
involved in social learning may overlap with the networks respon-
sible for learning from direct experience (Jones et al., 2011). These
data suggest that the brain areas involved in social influences on
attention and food consumption by others overlap with areas
involved in cognition and motivation in non-social context.

TRANSMISSION OF PREFERENCES
Beyond sharing information about the location of resources, ani-
mals may also learn about the quality of specific foods from
others. In humans, eating habits in children are strongly influ-
enced by familial and social factors (Patrick and Nicklas, 2005),
and adults’ food preferences are modulated by those of their din-
ing companions (Young et al., 2009). In macaques, when mothers
develop an aversion to specific foods, this results in reduced con-
sumption of those foods by infants (Hikami et al., 1990). Infant
vervet monkeys and males that immigrate to new social groups
conform to local food preferences (Figure 2) (van de Waal et al.,
2013). In rats, social transmission of food avoidance behavior is
present and depends on the learner’s previous exposure to food
to be avoided (Masuda and Aou, 2009).

FEAR RESPONSES
One of the most studied types of preference transmission is learn-
ing what to fear by observing others (Olsson and Phelps, 2007).
Many animal species are capable of learning to fear a stimulus
by observing the behavior of another animal toward it, including
sheep (Keller et al., 2004), rats (Kavaliers et al., 2001), cats (John
et al., 1968), monkeys (Cook and Mineka, 1989), mice (Jeon
et al., 2010), and humans (Gerull and Rapee, 2002). The amyg-
dala is a candidate site for this type of learning due to its known
role in fear responses learned from direct experience (Olsson and
Phelps, 2007). Functional magnetic resonance imaging studies
have shown that the amygdala is activated during observational
fear learning in humans (Hooker et al., 2006; Olsson et al., 2007).
Furthermore, amygdala damage impairs fear recognition by dis-
rupting the ability to use information from the eye region of
faces (Adolphs et al., 2005). In addition, recent evidence indicates
that disruption of activity in the anterior cingulate cortex of mice
impairs observational fear learning (Jeon et al., 2010).

QUALITY OF FOOD
Theoretically, one can learn the preferences of others by observing
their attraction to good outcomes or by avoidance of bad out-
comes (Figure 1B). Different mechanisms can be at play in any
animal species and specific experimental context. The studies by
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FIGURE 2 | Sensory modalities underlying social learning differ across

species. In socially-facilitated food preference, rats (top) rely heavily on
olfactory signals. Olfactory trails laid by conspecifics can signal what to
eat and where to find it. Moreover, olfactory components from the food
detected on the breath of a conspecific, causes rats to prefer the
associated food, even when tested weeks later. This preference can also
be elicited by pairing the food odorant with carbon disulfide, a volatile
chemical found in the breath (reviewed in Galef, 2012). In contrast,
primates (bottom) are heavily visual. Visual cues convey information about

the food as well as about the social agent associated with the food.
Social information such as kin relationship, rank, and group membership
modulates the effect of social cues on food-related learning (van de Waal
et al., 2013). Rat noses photo by Alexey Krasavin; rat nose photo by
Robin Stjerndorff; Chocolate photo by Simon A. Eugster; Cinnamon photo
by trophygeek; Vervet head photo by Wegmann, all from Wikimedia
Commons. Brain photos courtesy of University of Wisconsin and
Michigan State Comparative Mammalian Brain Collections. Vervet food
sharing photo modified from (van de Waal et al., 2013), with permission.

Hikami et al. (1990) and Masuda and Aou (2009) used avoidance
and disgust reactions to transmit food preferences. In domestic
hens, learning to avoid foods was not observed in experimen-
tal conditions, but the frequency of pecking of good food did
increase the proportion of food eaten by observers (Sherwin et al.,
2002). This suggests that the transmission of preferences may
rely on good or bad experiences depending on learning context
(Sherwin et al., 2002).

The brain systems that permit animals to observe outcomes
that occur to others and transform these observations into appro-
priate decisions are still under investigation. Chang and col-
leagues showed that deciding to give rewards and viewing another
monkey receive a reward activate the same subset of neurons
in the anterior cingulate gyrus. In comparison, activity in the
orbitofrontal cortex is selective for rewards delivered to self and
activity in the anterior cingulate sulcus is selective for foregone
rewards (Chang et al., 2013). In rats, it has been shown that
cholinergic neurotransmission in the orbitofrontal cortex is nec-
essary for social learning of food preferences (Ross et al., 2005).
These findings suggest that the anterior cingulate gyrus and
orbitofrontal cortex may be specialized for processing informa-
tion about the experiences of others, but how this information is
translated into modifications of behavior during social learning is
poorly understood.

IDENTITY AND TUTORING
Individuals vary in whom they trust for information to guide
learning (Coussi-Korbel and Fragaszy, 1995). Important social
factors include identity and characteristics of the demonstrator.

There is a strong correlation between the number of other indi-
viduals engaging in a behavior and an individual’s likelihood
of replicating the behavior or otherwise conforming (Galef and
Laland, 2005). In addition, familiarity is an important modula-
tor of social learning, as humans and other animals are more
likely to learn from familiar individuals than from strangers.
This phenomenon can be observed across species. For example,
guppies learned a swimming route to food significantly faster
when the demonstrator was familiar to them (Swaney et al.,
2001). Expertise also modulates learning, with naïve chimpanzees
spending more time following successful or informed conspecifics
than other naïve chimps (Menzel, 1974; Galef and Laland, 2005).
Age can also affect learning; in particular juveniles can learn from
adults (Galef and Laland, 2005; van de Waal et al., 2013). In one
study, juvenile rats only ate foods they had observed elders eat-
ing previously and sampled food from the mouths of elders to
acquire food preferences whereas elders sampled food from juve-
niles significantly less frequently (Galef and Giraldeau, 2001). It
has been shown that in small-scale human societies, children ages
10 and up prefer to learn from others perceived as more suc-
cessful/knowledgeable and that age and sex also influence who
is picked as tutors (Henrich and Broesch, 2011). Finally, domi-
nance ranking modulates social learning. For example, hens learn
more effectively from dominant hens than from unfamiliar or
subordinate ones (Nicole and Pope, 1999). How identity modu-
lates social learning varies across species. For instance, it has been
reported that chimpanzees use information from older adults to
learn unusual feeding behaviors, whereas gorillas learn prefer-
entially from younger individuals (Masi et al., 2012). Therefore,
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the influence of identity and expertise on social learning is a
widespread phenomenon in animals although the specific charac-
teristics of the individuals likely to improve social learning varies
across species.

Given the influence of identity on social learning, it is interest-
ing to examine the brain areas that may process such information.
The effects of familiarity on social learning may be mediated by
brain regions that process identity information encoded in faces,
including the fusiform face area (Haxby et al., 2002) and along
the gyral surface of the temporal lobe (Tsao et al., 2008; Freiwald
and Tsao, 2010). Increases in social network size in macaques are
associated with increases in gray matter in mid-superior tempo-
ral sulcus and rostral prefrontal cortex (Sallet et al., 2011). Cells
in the prefrontal cortex have been shown to be modulated dif-
ferently according to dominance and social context (Fujii et al.,
2009). Using functional magnetic resonance imaging, two neigh-
boring divisions of the anterior cingulate cortex were found to
encode variables related to direct experience learning and learn-
ing from social information separately (Behrens et al., 2008). This
study employed a simple decision task in which participants could
base their decisions on their own experience or on the suggestions
of a confederate, each of which could be modeled orthogonally.
Behrens et al. (2008) proposed that social value could be sub-
ject to an associative learning process similar to that applied to
other non-social stimuli. For instance, by registering the advice
of the confederate and computing a prediction error with respect
to current knowledge, one could determine the trustworthiness
of the confederate. The activity of three regions of the brain was
shown to correlate with this computation: the anterior cingulate
cortex gyrus, the temporoparietal junction, and the dorsomedial
prefrontal cortex (Behrens et al., 2008). These findings suggest
that these areas might be involved in the processes by which an
individual learns about the reliability of others’ advice. This pos-
sibility relates to the ability of humans and other animals to focus
on learning from an informed expert over a naïve conspecific.
It has been shown that macaques prefer viewing dominant indi-
viduals (Deaner et al., 2005). Social hierarchy is associated with
modulations of the ventral striatum and amygdala in humans
(Zink et al., 2008; Ly et al., 2011; Kumaran et al., 2012) and
the medial prefrontal cortex plays a causal role in dominance-
related behaviors in mice (Wang et al., 2011). These networks
seem to encode information about the identity of those with
whom a given individual interacts and therefore could constitute
the neural basis for the influence of identity on social learning.

EMOTION RECOGNITION AND EMPATHY
The recognition of facial and behavioral expressions of fear and
disgust is another mechanism by which individuals may learn
from the experiences of others. It has been shown that the ante-
rior cingulate cortex and frontoinsular cortices are activated by
fearful facial expressions, suggesting that these regions might pro-
cess social information associated with negative outcomes (Fan
et al., 2011). The ventromedial, dorsomedial, and dorsolateral
prefrontal cortex may also be involved in tracking the decisions of
others since these regions encode the reward and action predic-
tion errors obtained from observing others’ decisions (Behrens
et al., 2008; Suzuki et al., 2012). In macaques, dynamic facial

expressions increase BOLD signal in the anterior superior tem-
poral sulcus (Furl et al., 2012). The amygdala and dorsal anterior
cingulate cortex also appear to be involved in self-monitoring of
social facial expressions (Livneh et al., 2012). Amygdala lesions
also change the activation patterns of the inferior temporal cor-
tex in response to facial expressions (Hadj-Bouziane et al., 2012).
These findings suggest that an extended brain system process-
ing facial expressions is present in macaques (Tsao et al., 2008;
Freiwald and Tsao, 2010). It remains to be determined if the facial
recognition skills of primates are necessary for social learning
of food preference and fear association or whether other behav-
ioral signs are used to recognize positive and negative emotions in
others.

A role for the ACC in empathy is supported by imaging studies
in humans showing that this area responds to pain felt by oth-
ers (Singer et al., 2004; Bernhardt and Singer, 2012). The anterior
insula also seems to respond strongly to viewing others in pain
(Singer et al., 2004; Gu et al., 2010). Furthermore, lesion stud-
ies indicate that both ACC and insula lesions can contribute to
reductions in affective empathy (Leigh et al., 2013). Theory of
mind, the cognitive processes by which people model the goals,
intentions and emotions of others, is thought to rely on a wide
network of brain regions including the superior temporal sulcus,
temporo-parietal junction, precuneus, and the medial prefrontal
cortex (Koster-Hale and Saxe, 2013). Therefore, understanding
others and sharing their emotions relies on an extended brain net-
work with components in the prefrontal, parietal, and temporal
cortices.

OLFACTORY CUES
A body of work initiated by Bennett Galef over 40 years ago
demonstrates that, even within a single species, food choices are
biased by many distinct social mechanisms that operate via differ-
ent modalities. For example, lactating mother rats, like humans
(Mennella, 1995), transmit taste preferences to their offspring via
milk flavor (Galef and Clark, 1972; Galef and Henderson, 1972).
In the olfactory domain, rats follow scent trails of other rats to
food sites (Galef, 1996), and to prefer food deposits scent-marked
by other rats (Galef and Heiber, 1976). In the visual domain,
young rats leaving the nest learn to locate food sites by visually
identifying the location of adult rats (Galef and Clark, 1971). In
this last example, the visual cue is sufficient for learning, and the
presence of an anesthetized or dead adult rat elicits similar spatial
orientating behavior.

In a particularly striking example of social learning, Galef also
discovered that food preferences are socially transmitted between
rats at points that are temporally and spatially distant from
the food source, in a manner somewhat analogous to humans
seeking restaurant recommendations from friends (Figure 2).
Galef found that, after “demonstrator” rats ate cocoa-flavored rat
chow, young “observer” rats preferred cocoa-laced rat chow over
cinnamon-laced rat chow after interacting with the demonstrator
(Galef, 2003; Galef and Whiskin, 2003). The cue responsible for
this preference was subsequently found to be olfactory, as expo-
sure to rat breath laced with cocoa, or even human breath laced
with cocoa, could induce this preference in observer rats (Galef,
2009). Even more specifically, the presence of carbon disulfide, a
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gas present in rat breath, when paired with cocoa, was found to be
sufficient to induce food preference, as a stuffed dummy rat laced
with cocoa, while insufficient on its own to induce preference,
would induce preference when laced with cocoa paired with a few
drops of carbon disulfide. The ability to detect flavors depends on
a signaling cascade initiated by guanylyl cyclase-expressing olfac-
tory receptors in the nasal epithelium, and mouse knock-outs of
the genes encoding these receptors show no preference for the
flavor consumed (Munger et al., 2010).

Social learning of food preferences is not limited to mammals
and birds. Some species of fish, including fathead minnows, have
specialized epidermal cells that release “alarm substance” when
mechanically damaged. This chemical alarm substance diffuses
through the water to enhance predator escape responses amongst
the surrounding individuals (Göz, 1942; Chivers and Smith, 1994;
Griffin, 2004). Alarm substance can be viewed as analogous to
carbon disulfide in the breath of conspecifics in the case of rats,
though in rats the chemical induces approach behavior and in fish
the chemical induces avoidance (Figure 2).

Socially-induced food preferences are long-lasting, known to
last for weeks after exposure to the demonstrator. Lesburguères
found that long-term memory of a socially induced food prefer-
ence is mediated by connections relying on NMDA/AMPA recep-
tors between the hippocampus and orbitofrontal cortex (OFC)
(Lesburguères et al., 2011). They posit that such memories retain
their specificity for the preferred food using an epigenetic tagging
mechanism, in which specific neurons in the OFC are designated
at the time of exposure as the ultimate carriers of this memory,
even though it will be days before the memory gets consolidated.
Ross and Eichenbaum (2006) have shown that damage to the
hippocampus in rats impairs social transmission of food prefer-
ences. How the brain integrates social cues to shape future choices
remains to be investigated but the mechanisms may include com-
putations of the difference between one’s own preferences and the
preferences of others, and integration of the identity of others, a
variable that correlates with activity in the dorsomedial prefrontal
cortex (Izuma and Adolphs, 2013).

Current studies thus provide a rough picture of the brain areas
that may be involved in tracking the valence of outcomes occur-
ring to others. As shown in the previous section, social learning
of preferences may rely on simple mechanisms such as favoring
attention to where others are looking. In addition, social learn-
ing may rely on recognizing whether an outcome is good or bad.
One important challenge for future research will be to identify the
neural mechanisms by which these processing streams influence
decision-making. Given the fact that social learning can rely on
various sensory inputs including vision, audition and olfaction,
the brain mechanisms underlying social learning in the wide array
of species that show this ability may be very different. Among the
most interesting questions to explore is whether or not the brain
systems mediating socially-learned preferences overlap with the
brain systems mediating non-socially learned preferences.

TRANSMISSION OF SKILLS, ACTIONS, AND GOALS
Animals are also capable of learning new skills, foraging methods,
and social conventions by observing conspecifics (Figures 1C,D).
The potato-washing and wheat-winnowing behaviors of Japanese

monkeys are among the most well-known examples. Kawamura
(1959) observed the propagation of these behaviors from individ-
uals to their relatives and friends, and then to the extended group.
In wild meerkats, naïve pups are more likely to consume food
that requires handling skills, such as hardboiled eggs and scor-
pions, if they are given the opportunity to observe an adult eating
those foods (Thornton, 2008). A long-term study looked at tra-
ditions or social conventions in white-faced capuchin monkeys,
defining those as behaviors that are common in subpopulations of
capuchin monkeys while absent among other populations, impli-
cating social influences on learning (Perry et al., 2003). Several
behaviors were found to qualify as traditions or social conven-
tions, including hand-sniffing, sucking of body parts, and playful
gestures displayed with another individual (Perry et al., 2003).
In populations of white-faced capuchin monkeys, young foragers
can observe and learn from mature foragers who consume food
requiring multi-step processing (Perry, 2011). Learning skills
from others occurs in a wide range of other animals as well,
including octopuses, birds, and mammals (Sherry and Galef,
1984; Fiorito and Scotto, 1992; Thornton, 2008). Chimpanzees
and humans also demonstrate impressive abilities to learn com-
plex sequences of actions through observation (Whiten et al.,
1996; Whiten, 1998). Chimpanzees have been shown to trans-
mit to others nut-cracking techniques involving stones or tree
roots and ant-dipping through direct mouthing and pull-through
(Humle and Matsuzawa, 2002; Humle et al., 2009; Luncz et al.,
2012). Much remains to be discovered concerning the neural
mechanisms underlying such cultural transmission of behavior,
but a study on communicative innovation has identified acti-
vation in the ventromedial prefrontal cortex and the temporal
lobe when pairs of human subjects generate and subsequently
understand novel communicative symbols (Stolk et al., 2013).

IMITATION AND EMULATION
Emulation and imitation are forms of social learning in which
individuals actively model the goal of another individual’s actions
(Wood, 1989; Tomasello et al., 1993; Horner and Whiten, 2005).
In emulation, the observer only gathers information about the
goal that is attained by the observed individual but indepen-
dently learns the appropriate actions to reach the identified goal,
typically by trial and error. In imitation, the observer not only
emulates the goal, but also the sequence of actions to reach that
goal.

Cognitive imitation is a subset of imitative behaviors. Subiaul
et al. (2004) showed that macaques are capable of learning to
touch sequences of images in order to reach a reward, inde-
pendent of the precise sequence of actions needed. In this case,
learning is abstract (image sequence) rather than physical (actions
performed), hence the term “cognitive imitation.” There remains
active research on the specific learning contexts that involve either
emulation or imitation in humans and chimpanzees. There is
strong evidence that chimpanzees can successfully observe actions
and reproduce certain aspects of the performed actions, and the
phenomenon has been referred to as imitation by some authors
(Whiten et al., 1996; Bjorklund et al., 2000; Myowa-Yamakoshi
et al., 2004; Bard, 2007; Carrasco et al., 2009). However, other
authors have shown that chimpanzees fail to imitate novel actions.
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FIGURE 3 | Hypothetical roles for macaque brain areas known to be

involved in social interactions, planning and perception. Social learning
may involve directing attention at others or tracking their gaze. It may also
involve observing their behaviors and emulating or imitating sequences of

actions. Finally, some forms of social learning might rely on observing
outcomes, preferences and aversion or fear. LIP, Lateral intraparietal area;
STS, Superior temporal sulcus; dlPFC, Dorsolateral prefrontal cortex; ACCg,
Anterior cingulate cortex gyrus.

They argue that the majority of devices utilized in social learning
experiments can lead the subject to copy by process of emula-
tion, and therefore chimpanzees may in fact learn the physical
movements of these devices, rather than the actions of another
individual (Call et al., 2005; Tennie et al., 2012).

Despite the “emulation vs. imitation” debate, it remains nec-
essary to outline possible neural circuits that may be involved
in learning skills through observation. For emulation, an act as
simple as diverting the learner’s attention to the goal of oth-
ers may be sufficient to favor learning. Additionally, for both
emulation and imitation, skill learning often involves sequential
behaviors; do A, then B, followed by C. Research in the past
few decades has revealed brain areas that may be involved in
processing such action sequences. Decision-making and the per-
formance of sequences of behaviors are likely complex processes
involving continuous adjustments of attention, goals, and motor
plans (Figure 3) (Resulaj et al., 2009). Using fMRI, it has been
shown that the brain areas active during the inhibition of imita-
tive responses in humans overlap with those involved in mental
state attribution, specifically the TPJ and anterior fronto-median
cortex, frontal gyrus and superior parietal lobule (Buccino et al.,
2004; Brass et al., 2009; Caspers et al., 2010). It has also been
shown using trans-cranial magnetic stimulation to disrupt the
right TPJ that this area plays a causal role in imitation (Sowden
and Catmur, 2013).

The contributions of other areas remains speculative for the
moment because it is hard to create laboratory contexts in which
animals repeatedly learn socially, but many experiments in which
animals learn sequences of actions non-socially permit us to

sketch the potential role of prefrontal areas in learning sequences
of movements. For instance, neurons in the anterior cingu-
late cortex are activated differentially based on the number of
instances in which an action was repeated in a sequence (Iwata
et al., 2013). Neurons in the lateral prefrontal cortex are modu-
lated by action sequences and fire spikes for specific sequences of
actions, rather than individual actions (Shima et al., 2007; Tanji
and Hoshi, 2008). Neurons in the pre-supplementary motor area
also encode temporal aspects of behavioral sequences (Shima and
Tanji, 2006; Lucchetti et al., 2012), and fMRI signals from this
region in humans also respond to ordering tasks (Acuna et al.,
2002). By activating GABA receptors with muscimol injections,
a procedure that inhibits the activity of neurons of a specific
brain area, it has been found that both the supplementary and
pre-supplementary motor areas were necessary to perform nor-
mally on memory-based sequences of movements (Shima and
Tanji, 1998). The anterior cingulate cortex, supplementary and
pre-supplementary motor areas, and lateral prefrontal cortex thus
appear to be potential candidates for components of the network
required to learn skills from others given their role in encoding
and processing sequences of actions. However, the direct involve-
ment of these areas in the social learning of skills has yet to be
tested.

ACTION OBSERVATION AND MIRROR NEURONS
Observing sequences of actions is a necessary initial step to
extracting information from others and learning from them
(Bonini et al., 2013). One proposed mechanism through which
this may occur is the mirror neuron system, although this
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proposition is highly debated (Newman-Norlund et al., 2007;
Hickok, 2009). Mirror neurons were first described in mon-
keys as cells that fire both when an animal performs an action
and observes another animal performing the same action (di
Pellegrino et al., 1992). In monkeys, these cells are found in the
prefrontal cortex area F5 (di Pellegrino et al., 1992) and in the
parietal cortex (Fogassi et al., 2005; Rozzi et al., 2008). In humans,
functional magnetic resonance imaging has revealed a set of areas
that are activated when subjects view grasping actions of others,
including the ventral premotor cortex, posterior frontal gyrus,
and inferior frontal gyrus (Iacoboni et al., 2005). Differences
arise between activation of these regions of the brain when mon-
keys and humans view an identical action in different contexts,
which suggests that neurons in these areas encode aspects of the
action’s goal and context, which could indicate a role in intention
understanding (Fogassi et al., 2005; Iacoboni et al., 2005).

Other studies have identified cells in the medial frontal cor-
tex that respond to other’s actions separately from self-actions
(Yoshida et al., 2011). Furthermore, neurons in this area respond
to observing errors made by others (Yoshida et al., 2012). These
findings suggest a potential role for the medial frontal cortex in
monitoring social outcomes. Both the ventral premotor cortex
and the parietal cortex contain neurons that respond both to the
actions of others and to one’s own actions (Fujii et al., 2008), and
these responses are modulated by the presence of food that both
monkeys can grab (Fujii et al., 2007). The frontal and parietal net-
works that contain mirror neurons are linked to each other by
numerous connections in macaques, chimpanzees and humans
(Hecht et al., 2013). Independent subdivisions of the medial pre-
frontal cortex are active when one makes choices for oneself or
for a partner, suggesting that actions made by oneself and others
are represented separately in the media prefrontal cortex (Nicolle
et al., 2012). It remains unknown whether or not mirror neurons
and the brain areas showing mirror-like hemodynamic responses
in fMRI studies causally contribute to social learning. Thus, one
of the challenges for future research will be to identify learning
contexts in which these areas are necessary for social learning to
occur. To accomplish this goal, setups will be required in which
social learning can occur consistently in a laboratory setting, in
conjunction with local manipulation of groups of neurons in the
prefrontal and parietal cortex. The currently available data indi-
cates that the actions of self and others can be represented jointly
in some brain areas while separately in others, and that many of
the areas involved in social learning also have roles in non-social
learning.

CONCLUSION
The contexts in which social learning and social influences on
learning occur are numerous, and these skills are found in a
broad range of species. However, the neural mechanisms under-
lying these skills remain poorly understood. In some cases, even
the precise cues used by individuals to extract social infor-
mation remain unknown. Social learning occurs when sensory
inputs generated by others are used as sources of information by
decision-makers. Most of the cases reviewed here involve learn-
ing from conspecifics, but there are known cases of interspecies
social learning, including in elephants and parrots (Balsby et al.,

2012; Stoeger et al., 2012). To investigate social learning, it will
be necessary to identify the sensory cues that allow individuals to
learn socially in a broad range of species. Visual (facial expression
recognition, behavioral recognition), auditory (screams, food
consumption sounds), and olfactory (smell of another’s animal
breath) cues are all distinct possibilities. The second challenge will
be to develop a variety of animal models that allow for exper-
imental manipulations of these cues in order to characterize the
role of different brain processes in social learning. Recording neu-
rons and manipulating the activity of specific brain areas while
social learning occurs will be necessary to reveal the processes that
mediate social learning. Ultimately, how the brain processes social
information will be crucial in our understanding of human social
interactions and culture, and may suggest new ways to treat neu-
ropsychiatric disorders attended by impaired social interactions,
as well as the development of enhanced educational methods.
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Complex natural environments favor the dynamic alignment of neural processing between
goal-relevant stimuli and conflicting but biologically salient stimuli like social competitors
or predators. The biological mechanisms that regulate dynamic changes in vigilance have
not been fully elucidated. Arousal systems that ready the body to respond adaptively to
threat may contribute to dynamic regulation of vigilance. Under conditions of constant
luminance, pupil diameter provides a peripheral index of arousal state. Although pupil size
varies with the processing of goal-relevant stimuli, it remains unclear whether pupil size
also predicts attention to biologically salient objects and events like social competitors,
whose presence interferes with current goals. Here we show that pupil size in rhesus
macaques both reflects the biological salience of task-irrelevant social distractors and
predicts vigilance for these stimuli. We measured pupil size in monkeys performing a
visual orienting task in which distractors—monkey faces and phase-scrambled versions of
the same images—could appear in a congruent, incongruent, or neutral position relative
to a rewarded target. Baseline pupil size under constant illumination predicted distractor
interference, consistent with the hypothesis that pupil-linked arousal mechanisms regulate
task engagement and distractibility. Notably, pupil size also predicted enhanced vigilance
for social distractors, suggesting that pupil-linked arousal may adjust the balance of
processing resources between goal-relevant and biologically important stimuli. The
magnitude of pupil constriction in response to distractors closely tracked distractor
interference, saccade planning and the social relevance of distractors, endorsing the idea
that the pupillary light response is modulated by attention. These findings indicate that
pupil size indexes dynamic changes in attention evoked by both the social environment
and arousal.

Keywords: social vigilance, pupil size, pupil light response, distractibility, task performance, social attention

INTRODUCTION
Attention prioritizes portions of the local environment for
enhanced neural processing. The stimuli prioritized by attention
are often relevant to current goals. Nevertheless, biologically rele-
vant stimuli, such as the faces of social partners and competitors,
can attract attention despite conflict with current goals. While the
reflexive deployment of attention to biologically relevant stim-
uli can facilitate threat detection and prioritize social behavior,
it also interferes with pursuit of any goal that requires sustained
attention, such as foraging. Attentiveness to biologically relevant
stimuli that compete with sustained goal pursuit is known as “vig-
ilance” in ethology (Lazarus, 1978; Pöysä, 1994; Roberts, 1996;
Hunter and Skinner, 1998; Hirsch, 2002). In nature, vigilance is
dynamically regulated in response to changes in the local environ-
ment including the likelihood of predation (Hunter and Skinner,
1998; Hirsch, 2002) and neighbor proximity (Lazarus, 1978;
Pöysä, 1994; Roberts, 1996). The biological mechanisms that reg-
ulate vigilance state remain poorly understood, particularly for
social cues.

Norepinephrine (NE) is one likely regulator of vigilance. NE
acts on both the central and peripheral nervous system, and is
responsible for activation of the sympathetic nervous system in

response to threat. How NE contributes to vigilance, particularly
in social contexts, remains unclear. One possibility is that NE
regulates vigilance by adjusting the balance of attention devoted
to goal pursuit (Aston-Jones and Cohen, 2005; Yu and Dayan,
2005; Eldar et al., 2013). Consistent with this idea, NE tone, as
indexed by the spiking rates of neurons in the locus coeruleus—
the brainstem source of central NE—varies with arousal state and
performance on attention demanding tasks (Foote et al., 1980;
Rajkowski et al., 1994; Aston-Jones and Cohen, 2005). Another
commonly used peripheral index of NE tone is pupil size under
constant luminance (Samuels and Szabadi, 2008; Gilzenrat et al.,
2010; Jepma and Nieuwenhuis, 2011; Nassar et al., 2012; Eldar
et al., 2013). Under these conditions, pupil size predicts learning
(Nassar et al., 2012), an effect that may be mediated by alterations
in attention allocated to task-relevant stimuli (Eldar et al., 2013).
NE could thus affect vigilance by regulating task engagement.

However, NE may also have effects on attention to goal- or
task-irrelevant stimuli. There is limited and contradictory phar-
macological evidence in support of this hypothesis. Ablation of
the ascending NE system increases distractibility (Carli et al.,
1983) but agonists of the inhibitory alpha-2 autoreceptor, which
decrease NE tone, suppress distractibility (Clark et al., 1989; Witte
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and Marrocco, 1997). Moreover, the effects of alpha-2 antago-
nists on distractibility are dependant on individual variation in
baseline distractibility (Bunsey and Strupp, 1995). Additionally,
it remains unclear whether variations in NE levels within the
normal physiological range predict distractibility. This is a sig-
nificant gap because while the pharmacological effects appear
to be non-linear, a linear relationship between NE and dis-
tractibility has long been hypothesized to exist at physiologically
typical levels (Aston-Jones et al., 1999; Aston-Jones and Cohen,
2005). Moreover, physiologically typical NE tone has an inverted
u-shaped relationship with other functions, such as working
memory (Arnsten, 2009) and task performance (Aston-Jones
et al., 1999; Aston-Jones and Cohen, 2005). Finally, it remains
unclear whether increasing NE levels predict a truly labile state of
attention, which may not be an adaptive response to heightened
arousal, or instead a more specific and adaptive response like the
promotion of a species-typical vigilance state.

Though pupil size varies with NE tone under constant lumi-
nance, the primary job of the pupil is to adjust the amount of light
entering the eye in response to changes in luminance. The most
obvious example of this is the pupil light response, a rapid and
largely reflexive constriction of the pupil in response to a transient
luminance increment. Intriguingly, the pupil light response is not
completely determined by luminance but also varies with task
performance (Steinhauer et al., 2000), stimulus awareness during
binocular rivalry (Hakerem and Sutton, 1966; Zuber et al., 1966),
threat of shock (Bitsios et al., 1996), pharmacological manipula-
tions of NE (Bitsios et al., 1998), and instructions to attend to a
bright stimulus (Binda et al., 2013a). Transient pupil constriction
also follows isoluminant changes in visual stimuli (Barbur et al.,
1992; Kardon, 1995; Sahraie and Barbur, 1997; Gamlin et al.,
1998) that attract attention. The onset of coherent motion, for
example, both captures attention (Abrams and Christ, 2003) and
evokes transient pupil constriction (Barbur et al., 1992; Sahraie
and Barbur, 1997).

One possible explanation for these observations is that the
pupil light response scales with stimulus attention. However, pre-
vious studies have only measured the pupil light response to
task-relevant stimuli. Attention to task-relevant stimuli is con-
flated with other factors known to affect pupil size such as
effort and task engagement. However, stimulus attention can
be functionally dissociated from task engagement or effort by
examining attention to task-irrelevant distractors, rather than to
task-relevant stimuli. Effort, task engagement, and task-relevant
stimulus attention all improve task performance. However, task-
irrelevant stimulus attention hinders task performance through
increasing the interference of distractors. Thus, if the pupil
response to distractors scales negatively with distractor inter-
ference, it would suggest that it is effort or task engagement,
rather than stimulus attention, which modulates the pupil light
response. Conversely, if the pupil light response to distractors
scales positively with the distractors’ task interference, it suggests
that the pupil light response is modulated by stimulus attention,
beyond any effect of effort or task engagement.

To test these hypotheses directly, we probed pupil size in rhesus
macaques while they performed a visual orienting task in which
biologically salient faces competed for attention with rewarded

targets. Rhesus macaques and humans possess remarkably similar
oculomotor systems and have pupil light responses mediated by
homologous neural pathways (Clarke et al., 2003). Moreover, the
relationship between activity in the locus coerruleus—the source
of NE in the brain—and pupil size has only been demonstrated in
the rhesus macaque (Gilzenrat et al., 2010). Faces attract gaze at
the expense of competing goals in both humans (Cerf et al., 2009)
and rhesus macaques (Ebitz et al., 2013) in the absence of any sys-
tematic training or instructions, indicating that both species are
spontaneously vigilant for this biologically salient class of stimuli.
The development of a behavioral model of vigilance in the rhesus
macaque is an important first step toward characterizing the local
neural circuits and neuromodulatory mechanisms that regulate
vigilance state, permitting invasive measures and manipulations
that are only possible in an animal model.

We found that increasing baseline pupil size at trial onset
predicted increasing interference of distractors. This provides
indirect support for long-standing hypotheses regarding the
relationship between NE and task performance (Aston-Jones
and Cohen, 2005). Moreover, baseline pupil size also predicted
enhanced interference of social distractors relative to non-social
distractors, suggesting that pupil-linked arousal states may specif-
ically modulate vigilance for biologically salient environmen-
tal cues in addition to non-specific changes in alertness and
focus. This finding accords with the idea that increasing NE
tone increases attentional deployment to those stimuli which
were already most likely to be attended (Eldar et al., 2013). We
also found that the magnitude of the pupil response to light
varies with the spatial locus of attention, trial-to-trial variation
in the effects of distractors on response time, the social signifi-
cance of distractors, and pre-saccadic processes. While baseline
pupil size predicted both distractor interference and the magni-
tude of the pupil light response, the pupil light response itself
varied systematically with distractor interference even after con-
trolling for baseline pupil size. These findings thus indicate that
dynamic changes in attention scale with changes in the pupil light
response, suggesting a shared underlying process. This observa-
tion endorses the idea that higher-level attentional processes are
closely integrated with lower-level light control mechanisms in
natural vision. Together, these observations indicate that pupil
size signals two partially distinct components of vigilance and
thus provides a powerful tool for understanding the dynamic
expression and regulation of vigilance.

METHODS
BEHAVIORAL TECHNIQUES
All techniques were approved by the Duke University Institutional
Animal Care and Use Committee (protocol A011-12-01). Using
standard techniques (Hayden et al., 2008), four male rhesus
macaques were surgically-prepared with head restraint prosthe-
ses under isoflurane anesthesia to permit high-resolution infrared
videography of eye position and pupil size, as well as sub-
sequent neurophysiological recording. Analgesics were used to
minimize post-surgical discomfort. After recovery, the monkeys
were placed on controlled access to fluids to motivate task per-
formance. Data collection for this task began a minimum of 4
weeks post-operatively but in most cases occurred several months
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after surgery. A portion of the data presented here was collected
in conjunction with electrophysiological recordings.

Eye position and pupil size were monitored at 1000 Hz via
infrared eye tracking (SR Research; Eyelink). The manufacturer’s
standard center of mass (centroid) method was used to calcu-
late both pupil direction and size. There is a possibility that some
pupil size measurements may have been affected by occlusion of
the pupil by the eyelid. Nevertheless, the experimenter monitored
pupil size via visual inspection of the infrared camera during
experimental sessions and did not observe any pupil occlusion
during any trials in any of the monkeys. Moreover, any change in
the occlusion of the pupil at the start of a trial would necessarily
result in an inaccurate mapping between the monkey’s veridical
eye position and the eye tracker’s estimate, prohibiting the ini-
tial acquisition of fixation necessary to begin the trial. Blinks were
identified using the manufacturers’ standard algorithm and trials
with blinks were not included in the final analyses. Custom scripts
written in Matlab using Psychtoolbox-3 were used to display stim-
uli and record eye position. Task stimuli were colored targets
presented against a dark background on a 51 cm wide LCD mon-
itor (60 Hz refresh rate, 1920 × 1080 resolution), located 60 cm
from the monkey.

The social interference task (Figure 1) is a visually guided sac-
cade task with distractors. Monkeys first fixated a central 1◦ target

(±6◦ of error) for 450–650 ms and then shifted gaze to an eccen-
tric target (1◦ square) appearing either 14◦ left or right of the
fixation stimulus. Fixation on the eccentric target (±6◦) for 150–
450 ms resulted in juice reward, the magnitude of which was fixed
for each monkey within sessions and ranged from 0.15 to 0.35 mL
per trial.

On a randomly chosen 75% of trials, a non-predictive dis-
tractor was briefly flashed for 67 milliseconds (the duration of 2
screen refreshes), the leading edge of which was 15◦ from the fix-
ation stimulus, ensuring that it never overlapped the target posi-
tion. Distractors were presented at one of three locations relative
to the target: congruent (same hemifield), incongruent (opposite
hemifield), or neutral (directly above fixation). Distractors were
presented with a variable stimulus onset asynchrony (SOA) rel-
ative to target onset (50 ms before target onset to 100 ms after,
uniformly and continuously distributed).

Distractors were large (7◦ wide) images of rhesus macaque
faces or phase-scrambled versions of the same images. The
face images (157 images) were drawn from a database of pic-
tures of rhesus macaques on Cayo Santiago, Puerto Rico. The
images were selected to maximize heterogeneity across genders,
ages, emotional expressions, viewing angles, and gaze direction,
although both eyes were visible in each image. The images
were cropped to include a whole face and resized to a standard

FIGURE 1 | Social distraction task. (A) Distractors were briefly flashed
(for 67 ms) during performance of a visually guided saccade task. These
distractors were either social or non-social (phase scrambled) images. (B)

Distractors interfered with response time in this task. Incongruent
distractors (red) slowed responses, whereas congruent distractors sped

responses (blue) relative to distractor absent trials (gray). Neutral
distractors did not significantly affect response time (black). Social
distractors magnified these response time effects (interaction of location
and distractor image type, F(3, 38684) = 10.81, p < 0.05 × 10−5). Bars ±
s.e.m. across sessions.
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248 × 248 pixel size. RGB images were converted to NTSC
color space and then the luminance channel was adjusted to
match mean luminance across all images. Control images (157
images) were generated by phase scrambling each resized and
intensity-matched social images in MATLAB. The phase scram-
bling added identical randomly generated noise (from –pi to
pi) to each Fourier-transformed color channel before recom-
bining the images into RGB space, then converted to NTSC as
above. Thus, social and control images were matched for overall
intensity.

PUPIL MEASUREMENTS
The diameter of the pupil was sampled at 1000 Hz on an Eyelink
II infrared eye tracker (SR Research), using the manufacturer’s
standard methods for calculating pupil area. Any occlusion of
the pupil due to blinks was removed and trials on which blinks
were detected during fixation were aborted. We investigated both
baseline pupil diameter and the pupil light response. Baseline
pupil diameter on each trial was calculated as the average diam-
eter over all pupil size samples collected during the first 350 ms
of fixation (350 samples). Pupil size was first locally averaged
with a Gaussian kernel (8 ms standard deviation). The pupil
light response was calculated as the peak percent change in pupil
size in the 600 ms following distractor onset, measured rela-
tive to the first 50 ms. In some analyses, pupil size or pupil
responses were binned by quantiles. In each of these analyses,
the pupil measure was binned into 30 quantiles within each
session. The figures show different numbers of bins for clarity,
but the fits shown are from models run on 30 quantile bins,
unless otherwise noted. In order to compare distractor-aligned
pupil responses to trials in which distractors were absent, dis-
tractor absent trials were aligned to sham distractor time stamps.
Sham distractor timestamps were drawn with replacement from
the distribution of distractor time stamps on normal distractor
trials.

DATA ANALYSIS
Data were analyzed in MATLAB. Standard receiver operating
characteristic (ROC) analyses (MATLAB perfcurve) were used
to determine discriminability between pupil constriction magni-
tudes on distractor present vs. distractor absent task conditions,
as well as between distractor locations. Separate ROC curves were
generated within each session and the range of areas under the
curves (AUCs) across sessions is reported in the text. Within each
session and across sessions, permutation tests were used to deter-
mine the significance of the AUCs. Labels were shuffled 500 times
per session, producing 500 synthetic shuffled data sets in which
each trial was randomly labeled as distractor or no-distractor.
Thus, for each shuffled dataset, discriminability between the two
conditions should be at chance. These shuffled datasets consti-
tute a distribution for the AUC statistic under the null hypothesis
of no pupil response difference between trial types. Within each
session, the observed AUC was compared to the shuffled AUCs
in a one-sided bootstrap test, at the significance threshold noted
in the text. Across all sessions, a Wilcoxon rank sum was used to
determine whether the observed AUCs differed from the shuffled
AUCs across all sessions.

ANOVAs were mixed effects models that accounted for ran-
dom main effects of monkey and session, with session nested
within monkey. All other variables were treated as fixed effects
nested within session. ANOVAs included all possible two-factor
interaction terms. Paired t-tests were used in all post-hoc tests to
compare within session means, unless otherwise noted, and cor-
rected for multiple comparisons. ANOVAs were used to analyze
the baseline response time (variables included distractor social
content and trial type) and the effect of distractor presentation
time on the pupil light response (variables included SOA and trial
type).

All other analyses utilized generalized linear models, as
described below. In addition to the terms included in the follow-
ing equations, each model contained an error term to account
for variation between monkeys. The first models were used to
predict response time from both baseline pupil diameter and
the magnitude of pupillary response to the distractor. Within
each session, the pupil measure was binned into 30 quantiles, to
allow comparisons across sessions, and mean response time was
calculated within each pupil size bin for congruent and incon-
gruent distractor trials. The following model was then run on the
quantile-binned data.

RT = β0 + β1
(
pupil

) + β2 (α) + β3(α)(pupil)

Where “pupil” was a vector of pupil size quantile bins and α was
a logical vector with 1 for incongruent trials and 0 for congru-
ent trials. β1 thus reflected the relationship between pupil size
and congruent trials, β2 a constant offset between congruent and
incongruent response times, and β3 the interaction effect of dis-
tractor congruency on response time: the relationship between
pupil size and response time on incongruent trials, relative to
congruent trials. Figures 2C, 3A reflect fits from this model.

In order to probe the relationship between baseline pupil size
and the social relevance of distractors, the model was elaborated
to include a third term to differentiate between social and non-
social distractors.

rtCV = β0 + β1(pupil) + β2(α) + β3(γ ) + β4(α)(pupil)

+β5(γ )(pupil)

In this case α was 0 in the absence of distractors and 1 when
they were present. γ was 1 for social distractor trials and 0 for
non-social distractor trials. The dependent variable (rtCV) was
the coefficient of variation in response times across congruent
and incongruent distractor locations within each bin (standard
deviation divided by mean). Similar effects were found when
we calculated the CV across all distractor locations, however
only distractors in the congruent and incongruent locations had
appreciable effects on response time, so only these distractors
were analyzed here. Response time CV was used because it has
additional sensitivity to the variance in response times compared
to a simple difference between the mean response times across
distractor locations. Specifically, response time CV is sensitive to
apparently incongruent changes in distractor interference (such
as slowed target detection response times following highly salient
congruent distractor images) and to changes in the interference
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FIGURE 2 | Baseline pupil size predicts distraction by social stimuli.

(A) Baseline pupil size had a U-shaped relationship with error
commission, regardless of whether distractors were present (red) or
absent (gray). However, there was also an interaction between pupil
size and distractor presence: increased pupil size predicted a specific
increase in error commission in the presence of distractors (p < 0.0001,
β4 = 0.055). (B) Baseline pupil size also predicted the increased
difference between the response time effects of congruent (blue) and
incongruent (red) distractors (significant interaction of distractor location
and baseline pupil size p < 0.0003, β3 = 0.0008). A separate GLM fit to
distractor-absent response time is plotted in gray. (C) The CV of

response time is a measure of the dispersion of the response time
distributions across the incongruent and congruent locations. Inset:
Response time CV was larger following social distractors than non-social
distractors, bars reflect ± standard deviation. Main figure: Response
time CV is specifically enhanced for social distractors as baseline pupil
size increases (p < 0.02, β5 = 0.059), suggesting that the increasing
variance in response time with increasing baseline pupil size is driven
by the social distractors. Bars ± s.e.m. across sessions. Dotted lines
reflect GLM model fits to binned data (30 quantile bins; for clarity of
visualization, a smaller number of bins is plotted in each panel).
∗p < 0.02, z(71) = 2.47.

of small numbers of distracting images from the larger set (such
as selective changes to the images that typically have the largest
attentional priority), which would have a larger effect on the
variance of response times than the mean.

In order to determine whether variation in baseline pupil size
explained the relationship between the pupil light response and
distractor interference, we employed a GLM which included a
term for baseline pupil size and allowed for interactions between
baseline pupil size and response time bin in explaining the vari-
ance in the pupil response. The model was as follows:

�pupil = β0 + β1(baseline) + β2(α) + β3(α)(baseline)

+β4(α)(RT) + β5(α)(RT)(baseline)

“�pupil” refers to the pupil light response described previously.
Baseline pupil size was zscored within sessions for this analy-
sis and included as the term “size”. Raw response times were

included as the term “RT.” Finally, the term “α” simply specified
the presence (1) or absence (0) of distractors. This model was
fit separately for congruent and incongruent trials. The fitted
beta weights were interpreted as follows. β1 reflected the rela-
tionship between pupil size at fixation and pupil size in the time
window following real or sham distractors, β2 reflected a con-
stant offset between pupil response to real and sham distractors,
β3 reflected the interaction of distractor presence and baseline
pupil size, β4 reflected the offset between response time bins,
and β5 captured any differences in slope between response time
bins. For plotting, both baseline pupil size and distractor-present
response times were divided into quantile bins, in order to allow
comparisons across monkeys and sessions within a single figure.
The same model was then run for illustrative purposes on the
quantile-binned data in order to generate the model fits shown
in Figures 3D,E.

In order to determine whether baseline pupil size predicted
changes in the likelihood of errors (failures to saccade to the
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FIGURE 3 | The pupil light response indexes spatial attention, social

relevance, and trial-by-trial variation in distractor response time effects.

(A) Pupil traces, averaged across sessions, aligned to distractor onset (black,
red, and blue traces) or to sham distractor time stamps (gray). The pupil
response was enhanced for distractors in congruent (blue) and incongruent
(red) locations compared to distractors that did not bias response time (neutral
distractors, black). No pupil response was observed in the absence of
distractors (gray). Shading ± s.e.m. across sessions. (B) Greater pupil
constriction was observed for social images than non-social images, regardless
of whether they were spatially incongruent (red), congruent (blue), or neutral
(black) with respect to the target. Bars ± s.e.m. across sessions. (C) Within
distractor locations, the magnitude of pupil constriction after distractor onset
predicted their response time effects. Larger pupil light responses predicted
longer saccade reaction times on incongruent distractor trials (red) and shorter
saccade reaction times on congruent distractor trials (blue). Neutral trials are
plotted for comparison (black), but not included in the GLM. Dotted lines reflect

fits from the GLM for incongruent and congruent trials, and a least squares fit
for the neutral trials. (D) Baseline pupil size predicted a small, but significant
shift in subsequent pupil size regardless of the presence of distractors
(p < 0.01, β1 = −0.004). This shift did not explain the relationship between the
pupil distractor response and response time, however. Instead, larger pupil light
responses were still associated with slower response times following
incongruent distractors (p < 0.0001, β5 = −0.056). Response time is divided
into 3 equally spaced bins within session for illustration, though models were
run on raw data. Faster responses are plotted in brighter colors relative to
slower responses. (E) Same as (D) for congruent distractors. Baseline pupil size
also predicted subsequent pupil light responses on congruent trials
(p < 0.0001, β3 = 0.013), but larger pupil responses still predicted faster
response times on congruent distractor trials when controlling for baseline
pupil size (p < 0.0001, β5 = 0.042). Bars ± s.e.m. across sessions. Dotted lines
reflect GLM model fits to binned data (30 quantile bins; for clarity of
visualization, a smaller number of bins is plotted in each panel).

target) and errant saccades (saccades off fixation that were not
directed toward the target), we used a third, quadratic model with
a logistic link function.

ln (err/ (1 − err)) = β0 + β1 (α) + β2
(
pupil

) + β3
(
pupil2

)
+β4 (α)

(
pupil

) + β5 (α)
(
pupil2

)

We combined occurrences of errors (trials in which reward was
not received because of broken target fixation or failure to saccade
to the target within the specified window) and errant saccades
(trials in which reward was received, but the initial saccade off
fixation was not directed toward the target) for this analysis.
Baseline pupil size was binned by within-session quantiles into
30 bins, which were used as the “pupil” regressor. The term
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FIGURE 4 | The pupil light response is enhanced by saccade planning.

(A) When the distractor was presented before the target appears, there was
no difference between the pupil response to incongruent (blue) and
congruent distractors (red). (B) When distractors were presented after the
target, the pupil response distinguished between congruent and incongruent
distractors. Shading ± s.e.m. (C) This effect is due to both suppression of the

response to distractors at non-target locations (incongruent distractors in
red), and enhancement of the response to distractors at locations proximate
to the upcoming saccade (congruent distractors in blue). Asterisks (∗) mark
post-target distractor presentation times where the pupil response was
either significantly greater than the pre-target response (∗ above the data
point) or less than the pre-target response (∗ below the data point).

“α” specified the presence (1) or absence (0) of distractors. This
squared term in this model accounted for the U-shaped rela-
tionship we observed between pupil size and error likelihood
(Figure 4B).

We used a Bayesian Information Criterion approach to select
the number of powers to include in the model. The quadratic
model with a squared interaction term (BIC: 13984) outper-
formed a quadratic model with only a main effect squared term
(BIC: 13988), a linear model with a linear interaction (BIC:
14124), a linear model with no interaction (BIC: 14114), and a
model with both squared and cubed terms (BIC: 13999). We also
evaluated the relative likelihood of the models (Burnham and
Anderson, 2002). We calculated that the most probable model,
which is described above, had a model weight of 0.886 (which
can be interpreted as the probability of the of the model given the
data, the models we evaluated, and a uniform prior over models),
using the following formula to calculate model weights for each
model i (Burnham and Anderson, 2002):

weighti = exp(− (BICi − BICmin) /2)∑
r

exp(−(BICr − BICmin) /2)

The second-most-probable model, which omitted only the
squared interaction term, was 0.110 as probable as the selected
model. The results from this simplified model were largely sim-
ilar to those from the more complicated model, though the
offset between distractor present and absent trials was signifi-
cant (β2 = 0.20, p < 0.001) and the linear interaction term was
at trend (β4 = 0.006, p = 0.06; other terms: β1 = −0.09, p <

0.0001; β3 = 0.003, p < 0.0001; no β5).

RESULTS
We measured pupil size and task performance across 72 behav-
ioral sessions conducted with 4 rhesus macaques performing
a visual orienting task (Figure 1A) in which social and non-
social distractors were presented in a variety of spatial and
temporal positions relative to a rewarded target. Both congru-
ent and incongruent distractors influenced response times in this
task (Figure 1B; main effect of distractor location, F(3, 38684) =
902.97, p < 0.05 × 10−30). Compared to the baseline response
time in the absence of distractors, incongruent distractors slowed
response times (paired within-session t-test, p < 0.01 × 10−9)
and congruent distractors sped responses (p < 0.05 × 10−8).
Conversely, neutral distractors had little behavioral impact:
response times following neutral distractors were not signifi-
cantly different than response times in the absence of distractors
(Figure 1B; paired t-test, p > 0.05).

We also compared the coefficient of variation in response
times (CV; see Methods) following social and non-social dis-
tractors across incongruent and congruent distractor locations
within each session. The CV provides a measure of the vari-
ance in response times both within and between distractor
locations, and thus is sensitive to a variety of distractor effects
that cannot be detected by differences in response time means
alone, such as changes in the interference of a small sub-
set of the heterogeneous set of social images or non-orthodox
changes in distractor interference (such as slowed target-detection
response times despite a congruent distractor). Replicating pre-
vious reports (Ebitz et al., 2013), response time CV was larger
for social images than for non-social images [p < 0.02, z(71) =
2.47, Wilcoxon rank sum; social mean CV = 0.661 ± 0.018
s.e.m., non-social mean CV = 0.611 ± 0.018 s.e.m.; Figure 2C
inset].
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The presence of distractors also increased the likelihood that
a monkey would make an error, either failing to hold target fixa-
tion or making a saccade that was not directed toward the targets
[paired within-session t-test comparing error likelihood in the
presence or absence of distractors, p < 0.05 × 10−8, t(71) = 7.25].
Errors were also more likely in the presence of social distrac-
tors than non-social distractors [within session paired t-test, p <

0.0001, t(71) = 4.54]. Thus, distractors effectively interfered with
performance in this task, and that interference greater for social
distractors than for non-social distractors.

We next examined the relationship between baseline pupil
size and distractor interference, in terms of the response time
and error costs of distractors. Baseline pupil size (average pupil
size during the first 350 ms of fixation) predicted an increase in
the response time effects of the distractors (Figure 2B; slower
responses for incongruent distractors compared to the congruent
distractor baseline: p < 0.05, β3 = 0.0005, though there was no
trend toward faster responses for congruent distractors: p = 0.7,
β1 = −0.0001). It also predicted mild slowing of target response
times in the absence of distractors (separate GLM analysis, beta =
0.0002, p = 0.02), though the reason for this effect is unclear. The
relationship between absolute pupil size and distractor interfer-
ence was roughly doubled when absolute pupil size was measured
at distractor presentation. Pupil size at distractor presentation
(average from 50 ms before to 50 ms after presentation, before
any pupil constriction) also predicted the impact of distractors
on response times (incongruent distractors: p < 0.0003, β3 =
0.0008, trend toward faster responses for congruent distractors:
p < 0.003, β1 = −0.0005). Because foveal luminance was not
constant during this period, however, this latter effect should be
interpreted with caution.

Baseline pupil size at fixation also predicted the probability of
errors, in terms of broken fixations and saccades directed toward
distractors rather than the target (Figure 2A). Pupil size had a
negative, U-shaped relationship with error rate, regardless of the
presence of distractors (slope: p < 0.05 × 10−27, β2 = −0.12,
curvature: p < 0.04 × 10−24, β3 = 0.004): errors were most likely
when pupil size was either large or small, but were minimized
at intermediate pupil sizes. (see Methods for details of model
selection procedures). Although distractors evoke a significant
global increase in the likelihood of errors in this task [p < 0.03
× 10−21, t(71) = 14.75], no global offset was observed in error
likelihood between distractor present and absent trials when base-
line pupil size was accounted for by this model [p = 0.53, β1 =
−0.06]. Instead, there was an interaction between baseline pupil
size and the likelihood of errors following distractors, with error
likelihood increasing non-monotonically with increasing baseline
pupil size. Distractors had little impact when pupil size was small,
but evoked increased error rates at intermediate and larger pupil
sizes, as indicated by a significant change in curvature (p < 0.005,
β5 = −0.002) and slope (p < 0.0009, β4 = 0.052) in the pres-
ence of distractors. A model that contained only an interaction
in slope but not in curvature, had a relative model probability
of 0.11 (calculated from BIC values, compare to the full model’s
weight of 0.886; see Methods). In the simpler model, the lin-
ear interaction in slope had a non-significant but positive trend
(p = 0.06, β4 = 0.006). Thus, larger baseline pupil size predicted

enhanced distractor interference, both in terms of response time
and error likelihood.

We next asked whether baseline pupil size predicted a general
enhancement in distractibility, or predicted a specific increase in
the interference of the biologically salient social distractors. In
order to address this question, we determined whether differences
in response time CV for social and non-social distractors were
modulated by baseline pupil size. Response time CV provided a
measure of distractor interference that was sensitive to variance
both within and between distractor locations (see Methods) and
was modulated by the social content of the distractors (Figure 2C
inset). However, the social distractor effect on response time CV
was mediated by baseline pupil size (Figure 2C). While there
was no significant offset in response time CV for social distrac-
tors compared to non-social distractors (p = 0.67, β3 = −0.006),
there was in interaction with baseline pupil size. When baseline
pupil size was low, there was little difference between response
time CV for social and non-social distractors. However, as base-
line pupil size increased, the response time effects of social dis-
tractors increased compared to non-social distractors. Response
time CV was also globally larger in the presence of distractors
(p < 0.0001, β2 = 0.29) and there was a trend toward a decreas-
ing relationship between pupil size and response time CV in
the absence of distractors (p = 0.07, β1 = −0.029). However,
there was also no significant interaction between pupil size and
response time CV for non-social distractors compared to the
distractor-absent baseline (p = 0.56, β4 = −0.013).

Because of the mean-normalization inherent in the CV, it
remained plausible that these effects were due to systematic
changes in the mean response time across both the incongru-
ent and congruent distractor locations, rather than to specific
change in the variance of response time following social distrac-
tors. Therefore, we next ran the same model on mean response
times within each bin, collapsed across both distractor locations
when a distractor was present. While we found no significant off-
set in response time with the presence of distractors (p = 0.94,
β4 = 0.0002), social content predicted a significant increase in
mean response time across distractor locations (p < 0.02, β3 =
0.006), suggesting that social distractors can slow task perfor-
mance generally, even when physically congruent with the target.
As suggested by previous analyses, we also observed slight slowing
of response time with increasing baseline pupil size across all three
trial types (distractors absent, social, non-social; p = 0.03, β1 =
0.007). No other effects, including the interaction between social
distractor content and baseline pupil size, were significant (p >

0.4 for each term; β2 = 0.0002, β4 = −0.0016, β5 = −0.0039).
Thus, the interaction between baseline pupil size and the social
content of distractors in predicting response time CV cannot be
better explained by systematic shifts in the mean response time.

We also examined whether the relationship between error
likelihood and baseline pupil size was modulated by the social
content of the distractors. Because simply adding additional terms
to the original model resulted in a GLM with 9 highly interre-
lated terms and visibly poor fits to the data, we instead calculated
a social distractor error index as the error frequency follow-
ing social distractors minus error frequency following non-social
distractors, normalized by the total number of errors observed
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within each session. For this analysis, pupil size was evenly divided
into 8 bins within session, and the social distractor index was
calculated within each bin within each session. The number of
bins was selected to maximize the number of bins while still
ensuring a small number of missing cells (8 bins: 3 cells with no
observed errors; compare 12 empty cells at 9 bins, 2 empty cells
at 7 bins). Monkey identity was included as a dummy variable in
this analysis.

There was a non-significant trend toward increasing error like-
lihood for social distractors, relative to non-social distractors, as
baseline pupil size increased (p = 0.07, beta = 0.002). This trend
paralleled the observations for response time CV, again suggest-
ing that baseline pupil size predicts a specific, rather than diffuse,
change in attentional priorities.

Next, we characterized the relationship between the pupil
light response to distractor onset (hereafter the “pupil distractor
response”, see Methods) and vigilance. To ensure that the pupil
responses were specific to the distractors and not to other lumi-
nance transients in this task, we first determined the relationship
between distractor presence and the pupil distractor response.
Within each session, pupils were significantly smaller following
distractors than in their absence (paired t-test, p < 0.01 × 10−25).
We used a ROC analysis to ask how well the maximal constric-
tion in pupil size in the 600 ms following distractor timestamps
predicted the presence of a distractor. Within-session area under
the curve was consistently high [AUC: mean = 0.86, range =
0.71–0.97; permutation test across sessions, p < 0.01 × 10−46,
z(72) = 14.6 all sessions significant, p < 0.01], indicating substan-
tial separation in the distributions of pupil traces observed with
and without distractors.

Moreover, the pupil distractor response was modulated by
the location of the distractor, relative to the target. The pupil
distractor response was substantially reduced for neutral distrac-
tors compared to either incongruent or congruent distractors
[Figure 3A; p < 0.0001, t(71) = 24.13]. ROC analysis revealed
a consistent and reliable relationship between the pupil light
response and distractor location across sessions [mean AUC =
0.72, range: 0.53–0.87; 69/72 sessions significant permutation
tests, p < 0.01; across session Wilcoxon rank sum test, p < 0.05 ×
10−46, z(72) = 14.58], suggesting that the pupil light response, like
response time effects, was modulated by the distractor’s proximity
to possible target locations.

Social distractors evoked increased response time interfer-
ence (Figure 1B) and the response time CV (Figure 2C inset),
consistent with enhanced attentional salience of biologically
important stimuli. We therefore compared pupil constriction
following social distractors to constriction following non-social
distractors in all locations. We found that pupil constriction
was enhanced for social distractors (Figure 3B), regardless of
whether they were in neutral [p < 0.05, t(71) = −1.80, paired,
one tailed t-test], incongruent [p < 0.01, t(71) = −2.56], or con-
gruent locations [p < 0.005, t(71) = −3.49]. Social content was
a significant determinant of pupil size even when controlling for
session, SOA, distractor location, baseline pupil size, and response
time (p < 0.003, beta = −0.002). Thus, the pupil response
to distractors was modulated by whether they were social
images.

Pupil responses were also correlated with the level of dis-
tractor interference within trials (Figure 3C, bars ± s.e.m.). As
pupil responses increased in magnitude, response times slowed
for incongruent distractors relative to the congruent baseline (p <

0.0001, β3 = 0.001) and shortened for congruent distractors
(p < 0.0001, β1 = −0.003). This effect was not better explained
by differences in the pupil light response across SOA bins
(Figure 4). When we only examined response time following dis-
tractors presented before target onset (SOA <0), we observed the
same effects (β1 = −0.0005, p < 0.004; β2 = 0.09, p < 0.0001;
β3 = 0.002, p < 0.0001). Moreover, when SOAs were equated,
the interaction term was roughly doubled in magnitude (equated
SOA β3 = 0.002; across SOAs β3 = 0.001), suggesting that SOA
differences did not explain, but rather complicated this rela-
tionship. This finding refutes the hypothesis that visual field
inhomogeneity can explain the modulation of the pupil distrac-
tor response by distractor congruency. Moreover, the observation
that the pupil response predicted both slowed response time for
incongruent distractors and sped response time for congruent
distractors indicates that the response time effects were not due
to any difficulty in target detection, but rather reflect the level of
interference of the distractors on task performance.

One possible interpretation of these findings is that differ-
ences in autonomic arousal and baseline pupil size could explain
both the variance in distractor interference and the variance in
the pupil light response. Changes in baseline pupil size could
have introduced floor or ceiling effects due to the physiological
limits on absolute pupil size. Alternatively, arousal may have influ-
enced both baseline pupil size and the magnitude of the pupil
light response. The threat of shock, for example, both increases
baseline pupil size and reduces the pupil light response (Bitsios
et al., 1996). Therefore, we next determined whether differences
in baseline pupil size predicted the pupil light response and its
modulation by dynamic changes in attention.

Although baseline pupil size was modestly predictive of the
response time effects of distractors, it did not mediate the
observed relationship between the pupil light response and dis-
tractor interference. While larger initial pupil size was associated
with a constant decrease in pupil size following distractor onset
(p < 0.0001, β1 = −0.0003), we observed no baseline-dependent
changes in the pupil light response to incongruent distractors
(p = 0.19, β3 = 0.006), though there was a significant interac-
tion for congruent distractors (p = 0.05, β3 = −0.01). Moreover,
response times were correlated with the pupil light response
after controlling for baseline pupil size (Figures 3D,E). No inter-
action was observed between baseline pupil size and response
times for incongruent trials (p > 0.73, β5 = 0.0003), though a
small interaction was observed within congruent trials (p < 0.03,
β5 = −0.002). Overall, however, there was no systematic change
in the relationship between distractor interference and the pupil
light response across baseline pupil size. To confirm this interpre-
tation, we also controlled for the relationship between baseline
pupil size and the pupil light response by stepwise regression (see
Methods). However, increasing pupil light response magnitudes
still predicted slower responses following incongruent distractors
(p < 0.002, β3 = 0.0005) and faster responses following congru-
ent distractors (p < 0.0003, β1 = −0.0008). Thus, while baseline
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pupil size predicted both reaction times following distractors and
the magnitude of the pupil light response, it did not mediate the
relationship between these two measures.

We next asked whether the pupil light response was modulated
by saccade preparation (Figure 4). Attention, as indexed by visual
discrimination, is directed toward the location of impending sac-
cades (Hoffman and Subramaniam, 1995; Kowler et al., 1995).
Therefore, we compared pupil light responses to distractors pre-
sented before and after target onset, located either congruent
or incongruent with respect to the saccade target. The pupil
response was identical for congruent and incongruent distrac-
tors presented before target onset [Figure 4A; p > 0.86, t(71) =
0.18; mean AUC across sessions = 0.49, range = 0.36–0.66].
Nevertheless, when distractors were presented after the target
appeared, pupil constriction was increased for congruent distrac-
tors compared to incongruent distractors [Figure 4B; p < 0.0003,
t(71) = 3.79; mean AUC = 0.63, range = 0.41–0.81]. This effect
was due to both enhanced pupil responses for congruent distrac-
tors, which were proximal to the saccade target, and suppressed
responses to incongruent distractors [Figure 4C, bars ± s.e.m.;
interaction of SOA bin and distractor congruence, p < 0.0001,
F(5, 20258) = 19.3]. Pupil responses were suppressed for all dis-
tractors that immediately followed the target (p < 0.05), perhaps
due to attentional blink, but at longer SOAs, responses to congru-
ent distractors were enhanced (p < 0.05) and responses to incon-
gruent distractors were suppressed (p < 0.05). The main effect of
distractor congruence in this analysis [p < 0.0001, F(1, 20258) =
89.2] was driven by post-target distractors (p < 0.05). Thus, the
pupil light response was enhanced when planning a gaze shift
toward targets in the same hemifield as distractors and suppressed
when planning a gaze shift away from distractors.

DISCUSSION
Pupil size under constant luminance is correlated with the activ-
ity of neurons in the locus coeruleus (Gilzenrat et al., 2010) and
is a commonly used index of NE tone (Samuels and Szabadi,
2008; Gilzenrat et al., 2010; Jepma and Nieuwenhuis, 2011; Nassar
et al., 2012; Eldar et al., 2013). NE has long been hypothesized
to be a potent determinant of task performance and distractibil-
ity (Aston-Jones and Cohen, 2005; Sara and Bouret, 2012), but
empirical support for this idea has been elusive (Carli et al., 1983;
Clark et al., 1989; Witte and Marrocco, 1997). Here, we report that
baseline pupil size predicts dynamic changes in distractibility, as
indexed by the impact of distractors on both response times and
error rates, consistent with the hypothesis that NE regulates the
balance of distractibility and focus. However, in contrast to a gen-
eralized distractibility hypothesis (Aston-Jones and Cohen, 2005;
Sara and Bouret, 2012), the pupil-liked change in distractor inter-
ference was a specific sharpening of attention toward the most
biologically important distractors in this study. Task-irrelevant
faces outcompete task relevant targets for attention (Cerf et al.,
2009; Ebitz et al., 2013), but here we show that the interference of
faces was modulated by baseline pupil size.

From an adaptive perspective, this makes a great deal of sense.
When arousal is high, as it is in the presence of threat, it is mal-
adaptive for attention to be truly labile, captured by any stimulus
regardless of its relevance to the threat. Ideally, attention should

instead sharpen toward the most threat-relevant stimuli, regard-
less of ongoing goals or other sources of distraction. Though it
remains unclear whether vigilance for other stimuli is also modu-
lated by baseline pupil size, our data show that baseline pupil size
can predict specific, rather than general shifts in distractibility.
Thus, these data endorse the hypothesis that pupil-linked arousal
mechanisms such as NE are involved in the regulation of vigilance
for stimuli that are salient for the animal, such as the faces of other
individuals.

The pupil light response is not entirely reflexive, but the
cognitive and cortical processes that influence it remain poorly
understood. Here, we report that the pupil light response varies
with dynamic changes in attention on both long and short time
scales; the pupil response varied with the magnitude of the pupil
under constant luminance conditions, but also independently
scaled with distractor attention. Within trials, the magnitude of
the pupil light response varied with saccade preparation, distrac-
tor congruence, and the social significance of distractors. These
findings compliment and extend previous observations that the
magnitude of the pupil light response is influenced by attentional
cues (Binda et al., 2013a) and stimulus awareness (Hakerem and
Sutton, 1966; Zuber et al., 1966), even in the absence of a lumi-
nance increment (Binda et al., 2013b). However, in those previous
studies, attention and/or stimulus awareness were confounded
with effort and arousal, because the stimuli that elicited the pupil
light response were task-relevant. Because we used task-irrelevant
distractors, increasing effort in this task would reduce distractor
interference. Yet, the magnitude of the pupil light response scaled
positively with distractor interference. Our findings thus suggest
that the pupil light response tracks dynamic changes in attention,
rather than effort or arousal.

As a peripheral, physiological index of vigilance, the pupil light
response has potential utility both in the lab and in human-
machine interfaces. Measuring vigilance currently relies princi-
pally on behavioral metrics such as response time interference,
which cannot be acquired in every task. Here, we show that sim-
ply measuring pupil constriction in response to distractors can
effectively substitute for response time metrics as a measure of
a trial-by-trial level of distraction and may even be an improve-
ment over these metrics, due to relative immunity to the influence
of pupil-linked arousal. Combining this observation with the
deconvolution methods recently developed for interpreting con-
tinuous pupil size measurements (Wierda et al., 2012) may prove
particularly powerful.

Pupil size also has consequences for visual perception, though
how these optical effects shape attention and visual behav-
ior remain poorly understood. Larger pupil size, for example,
increases spherical aberrations, and could thereby increase the
difficulty of detecting a small target. In our study, larger base-
line pupil size predicted slowed response times in the absence
of distractors, which might reflect difficulty detecting the tar-
get. However, these effects were accompanied by reduced, rather
than increased, error rates, suggesting that baseline pupil size
may predict changes in speed-accuracy tradeoff rather than dif-
ficulty in target perception per se. It is also possible that changes
in baseline pupil size may affect distractor perception by enhanc-
ing visual salience. In particular, larger baseline pupil size would
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defocus the visual scene, thereby limiting the resolution of high
spatial frequencies needed to perceive edges and texture, which
would otherwise draw attention during natural image viewing
(Itti and Koch, 2001). Thus, regulating pupil size may be a
simple mechanism that biases visual scanning away from high
spatial frequencies and toward other visual features such as move-
ment or high contrast features in the low spatial frequency
domain.

In parallel, enhanced pupil light responses would have many
of the same perceptual consequences as attention. Reduced pupil
diameter necessarily improves visual acuity and contrast sensi-
tivity by decreasing defocus and reducing spherical aberrations.
These optical effects cannot fully explain the perceptual effects
of attention (Yeshurun and Carrasco, 1998; Carrasco et al.,
2002, 2004). For example, attention can modulate contrast sen-
sitivity of neurons within a particular retinotopic location in
extrastriate cortex without affecting contrast sensitivity to a sec-
ond location (Reynolds et al., 2000). A global change in pupil
diameter could not explain this effect. The perceptual conse-
quences of attention and pupil size also differ in magnitude.
Attention improves visual acuity on the order of several arc min-
utes (Carrasco et al., 2002). For individuals with normal (20/20)
vision, the change in pupil size that would be required to pro-
duce the equivalent change in visual acuity would be larger
than the physiological range of the pupil (Atchison et al., 1979).
Nevertheless, in even mildly myopic individuals, the perceptual
effects of 1 mm reductions in pupil diameter can produce arc
minute changes in visual acuity (Atchison et al., 1979). Similarly,
defocus may have more profound effects on contrast sensitiv-
ity than on visual acuity (Rabin, 1994), so by extension, the
effects of the pupil light response on contrast sensitivity may be
more pronounced. Critically, the methods used to measure visual
acuity and myopia differ between the opthamology clinic and
the lab, so it is difficult to directly compare these observations.
Future work will be needed to fully understand the perceptual
consequences of both attention and pupil size. At minimum,
attentional modulation of the pupil response may work synergis-
tically with other mechanisms to shape the perceptual effects of
attention.

In addition to global differences in luminance, natural envi-
ronments include local gradients in luminance. Thus, two
sequential saccades can target regions that evoke very differ-
ent pupil diameters. For example, one might shift gaze away
from a dimly lit desk to a bright window. The pre-saccadic
modulation of the pupil light response reported here may per-
mit anticipatory adjustments in pupil size in preparation for
upcoming saccades. The pupil requires hundreds of millisec-
onds to constrict to its minimal size following a light stimulus
(Clarke et al., 2003). Initializing constriction before saccade
onset would give the pupil time to reach optimal size before
the target is foveated. This process would reduce retinal fatigue
and improve target signal during viewing of natural scenes
with local luminance gradients, potentially improving scan-
ning efficiency. Moreover, there is anatomical evidence for ocu-
lomotor modulation of the pupil light response. The pupil
light reflex is mediated by a subcortical pathway from the
retina, through the Edinger-Westphal nucleus and pretectum,

to the ciliary ganglia that constrict the pupil. However, a small
pupil light response is observed in the absence of direct reti-
nal input to pretectum (Papageorgiou et al., 2008), suggesting
other inputs to this pathway. That input may arise from the
projections the pretectum receives from regions critical for
oculomotor processes (Gamlin, 2006), including the lateral intra-
parietal cortex (Asanuma et al., 1985) and the frontal eye
fields (Künzle and Akert, 1977; Leichnetz, 1982; Huerta et al.,
1986). Future work will be needed to test this hypothesis
empirically.

In summary, we report that the pupil indexes both the state of
species-typical vigilance and dynamic changes in attention dur-
ing performance of a social vigilance task. These observations
introduce a novel behavioral metric of attention, in the pupil dis-
tractor response, that may prove useful as an implicit, peripheral
metric of social attention. Moreover, these observations enhance
our understanding of the state of vigilance. When arousal is high,
attention is not simply labile, but rather may be focused on those
stimuli with the most biological relevance. This result highlights
the importance of situating task performance in a naturalistic set-
ting. Failures of task-performance can be due to failures of goal
states, but they can also be due to the organism’s endogenous and
species-typical priorities, which compete with task-relevant goals
for expression.
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Mothers need to make caregiving decisions to meet the needs of children, which may or
may not result in positive child feedback. Variations in caregivers’ emotional reactivity to
unpleasant child-feedback may be partially explained by their dispositional empathy levels.
Furthermore, empathic response to the child’s unpleasant feedback likely helps mothers to
regulate their own stress. We investigated the relationship between maternal dispositional
empathy, stress reactivity, and neural correlates of child feedback to caregiving decisions.
In Part 1 of the study, 33 female participants were recruited to undergo a lab-based mild
stressor, the Social Evaluation Test (SET), and then in Part 2 of the study, a subset of
the participants, 14 mothers, performed a Parenting Decision Making Task (PDMT) in
an fMRI setting. Four dimensions of dispositional empathy based on the Interpersonal
Reactivity Index were measured in all participants—Personal Distress, Empathic Concern,
Perspective Taking, and Fantasy. Overall, we found that the Personal Distress and
Perspective Taking were associated with greater and lesser cortisol reactivity, respectively.
The four types of empathy were distinctly associated with the negative (vs. positive) child
feedback activation in the brain. Personal Distress was associated with amygdala and
hypothalamus activation, Empathic Concern with the left ventral striatum, ventrolateral
prefrontal cortex (VLPFC), and supplemental motor area (SMA) activation, and Fantasy
with the septal area, right SMA and VLPFC activation. Interestingly, hypothalamus-septal
coupling during the negative feedback condition was associated with less PDMT-related
cortisol reactivity. The roles of distinct forms of dispositional empathy in neural and stress
responses are discussed.

Keywords: empathy, cortisol, amygdala, hypothalamus, functional MRI, mothers, decision making, social

neuroscience

INTRODUCTION
Parents make numerous daily choices regarding how to best
care for their children. Parents must make quick decisions and
learn from their child’s feedback to guide their next course
of action. Unfortunately, children may not always provide pre-
dictable, desirable feedback to guide parental responses. To make
matters worse, responses that were effective at one time may not
be effective at another time, leaving children upset or in need.
Such unpredictable negative feedback may augment frustration in
both parents and children and undermine a healthy parent-child
relationship in the long run, thus highlighting the need for high
parental sensitivity and attunement (Feldman et al., 2004; Swain
et al., 2014).

Sensitive parents must be able to empathically tolerate the
stress of negative feedback, and it is likely that this negative
feedback from children does not impact all parents equally.
Indeed, parental sensitivity to children’s needs is related to par-
ents’ own developmental history, resources, and their notions
and dispositions related to child rearing (Cox and Harter, 2003;
Shin et al., 2006; Leerkes, 2010). Moreover, research finds that

people differ in their dispositional empathy in response to other
people’s distressing experiences. Indeed, empathy is one of the
most important dispositions in interpersonal relationships and
social wellbeing (Davis, 1996). Given this, it is not surprising
that empathy is critical to sensitive parenting (Feshbach, 1990;
Davidov and Grusec, 2006; Landry et al., 2006; Psychogiou et al.,
2008).

DISPOSITIONAL EMPATHY AND STRESS REACTIVITY
Empathy is a disposition that is relatively stable across the lifespan
(Konrath, under review). As construed in Davis’ Interpersonal
Reactivity Index (IRI) (Davis, 1980, 1983), empathy can be parsed
into four dimensions. Perspective-Taking (PT) assesses the ten-
dency to spontaneously adopt the psychological point of view
of others. Empathic Concern (EC) assesses feelings of compas-
sion and concern for unfortunate others. Fantasy (FS) assesses
respondents’ tendencies to transport themselves imaginatively
into the feelings and actions of fictional characters. Personal
Distress (PD) assesses “self-oriented” feelings of personal anxiety
and unease in response to others’ tense experiences (Davis, 1980).
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Empathic concern and personal distress are both affective but
they can impact people’s social behaviors differently. For example,
empathic concern usually promotes prosocial behaviors but per-
sonal distress often hinders prosocial behaviors, potentially due
to self-oriented anxiety elicited by others’ suffering (Eisenberg,
2000).

Physiologically, these distinct emotional components of empa-
thy may alter stress responses in opposite directions. There is
indeed some evidence that while empathic concern may reduce
cortisol reactivity to stressful situations, personal distress may ele-
vate such responses. Consistent with the Caregiving Model of
Stress Regulation (Swain et al., 2011, 2012, 2013; Brown et al.,
2012; Konrath and Brown, 2013), one experiment demonstrated
that participants who gave social support to a stressed part-
ner experienced declines in cortisol levels during the experiment
(Smith et al., 2009). Although giving support is not identical to
empathic concern, the pattern of findings supports a notion that
focusing on another’s needs may help an individual attenuate
stress responses. A similar study examined the cortisol responses
of participants who completed the standard Trier Social Stress
Task (job interview speech) compared to those who also gave a
job interview speech, but were asked to focus on how they could
help others with the job (Abelson et al., 2014). Participants in
the compassion condition showed attenuated cortisol responses
during this stressful task. Conversely, dispositional low empathy
(i.e., narcissism) has been linked to significantly elevated cortisol
levels overall (Reinhard et al., 2012) and in response to stressors
(Edelstein et al., 2010), especially among males.

Despite this work, no research that we are aware of directly
examines how the brain may mediate different cortisol responses
in the context of empathy. In the current study, we examined how
the four distinct empathy constructs play a role in cortisol-related
stress responses in two different potentially stressful social con-
texts, being evaluated by others (Part I) and failing to meet a
child’s needs (Part II).

DISPOSITIONAL EMPATHY IN THE BRAIN
In Part II of the current study, we also examine whether exposure
to distressed children differentially activates brain areas as a func-
tion of the four dimensions of dispositional empathy. Key neural
regions of interest were retrieved from three recent meta-analyses
on neural activations associated with empathy (Seitz et al., 2006;
Fan et al., 2011; Lamm et al., 2011), which include the ventrome-
dial prefrontal cortex (VMPFC), ventral anterior cingulate cortex
(VACC), dorsol ACC (DACC), anterior middle cingulate cortex
(AMCC), supplemental motor area (SMA), ventrolateral pre-
frontal cortex (VLPFC), superior temporal gyrus, anterior insula,
parietal lobes, and precuneus. In addition, the septal area, which
is involved in maternal caregiving-related defense (D’Anna and
Gammie, 2009) and stress regulation (Singewald et al., 2011), has
been found to be associated with empathy across social contexts
(Morelli et al., 2014). While these regions of interest are com-
monly activated in empathy-inducing tasks (e.g., observing cues
or pictures of suffering from self ’s or other’s perspective), the
distinct roles of the four dimensions of dispositional empathy
in these neural responses have not been examined in simulated
interpersonal interactions (e.g., between mother-child).

STRESS REACTIVITY IN THE BRAIN
In Part II, we used a maternal decision task to evaluate the
influence of positive or negative feedback from a child on neu-
ral responses related to stress (e.g., activation of the amyg-
dala, hypothalamus), the stress hormone cortisol, and the four
types of dispositional empathy. Cortisol reactivity is the sequela
of the limbic-hypothalamus-pituitary-adrenal axis (LHPA-axis)
response (Feldman et al., 1995; Wilkinson and Goodyer, 2011),
and the amygdala is the primary limbic structure in the LHPA-
axis that has been shown in animal models to initiate parenting
neural circuitry, triggering the motivation for parenting by acti-
vating sub-nuclei in the hypothalamus (Feldman et al., 1995;
Dayas et al., 1999). The recent social neuroscience literature has
suggested that the amygdala plays a key role in maternal sensitiv-
ity in humans and these functional brain activities may be linked
to stress-modulating hormones (Atzil et al., 2011).

MATERIALS AND METHODS
PROCEDURE
Participants completed the Interpersonal Reactivity Index (IRI)
before the brain scan. They then underwent a 6 min Social
Evaluation Test (SET; Wager et al., 2009) after they were randomly
assigned to either a social interaction condition or a control
condition (data to be reported elsewhere), with salivary corti-
sol measured pre-SET (15 min before) and post-SET (15 min
after). On a different day,on average 7 days later, 14 participants
(all mothers) returned to undergo a Parental Decision Making
Task (PDMT). Salivary cortisol samples were collected pre-PDMT
(15 min before) and post-PDMT (about 15 min after). All pro-
cedures were approved by University of Michigan’s Institutional
Review Board.

PARTICIPANTS
Participants were 33 mentally and physically healthy women (16
mothers and 17 non-mothers, mean age = 29.06, SD = 6.77).
They all completed the SET (Part 1) and only 14 of those moth-
ers completed the PDMT in Part 2, with a mean age = 32.86,
SD = 6.54, 1–5 children (mean number = 1.93, SD = 1.07; mean
children’s age = 3.90, SD = 3.27).

MEASURES
The Interpersonal Reactivity Index (IRI; Davis, 1980) consists of
28 items and measures four dimensions of empathy: Perspective
Taking (PT, e.g., “I try to look at everybody’s side of a disagree-
ment before I make a decision”), Fantasy (FS, e.g., “I really get
involved with the feelings of the characters in a novel”), Empathic
Concern (EC, e.g., “ I often have tender, concerned feelings for
people less fortunate than me”), and Personal Distress (PD, e.g.,
“I sometimes feel helpless when I am in the middle of a very emo-
tional situation”). Each dimension is composed of 7 items (1 =
does not describe me well; 5 = describes me very well).

SALIVARY CORTISOL
To collect salivary cortisol, participants were asked to provide pas-
sive drool samples during two data collection times: pre- and
post-task. Salivary cortisol levels were determined by chemilu-
minescent enzyme immunoassay (IMMULITE) according to the
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manufacturer’s directions (Siemens Healthcare Diagnostics Inc.,
Tarrytown, NY).

SOCIAL EVALUATION TEST
We used similar SET procedures as described in Wager et al.
(2009). There were three phases that were each 2 min long:
Baseline, Speech Preparation, and Relaxation. After the 2 min
resting period (baseline), participants were given 2 min to
prepare a 7-min speech on “Why I am a good friend” (Speech
Preparation), which they were told might be recorded and
evaluated for its quality and organization by experts. However,
after the preparation period, all participants were told that the
speech was no longer needed and that they could relax for the
2 min (Relaxation).

PARENTING DECISION MAKING TASK
The PDMT was designed to probe brain circuits underlying
goal-directed parenting behaviors in the context of parent-child
interactions. The stimuli consisted of pictures of four different
children of the same sex, including one who was the partici-
pant’s own child and three who were unknown to participants,
acquired from a commercial source. Each of these four children
was presented with three pictures, one each of neutral, happy,
and unhappy expression, in the task. Thus, stimuli consisted
of 12 pictures total (3 pictures × 4 children). Before the brain
scan, participants were shown pictures of the three unknown
children to reduce novelty effects. During the task, participants
were instructed to attend to the child’s need. In each trial, one
of the children’s neutral expression pictures was first presented
on the screen for 1.5 s (Cue). Following this, a probe “Hungry”
or “Thirsty” along with choices “Food” or “Water” were pre-
sented for up to 2 s (Probe). Participants were instructed to press
a button corresponding to “Food” or “Water” to match the probe
correspondingly. As soon as the button-pressing response was
made, an anticipation period with “waiting for his/her reac-
tion. . . ” was shown on the screen for 4 s (Anticipation). Each
trial concluded with a 4-s feedback phase showing positive (i.e.,
child’s happy face) or negative (i.e., child’s unhappy face) feed-
back, along with the written outcome “He/she is happy (or
unhappy)!” respectively (Feedback). The inter-trial interval (Rest)
was 6 s. For the neuroimaging results, we focused on the feed-
back phase differentiating Positive Feedback (happy face) and
Negative Feedback (unhappy face) in the current study. See
Figure 1.

Unbeknownst to the participants, the valence of a child’s
feedback was randomly selected based on a pre-determined
probability. For the participant’s own child, the probability was
50% for positive and negative feedback. For the three unknown
children, the probabilities of the positive feedback were 75%
(for an “easy” child), 50% (for an “ambiguous” child), and 25%
(for a “difficult” child). In the current study, we only examined
the neural responses to positive and negative feedback across all
four children in fMRI analyses, because we aimed to identify the
effects of dispositional empathy that could be generalized across
different children.

To dissociate the brain-imaging signals related to different
components of the trials (Ollinger et al., 2001), a number of
partial trials, e.g., (Cue), (Cue + Probe), or (Cue + Probe +
Anticipation) were randomly interwoven with the complete tri-
als throughout the task (12 trials per type of partial trials). These
were in addition to the complete trials (12 trials per child type;
48 trials total). The tasks were divided into three runs of 6.5 min
each.

BEHAVIORAL DATA ANALYSIS RELATED TO PDMT
The accuracy and reaction time (RT) of the binary choice
response (“food” or “water”) when prompted with a probe
(“Hungry” or “Thirsty”) were analyzed using repeated measures
analyses, using the child types as a within-subject independent
variable. Age and the four empathy subscales were entered as
between-subjects covariates.

fMRI DATA ACQUISITION AND PREPROCESSING
Scanning took place in a 3.0 Tesla Philips magnetic resonance
imaging scanner with a standard 8-channel SENSE head coil.
Functional data was acquired (300 T2∗-weighted EPI volumes,
TR = 2000 ms, TE = 30 ms, flip angle = 90, field of view =
220 mm, matrix size 64 × 64, 42 axial slices, voxels = 3.44 ×
3.44 × 2.80 mm). A high-resolution anatomical T1-weighted
image with a three dimensional gradient recalled echo was
also acquired with TR = 9.8 ms, TE = 459 ms, FA = 8◦, FOV
= 256 mm, 180 slices with 288 × 288 matrix per slice, 1 mm
slice. Five images at the beginning of each fMRI run were dis-
carded to account for magnetic equilibrium. Functional imaging
data were preprocessed and analyzed using SPM8 (Statistical
Parametric Mapping 8; Wellcome Trust Center for Neuroimaging,
University College, London, UK; http://www.fil.ion.ucl.ac.uk/
spm). Slice timing correction was performed using a middle slice

FIGURE 1 | A complete trial in the Parenting Decision Making Task is depicted here. The events labels (underscored) were not presented on the screen
during the task. Words in brackets referred to a picture of a child. Words in quotation were the texts presented during the task.
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as a reference (slice 21). After slice time correction, images within
each run were realigned to the first image of the first run to correct
for movement. Realigned functional images and structural image
were spatially normalized using DARTEL method in SPM8. The
normalized functional images were re-sliced to 2 × 2 × 2 mm
voxels. Images were then spatially smoothed using a Gaussian
filter with a full-width half-maximum value of 8 mm.

fMRI DATA ANALYSIS
At the individual subject level, response amplitudes were esti-
mated for each condition using the general linear model. A high
pass filter of 0.0078 Hz (1/128 s) was used. Seventeen distinct
events in the task were modeled, except resting period, including
Cues × 4 (one per child type), Probe, Anticipation × 4 (one per
child type), Positive Feedback (one per child type) and Negative
Feedback (one per child type). For individual subjects, we con-
trasted images of the blood oxygen level-dependent (BOLD)
signal change associated with Negative vs. Positive Feedback (all
four children combined) as the contrast of interest.

To examine the relationship between event-related activity in
the hypothalamus and task-related salivary cortisol change, a
functional connectivity analysis was performed at the individual
subject level as well. Here we focused on the negative feedback
across all types of children. In this analysis, the hypothalamus as
the seed was defined as a rectangular volume bounded within
a range of MNI coordinates of (x = −8 ∼ 8, y = −8 ∼ 0, z =
−4 ∼ −16]. The physiological variable was estimated to be the
average of the first eigenvariate of the BOLD time series of all
voxels in the hypothalamus seed throughout the task. Then, this
physiological variable is parsed into 17 event-specific time-series
based on the time window of 17 modeled events, defined by the
onset and duration of each type of event convolved with the
canonical hemodynamic response function. Then, the whole time
series of the hypothalamus seed, the 17 event-related time series
of the hypothalamus seed, the 17 events modeled as in a regular
event-related design, and 6 motion parameters estimated during
the realignment preprocessing were all entered in a general lin-
ear model to perform a generalized psychological-physiological
interaction analysis (gPPI) (Mclaren et al., 2012).

For the group-level analysis, the Negative vs. Positive Feedback
contrast images for individual subjects were entered into random-
effects GLM analyses, with age and PD, PT, EC, or FS used as
the predictors. A priori regions of interest (ROI) were those that
are known to be associated with face-based reward in a social
context (Ho et al., 2012), empathy-related neural regions (Seitz
et al., 2006; Fan et al., 2011; Lamm et al., 2011), and the stress
system, including the hypothalamus, amygdala, ventral striatum,
VACC, AMCC, anterior insula, SMA, VLPFC, VMPFC, and pre-
cuneus. They were defined by the anatomical masks adapted from
WFU pickatlas toolbox (http://fmri.wfubmc.edu/cms/software),
wherein statistical maps in these regions were small volume cor-
rected at a thresholded of p = 0.05 with family-wise correction.

Note that while the scans took place at different time of the day
(n = 8 in the morning and n = 6 in the afternoon), which may
influence the pre-task cortisol baseline, time of day was not asso-
ciated with cortisol reactivity, dCORT, defined as the difference
between post- and pre-PDMT cortisol levels (p = 0.456). Still,

any potential confounding was addressed by including the time
of scan as a covariate in the cortisol analyses described above.

To identify neural correlates of PDMT-related cortisol reactiv-
ity, the analyses were conducted in two steps. In the first step, in
SPM8, the individual-specific Negative vs. Positive Feedback con-
trast images (across all child types) were submitted to a regression
model that contained the difference between post-task and pre-
task salivary cortisol levels (dCORT) as a single regressor. If a
cluster was found to be significantly associated with the dCORT
in ROIs that survived small volume corrections, the averaged
parameter estimates of that cluster were computed for each sub-
ject and used in the next step. In the second step, using IBM SPSS
21, the partial correlations between the cluster’s parameter esti-
mates and dCORT were computed, controlling for age and time
of scan (morning or afternoon). The same two-step approach
was utilized for the functional connectivity analysis, using the
hypothalamus as the seed to identify clusters within the a priori
ROIs that were coupled with the hypothalamus during negative
feedback across all child types.

RESULTS
PART 1
Pre-SET cortisol levels were at 0.19 mcg/dL (SE = 0.019) and
post-SET levels were at 0.18 mcg/dL (SE = 0.16), controlling for
between-subject variables of maternity status (mothers or non-
mothers), prior social interaction condition, age, and time of cor-
tisol collection (binary, morning or afternoon). To examine the
relationship between the SET-related change in cortisol (dCORT)
and the four dimensions of dispositional empathy (i.e., Personal
Distress, PD; Empathic Concern, EC; Perspective Taking, PT; and
Fantasy, FS), partial correlations among these variables were com-
puted, controlling for age, binary coding for the time of cortisol
measurement (morning or afternoon), maternal status (mothers
or non-mothers), and the randomly assigned pre-SET condi-
tion (social interaction or none). The results are summarized in
Table 1.

Notably, SET-induced cortisol reactivity was positively associ-
ated with Personal Distress (PD), while it was inversely associated
with Perspective Taking (PT) (see Table 1, Column 1). These

Table 1 | Pairwise partial correlations (Pearson’s r with p-values in

parentheses) between cortisol reactivity (post-task minus pre-task

CORT, denoted as dCORT) and dispositional empathy, controlling for

age, maternal status, time of Social Evaluation Test, and pre-test

manipulation (n = 33 women).

dCORT PT EC FS PD

dCORT 1

PT −0.40* (0.030) 1

EC −0.017 (0.93) 0.62*** (0.001) 1

FS 0.065 (0.74) −0.045 (0.82) 0.18 (0.35) 1

PD 0.48** (0.009) −0.28 (0.14) −0.041 (0.83) 0.079 (0.68) 1

*Correlation is significant at the 0.05 level (2-tailed).
**Correlation is significant at the 0.01 level (2-tailed).
***Correlation is significant at the 0.001 level (2-tailed).
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results suggest a linkage between dispositional empathy and stress
responses. Although these results were specifically found with
respect to socially evaluative situations, they may possibly be gen-
eralized to other mildly stressful contexts such as the simulated
parenting context from Part 2 of the current study.

PART 2
Only the results from the participants (n = 14) who were mothers
and underwent the PDMT during the fMRI session are included
henceforth. In this smaller subsample, the descriptive statistics
of the IRI scores were as follows (mean, with standard devia-
tion in parentheses): PT = 3.45 (0.55), EC = 3.84 (0.62), FS =
2.98 (1.08), and PD = 1.73 (0.92). In accordance with the larger
samples reported above, controlling for age, PT and EC were still
significantly correlated (r = 0.63, p = 0.02). However, no cor-
relations were found between any other pairs of dispositional
empathy subscales, PT-PD (r = −0.060, p = 0.85), PT-FS (r =
0.045, p = 0.89), EC-FS (r = 0.47, p = 0.11), EC-PD (r = 0.094,
p = 0.76), and FS-PD (r = 0.28, p = 0.35).

Pre-PDMT cortisol levels were at 0.21 mcg/dL (SE = 0.031)
and post-PDMT levels were at 0.15 mcg/dL (SE = 0.011), con-
trolling for age and time of cortisol collection (binary, morning or
afternoon). To examine the relationship between the SET-related
changes in cortisol (dCORT) and the four dimensions of disposi-
tional empathy, partial correlations among these variables were
computed, controlling for age and binary coding for the time
of cortisol measurement (morning or afternoon). The results are
summarized in Table 2.

These results suggested that the functional MRI task did not
elicit a significant stress response and that cortisol reactivity was
not associated with any of the four dimensions of dispositional
empathy. A significant correlation between Empathic Concern
and Fantasy, and a marginally significant correlation between
Perspective Taking and Empathic Concern were found in this
smaller sample. The discrepancy between the SET and PDMT
results may be attributed to the differences in the nature of the
tasks and the sample size.

PDMT BEHAVIORAL RESULTS
We next conducted a repeated measurement general linear model
examining the accuracy and RT for each child type when the
participants chose responses (“food” or “water”) when prompted

Table 2 | Pairwise partial correlations (Pearson’s r with p-values in

parentheses) between cortisol reactivity (post-task minus pre-task

CORT, denoted as dCORT) and dispositional empathy, controlling for

age and time of Parental Decision Making Task (n = 14).

dCORT PT EC FS PD

dCORT 1
PT 0.21 (0.52) 1
EC 0.20 (0.54) 0.57# (0.053) 1
FS 0.29 (0.36) 0.30 (0.35) 0.69* (0.013) 1
PD −0.067 (0.84) −0.055 (0.87) 0.11 (0.74) 0.30 (0.35) 1

#Correlation is significant at the 0.10 level (2-tailed).
*Correlation is significant at the 0.05 level (2-tailed).

with a probe (“Hungry” or “Thirsty”) during the Parenting
Decision Making Task. Child type was the within subject vari-
able and age and the four dimensions of dispositional empathy
were covariates. The descriptive statistics of accuracy and RT
for the own child (50% probability of positive feedback): mean
accuracy = 0.92, SE = 0.021, and mean RT = 842.1 ms, SE =
78.6; for the ambigious other child (50% probability of positive
feedback): mean accuracy = 0.90, SE = 0.026, and mean RT =
818.4 ms, SE = 83.5; for the difficult other child (25% proba-
bility of positive feedback): mean accuracy = 0.90, SE = 0.026,
and mean RT = 895.8 ms, SE = 56.3; and for the easy other child
(75% probability of positive feedback): mean accuracy = 0.90,
SE = 0.036, and mean RT = 854.7 ms, SE = 48.7. There were
no main effects of child type on this behavioral performance.
Neither accuracy nor RT differed as a function of child type
[Accuracy: F(3, 24) = 0.21, MSerror = 0.003, p = 0.89, N.S; RT:
F(3, 24) = 0.23, MSerror = 12690.4, p = 0.872, N.S].

For the between-subject factors, age was inversely associated
with accuracy [F(1, 8) = 22.29, MSerror = 0.034, p = 0.001], but
not associated with RT [F(1, 8) = 0.25, MSerror = 223590.39, p =
0.63, N.S]; Fantasy was associated with accuracy [F(1, 8) = 6.88,
MSerror = 0.034, p = 0.031), but not with RT [F(1, 8) = 0.16,
MSerror = 223590.39, p = 0.70, N.S]; Perspective Taking was
associated with accuracy [F(1, 8) = 6.56, MSerror = 0.034, p =
0.034], but not with RT [F(1, 8) = 0.067, MSerror = 223590.39,
p = 0.80, N.S]; Empathic Concern was inversely associated with
accuracy [F(1, 8) = 6.69, MSerror = 0.032, p = 0.032], but not
with RT [F(1, 8) = 0.94, MSerror = 223590.39, p = 0.36, N.S];
and Personal Distress was not associated with either accu-
racy [F(1, 8) = 0.76, MSerror = 0.034, p = 0.41] or RT [F(1, 8) =
0.085, MSerror = 223590.39, p = 0.78, N.S].

These results suggest that while the accuracy of giving food
or water to a hungry or thirsty child was not dependent on the
child’s feedback, it was dependent on three out of four dimensions
of dispositional empathy. The cognitive dimensions (Perspective
Taking and Fantasy) were associated with increased accuracy and
one affective dimension (Empathic Concern) was associated with
decreased accuracy. Age also played a role in accuracy and thus
was included as a covariate in the neuroimaging analyses below.

PDMT fMRI RESULTS
Empathy-related neuroimaging results
We next examined whether the empathy-dependent ROIs were
sensitive to children’s distress vs. non-distress as a function of each
distinct dimension of dispositional empathy. To do so, we con-
ducted a Negative vs. Positive Feedback (all children combined)
general linear model with one dimension of dispositional empa-
thy at a time as a regressor, and age as a covariate. The results are
summarized in Table 3 and illustrated in Figure 2.

Cortisol-related neuroimaging results
In this section, neural correlates of cortisol reactivity (dCORT)
during the PDMT were identified based on the two-step approach
described in the methods. First, consistent with the literature,
the VACC that mediates face-based values (Ho et al., 2012)
was differentially activated by Positive vs. Negative Feedback
during the task [k = 452 voxels, peak at (8, 46, −4), Z = 3.63,
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p = 0.035, s.v.c.]. This was equivalent to being differentially
de-activated by the Negative vs. Positive Feedback. In addi-
tion, the Positive vs. Negative Feedback differential response
in the VACC was inversely correlated with cortisol reactivity,

Table 3 | Empathy-related Neural Responses in Negative vs. Positive

Feedback.

Brain region Side MNI coordinates No. of voxels Z score

X Y Z

PERSONAL DISTRESS, POSITIVE ASSOCIATION

Amygdalaa L −30 −2 −18 48 3.36

Hypothalamusa R 8 0 −12 16 3.60

PERSONAL DISTRESS, NEGATIVE ASSOCIATION

None

EMPATHIC CONCERN, POSITIVE ASSOCIATION

SMAa L −10 10 54 159 4.06

VLPFCa L −50 40 −14 202 4.20

EMPATHIC CONCERN, NEGATIVE ASSOCIATION

None

FANTASY SCALE, POSITIVE ASSOCIATION

Septal areaa L/R −4 4 6 38 3.77

SMAa R 2 14 15 144 3.91

VLPFCa R 56 32 2 319 4.21

FANTASY SCALE, NEGATIVE ASSOCIATION

None

PERSPECTIVE TAKING, POSITIVE OR NEGATIVE ASSOCIATION

None

aFamily-wise error corrected in the ROI at p < 0.05.

dCORT, (r = −0.65, p = 0.022, df = 10), controlling for age and
time of scan (Figure 3). These results suggested that the more
discrimination between positive and negative signals in social
reward as mediated by the VACC, the less cortisol reactivity was
observed.

Since the hypothalamus is the final central mechanism in the
brain that mediates peripheral cortisol responses, we examined
the functional connectivity with the hypothalamus as a function
of the cortisol reactivity during the distressed condition (the neg-
ative feedback across all children). We found that the functional
coupling between the hypothalamus and the septal area [k = 37
voxels, peak at (6, 2, 8), Z = 3.24, p = 0.019, s.v.c.] during the
Negative Feedback across all children was inversely correlated
with dCORT (r = −0.60, p = 0.038, df = 10), controlling for
age and time of scan (Figure 4). These results suggested that

FIGURE 3 | The VACC was differentially activated by the Positive >

Negative Feedback. The scatter plot depicted the mean parameter estimate
of the VACC cluster on the Y-axis and the cortisol reactivity (dCORT) on the
X-axis. The cluster in the statistical brain map was presented at p = 0.005,
uncorrected, with the color map in T-scores.

FIGURE 2 | Brain regions with Negative > Positive Feedback differential

response that were associated distinct dimensions of dispositional

empathy measured with IRI. Referring to Table 3 for the coordinates,

number of voxels, Z-score, and p-values. The clusters in the statistical brain
map were presented at p = 0.005, uncorrected, with the color map in
T-scores.
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FIGURE 4 | The functional connectivity between the hypothalamus-septal area during the Negative Feedback was inversely correlated with the

cortisol reactivity (dCORT). The cluster in the statistical brain map was presented at p = 0.005, uncorrected, with the color map in T-scores.

positive coupling between the septal area and hypothalamus was
related to cortisol reduction, consistent with the septal area’s role
in stress-regulation (Singewald et al., 2011) and human empathy
(Morelli et al., 2014) in the literature.

DISCUSSION
In the current study, we examined the roles of four dimensions of
dispositional empathy in stress reactivity during a social evalua-
tion task in healthy women (Part 1). We also examined the inter-
play between brain function, dispositional empathy, and cortisol
reactivity to negative child feedback among mothers participating
in a parental decision making task (Part 2).

In Part 1, we found that the Personal Distress dimension of
dispositional empathy was associated with increased cortisol reac-
tivity while participants were preparing a speech in the Social
Evaluation Test (Wager et al., 2009), and Perspective Taking was
associated with decreased cortisol reactivity. These results sug-
gest that dispositional empathy may play a generalized role in
people’s stress response in a social context, even when the con-
text was not necessarily empathy-related. Thus, trait Personal
Distress may be related to chronic hyper-reactivity in the limbic-
hypothalamus-pituitary-adrenal (LHPA) axis, similar to other
self-focused traits (e.g., Edelstein et al., 2010; Reinhard et al.,
2012).

In Part 2, the behavioral results of the Parental Decision
Making Task suggested that the Perspective Taking and Fantasy
Scale dimensions were associated with greater accuracy, while
Empathic Concern was associated with less accuracy. Personal
Distress was the only dimension that was not associated with
the accuracy of the choice responses. However, none of the
four dimensions of dispositional empathy were associated with
response times in this task. Since Empathic Concern was posi-
tively correlated with both Perspective Taking and Fantasy (see
Table 2), the meaning of these dimensions’ associations with
accuracy is unclear, and will require further examination in the
future.

In the neuroimaging results of Part 2, we examined whether
the four dimensions of dispositional empathy were related to neu-
ral activation in the amygdala and hypothalamus as part of the
LHPA-axis (Feldman et al., 1995; Dayas et al., 1999; Wilkinson
and Goodyer, 2011). We found that the Personal Distress was the

only empathy subscale that was associated with greater hypotha-
lamus and left amygdala responses to negative (vs. positive)
feedback from the children. These results suggest that moth-
ers with greater tendencies to experience vicarious distress may
have increased reactivity in the limbic-hypothalamus end of the
LHPA-axis during parental care tasks. If so, this is consistent with
the cortisol reactivity results as reported in Part 1, which indi-
cates a consistent relationship between Personal Distress and the
LHPA-axis reactivity across two different contexts.

Both Empathic Concern and Fantasy were associated with
more Negative vs. Positive Feedback activation in the SMA and
VLPFC, but the clusters were lateralized differently on the left
hemisphere, for Empathic Concern, and the right hemisphere, for
Fantasy. The distinct lateralization related to the two dimensions
of empathy implicated that the interplay between the relatively
more verbal left hemisphere and more non-verbal right hemi-
sphere may contribute to the distinct dimensions of dispositional
empathy.

In addition, the septal area was differentially activated by
Negative vs. Positive Feedback as a function of the Fantasy sub-
scale only. The engagement of the septal area may help mothers
buffer stress by regulating the hypothalamus in the LHPA-
axis, since the functional coupling between the septal area and
hypothalamus was found to be inversely associated with cortisol
reactivity during negative feedback. In addition, since the septal
area has been implicated to play a role in empathy as part of a
prosocial motivation system (Morelli et al., 2014), these results
suggest that the propensity to identify with other persons, as
indexed by the Fantasy subscale, may facilitate the engagement
of prosocial motivation in response to others’ distress by engag-
ing the septal area. In turn, this increased septal area signaling
to the hypothalamus may down-regulate stress-related cortisol
reactivity.

In addition to the prosocial motivation, the hypothalamus-
dependent cortisol response may also be buffered by social reward
processes. We found that the VACC mediated the valuation of
the face-based reward, as it was differentially activated by the
positive feedback as compared to the negative feedback. This is
consistent with the role of VACC in different aspects of social
reward (Bolling et al., 2011; Ho et al., 2012) and self-referential
processing of emotional stimuli (Yoshimura et al., 2014). It is
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also consistent with VACC response to positive vs. negative feed-
back from peers in an evaluative social feedback experiment
(Somerville et al., 2010). Moreover, the degree of such activation
was related to decreased cortical reactivity. These results suggest
that reduced cortisol reactivity may result from better attune-
ment between mothers’ social reward valuations, mediated by the
VACC, and the emotional signals in children’s feedback.

STRENGTHS, LIMITATIONS, AND FUTURE DIRECTIONS
This study examines the relationship between dispositional empa-
thy and stress regulation, in different contexts—both in a general
socially evaluative context, but also in a parenting context. While
it has been reported that, using similar methodologies in a pre-
and post-fMRI task design, the salivary cortisol reactivity to
a non-stress-inducing fMRI task can be associated with trait
anxiety independent of the task (Tessner et al., 2006), to our
knowledge the current study is the first to examine the relation-
ship between the salivary cortisol and brain responses during a
personally significant but not stress-inducing task as a function of
empathy dimensions. Although it is limited by both its sole con-
sideration of women only and its small sample size, it can pave the
way to additional future research on more general and larger sam-
ples. For example, it would be interesting to see if our effects are
replicated among males, and particularly among fathers. If so, this
would point to a generalized caregiving system that has evolved
beyond maternal care to help regulate stress responses of any type
of giver. Future research should also examine whether the four
dimensions of empathy are associated with non-social stress regu-
lation (e.g., doing math problems) rather than just social stressors
as examined in the current study.

CONCLUSION
Consistent with the Caregiving Model of Stress Regulation (Swain
et al., 2012, 2013), this study provides some preliminary evidence
that the dispositional empathy may be associated with stress reg-
ulation. More empathic and attuned (i.e., other-oriented) parents
have been shown to positively influence their child’s developmen-
tal trajectories (Landry et al., 2006). Considering this, interven-
tions designed to increase parental empathy, e.g., (Konrath et al.,
2014), may be beneficial to both the children and the parents
themselves.
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Quantifying attention to social stimuli during the viewing of complex social scenes with
eye tracking has proven to be a sensitive method in the diagnosis of autism spectrum
disorders years before average clinical diagnosis. Rhesus macaques provide an ideal
model for understanding the mechanisms underlying social viewing behavior, but to
date no comparable behavioral task has been developed for use in monkeys. Using
a novel scene-viewing task, we monitored the gaze of three rhesus macaques while
they freely viewed well-controlled composed social scenes and analyzed the time spent
viewing objects and monkeys. In each of six behavioral sessions, monkeys viewed a
set of 90 images (540 unique scenes) with each image presented twice. In two-thirds
of the repeated scenes, either a monkey or an object was replaced with a novel item
(manipulated scenes). When viewing a repeated scene, monkeys made longer fixations
and shorter saccades, shifting from a rapid orienting to global scene contents to a more
local analysis of fewer items. In addition to this repetition effect, in manipulated scenes,
monkeys demonstrated robust memory by spending more time viewing the replaced
items. By analyzing attention to specific scene content, we found that monkeys strongly
preferred to view conspecifics and that this was not related to their salience in terms of
low-level image features. A model-free analysis of viewing statistics found that monkeys
that were viewed earlier and longer had direct gaze and redder sex skin around their
face and rump, two important visual social cues. These data provide a quantification of
viewing strategy, memory and social preferences in rhesus macaques viewing complex
social scenes, and they provide an important baseline with which to compare to the effects
of therapeutics aimed at enhancing social cognition.

Keywords: rhesus monkey, eye-tracking, face perception, scene perception, social cognition, memory, salience,

attention

INTRODUCTION
For decades, eye tracking has been used to uncover how we
explore the visual world and the features that guide our atten-
tion. Buswell was the first to explore this topic when he observed
that fixations increased in duration over the course of viewing
and speculated that image regions receiving many fixations of
long duration were the “principal centers of interest” (Buswell,
1935). Subsequent formal analysis revealed that scene exploration
begins with long saccades and quick fixations landing on highly
informative regions as participants quickly orient to the global
gist of the scene, with fixations then increasing in duration and
saccades decreasing in amplitude as participants focus on local
details (Antes, 1974).

This early work demonstrated that exploration of the visual
world is a dynamic process that changes with experience and
is driven by distinguishable features. The trace of this experi-
ence is retained not just within a given encounter but also across
repeated episodes. When viewing repeated scenes, participants

make fewer fixations and sample fewer regions compared to when
the scene was novel, suggesting that participants retain knowl-
edge of its contents (Smith et al., 2006). When presented with
scenes that have been manipulated after the initial exposure, par-
ticipants spend a greater amount of time investigating altered
scene items than those repeated without manipulation, and this
behavior correlates with the participant’s explicit memory of the
scene (Smith et al., 2006). Studies have also demonstrated that
this viewing behavior depends on the integrity of medial tempo-
ral lobe structures. Amnesic patients with medial temporal lobe
damage that includes damage to the hippocampus demonstrate
impaired viewing behavior for manipulated scenes (Ryan et al.,
2000; Smith et al., 2006; Smith and Squire, 2008).

In autistic individuals, eye tracking during free viewing of
complex social scenes has revealed reduced attention toward the
eyes and greater attention to the mouth compared to controls
(Klin et al., 2002a; Jones et al., 2008; Jones and Klin, 2013).
Functional imaging work has suggested that attention to the eye

www.frontiersin.org November 2014 | Volume 8 | Article 354 | 187

http://www.frontiersin.org/Neuroscience/editorialboard
http://www.frontiersin.org/Neuroscience/editorialboard
http://www.frontiersin.org/Neuroscience/editorialboard
http://www.frontiersin.org/Neuroscience/about
http://www.frontiersin.org/Neuroscience
http://www.frontiersin.org/journal/10.3389/fnins.2014.00354/abstract
http://community.frontiersin.org/people/u/96065
http://community.frontiersin.org/people/u/50281
mailto:jsolyst@email.arizona.edu
http://www.frontiersin.org
http://www.frontiersin.org/Decision_Neuroscience/archive


Solyst and Buffalo Social relevance drives viewing behavior

region of faces is linked to activation in the amygdala in autis-
tic individuals (Dalton et al., 2005). Rhesus macaque monkeys
provide an excellent model for understanding how single neu-
rons contribute to attention to social stimuli, because exactly the
same image viewing tasks can be used in humans and monkeys.
Such tasks rely on natural gaze behavior, thereby reducing poten-
tially confounding effects of extensive training upon task strategy,
enhancing the face validity of the behavioral correlates investi-
gated, and making direct comparisons to humans more valid.
However, despite the high prevalence of disorders like autism that
are characterized by impaired viewing behavior in social scenes,
appropriate tasks for assessing these behaviors in rhesus macaques
have not been as well explored.

Studies investigating social perception have almost exclusively
used images of faces cropped from the body, finding that both
rhesus macaques (Keating and Keating, 1982; Mendelson et al.,
1982; Wilson and Goldman-Rakic, 1994; Guo et al., 2003, 2006;
Gothard et al., 2004, 2009; Deaner et al., 2005; Ghazanfar et al.,
2006; Nahm et al., 2008; Leonard et al., 2012) and humans
(Haith et al., 1977; Walker-Smith et al., 1977; Janik et al., 1978;
Althoff and Cohen, 1999; Henderson et al., 2005) prefer to view
faces, particularly the eye region, compared to other stimuli.
However, in natural settings, faces are rarely seen in isolation
from bodies and other individuals and objects. Several groups
have emphasized the importance of maintaining high ecologi-
cal relevance when studying attention to social stimuli (Neisser,
1967; Kingstone et al., 2003; Smilek et al., 2006; Birmingham
et al., 2008a,b, 2012; Riby and Hancock, 2008; Bindemann et al.,
2009, 2010; Birmingham and Kingstone, 2009). While isolated
faces direct attention to the face by design, faces embedded in
complex scenes demand that the viewer select among many stim-
uli the ones that are most relevant. It has been suggested that
this difference in stimulus complexity (Riby and Hancock, 2008)
might explain why some studies have found that attention to
faces is reduced in ASD (Klin et al., 2002b; Pelphrey et al., 2002;
Trepagnier et al., 2002; Nacewicz et al., 2006; Spezio et al., 2007;
Jones et al., 2008; Riby and Hancock, 2008; Sterling et al., 2008),
while other studies reported no difference from neurotypical indi-
viduals (Van der Geest et al., 2002a,b; Bar-Haim et al., 2006; De
Wit et al., 2008; Rutherford and Towns, 2008). A direct compar-
ison of isolated faces and social scenes revealed that individuals
with Asperger syndrome looked less at the eyes when faces were
embedded in social scenes but were not different from neurotyp-
icals when faces were presented in isolation (Hanley et al., 2012).

To our knowledge, only two studies have used social scenes
when examining eye movements in monkeys (Berger et al.,
2012; McFarland et al., 2013). McFarland and colleagues showed
humans and male rhesus monkeys photos of either affiliative
(grooming) or aggressive (chasing) interactions between two
individuals from various primate species. They found that while
both subject groups spent more time viewing faces compared to
bodies, humans spent almost twice as much time viewing the
individuals in the scene as did the rhesus. One important caveat
is that the rhesus subjects used were not raised in a species-typical
environment and spent only 3.1 s out of the available 10 explor-
ing the images, of which only 8 images out of the 40 depicted
conspecifics.

Apart from social revelance, some have suggested that atten-
tion to faces, particularly the eye region, is related to the high
contrast between the eyes and the rest of the face (Ebitz and Platt,
2013; Ebitz et al., 2013). This hypothesis is motivated by the find-
ing that during free viewing of natural scenes devoid of faces,
attention is allocated to the most visually salient low-level features
such as orientation contrast, intensity and color information (Itti
and Koch, 2000; Parkhurst et al., 2002). However, the predictive
power of visual salience has been challenged, citing the impor-
tance of the high-level “cognitive relevance” of items related to
the needs and preferences of the viewer in determining which
features are selected for attentive processing (Henderson et al.,
2009). Supporting this view, visual salience does not account for
fixations on objects of social relevance (faces and eyes) made by
humans when viewing social scenes (Birmingham et al., 2009;
Freeth et al., 2011; Levy et al., 2013), and adding information
about features with high cognitive relevance (faces and text)
to visual salience models dramatically improves their predictive
power (Cerf et al., 2009). Here we aimed to assess the relative con-
tributions of high-level cognitive relevance and low-level visual
salience in the allocation of attention during social scene viewing,
as well as the effect of experience on viewing behavior.

MATERIAL AND METHODS
DATA COLLECTION
Procedures were carried out in accordance with National Institutes
of Health guidelines and were approved by the Emory University
and University of Washington Institutional Animal Care and Use
Committees. Three adult male rhesus monkeys (Macaca mulatta)
were obtained from the breeding colony at the Yerkes National
Primate Research Center Field Station where they were mother-
reared in large, multi-family social groups for the first 3 years of
life. Their weight and age at the start of the experiment was: M1:
19 kg, 9 years; M2: 19 kg, 10 years; M3: 13 kg, 11 years.

During testing, each monkey sat in a dimly illuminated room,
60 cm from a 19-inch CRT monitor, running at 120 Hz, non-
interlaced refresh rate, with a resolution of 800 × 600 pixels.
Eye movements were recorded using a noninvasive infrared eye-
tracking system (ISCAN, Burlington, MA) that measured the
position of the pupil and corneal reflection of the right eye.
During testing, the subject’s head was restrained with a head-
holding post implanted under aseptic conditions. Eye move-
ments were sampled at 200 Hz and saccades were detected offline
using a velocity threshold of 30◦/s and measured in degrees of
visual angle (dva). Stimuli were presented using experimental
control software (CORTEX, www.cortex.salk.edu). At the begin-
ning of each behavioral session, the monkey was administered
2 mL of aerosolized saline solution intranasally through a Pari
Baby™ pediatric mask placed over the nose (Pari Respiratory
Equipment Inc., Midlothian, VA) using a Drive Pacifica Elite neb-
ulizer (Drive Medical Design & Manufacturing, Port Washington,
NY). Subjects were gradually acclimated to the nebulization pro-
cedure prior to the experiments using positive reinforcement and
did not exhibit any signs of distress during saline administration
at the time the experiments were conducted.

Following saline administration, the monkey performed an eye
position calibration task, which involved holding a touch sensitive
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bar while fixating a small (0.3◦) gray fixation point, presented on
a dark background at one of 9 locations on the monitor. The
monkey was trained to maintain fixation within a 3◦ window
until the fixation point changed to an equiluminant yellow at a
randomly-chosen time between 500 and 1100 ms after fixation
onset. The monkey was required to release the touch-sensitive bar
within 500 ms of the color change for delivery of food reward.
During this task, the gain and offset of the oculomotor signals
were adjusted so that the computer eye position matched tar-
gets that were a known distance from the central fixation point.
Following the calibration task, the monkey performed either a
delayed match-to-sample task or another calibration task iden-
tical to the 9-point task but with 63 locations covering the entire
monitor in a grid with 4◦ spacing between each location. Data
collected during the calibration task were used to compute a lin-
ear or polynomial transformation of the eye data to improve the
calibration post-hoc.

Forty minutes after saline administration was completed, the
monkey was tested on the Social Scene Viewing Task (Figure 1A),
a variant of a scene memory task used to test memory in healthy
and amnesic humans (Cohen et al., 1999; Ryan et al., 2000; Ryan
and Cohen, 2004; Smith et al., 2006; Smith and Squire, 2008;
Hannula et al., 2010; Chau et al., 2011). The monkey initiated
each trial by fixating a white cross (the fixation target, 1◦) at the
center of the computer screen. After maintaining fixation on this
target for 1 s, the target disappeared and a Novel picture of a social
scene measuring 25◦ by 33◦ was presented (see Scene Creation
for details about scenes). The image remained on the screen until
the monkey accumulated 10 s of viewing time, and any fixations
made outside of the image bounds were not counted toward this
viewing requirement and were not analyzed. After a 1 s inter-trial
interval, the monkey initiated a second presentation of the scene
by fixating a white cross (1◦) at the center of the screen for 1 s.
The second presentation of the scene remained onscreen until
the monkey accumulated 6 s of viewing time on the scene. The
monkey was not rewarded during the scene presentation. Between
each block of two scene presentations, the monkey was able to
obtain reward by completing 3 trials of the 9-point calibration
task. This procedure enabled us to maintain motivation and verify
calibration throughout the session. In each session lasting approx-
imately 50 min, 90 novel scenes were each presented twice for a
total of 180 scene viewing trials.

SCENE CREATION
A total of 540 unique social scenes (6 sets of 90 scenes) were
composed in Adobe Photoshop® by manually arranging cropped
images of rhesus monkeys and objects (referred to collectively as
items) onto a unique background scene (Figure 1B). The back-
ground scenes included mainly outdoor scenes and city streets,
were relatively free of other objects, and were all of a simi-
lar spatial perspective. The objects were automatically cropped
in Photoshop from stock photos (Hemera Technologies® Photo
Objects 50,000 Volume 1) and included trucks, industrial equip-
ment, furniture and fruit. To obtain source material for rhesus
images, we used photos taken at the Yerkes National Primate
Research Field Station in Lawrenceville, GA (courtesy of Dr.
Lisa Parr) and the Caribbean Primate Research Center in Cayo

FIGURE 1 | Social scene viewing task. (A) Three adult male rhesus
macaques freely viewed images of social scenes composed of objects and
unfamiliar rhesus monkeys while their point of gaze was monitored. In each
session, 90 novel scenes were each presented twice for 10 s (Novel
presentation) and 6 s (Repeat presentation) of cumulative viewing time. (B)

Example scenes with the scan path overlaid showing the point of gaze
during one trial.

Santiago, Puerto Rico (taken by James Solyst). From these images,
we cropped 635 images of 307 rhesus macaques and 635 photos
of objects in Photoshop. All of the monkeys had neutral facial
expressions, and all of the items and backgrounds were novel to
the subjects at the outset of the experiments.

Each monkey image was categorized according to gaze direc-
tion (direct or averted from subject), the visibility of the eyes
(0, 1, or 2 eyes visible), age (infant & juvenile or adult), and
sex (male, female, or undetermined). Gaze direction was con-
sidered direct if the eyes were directed at the camera and was
otherwise considered averted. For monkeys in which the age and
sex were unknown, these characteristics were assessed visually
by two raters who made judgments using body size, facial mor-
phology, genital appearance and distension of the nipples. Adults
were discriminated from infants and juveniles by their larger body
size, larger genitals in males, distended nipples in females and
increased facial prognathism. Sex was discriminated by genital
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appearance, larger body size and wider facial structure in males
and nipple distension in females. When sex could not be clearly
determined (particularly in infants & juveniles), sex was coded
as unknown and these images were not included in analyses of
sex. Inter-rater reliability was measured using Cohen’s κ and was
very good for age (κ = 0.93) and all sex categories (Males:0.96,
Females:0.96, Unknown:0.96).

After cropping the items, they were then automatically scaled
to occupy one of three set areas (2, 1, or 0.4% of the scene) using
custom JavaScripts that interfaced with Photoshop, ensuring that
item size was precisely controlled. For each scene in a set of 90
scenes we used custom scripts in MATLAB® (The Mathworks,
Inc.) to randomly select a novel background scene and a unique
combination of items from the pool of rhesus macaques and
objects. Each scene contained 6 objects and 6 monkeys of differ-
ent identities, with 4 items scaled to each of the 3 potential sizes.
In each scene, one of the two monkeys occupying 2% of the scene
area gazed directly at the subject while all others had averted gaze.
Within a set of 90 scenes, no item was repeated. Across the 6 sets of
scenes, the same combination of items within a scene was never
repeated, and no background scene was ever repeated. In order
to minimize adaptation to specific individuals, images of a given
monkey did not appear in the 5 subsequent scenes. To create a
scene, items were added to the background scene as individual
layers in Photoshop and manually arranged on the background to
create a realistic perspective. No items were placed in the center of
the scene to prevent incidental fixations after the center fixation
cross was extinguished.

Each scene was randomly assigned to be either repeated with-
out manipulation (Repeat, N = 30 scenes per session), or feature
a replacement of a monkey (Replaced, Monkey, N = 30) or
object (Replaced, Object, N = 30) in the second presentation.
For Replaced Object scenes, an additional object was drawn with
one randomly designated as the Replaced object and the other
the Replacement object. For Replaced Monkey scenes, two juve-
nile or adult monkeys with two eyes visible were selected to
be the Replaced and the Replacement. Infants were not used
as Replaced or Replacement monkeys because of the difference
between other monkeys in expected size. Repeat scenes selected
one monkey with two eyes visible and one object to be compared
to the replaced monkey or object in Replaced scenes. All items
used in these comparisons were of the same size (1% of image
area).

DATA ANALYSIS
Eye movements with a velocity above 30◦ of visual angle (dva)
per second were classified as saccades, while all other eye move-
ments were classified as fixations. Only fixations lasting longer
than 60 ms were analyzed. Saccades originating from fixations
outside of the screen were not included in the analysis of sac-
cade amplitude. To analyze the location of fixations, regions of
interest (ROIs) were created in Photoshop around the whole item
for monkeys and objects, the background (whole image minus
all items) and around the face and rump of monkeys. The face
ROIs included the entire head and the rump ROIs included the
monkey’s posterior. Face and rump ROIs were manually drawn in
Photoshop for each of 635 monkey images and then automatically

scaled with the whole item to match each of the 3 potential scene
item sizes. Whole item ROIs were created for each item using
JavaScript to select an item’s layer in the Photoshop scene and
then expand the item’s contours by 5 pixels (0.19 dva) to account
for error in the accuracy of the eye position. Face and rump ROIs
were also expanded by 5 pixels to account for error in eye posi-
tion determination. Fixations on regions of overlap between ROIs
due to this expansion were not included in analysis. Black and
white images of the ROI for each item in the scene were then
imported into MATLAB where the pixel coordinates of the ROI
were extracted and used to filter the eye data and calculate the area
occupied by the ROI and statistics about its saliency and redness
within the scene image.

Salience of the image was computed in MATLAB by summing
feature maps for color, edge orientation, and intensity contrast
over multiple spatial scales (Itti et al., 1998). The resulting salience
map was normalized from 0 to 1, ranging from the least salient
pixel to the most salient. This produced an 800 × 600 pixel
saliency map, which was used to calculate the mean of saliency
values for pixels within ROIs. We will use the term “salience” to
refer to the visual salience of low-level image features (e.g., con-
trast, intensity, color opponency), not to be confused with the
more general usage of “salience” to describe items with high-level
cognitive relevance (e.g., social, incentive, or emotional salience)
(Klin et al., 2002a; Averbeck, 2010; Kirchner et al., 2011; Shultz
et al., 2011; Chevallier et al., 2012; Prehn et al., 2013).

To measure the redness of secondary sexual skin color of the
monkeys in the scenes, we first converted the RGB color map of
each scene image to a hue-saturation-value map using MATLAB.
Then within each face and rump ROI, we calculated the total
number of pixels with a red hue (hue value >0.9), and for each
of the 635 monkey images, we calculated the mean number of
red pixels in each ROI across every appearance of the monkey
within a scene. To determine if this measure showed a correspon-
dence with perceived redness of the sex skin on faces and rumps,
we compared the mean number of red pixels in monkeys catego-
rized as red by two raters experienced with rhesus macaques to
those that were not categorized as red. Inter-rater reliability was
very good for both faces (Cohen’s κ = 0.83) and rumps (Cohen’s
κ = 0.81), and we found that the mean number of red pixels was
significantly higher in both red faces, t(633) = 3.65, p = 0.0003,
g = 0.39, (Non-Red: M = 88.12 ± 3.52, Red: 122.26 ± 11.12)
and rumps, t(633) = 8.81, p < 0.0001, g = 0.88, (Non-Red: M =
85.97 ± 4.03, Red: 179.59 ± 13.85) compared to the rest of the
image pool. We took these results as a proof of concept that
our method of quantifying redness of the monkey images cor-
responded to what human observers perceived as red secondary
sexual color in rhesus macaques.

To quantify the eye movements, we measured fixation dura-
tion (average duration of a fixation), saccade amplitude (distance
between fixations), the number of fixations, time spent viewing,
latency to first fixation (time elapsed from beginning of trial to
the initiation of the first fixation on an ROI), and the latency to
revisit an item (time elapsed since the end of the previous fix-
ation on the ROI and the beginning of the next transition into
the ROI). The eye movement measures were averaged across all
applicable ROIs within a scene presentation (e.g., all fixations
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that landed on monkeys) and were then averaged across all trials
within each session. All estimates of error are expressed as stan-
dard error of the mean across sessions. The data were analyzed
using independent-samples t-tests or ANOVAs from data pooled
across all sessions from the 3 subjects, and significant group tests
were followed up with tests of the data from each subject sepa-
rately, reporting the proportion of subjects that demonstrated a
significant result. Significant main effects were followed up with
post-hoc comparisons using independent samples t-tests that were
corrected for multiple comparisons using a false discovery rate
(FDR) correction of p-values. Effect sizes for post-hoc t-tests were
calculated in terms of Hedges’ g (Hedges, 1981) ([meangroup1 −
meangroup2]/pooled standard deviation) using the Measures of
Effect Size Toolbox for MATLAB (Hentschke and Stüttgen, 2011).
To analyze viewing behavior across time, we used a cluster-based,
non-parametric permutation test to compare viewing behavior at
separate time-points throughout the trial, correcting for multiple
comparisons (Maris and Oostenveld, 2007).

Six sessions of 90 scenes (540 unique scenes), each scene pre-
sented twice, were administered for each monkey. Likely due
to a strong preference for novel stimuli, subjects sometimes
looked away from repeated images. To limit our analysis to tri-
als where the subject was sufficiently engaged, we excluded a trial
if greater than 1085 ms was spent looking outside of the image
(95th percentile of all trials). Subjects varied significantly in the
time they spent outside per trial, F(2, 3233) = 121.45, p < 0.0001
(M1: M = 38.09 ± 16.79 ms, M2: M = 150.17 ± 16.79 ms, M3:
M = 416.73 ± 20.99 ms). Subjects spent more time looking out-
side during the second presentation (P2) than the first (P1),
F(1, 3233) = 8.87, p = 0.0029 (P1: M = 171.13 ± 11.79 ms, P2:
M = 232.18 ± 17.56 ms) and this novelty preference effect was
stronger for M3, who spent the most time outside. Out of the
3240 trials collected, 175 in total were excluded based on time
outside and the following proportion of all trials were excluded
for each subject: M1:0.2, M2: 1, M3: 4%. An additional 19 trials
were excluded from analysis due to errors in the display of the
stimuli during the experiments, yielding a total of 3046 trials.

RESULTS
VIEWING STRATEGY CHANGES WITH EXPERIENCE
We first examined how viewing behavior changed from the first
presentation of a scene (P1) to the second (P2). The data pooled
from all 3 subjects revealed that fixations lasted significantly
longer when viewing a scene for the second time (Figure 2A),
t(34) = 3.02, p = 0.005, g = 0.98, significant in 1/3 subjects, (P1:
M = 202.72 ± 4.04 ms, P2: M = 223.23 ± 5.46 ms). A more sen-
sitive, cluster-based, non-parametric permutation analysis (Maris
and Oostenveld, 2007) of fixation duration across time (data
binned in 1 s bins stepped in 250 ms increments) revealed that this
effect was specific to the period of 0–4.25 s after stimulus onset
when pooling data from all 3 subjects (significant in 2/3 subjects
from 0 to 3.75 s).

Using this more sensitive time-resolved analysis method, sac-
cades were found to be significantly smaller in amplitude during
the second presentation from 1.25 to 3.75 s after stimulus onset
when pooling data from all 3 subjects (Figure 2B, significant
from 0 to 4.5 s in 2/3 subjects). However, a t-test of pooled

data collapsed across the entire viewing period revealed that
saccades were not significantly smaller during the second pre-
sentation (p > 0.1), although saccades were significantly smaller
in 2/3 subjects. While these two subjects (M1& M2) showed
robust decreases in saccade amplitude (Hedge’s g of 1.91 and
1.24, respectively), subject M3 made significantly larger saccades
during the second presentation (g = 1.87). The time-resolved
analysis revealed that M3 made larger saccades at the end of the
2nd trial from 3 to 5 s, possibly related to the finding that this sub-
ject spent more time looking away from the scenes, particularly
during the second presentation.

In the first 6 s of viewing, subjects viewed fewer items dur-
ing the second presentation compared to the first (Figure 2C),
t(34) = 4.28, p = 0.0001, g = 1.4, significant in 3/3 subjects (P1:
M = 6.67 ± 0.24 items, P2: M = 5.18 ± 0.25 items) and spent
more time viewing each item, t(34) = 4.23, p = 0.0002, signifi-
cant in 3/3 subjects (P1: M = 7.33 ± 0.52% of trial time, P2:
M = 10.73 ± 0.61% of trial time). Subjects were also quicker
to revisit previously viewed items (Figure 2D), t(34) = 2.14, p =
0.04, g = 0.7, significant in 2/3 subjects (P1: M = 17.75 ± 0.52%
of trial time, P2: M = 15.18 ± 1.08% of trial time).

SUBJECTS REMEMBER SCENE CONTENTS
Next, we examined whether subjects demonstrated memory
for scene items that were altered after the first presentation
(Figure 3). A 2-way ANOVA pooled across each session from all
3 subjects included trial type (scene repeated without manipu-
lation or featuring a replaced item) and item category (monkey
or object) as factors and time spent fixating the repeated or
replaced item in the second presentation as the dependent mea-
sure. This test revealed a significant main effect of trial type,
F(1, 71) = 8.78, p = 0.0001, significant in 3/3 subjects, with sub-
jects spending more time viewing an item that was replaced than
one repeated without manipulation, t(70) = 2.66, p = 0.0128,
g = 0.62, (Replaced: M = 386.59 ± 57.27 ms, Repeated: M =
216.38 ± 28.45 ms). We also found that there was a signifi-
cant main effect of item category, F(1, 71) = 16.86, p = 0.004,
significant in 1/3 subjects, with subjects spending more time
viewing a monkey than an object, t(70) = 3.87, p = 0.0019, g =
0.9, (Monkey: M = 419.43 ± 59.11 ms, Object: M = 183.55 ±
14.66 ms). There was no significant interaction between item
category and presentation, F(1, 71) = 0.35, p = 0.55.

SALIENCE DOES NOT ACCOUNT FOR SOCIAL VIEWING PREFERENCE
To determine what subjects preferred to view when exploring
the scenes, we performed a 2-way ANOVA with item category
(monkeys or objects) and presentation number (first or sec-
ond) as factors and the percent of fixation time spent looking at
the monkeys and objects as the dependent variable. This anal-
ysis revealed a strong effect of category, F(1, 71) = 32.91, p <

0.0001, significant in 3/3 subjects (Figure 4A), with monkeys
being viewed more than objects, t(70) = 5.80, p < 0.0001, g =
1.353, (Monkeys: M = 40.46 ± 4.08% of fixation time, Objects:
M = 16.48 ± 0.65%). There was no significant effect of pre-
sentation on time spent viewing, F(1, 71) = 0.03, p = 0.87, and
no interaction between category and presentation, F(1, 71) = 0.35,
p = 0.55.
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FIGURE 2 | Experience shifts viewing strategy from global to local.

(A) Mean duration of fixations across the first and second presentation
of scenes. Data are plotted in 1 s bins stepped in 250 ms increments,
with fixations included in a bin if the fixation was initiated during the
time bin. Colored shading represents SEM across sessions and gray
shading indicates periods of significant differences, calculated using a
cluster-based non-parametric permutation test (p < 0.05, corrected for
multiple comparisons, Maris and Oostenveld, 2007) for panels (A–C).
The second presentation lasted 6 s but only the first 5 s are plotted

due to edge effects on fixation duration. (B) Amplitude of saccades
across the first and second presentation of scenes. Same binning
procedure as in A. (C) Cumulative items fixated (monkeys and objects
combined) plotted across the first and second presentation by ordinal
fixation number. (D) Time spent viewing each fixated item and latency
to make a new transition into the item after an exit expressed in
percent of trial time. Error is SEM across sessions. Asterisks represent
significant differences (For all Figures: 1 star: p < 0.05, 2: p < 0.005, 3:
p < 0.0005).

Next, we determined whether salience accounted for the pref-
erence for viewing monkeys, by first measuring whether image
categories differed in salience, and whether subjects fixated more
salient locations relative to the mean salience of the area (Table 1).
An independent-samples t-test compared the mean salience
(salience ranging from 0 to 1) of pixels occupied by monkeys
and objects, and found that monkeys were slightly, but signifi-
cantly more salient than objects, t(6838) = 6.26, p < 0.0001, g =
0.15, (Monkeys: M = 0.3911 ± 0.0016 Objects: M = 0.3750 ±
0.0020).

A 2-way ANOVA with item category (monkeys or objects) and
presentation number as factors, and salience at fixation location
as the dependent variable revealed a main effect of item cat-
egory, F(1, 71) = 41.15, p < 0.0001 (significant in 3/3 subjects),
and a post-hoc comparison showed that the salience of fixations
on monkeys was greater than objects, t(70) = 6.4, p < 0.0001, g =
1.49, (Monkeys: M = 0.3990 ± 0.0026, Objects: M = 0.3758 ±
0.0026). There was neither a significant effect of presentation
number, F(1, 71) = 2.11, p = 0.15, nor a significant interaction
between item category and presentation number, F(1, 71) = 0.22,
p = 0.64.

Next we asked whether subjects fixated the more salient
regions of items, and if this differed by item category and presen-
tation. We first performed a one-sample t-test of the hypothesis
that the average difference between the mean salience of an item
and the salience at fixation location in each session came from
a distribution with a mean of zero (i.e., salience at fixated loca-
tions within an item was no different than the mean salience
of the item). This test showed that subjects fixated locations
within items that were more salient than the item’s mean salience,
t(71) = 7.84, p < 0.0001, g = 0.91, M = 0.0098 ± 0.0013. To
determine whether this differed by item category or presenta-
tion, we performed a 2-way ANOVA using the same depen-
dent variable with item category and presentation as factors.
This analysis revealed a significant main effect of item category,
F(1, 71) = 7.17, p = 0.009 (significant in 2/3 subjects), with sub-
jects fixating relatively more salient parts of monkeys than objects,
t(70) = 2.68, p = 0.009, g = 0.62, (Monkeys: M = 0.0131 ±
0.0018, Objects: M = 0.0066 ± 0.0016). There was no signifi-
cant main effect of presentation, F(1, 71) = 1.81, p = 0.18, nor a
significant interaction between item category and presentation,
F(1, 71) = 0.25, p = 0.62. The means and differences between
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FIGURE 3 | Scene contents are remembered across experience. (A)

Probability of viewing items during the second presentation that were
repeated without manipulation or replacements of an item from the
first presentation. Only scenes where the repeated or replaced item

was fixated during the first presentation were included. (B) Time
spent viewing repeated and replacement monkeys and objects. (C)

Same as in (A) but for monkeys only. (D) Same as in (C) but for
objects only.

mean salience and the salience at fixated regions are reported in
Table 1.

Given these differences in salience between monkeys and
objects, we reevaluated viewing preference in each trial by divid-
ing the percent of fixation time spent viewing these categories by
the mean salience of the region (Figure 4B). Using this normal-
ized viewing measure as the dependent variable, we performed
a 2-way ANOVA with item category (monkeys or objects) and
presentation number (first or second) as factors. Consistent with
the previous analysis using data not normalized by salience, there
was a significant main effect of item category, F(1, 71) = 31.11,
p < 0.0001, (significant in 2/3 monkeys, p = 0.0559 in the other)
with monkeys being viewed more than objects, t(70) = 5.64, p <

0.0001, g = 1.32, (Monkeys: M = 107.86 ± 10.89 normalized
viewing time, Objects: M = 45.5098 ± 1.822). There was no sig-
nificant main effect of presentation number, F(1, 71) = 0.03, p =
0.8631, and no significant interaction between item category and
presentation, F(1, 71) = 0.37, p = 0.5439.

To further examine whether time spent viewing an item was
related to saliency, we next asked whether specific items with
higher salience were viewed more than items with lower salience.
To address this we calculated the mean percent of fixation time
that was spent looking at each of the 635 different monkey and
object images when they appeared throughout the scenes and
correlated this value with the mean salience of those images as

they appeared in the scenes. We found no significant correla-
tion between the salience of a monkey and time spent viewing
it (Pearson’s linear correlation coefficient, r = −0.05, p = 0.19),
and a weak but significant relationship for objects (r = −0.08,
p = 0.04), such that objects viewed longer tended to be less salient
(Figure 4C). Together, these results demonstrate that subjects
preferred to view objects of social relevance and that salience did
not account for this preference.

SOCIAL RELEVANCE DRIVES VIEWING BEHAVIOR
After identifying monkeys as a highly viewed stimulus category,
we examined whether specific characteristics of individual mon-
keys could explain viewing behavior. For each subject, we first
calculated the percent of trial time spent viewing specific mon-
keys and objects across every appearance in the scenes. We divided
this looking time by the percent of the image occupied in order
to account for varying size, and we then measured how cor-
related the subjects were in their preferences. Instances when
monkeys and objects replaced an item from the first presen-
tation were excluded from analysis to avoid any influence of
memory. During the first presentation of a scene, pairs of sub-
jects were strongly correlated (Figure 5A) in the time they spent
viewing specific monkeys (Pearson’s linear correlation coefficient,
M1–M2: r = 0.45, M1–M3: r = 0.24, M2–M3: r = 0.33, all p <

0.0001), as well as objects (M1–M2: r = 0.32, M1–M3: r = 0.13,
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FIGURE 4 | Salience does not account for social viewing preference.

(A) Percent of fixation time spent viewing monkeys or objects.
(B) Percent of fixation time divided by the mean salience of all pixels
occupied by category items. (C) Correlation between the average
percent of fixation time spent looking at each of the different monkeys
and objects when they appeared in novel scenes and the average
salience of those items.

Table 1 | Salience of image regions and fixations within those

regions.

Monkeys Objects

Mean Salience of ROI 0.3911 ± 0.0016 0.3750 ± 0.0020

Saliency at Fixation Location 0.3990 ± 0.0026 0.3758 ± 0.0026

Difference from mean Salience
at Fixated Locations

0.0131 ± 0.0018 0.0066 ± 0.0016

Salience of the image was computed in MATLAB by summing feature maps for

color, edge orientation, and intensity contrast over multiple spatial scales. The

resulting salience map was normalized from 0 to 1, ranging from the least salient

pixel to the most salient.

M2–M3: r = 0.24, all p < 0.0001). To determine whether sub-
jects showed stronger similarity in their preferences for monkeys
compared to objects, we compared the between-subject correla-
tions for monkeys and objects using Fisher’s z transformation.
This analysis demonstrated that subjects were significantly more
correlated in the time they spent viewing monkeys compared to
objects (M1–M2: z = 2.55, M1–M3, z = 2.03, M2–M3, z = 1.75,
all p < 0.05).

After discovering that subjects were strongly correlated in their
preferences for specific monkeys, we next used k-means clustering
analysis to determine if specific monkeys formed discriminable
groups based on viewing statistics. We limited our analysis to the
first presentation and took the average across all subjects because
subjects showed strong correlations in their preferences during
this period. For each of the 635 monkey images, we calculated
the percent of total fixations that were made on the monkey, the
percent of trial time spent fixating the monkey and the latency
to fixate the monkey after the trial began. Instances when mon-
keys and objects replaced an item from the first presentation
were excluded from analysis to avoid any influence of memory.
Measures calculated as a percent of total (fixations & time viewed)
were divided by the percent of the image occupied by the monkey.
To determine if the data formed distinct clusters and, if so, iden-
tify the optimal number of clusters for the data, we conducted
a silhouette analysis that measured the separability of clustered
data points by plotting the mean distance between each data point
(each monkey) for each cluster in the 3 dimensional data space
(Rousseeuw, 1987; Gan et al., 2007). Taking the mean of these
distances revealed that clustering the data into two clusters (C1
& C2) resulted in distinct clusters with the highest separation
between clusters (2 clusters: M = 0.73; 3: M = 0.69; 4: M = 0.70;
5: M = 0.70).

Compared to C1 (N = 242), the monkeys in C2 (N = 393)
were viewed earlier, t(633) = 33.91, p < 0.0001, (C1: M = 2.99 ±
0.04 s, C2: M = 1.59 ± 0.02 s), longer, t(633) = 4.10, p < 0.0001,
(C1: M = 4.58 ± 0.14, C2: M = 5.48 ± 0.15) and with more
fixations, t(633) = 3.36, p < 0.0001 (C1: M = 5.87 ± 0.13, C2:
M = 6.54 ± 0.13) (Figures 5B,C).

To determine the characteristics of the monkeys in C2 that
were viewed earlier and longer, we compared the prevalence of
different attributes between each cluster. Before the experiment
began, each monkey image was categorized according to the visi-
bility of the eyes (0, 1, or 2 eyes visible), age (infant & juvenile or
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FIGURE 5 | Social relevance drives viewing behavior. (A) Pearson’s linear
correlation between subjects M1 & M2 in the average percent of trial time
spent looking at each of the different monkeys and objects when they were
fixated in novel scenes. Because items differed in size, viewing time was
divided by the percent of the image occupied by the item. (B) k-means

(Continued)

FIGURE 5 | Continued

clustering analysis of viewing statistics during the first presentation for
each of the 635 different monkeys revealed two distinct clusters. Members
of Cluster 2 (C2) were fixated significantly longer, and with more fixations
than members of Cluster 1 (C1). (C) Same as (B) but for latency to first
fixation. (D) Percent of cluster members with direct gaze. (E) Mean number
of red pixels in cluster members. (F) Mean salience of cluster members.

adult), sex (male, female, or undetermined), and gaze direction
(direct or averted from subject). A significantly greater propor-
tion of monkeys in C2 had direct gaze, χ2

(17.49, 1), p < 0.0001, [C1:
21 out of 242 (8.68%), C2: 84 out of 393 (21.37%)] (Figure 5D).
There were no significant differences between clusters in regards
to visibility of the eyes, age or sex.

In male and female rhesus macaques, the redness of sex skin
around the face and rump increases during the mating season
(Baulu, 1976), and adult males and females spend more time
looking at red faces and rumps (Waitt et al., 2006; Gerald et al.,
2007). We compared the mean number of red pixels in category
members in each cluster and found that monkeys in C2 (M =
304.56 ± 12.96 red pixels) were significantly redder than those in
C1 (M = 352.96 ± 12.57), t(633) = 2.55, p = 0.01 (Figure 5E).

Finally, we found that monkeys in C2 were significantly less
salient than those in C1, t(633) = 4.75, p < 0.0001, (C1: M =
0.393 ± 0.003, C2: M = 0.372 ± 0.003) (Figure 5F).

DISCUSSION
To date, experiments using social scenes have been limited by
potentially confounding variability present in uncontrolled stim-
uli as well as the extensive time and effort required to draw regions
of interest around scene items and analyze the resulting data.
As a result, low numbers of stimuli have been used and scene
content has been characterized at relatively superficial levels, if
at all. Inspired by studies using composed scenes (Melcher and
Kowler, 2001; Henderson and Hollingworth, 2003; Unema et al.,
2005a; Underwood et al., 2006; Birmingham et al., 2008b), we
developed a semi-automated system for constructing hundreds
of novel scenes from an image library of background contexts,
objects and rhesus monkeys. This novel method permits control
and characterization of scene content, and opens up new avenues
for investigating memory and the role of scene content through
manipulation of scene items.

Using this approach, we found that subjects shifted their view-
ing strategy with experience and demonstrated memory for scene
content. Consistent with previous reports in humans, during the
initial viewing, monkeys made fixations that steadily increased
in duration and saccades that steadily decreased in amplitude
(Buswell, 1935; Antes, 1974; Irwin and Zelinsky, 2002; Melcher,
2006; Pannasch et al., 2008). Interestingly, when a scene was
viewed a second time, this change occurred much more rapidly.
Only 2 s after the beginning of the second viewing, fixation dura-
tion and saccade amplitude reached levels similar to what was
observed 5 s into the first trial. This increase in fixation dura-
tion with repeated viewing is in agreement with findings of a
“repetition effect” in humans in which fixation durations are
longer when viewing previously viewed images, demonstrating
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memory for scene contents (Althoff and Cohen, 1999; Ryan et al.,
2007).

Apart from this general effect on scene viewing, we also inves-
tigated how subjects viewed particular items and whether this
changed upon repeated viewing. We found that compared to the
first viewing, subjects fixated on average about 1.5 fewer of the
total 12 items during the same time period, which is analogous
to the sampling of fewer image regions (Ryan et al., 2000). This
change was accompanied by an increase in the time spent view-
ing each fixated item, and a decrease in the latency to revisit
previously viewed items. Together with the observed increase
in fixation duration and decrease in saccade amplitude, these
changes suggest a shift in viewing strategy from an orientation
to scene contents at a global level to a more elaborative focus on
local detail. This shift may reflect a narrowing of focus onto items
of high interest, which is consistent with a recent study finding
that locations that are fixated by a high proportion of human
observers are also viewed with longer fixations and shorter sac-
cades (Dorr et al., 2010). A distinction between global and local
viewing strategy based on fixation duration and saccade ampli-
tude has also been made for humans viewing complex scenes
(Unema et al., 2005b; Pannasch et al., 2008; Tatler and Vincent,
2008), and our data now extend this finding to non-human
primates.

We also found that when an item was replaced by a new item
in the repeated viewing, it was viewed longer than one that was
repeated without manipulation, replicating the relational mem-
ory effect observed in humans (Ryan et al., 2000; Smith et al.,
2006). These data suggest that subjects remembered the contents
of the scene across repeated encounters, confirming previous
work showing that memory for scene items persists across time
(Melcher, 2001, 2006; Melcher and Kowler, 2001).

Despite decades of eye movement research, the characteristics
of scene contents that are viewed by humans and monkeys during
free viewing remain poorly understood. One prominent theory
argues that simple low-level features of an image determine fix-
ation location, with these salient locations being viewed more
than would be predicted by chance during free viewing (Parkhurst
et al., 2002). However, this hypothesis does not account for the
existing priors and preferences of an organism that are devel-
oped over many interactions with its environment as it searches
for food and mates. Encapsulating this alternative viewpoint is
the cognitive relevance hypothesis, a theory which proposes that
visual features are given specific weights based on the needs
of the organism (Henderson et al., 2009). Indeed, objects in
scenes are better predictors of fixation location than saliency,
and the saliency of objects contributes little extra information
despite the finding that memorable objects are often highly salient
(Einhäuser et al., 2008). Perhaps one of the most important object
categories for any organism, and especially group-living primates,
are conspecifics.

Rhesus monkeys find social stimuli highly rewarding (Butler,
1954; Humphrey, 1974) and will even sacrifice juice reward to
view the faces of high-status males and female perinea (Deaner
et al., 2005). When viewing a social scene, humans (Smilek et al.,
2006; Birmingham et al., 2008a,b, 2009; Bindemann et al., 2010)
and monkeys (McFarland et al., 2013) spend most of the time

viewing conspecifics, and faces in particular. In humans, the
saliency model fails to account for fixations to faces and saliency
values of the locations fixated first are no different than chance
(Birmingham et al., 2009).

Our results support these findings, demonstrating that rhe-
sus macaques spend most of their time viewing objects of social
relevance when viewing a social scene and that salience does
not account for this preference. Furthermore, we found that the
three subjects were more correlated in their preference for specific
monkeys than objects. Similarly, Deaner, Khera, and Platt found
that two males were strongly correlated in their ranked prefer-
ence for specific faces (Deaner et al., 2005). To understand what
social characteristics were most important, we used a model-
free, cluster-based approach and found that monkeys that were
viewed earlier and longer were more likely to have direct gaze and
had redder sex skin, both of which are important visual cues for
guiding social behavior (Vandenbergh, 1965; Maestripieri, 1997,
2005; Nunn, 1999; Waitt et al., 2003, 2006; Gerald et al., 2007;
Birmingham et al., 2008a; Higham et al., 2013).

It is important to note that further experiments with addi-
tional subjects, including females, will be necessary in order to
generalize across rhesus monkeys as a group. Another important
consideration is that the images used in the present experiment
were not photographs of real scenes. However, digitally composed
scenes offer far greater control over stimulus features and have
been used extensively to study attention and memory (Loftus
and Mackworth, 1978; Melcher, 2001; Melcher and Kowler, 2001;
Henderson and Hollingworth, 2003; Gajewski and Henderson,
2005; Unema et al., 2005b; Pannasch et al., 2008).

Because this task requires minimal training, allows for the col-
lection of a large amount of data in a short period, and uses
stimuli that can be easily altered to manipulate specific factors,
it can be used to address a variety of questions about social cog-
nition as well as the neural and hormonal systems regulating it.
Oxytocin and vasopressin have long been known to regulate social
behavior in rodent species (Ferguson et al., 2000; Young et al.,
2001; Donaldson and Young, 2008), but the role of oxytocin in
primate social behavior is less well understood (Winslow and
Insel, 1991; Boccia et al., 2007; Smith et al., 2010; Chang et al.,
2012; Ebitz et al., 2013; Parr et al., 2013; Dal Monte et al., 2014;
Simpson et al., 2014).

Because of the importance of maintaining high ecological
relevance when studying attention to social stimuli, it will be
important going forward to use tasks that elicit social behaviors
that are similar to those observed in natural settings (Neisser,
1967; Kingstone et al., 2003; Smilek et al., 2006; Birmingham
et al., 2008a,b, 2012; Riby and Hancock, 2008; Bindemann et al.,
2009, 2010; Birmingham and Kingstone, 2009). Future experi-
ments using this and other tasks in the rhesus monkey model have
the potential to advance our understanding of the neural mecha-
nisms of social behaviors that are disrupted in psychopathologies
such as autism spectrum disorder and schizophrenia (Chang and
Platt, 2013).
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