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Editorial on the Research Topic 
From Tsunami Science to Hazard and Risk Assessment: Methods and Models

The tsunami disasters of 2004 in the Indian Ocean and 2011 along the Tohoku coast of Japan revealed severe gaps between the anticipated risk and consequences (e.g., Okal, 2015), resulting in an enormous loss of life and property. The possibility that earthquakes with a moment magnitude exceeding Mw 9 would occur at the specific location of these earthquakes was probably overlooked. Moreover, both events are end members of the empirical scaling relations linking earthquake fault size, rupture duration, and slip distribution over the subduction interface.
Similarly, the two smaller yet disastrous tsunamis with unusual source characteristics that affected Indonesia towards the end of 2018 were painful reminders that we don’t have to pay attention only to large mega-thrust earthquakes which cause giant tsunamis. The first one on September 28th in Palu Bay, Sulawesi Island, was caused by a primarily strike-slip earthquake, hence not expected to be highly tsunamigenic. The damaging tsunami was likely due to the complexity of the earthquake source process, possibly triggering tsunamigenic landslides, and to the propagation inside the narrow bay. This tsunami hit after minutes, leaving almost no time for evacuation. The damage and the death toll were also due to the intense ground shaking and liquefaction, for a combined number of victims higher than 4,300 (Reliefweb, 2019). The second one occurred on December 22nd in the Strait of Sunda between Java and Sumatra Islands because of the eruption and significant collapse of the Anak Krakatau Volcano. This tsunami attacked Indonesian coasts without prior notice. It caused more than 400 fatalities and considerable damage related to the tsunami inundation, as documented by several post-event surveys and event analyses (e.g., Muhari et al., 2019; Syamsidik et al., 2020).
We did not anticipate such large and diverse events and their severe consequences, in part due to the lack of rigorous and accepted hazard analysis methods as well as considerable uncertainty in forecasting the tsunami sources, and in part due to incompleteness or absence of tsunami warning systems, or lack of implementation of their “last-mile,” including capillary diffusion of alert messages and preparation of the population. Population response to recent small tsunamis in the Mediterranean also revealed a lack of preparedness and awareness.
While there will never be absolute protection against tsunamis, accurate analysis of the potential risk can surely help minimise losses by providing scientific guidance to coastal planning, warning systems, awareness-raising and preparedness activities.
Hazard assessments tend to be conducted more and more by adopting a probabilistic framework, in part following the example of the long-established seismic hazard analysis practice (Gerstenberger et al., 2020). We may say that the methodology for Probabilistic Tsunami Hazard Analysis (PTHA) has now reached a high level of maturity (Geist and Parsons, 2006; Grezio et al., 2017; Mori et al., 2018). Yet, some open issues exist, mainly due to the relative rarity of the phenomenon, resulting in the sparsity and incompleteness of tsunami source and effects observations, which is a strong uncertainty driver (Selva et al., 2016; Davies et al., 2018). For these reasons, hazard analysts almost invariably adopt a computation-based approach. They first address the probability of the variety of all credible sources. Then, they model tsunami generation and propagation numerically to eventually combine the tsunami intensity with the source probability (González et al., 2009).
PTHA focuses most often on seismic sources. For feasibility reasons, it usually adopts simplified modelling assumptions as far as both the earthquake and the numerical tsunami modelling are concerned (Geist and Lynett, 2014). On the other hand, the Probabilistic Tsunami Risk Analysis (PTRA) methodology is evolving fast, but PTRA is perhaps less mature. Likely reasons include a certain lack of availability of well-constrained and general enough vulnerability data, which is another effect of the rarity of tsunamis. The complexity of tsunami consequences in the physical and social dimensions adds to the already considerable uncertainty characterising PTHA.
During the past 2 decades, the tsunami community has put significant efforts into understanding also tsunami hazard from non-seismic sources and tsunami risk. Additionally, many recent events provided essential data on tsunami sources, tsunami features, and tsunami impact at many different places. Tsunami features have been analysed and addressed through theoretical, experimental and numerical approaches.
In this Research Topic, we aimed to contribute to the ongoing scientific progress and the process of assessing and providing community-based standards, good practices, benchmarking tools and guidelines, based on the most recent observations and scientific findings. This purpose is in line with several community-based efforts like those of the “GTM—Global Tsunami Model” and “AGITHAR—Accelerating Global science In Tsunami Hazard and Risk analysis” scientific networks. We aimed to help better address the link between tsunami science and the Probabilistic Tsunami Hazard and Risk Analysis.
This Topic includes numerous Original Research papers, one Brief Research Report and one Review. Overall, we gathered 20 articles contributed by more than 200 authors. We consider this a strong indication from the research community.
Some papers on this Topic present specific hazard and risk analyses using rather innovative methods. Others address specific methodological components or provide a better understanding of recent tsunami events. Both of these aspects provide a sound scientific basis for future hazard and risk assessment efforts.
Well-documented historical events are the experimental basis for tsunami hazard assessment. Maramai et al. present a historical catalogue organised starting from the effects on a specific coastline, providing the local “tsunami history.” Traditional tsunami catalogues are a collection of tsunamis classified by the generating cause, providing a general description of the effects observed for each tsunami. Strupler et al. introduce a new classification scheme for tsunami generation in lakes due to subaqueous and subaerial landslides by focusing on relative tsunami potential in Swiss perialpine lakes. The results are helpful to prioritise and rank the lakes within large regions for more detailed investigations.
A better understanding of the fundamental phenomena involved in tsunami generation, particularly their effect on the tsunami impact, can be achieved by using two different and complementary “angles,” namely the laboratory-scale physical modelling and the numerical modelling assisted by high-performance computing. Chandler et al. review the evolution across three generations of pneumatic tsunami simulators and deal in particular with calibration for long period tsunamis.Wirp et al. perform a three-dimensional simulation of the earthquake dynamic rupture, informed by a model of the seismic cycle in the subduction zone. They test the sensitivity of the tsunami to dynamic effects of supershear and tsunami earthquakes, hypocenter location, shallow fault slip, and higher Poisson’s ratio, pointing out the importance of dealing with earthquake source complexity for a better understanding of tsunami hazard.
Observations and numerical modelling for past or hypothetical tsunamis generated by non-seismic sources are essential for a better understanding of their mechanism, allowing better modelling of related tsunami hazard. Esposti Ongaro et al. compare different landslide-induced tsunami modelling approaches with a real event. They take as a benchmark the observations of the volcanic eruption, subaerial and submarine landslide, and consequent tsunami that occurred in 2002 at the island of Stromboli (Italy). Schambach et al. explore combinations of a dual earthquake and landslide sources for the simulation of the devastating 2018 Palu tsunami and approximate the observed inundation features; in particular, an additional landslide further than those mapped helps to generate the considerable tsunami inundation heights observed in the southeast of Palu Bay. Waldmann et al. present a complete and highly interdisciplinary reconstruction of two of the most important historical catastrophic tsunamis generated by landslides in Norway, namely the Lake Loen events in 1905 and 1936. Despite these being significant events, they have been analysed only sparsely. Hence, the review of the events is essential in its own right. Zaniboni et al. provide an assessment of potential landslide-induced tsunami hazard in a critical area—the eastern slope of the Gela Basing, Strait of Sicily. They identify historic landslides from high-resolution bathymetric data. Numerical simulations for specific events provide potential wave heights for the Coasts of Malta and the southern coast of Sicily (Italy). Salamon et al. confront themselves with a very complex geological setting. They use a worst-case oriented modelling of an earthquake and a tsunamigenic induced landslide. They model the combined effect of shaking and tsunami inundation enhanced by coastal subsidence for the Head of the Gulf of Elat–Aqaba, Northeastern Red Sea.
The feasibility issue of computation-based PTHA is related to its relatively high computational cost. This issue stems from the fact that many numerical simulations are needed to address the natural source aleatory variability. The necessity of running alternative models to quantify epistemic uncertainty increases the computational cost. Physics-reduced models, statistic data analysis, emulators and neural networks are usually employed to reduce the computational cost. Davies et al. deal with the simulation of very long tsunami propagation necessary to address the hazard from trans-oceanic tsunamis. They propose a low-computational-cost simplified (delayed linear friction) model to approximate the Manning-friction model for long durations, which can be applied to create tsunami Green’s functions.Williamson et al. deal with the “dual” problem of the very local high-sensitivity of tsunami inundation to mega-thrust source details. To limit the number of fine-resolution simulations, they propose a source clustering approach based on importance sampling focusing on the tail of the probability distribution where the number of scenarios would be excessive without sample reduction. Giles et al. propose to use tsunami emulators trained with numerical simulations to efficiently quantify the hazard in the context of a real-time tsunami warning, providing a workflow that allows uncertainty quantification hence tsunami hazard forecasting in a short time.
Long-term PTHA models can use different spatial scales, from the relatively low-resolution regional scale useful for homogenous planning at the transnational level to the high-resolution scale needed for local planning. Several methodological flavours exist, and new ones are constantly being developed. They differ in the source treatment, hydrodynamics aspects, and the approach to uncertainty quantification. Additionally, different tsunami intensity metrics may be of interest depending on the specific application. Basili et al. present NEAMTHM18, the first probabilistic hazard model that covers all the coastlines of the North-eastern Atlantic, the Mediterranean, and connected seas (NEAM). They consider subduction zones where they model shallow slip amplification, diffuse background seismicity, and a stochastic approach to inundation modelling based on local coastal amplification factors. The epistemic uncertainty treatment relies on a multi-expert protocol for the management of subjective choices. Gibbons et al. developed a workflow that allows the evaluation of high-resolution probabilistic inundation maps. Starting from a background regional PTHA such as NEAMTHM18, a disaggregation procedure allows focusing on the relevant sources for the specific location of interest. The workflow uses massive high-resolution nonlinear shallow water simulations with Tsunami-HySEA on Tier-0 GPU clusters to approach the detail and the number of scenarios needed to mimic natural variability. González et al. incorporate tides into PTHA, treating them as an aleatory variable rather than crudely adding tidal levels to the hazard curves. This PTHA considers meso- and macro-tidal areas of Cádiz Bay in Spain. Zamora et al. present microzoning tsunami hazard combining flow depths and arrival times, which is crucial, for example, for pedestrian evacuation. They advocate for a semi-qualitative approach for the sake of simplifying hazard communication related to planning.
PTHA estimates the probability that a tsunami of a certain intensity would affect a given location in a given amount of time. It is the first step for rational coastal planning. Sometimes it is followed by risk analysis. Tonini et al. present the methodology, based on the combination of scientific assessment—the PTHA—with political choices, for the definition of tsunami inundation maps used for coastal and evacuation planning in Italy. They evaluate the level of conservatism adopted by the decision-makers in the frame of the uncertainty related to tsunami source characterisation and tsunami inundation simulations. Baiguera et al. introduce a new relative tsunami risk index for (single and networks of) hospitals made of reinforced concrete. They illustrate the approach for selected hospitals in Sri Lanka. Different scenarios allow testing potential interventions by decision-makers to improve the resilience of healthcare provision. Goda presents a computational framework adopting a renewal model for conducting a time-dependent loss estimation of a building portfolio. He refers to megathrust subduction earthquakes and tsunamis affecting the Miyagi Prefecture in the Tohoku region, Japan. The study considers both seismic and tsunami fragilities in a multi-hazard scheme.
The Research Topic ends with a review by Behrens et al. of the current PTHA and PTRA methods. This review is one of the first results of the networking activities in the AGITHAR framework, where we conceived this Research Topic. The study identified numerous research gaps to foster and direct future efforts to improve tsunami risk understanding and facilitate more effective mitigation measures.
AUTHOR CONTRIBUTIONS
All authors contributed to the critical review of the papers published in this Research Topic. SL has provided an initial draft of this Editorial which was revised and approved by all the authors.
FUNDING
This article is based upon work from COST Action CA18109 AGITHAR, supported by COST (European Cooperation in Science and Technology).
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
ACKNOWLEDGMENTS
We warmly thank all authors for their contributions that in our opinion made up in a very valuable set of papers. We acknowledge the reviewers for valuable comments, the Frontiers Editorial Office, and especially Josie Langdon, for the continuous support during all phases of the realization of this Research Topic.
REFERENCES
 Davies, G., Griffin, J., Løvholt, F., Glimsdal, S., Harbitz, C., Thio, H. K., et al. (2018). A Global Probabilistic Tsunami hazard Assessment from Earthquake Sources. Geol. Soc. Lond. Spec. Publications 456, 219–244. doi:10.1144/SP456.5
 Geist, E. L., and Parsons, T. (2006). Probabilistic Analysis of Tsunami Hazards*. Nat. Hazards 37, 277–314. doi:10.1007/s11069-005-4646-z
 Geist, E., and Lynett, P. (2014). Source Processes for the Probabilistic Assessment of Tsunami Hazards. Oceanog 27 (2), 86–93. doi:10.5670/oceanog.2014.43
 Gerstenberger, M. C., Marzocchi, W., Allen, T., Pagani, M., Adams, J., Danciu, L., et al. (2020). Probabilistic Seismic Hazard Analysis at Regional and National Scales: State of the Art and Future Challenges. Rev. Geophys. 58, e2019RG000653. doi:10.1029/2019RG000653
 González, F. I., Geist, E. L., Jaffe, B., Kânoğlu, U., Mofjeld, H., Synolakis, C. E., et al. (2009). Probabilistic Tsunami hazard Assessment at Seaside, Oregon, for Near- and Far-Field Seismic Sources. J. Geophys. Res. 114, 37. doi:10.1029/2008JC005132
 Grezio, A., Babeyko, A., Baptista, M. A., Behrens, J., Costa, A., Davies, G., et al. (2017). Probabilistic Tsunami hazard Analysis: Multiple Sources and Global Applications. Rev. Geophys. 55, 1158–1198. doi:10.1002/2017RG000579
 Mori, N., Goda, K., and Cox, D. (2018). “Recent Process in Probabilistic Tsunami Hazard Analysis (PTHA) for Mega Thrust Subduction Earthquakes,” in The 2011 Japan Earthquake and Tsunami: Reconstruction and Restoration. Advances in Natural and Technological Hazards Research ed . Editors V. Santiago-Fandiño, S. Sato, N. Maki, and K. Iuchi (Cham: Springer), 47, 469–485. doi:10.1007/978-3-319-58691-5_27
 Muhari, A., Heidarzadeh, M., Susmoro, H., Nugroho, H. D., Kriswati, E., Supartoyo, S., et al. (2019). The December 2018 Anak Krakatau Volcano Tsunami as Inferred from Post-Tsunami Field Surveys and Spectral Analysis. Pure Appl. Geophys. 176, 5219–5233. doi:10.1007/s00024-019-02358-2
 Okal, E. A. (2015). The Quest for Wisdom: Lessons from 17 Tsunamis, 2004-2014. Phil. Trans. R. Soc. A. 373 (2053), 20140370. doi:10.1098/rsta.2014.0370 
 Reliefweb (2019). Available at: https://reliefweb.int/report/indonesia/central-sulawesi-disasters-killed-4340-people-final-count-reveals (Accessed August 21, 2021).
 Selva, J., Tonini, R., Molinari, I., Tiberti, M. M., Romano, F., Grezio, A., et al. (2016). Quantification of Source Uncertainties in Seismic Probabilistic Tsunami hazard Analysis (SPTHA). Geophys. J. Int. 205, 1780–1803. doi:10.1093/gji/ggw107
 Syamsidik, B., Luthfi, M., Suppasri, A., and Comfort, L. K. (2020). The 22 December 2018 Mount Anak Krakatau Volcanogenic Tsunami on Sunda Strait Coasts, Indonesia: Tsunami and Damage Characteristics. Nat. Hazards Earth Syst. Sci. 20, 549–565. doi:10.5194/nhess-20-549-2020
Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2021 Lorito, Behrens, Løvholt, Rossetto and Selva. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		ORIGINAL RESEARCH
published: 30 September 2020
doi: 10.3389/feart.2020.564783


[image: image2]
A Simplified Classification of the Relative Tsunami Potential in Swiss Perialpine Lakes Caused by Subaqueous and Subaerial Mass-Movements
Michael Strupler1*, Frederic M. Evers2, Katrina Kremer1, Carlo Cauzzi1, Paola Bacigaluppi2, David F. Vetsch2, Robert M. Boes2, Donat Fäh1, Flavio S. Anselmetti3 and Stefan Wiemer1
1Swiss Seismological Service (SED), Swiss Federal Institute of Technology Zurich, Zurich, Switzerland
2Laboratory of Hydraulics, Hydrology and Glaciology (VAW), Swiss Federal Institute of Technology Zurich, Zurich, Switzerland
3Institute of Geological Sciences and Oeschger Centre for Climate Change Research, University of Bern, Bern, Switzerland
Edited by:
Finn Løvholt, Norwegian Geotechnical Institute, Norway
Reviewed by:
Emily Margaret Lane, National Institute of Water and Atmospheric Research (NIWA), New Zealand
Jia-wen Zhou, Sichuan University, China
Carl Bonnevie Harbitz, Norwegian Geotechnical Institute, Norway
* Correspondence: Michael Strupler, michael.strupler@sed.ethz.ch
Specialty section: This article was submitted to Geohazards and Georisks, a section of the journal Frontiers in Earth Science
Received: 22 May 2020
Accepted: 24 August 2020
Published: 30 September 2020
Citation: Strupler M, Evers FM, Kremer K, Cauzzi C, Bacigaluppi P, Vetsch DF, Boes RM, Fäh D, Anselmetti FS and Wiemer S (2020) A Simplified Classification of the Relative Tsunami Potential in Swiss Perialpine Lakes Caused by Subaqueous and Subaerial Mass-Movements. Front. Earth Sci. 8:564783. doi: 10.3389/feart.2020.564783

Historical reports and recent studies have shown that tsunamis can also occur in lakes where they may cause large damages and casualties. Among the historical reports are many tsunamis in Swiss lakes that have been triggered both by subaerial and subaqueous mass movements (SAEMM and SAQMM). In this study, we present a simplified classification of lakes with respect to their relative tsunami potential. The classification uses basic topographic, bathymetric, and seismologic input parameters to assess the relative tsunami potential on the 28 Swiss alpine and perialpine lakes with a surface area >1 km2. The investigated lakes are located in the three main regions “Alps,” “Swiss Plateau,” and “Jura Mountains.” The input parameters are normalized by their range and a k-means algorithm is used to classify the lakes according to their main expected tsunami source. Results indicate that lakes located within the Alps show generally a higher potential for SAEMM and SAQMM, due to the often steep surrounding rock-walls, and the fjord-type topography of the lake basins with a high amount of lateral slopes with inclinations favoring instabilities. In contrast, the missing steep walls surrounding lakeshores of the “Swiss Plateau” and “Jura Mountains” lakes result in a lower potential for SAEMM but favor inundation caused by potential tsunamis in these lakes. The results of this study may serve as a starting point for more detailed investigations, considering field data.
Keywords: classification, lake tsunami, subaqueous mass movements, subaerial mass movements, earthquakes, perialpine lakes
INTRODUCTION
Background
Historical reports and recent studies have shown that tsunamis do not only occur in the ocean, but also in lakes where they may cause large damages and casualties. The cause for the displacement of large amounts of water can be due to a large variety of triggers, including subaqueous and subaerial mass-movements (SAQMM and SAEMM, respectively) triggered by earthquakes. The occurrence of tsunami events within Swiss lakes of various size and depths is documented in several reports (Table 1).
TABLE 1 | Characteristics of the Swiss lakes with surface areas >1 km (reservoirs excluded), sorted by lake area. Information extracted from swisstopo data.
[image: Table 1]A well investigated example in Lake Lucerne with wave run-up heights of 3–4 m triggered by SAQMM is the 1601 event assigned to the Mw ∼ 5.9 Unterwalden earthquake (Siegenthaler et al., 1987; Schnellmann et al., 2002; Monecke et al., 2004; Fäh et al., 2011). Another documented example is a tsunami (run-up > 5 m) triggered by a spontaneous river delta collapse in Lake Lucerne in 1687 (Siegenthaler and Sturm, 1991; Hilbe and Anselmetti, 2014; Hilbe and Anselmetti, 2015). A more recent event of a rockfall-triggered tsunami (also called impulse-wave) has been reported by Fuchs and Boes (2010): On July 20, 2007, a SAEMM with a total volume of 35,000 m3 occurred in multiple phases at a closed quarry that is located directly at the shore. The resulting waves with observed heights between 1 and 1.5 m caused some damage at the opposite lake shore (∼3.5 km away from the tsunami source). Fuchs and Boes (2010) estimated the maximum wave height close to the tsunami source to 5–6 m (Table 1). Shore collapses, mostly triggered by human activity in the past ∼150 years, have also been responsible for triggering impulse waves on many Swiss lakes (Huber, 1980; Huber, 1982 and references therein). In addition to single mechanisms identified as tsunami triggers, cascading effects have also caused tsunamis, such as in the case of the “Rossberg” subaerial landslide that mobilized soft sediments on a swamp plane laterally, which, in turn caused a tsunami with an estimated wave height of ∼15 m on Lake Lauerz in 1806 AD (Bussmann and Anselmetti, 2010). Similarly, in Lake Geneva, a subaerial rockfall is assumed to have triggered a partial collapse of the Rhone Delta, which led to the 563 AD tsunami with modeled wave heights of ∼8 m arriving at the city of Geneva (Kremer et al., 2012).
Next to historically documented lacustrine tsunamis on Swiss lakes, geophysical (i.e., bathymetric and seismic reflection data) and sedimentological data (i.e., sediment cores retrieved at the bottom of several lakes) show evidence of large SAQMM and SAEMM that have occurred since de-glaciation, and many of them are assigned to earthquakes as triggers (e.g., Schnellmann et al., 2002; Monecke et al., 2004; Fanetti et al., 2008; Hilbe et al., 2011; Wirth et al., 2011; Strasser et al., 2013; Corella et al., 2014; Kremer et al., 2015; Reusch, 2015; Fabbri et al., 2017; Kremer et al., 2017; Strupler et al., 2018a).
Potential lake tsunamis resulting from mass-movements as well as the tsunami hazard to date can only be estimated with models. Case studies on tsunamis triggered by SAEMM and SAQMM exist for selected sites in specific lakes (Fuchs and Boes, 2010; Hilbe and Anselmetti, 2015; Strupler et al., 2018c). These studies indicate clearly that there is a potential for future tsunamis on Swiss perialpine lakes. As detailed assessments of the tsunami hazard caused by mass movements require the acquisition of vast amounts of high-resolution geophysical and geological data, it is important to make a preselection of the lakes to be investigated, before evaluating the tsunami potential on a specific lake in detail and with considerable costs. The main aim of this study is therefore to classify all Swiss lakes >1 km2 (engineered reservoirs excluded) according to their relative tsunami potential caused by SAQMM and SAEMM. Results of such a rapid classification will be used to prioritize lakes for a detailed data acquisition and numerical modeling. Lakes with a relatively low tsunami potential can then be excluded from further analyses. In the following paragraphs, an overview about characteristics of tsunamis that are triggered by SAQMM and SAEMM is given. In the term “mass movements,“ we include both landslides and rockfalls.
Tsunami Generation by SAEMM
Due to the alpine and perialpine environment, several Swiss lakes are surrounded by steep slopes that may trigger SAEMM. Volumes of reported SAEMM in Swiss lakes have been mostly in the range between a few 1′000 to 1 million m3 (Huber, 1980). Impulse waves generated by SAEMM have been extensively studied for decades with hydraulic scale-model experiments (Hager and Evers, 2020). Compared to field surveys in the aftermath of an event, where only maximum run-up heights may be tracked along the shores (Roberts et al., 2013), this approach allows for measuring wave characteristics under controlled laboratory conditions (Heller et al., 2008; Evers et al., 2019b). Among the experimental studies conducted in 2D wave channels, Heller and Hager (2010) covered the most extensive range of experimental parameters, including slide volume, slide density, slide thickness, slide porosity, slide impact velocity, slide impact angle, and still-water depth. The slide impact velocity, slide thickness, slide mass, and slide impact angle were found to be the governing 2D parameters: Generally, greater slide impact velocities and masses, i.e., slide volumes for constant slide density, as well as flat impact angles, lead to larger wave heights. Considering a simple block slide model as proposed by Körner (1976), the slide impact velocity is mainly controlled by the drop height, the slope angle, the dynamic bed friction angle, and the gravitational acceleration. A maximum wave height therefore requires an optimal balancing between impact velocity and impact angle when all other slide parameters are considered constant. Heller and Hager (2014) identified a slide impact angle of 51.6° to provide the best conditions for efficient wave generation on a constantly inclined slope. A vertical impact of a SAEMM leads to smaller waves compared to the optimal slide impact angle, due to a less efficient slide to wave energy transfer. Considering only the parameters imposed by the topography, large drop heights and steep slope angles induce high slide velocities. Based on experiments in a wave basin, Evers et al. (2019a) found the slide width to be an additional governing parameter for 3D wave generation and propagation: The wider a slide, the larger the wave.
Tsunami Generation by SAQMM
SAQMM include subaqueous landslides and delta collapses. The occurrence of SAQMM is mainly dependent on a favourable topography, a necessary amount of sediments, and a trigger mechanism (Nadim et al., 1996). Previous work on Swiss lakes has shown that most documented landslides occur on slopes with inclinations between ∼10 and 25° (Schnellmann et al., 2006; Hilbe et al., 2011; Strasser et al., 2011; Strupler et al., 2018b). Many of these slides are initiated within a weak layer at the transition from Late Glacial to Holocene sediments (e.g., Strasser et al., 2007; Strasser et al., 2011; Strupler et al., 2017). To date, the yet unfailed lateral slopes of the investigated lakes are covered with a ∼3–10 m of potentially mobile, Holocene sediment drape.
Important properties of SAQMM to estimate the characteristic amplitude of resulting waves (i.e., directly above the landslide source area) are the landslide volume, the landslide acceleration, and the submergence depth of the centroid of the landslide below lake level (Watts et al., 2005; Tappin et al., 2008). Generally, a larger slide volume leads to larger wave amplitudes, and a greater central submergence depth of a landslide leads to smaller wave amplitudes.
The basin depth can have an influence on the wave amplitude during generation, as the amplitude is also dependent on the Froude number Fr [i.e., ratio between landslide velocity u and the shallow-water wave celerity c (Løvholt et al., 2015; Glimsdal et al., 2016, Eq. 1)],
[image: image]
Slides that move at velocities close to the shallow-water wave celerity (i.e., Fr ≈ 1) will generally increase the wave amplitudes (Ward, 2001).
Tsunami propagation and Inundation
After its generation, the wave will propagate across the basin. Dispersion (i.e., the spreading of energy due to different wave celerities for waves with different wavelengths) can cause wave trains that change their shape with distance from the tsunami source and the geometry of the water body (e.g., Glimsdal et al., 2013; Evers et al., 2019b).
In zones where the wave amplitudes are much smaller and the wavelengths are much larger than the stillwater depth h, the tsunami propagation velocity c can be modeled with the linear shallow water theory:
[image: image]
In very narrow valleys, the wave cannot spread radially. During propagation into shallow areas in proximity of shores, the wave develops an increased surface elevation (due to shoaling) and can have devastating effects onshore (e.g., Hafsteinsson et al., 2017).
Existing Approaches for Comparing Tsunami Hazard
Different approaches for comparing the tsunami hazard on multiple lakes and fjords exist. Romstad et al. (2009) conducted a geospatial assessment of the relative rockslide-induced tsunami hazard for Norwegian lakes larger than 0.1 km2 by calculating a (tsunami-generating) topographic rock slide potential for 18,976 lakes. They assume that all subaerial cells with slope inclinations larger than 30° are potential landslide-release cells, and that only landslides with volumes >5,000 m3 entering a lake causes a tsunami, based on empirical knowledge and numerical simulations. The volumes of the potential landslides possibly reaching the lake are estimated from an empirical relationship involving the required mobility of each cell, which is represented by a head to horizontal distance of a travel path ratio. Hermanns et al. (2012, 2013) propose a hazard and risk classification system for large unstable rock slopes, which includes structural site investigations and analysis of the activity of the slopes. Based on this classification methodology, Hermanns et al. (2016) classify 22 mapped rock slopes and do i) a volume computation, ii) run-out assessments, iii) assessment of possible wave propagation and run-up if a rockfall enters a water body, and iv) an estimation of people exposed to rock avalanches and rockfall-induced tsunami waves. The results of these studies build on multiple years of systematical mapping of unstable rock-slopes and are to be used as support tool for risk management.
In contrast to these studies, our goal is to estimate the relative tsunami potential on peri-alpine lakes that is caused both by SAEMM and SAQMM. In this study, we do not aim at including site-specific field measurements. Rather, we conduct a desktop analysis of the tsunami potential and the related consequences, based on parameters that are derived mainly from previous studies on peri-alpine lakes. In contrast to the workflow of Strupler et al. (2019), that estimates the location and characteristics of potential SAQMM within a specific peri-alpine lake basin, the methodology presented uses a country-level scale, comparing the tsunami potential on various lakes.
Regional Setting
In Switzerland, a total of 28 lakes with surface areas greater than 1 km2 (engineered reservoirs excluded) exist (Figure 1; Table 1). Of these lakes, Lake Geneva has the largest surface area (∼580 km2), while Lake Maggiore has the greatest water depth (372 m). Four of the lakes share borders with neighboring countries, i.e., France (Lake Geneva), Germany, and Austria (Lake Constance), and Italy (Lakes Maggiore and Lugano). Of the investigated lakes, 14 are located in the Alps, 13 on the Swiss Plateau, and one in the Jura Mountains. The origin of these lakes is related to subglacial erosion as they represent glacial overdeepenings. Since de-glaciation after the Last Glacial Maximum, deposition of sediments has been ongoing in the lake-basins.
[image: Figure 1]FIGURE 1 | Location of the Swiss (non-reservoir) lakes with surface areas <1 km. Labels refer to Table 1. Geodata used with permission from swisstopo.
The lakes with the largest surface area are found in the “Swiss Plateau” region, which is geologically formed by sediments from the Molasse basin and which is characterized by a relatively smooth topography. The “Swiss Plateau” is the region in Switzerland with the highest population density (e.g., Henriod et al., 2016).
Geologically, the Central and Southern Alps consist mainly of crystalline rocks, the Northern Alps of limestones and marls, and the Molasse basin consists mainly of conglomerates and sandstones. The Jura mountains are rich in limestones.
It is estimated that earthquakes with a magnitude 6 or greater are expected to occur every 50–150 years in Switzerland (Wiemer et al., 2016). The highest earthquake hazard can be found in the regions Valais, Basel, and Grisons. Earthquakes in these regions are generally a result of the collision between the European and African plates.
METHODOLOGY AND DATA
General Methodology and Data
In the following, a methodology for the classification of the tsunami potential is presented and applied to Swiss lakes with surface areas greater than 1 km2 (engineered reservoirs excluded). The automated workflow is implemented in R (R Core Team 2018). Geospatial operations are either conducted directly in R or calculated in ArcGIS, which can be steered from within R using the package “RPyGeo” (Brenning et al., 2018).
First, five input parameters (IP1–IP5; Table 2) contributing to the tsunami potential are calculated for each lake. These parameters are discussed in detail in Parametrization below. After their calculation, the parameters are normalized by their range (Normalization of the Input Parameters). In general, a larger input value means a larger contribution to the tsunami potential. Next, a classification of investigated lakes, according to their potential for SAEMM (IP1) and SAQMM (IP2) is conducted. Shorelines used in the workflow are taken from SwissTLM3D (swisstopo). Only the outer shorelines are considered, shorelines of islands in lakes are not considered. As topographic elevation model, SRTM (Shuttle Radar Topography Mission) data is used (Jarvis et al., 2008). The dataset has a spatial resolution of 90 m and is used due to the data availability also alongshore border lakes in non-Swiss territory. For a large part of the investigated lakes, high-resolution digital bathymetric datasets SwissBATHY3D (swisstopo) are available. For various lakes, however, bathymetric data has to be interpolated from isobaths (SwissMap Vector 10/25 data; swisstopo). For comparability reasons, both datasets are resampled to a grid resolution of 20 m.
TABLE 2 | Overview of the input parameters used for the classification of the tsunami potential (before normalization).
[image: Table 2]Parametrization
Five different input parameters (“IP1”–“IP5”) are identified as crucial for the estimation of the tsunami potential (Table 2). As we ultimately aim at (de)selecting lakes for further investigations, depending on the potential for tsunami generation and the potential for consequences of tsunamis, we include both these aspects in the term “tsunami potential.” “IP1”–“IP3” focus on the tsunami-generating potential, while “IP4” and “IP5” focus on the tsunami consequences. The five parameters are selected to represent the first-order tsunami potential derived from basic topographical, bathymetrical, and seismological input parameters, due to their simplicity.
IP1: Potential for SAEMM
For the parameterization of the potential for tsunamis generated by SAEMM for each lake, it is important to assess i) the potential for SAEMM that enter the water, and ii) their potential to generate a tsunami. To answer ii), estimations of expected volumes entering the water are crucial. Making statements about likely locations of mass failures requires an understanding of factors and processes relevant for slope instabilities as well as their spatial variability (Fischer et al., 2012). Without knowing the local site conditions, topography is often used as a proxy for potential mass movements (e.g., Coe et al., 2004; Fernandes et al., 2004; Cauzzi et al., 2018). The Fahrböschung (Heim 1932) is defined as
[image: image]
where H equals the fall height and L the horizontal runout distance. The Fahrböschung can thus be interpreted as the slope angle from the top of a slide to its runout.
Equation 3 is often used to estimate the travel distance of a mass movement, depending on its volume. As the volumes of such potential SAEMM alongshore the investigated lakes are unknown, our model is based on a very simple assumption: Rocks tend to mobilize for Fahrböschung >30° (Gerber, 1994; Heinimann et al., 1998), therefore we calculate the Fahrböschung for each pixel of the SRTM DEM down to its closest point on the shoreline. These calculations are made for each pixel within the watershed around each lake, which we limit to a buffer zone of 5 km around each lake’s shoreline (in order not to get very large watersheds in the relatively flat zones of the Swiss Plateau). This value of 5 km corresponds also to the runout distance of the Rossberg landslide, one of the major historic landslides in Switzerland (volume: ∼40 Million m3; Thuro et al., 2006). The input parameter representing the relative tsunami potential posed by SAEMM for each lake (IP1; before normalization) is then estimated by calculating the ratio of pixels with Fahrböschung >30° to the total amount of pixels in the watershed area. Hence, due to the lack of landslide-volume information, we assume here that any potential landslide entering the water may generate a tsunami (which is a conservative assumption). By calculating the Fahrböschung for each pixel of the DEM to the shoreline, potential landslide source zones with locally steep slope inclinations that are too far away from the shoreline (and thus getting a low Fahrböschung value) are not considered as sources of landslides that may reach the lake.
IP2: Potential for SAQMM
The parametrization of the potential for SAQMM is quite simple and straightforward: As subaqueous landslide source areas in Swiss perialpine lakes tend to occur on slopes with inclinations between 10 and 25° (Schnellmann et al., 2006; Hilbe et al., 2011; Strasser et al., 2011; Strupler et al., 2018b), the ratio between the amount of pixels with inclinations between 10 and 25° to the amount of pixels belonging to the lake’s slopes (here defined as slope inclinations >5°) is used as input parameter representing the potential for SAQMM (IP2). For the lakes Lugano and Maggiore, which share boundaries with Italy, SwissMap Vector 10/25 data (swisstopo) to interpolate bathymetries is partly not available for the Italian territory (∼12% and ∼43% of the respective lake’s area are not covered; see Supplementary Table S1; Supplementary Figures S1 and S2). Therefore, potential SAQMM that may occur in these zones of missing bathymetry data are not considered. The omission of these zones is discussed in Quality and Limitations of the Relative Tsunami-Potential Classification.
IP3: Potential for Seismicity
The potential for seismicity at each lake site is given by the seismic hazard levels in terms of elastic 5%-damped Spectral Acceleration at vibration period T = 0.3s − SA(0.3s) for a mean exceedance probability of 10% in 50 years (SuiHaz2015; Wiemer et al., 2016) at each lake center point. The SA(0.3s) values at each lake center were obtained through interpolation of the data of the national Swiss hazard map using ordinary kriging. The seismic hazard values are valid for a reference rock with an average shear-wave velocity of the uppermost 30 m of the soil (Vs30) of 1,100 m/sec. Potential site amplification due to the lake sediments was not considered, as models are still being developed. We did not use Peak Ground Acceleration due to its intrinsic strong saturation with magnitude and distance, that implies comparatively poorer representation of the earthquake sources dominating the hazard at a given location. Mid-to-long period spectral ordinates should be preferred as seismic shaking parameters for the exercise at hand; however, SuiHaz2015 results for T > 1s should be used with caution, as some of the ground motion models used for SuiHaz2015 are better constrained at short and mid periods (due to the larger number of records used for calibration.) With this background, we finally opted for SA(0.3s), that has the additional advantage of showing a good correlation with macroseismic intensity shaking for damaging events in Switzerland (Panzera et al., under review).
IP4: Inverse Shoreline Development Ratio
It is assumed that for tsunamis occurring in lakes featuring complex shapes with multiple basins, geometric effects could limit the main damage to a single basin. The amount of wave energy transferred around bends also depends on the wave length relative to the lake width. For narrow lakes, long wavelengths can be transmitted without loss of energy (Harbitz, 1992). Oppikofer et al. (2019) state that numerical simulations of SAEMM-induced tsunamis show reductions in wave heights by 30% or more for perpendicular changes in wave direction, which is often the case for fjord-type lakes with multiple basins. To account for the complexity of a lake’s shape, an input parameter calculating the inverse of the “shoreline development ratio (SDR)” (Aronow, 1982) is calculated for each lake (IP4). The SDR is calculated from the ratio of the shoreline length for a hypothetical, perfectly circular lake with the same surface area to the actual shoreline length. Higher values mean less complex lake shapes and thus higher potential damage for large parts of the lake shores.
IP5: Inundation Potential
The second parameter related to the tsunami-damage potential (Table 2), is called inundation potential (IP5). The assumption made here for parameterization is that low-lying areas (here defined as <5 m above mean lake level) are particularly prone to tsunami inundation. IP5 is obtained by calculating the ratio of the number of pixels that are located in the elevation range from below lake level up to 5 m above lake level to the total amount of pixels within a buffer zone of 1,000 m around the lakeshore. The 1,000 m buffer is arbitrarily chosen, based on modeled inundation distances caused by potential Lake Lucerne landslide-tsunamis (Hilbe and Anselmetti, 2015).
Normalization of the Input Parameters
In order to obtain similar ranges for each IP, each IP is normalized by the range of the values for all lakes (i.e., the minimum value of each IP equals 0 and the maximum value of each IP equals 1). For the IPs that represent ratios (i.e., all IPs except IP3), it is thus important to note that this normalization does not mean that a value of 1 corresponds to a calculated ratio of 100%. Non-normalized IP values can be found in the Supplementary Table S2.
Classification
Classification by Main Tsunami Sources
Classification by main tsunami sources (IP1 and IP2) is done with a k-means cluster analysis algorithm (Hartigan and Wong, 1979). The goal of this approach is to construct different lake classes that share common characteristics, i.e., similar combinations of IP1 and IP2 values.
Prioritization by Additional Preconditioning Parameters (IP3–IP5)
The lakes in each class are further prioritized by the additional input parameters IP3–IP5. As the tsunami potential for each lake needs to be assessed with regard to a specific purpose, we do the prioritization for each class by sorting it according to IP3–IP5 separately (i.e., we do not aggregate IP3–IP5).
RESULTS
Input parameters for Each Lake
The input parameters for each lake are shown in Table 3 and their spatial distribution are shown in Figure 2.
TABLE 3 | Normalized input parameters for each lake.
[image: Table 3][image: Figure 2]FIGURE 2 | Spatial distribution of the normalized input parameters.
Table 3 and Figure 2 show that:
	The highest values of IP1 (SAEMM) are found for alpine lakes Oeschinen, Kloental, Poschiavo, Brienz, and Walen, whereas the lowest values can be found for “Swiss Plateau” lakes Pfaeffikon, Baldegg, Sempach, and Greifen.
	The highest IP2 (SAQMM) values include lakes Oeschinen, Silvaplana, Zug, Walen, and Lake Sils. The lakes with the lowest potential for SAQMM are lakes Lauerz, Murten, Greifen, Sempach, and Pfaeffikon.
	The highest IP3 (seismicity) value is found in Lake Oeschinen, followed by lakes Silvaplana, Sils, Walen, and Poschiavo. The lowest values are found at Italy-bordering lakes Maggiore and Lugano, and at lakes Constance, and Hallwil.
	The highest IP4 (inverse SDR) values are found for lakes Oeschinen, Pfaeffikon, Murten, Poschiavo, and Sempach. All these lakes have simple circular or oval shapes. The lowest values of IP4 are assigned to lakes Lucerne, Constance, Maggiore, and Zurich. These lakes consist of multiple basins, and many of them are visually separated into different branches
	IP5 (inundation potential) is generally higher for alpine-distal lakes than for alpine-proximal lakes, with lake Pfaeffikon having the highest value, followed by lakes Neuchatel, Murten, Greifen, and Constance. The lowest IP5-values are found for lakes Kloental, Lugano, Oeschinen, and Lungern.

Classification Results
Main Tsunami Source Classes
Four different clusters have been created with the k-means clustering algorithm applied to IP1 and IP2 (Figure 3): One cluster with a low potential for both SAEMM (IP1) and SAQMM (IP2) (“class I,” gray, amount (n) = 8), one cluster with a high potential for SAQMM (IP2) but low potential for SAEMM (IP1) (“class II,” cyan, n = 11), one cluster with a medium potential for SAEMM (IP1) and high potential for SAQMM (IP2) (“class III,” brown, n = 7), and one cluster with a very high potential for SAEMM (IP1) and high potential for SAQMM (IP2) (“class IV,” purple, n = 2). No cluster exists for the combination of a high potential of SAEMM (IP1) but low potential of SAQMM (IP2) (Figure 3).
[image: Figure 3]FIGURE 3 | Clusters of lakes according to IP1 and IP2 values, depicting the potential main tsunami potential classes.
The spatial distribution of the lakes, colored according to the identified main tsunami potential classes, is shown in Figure 4. Lakes of class I only exist north of the Alps (Swiss Plateau and Jura Mountains). Lakes of class II predominate on the Swiss Plateau, but also occur in the Alps. All class III and IV lakes are located in the Alps.
[image: Figure 4]FIGURE 4 | Spatial distribution of the lakes colored according to the identified main tsunami source classes.
Prioritization by IP3–IP5
Results of the prioritization of the lakes in classes I-IV (cf. Figure 4) according to IP3, IP4, and IP5, respectively (Table 4), are shown in the following:
TABLE 4 | Prioritization according to IP3 (seismicity, left), IP4 (inverse SDR, middle), and IP5 (inundation potential, right), grouped by main tsunami source classes.
[image: Table 4]DISCUSSION
The proposed workflow allows for a classification of lakes to be investigated more in depth with regard to the respective tsunami triggers. Although landslide-generated waves are complex hazards (e.g., Bullard et al., 2019), the simple parametrization of inputs contributing to SAEMM and SAQMM-induced tsunamis should facilitate identifying the relative tsunami potential for each lake.
Tsunami Potential on the Investigated Lakes
The definition of four different lake classes according to their main tsunami-source (i.e., SAEMM, SAQMM, or a combination of both) gives a first overview on what potential source to consider for each lake. In the Alps, class III [i.e., medium potential for SAEMM (IP1) and high potential for SAQMM (IP2)] and class IV [i.e., very high potential for SAEMM (IP1) and high potential for SAQMM (IP2)] lakes dominate (Figures 1, 4). Both parameters IP1 and IP2 express the abundance of favourable topographic conditions for mass-movements (i.e., Fahrböschung > 30° for SAEMM and subaquatic slope ranges 10–25° for SAQMM, respectively). The high values of IP1 are related to the fact that many alpine lakes are surrounded by relatively steep slopes. For Lake Oeschinen (Figure 5), which is evaluated as having the greatest potential for SAEMM-induced tsunamis, traces of 11 rock-falls that have occurred during the last 2,500 years could be identified at the bottom of the lake (Knapp et al., 2018). The high mean recurrence rate of 200–300 years between the single events supports the high score in our simple model.
[image: Figure 5]FIGURE 5 | Visualization of Lake Oeschinen (Swissimage Orthophoto using base heights of SwissALTI3D: copyright Swisstopo).
Also, the SAEMM-induced tsunamis described in Huber (1982) have occurred in Lake Walen and Lake Lucerne. Both lakes show a relatively high potential for SAEMM (IP1) according to our approach. The comparison of the evaluated potential for SAQMM with documented events show that traces of underwater landslides were found in most of the lakes with a high IP2 score. On the one hand, this can be interpreted as validation of the approach. On the other hand, relatively recent (i.e., younger than a few thousand years) mass movements have decreased the potential for SAQMM occurring in the near future at the same locations, as the slopes need to be re-charged with sediment to become unstable again. It is therefore important for a hazard assessment to further investigate if lakes with historically documented tsunamis that were triggered by SAQMM still have a high potential for such events to recur. However, for comparability reasons between all investigated lakes that build on different dataset qualities (e.g., high-resolution bathymetric and seismic data are not available for all investigated lakes), the history of SAQMM on the lateral slopes is not considered in our simple approach.
The observation that no class for lakes with a high potential for SAEMM but low potential for SAQMM exists, and that lakes closer to the Alps show a generally higher potential for SAQMM, may be related to the topographic and geologic predisposition during the glacial excavation of the subsurface: In alpine valleys that are surrounded by steep rock walls, the ice masses were laterally confined and thus the glaciers were thick (Bini et al., 2009), exerting considerable pressure on the substratum, leading to a steep bedrock topography. In contrast, for lakes located on the Swiss Plateau, further from the Alps, the glaciers were able to spread laterally due to the absence of steep rockwalls, which resulted in thinner local ice thicknesses of piedmont-style glaciers, and probably smoother excavations of the bedrock. Certainly, the local geological and geotechnical variability (i.e., relatively soft rocks of the “Molasse” vs. mainly harder rocks of the “Alpine nappes”) must have contributed as well to these differences.
On class III/IV lakes, detailed investigations on potential tsunamis generated by SAEMM and SAQMM are recommended. In lakes of class II the potential for SAQMM-generated tsunamis needs to be analyzed more in-depth. For lakes of class I, we do not see an urgent need for further tsunami investigations. Therefore, class I lakes are not considered further in this paper.
Whereas IP1 and IP2 indicate a general predisposition for SAEMM and SAQMM, which was used for the classification into four classes, IP3–IP5 can be used to prioritize between lakes within each class.
The purpose of this study is not to identify and decide on which specific lake should be investigated in more detail, but rather to indicate lakes with a high potential for tsunamis caused by different tsunami sources. The presented results are intended as a guideline for the selection of lakes for further studies, and prioritization of lakes should be based on additional parameters that include IP3–IP5 (Table 4), as well as practical considerations (e.g., acquisition time, funding, and inclusion of risk aspects, such as vulnerability and exposure).
	If we assume that most of the mass-movements are triggered seismically, then the prioritization could be made based on IP3 for each class. In this case, lakes that need to be investigated first are lakes Oeschinen, Sils, and Walen for class III and IV, and lakes Silvaplana, Thun, and Sarnen for class II.
	If we focus on whether a potential tsunami could mainly affect single basins and not necessarily entire lakes, then prioritization could be made based on IP4 for each class. In class III/IV, lakes that need to be investigated first in this case are lakes Oeschinen, Poschiavo, and Brienz. In class II, lakes Baldegg, Aegeri, Hallwil, and Sarnen would have priority for further investigations.
	If we focus on the consequences of potential tsunamis, here characterized by the potentially inundated fractions of each lake’s shore zone (up to 1 km inland), then the prioritization could be based on IP5 for each class. No lake in class III, which indicates a high potential for SAEMM and SAQMM, has a high inundation potential (IP5). This makes sense, as for a high SAEMM potential (IP1) large parts of the lakeshore needs to be surrounded by a steep topography, which, in turn conflicts with a high inundation potential (IP5), which is parametrized by low-lying areas along the shore. However, lakes in class II (which are characterized by a high potential for SAQMM) that have a relatively high inundation potential are the lakes Constance, Baldegg, and Hallwil. Fortunately, the lakes with the highest inundation potential are the lakes of class I, which do not show a high tsunamigenic potential.

Quality and Limitations of the Relative Tsunami-potential Classification
Due to the limited amount of local site data available for each lake (e.g., no information about expected volumes of potential SAEMM), the nation-wide approach presented here is only based on basic topographical, bathymetrical, and seismological input parameters and thus gives only a broad overview of the relative tsunami potential and main expected triggers. For a full assessment, site-specific geological characteristics (such as acquired for potential SAEMM in Norway; Hermanns et al., 2016) are required. However, despite its simplicity, the method presented here is able to identify lakes with priority for further investigations. Nevertheless, the presented methodology to calculate the various input parameters certainly oversimplifies certain aspects:
	As the volumes of mass movements displacing the water are crucial for the estimation of potential tsunami wave-amplitudes, our simplified methodology is not able to estimate wave heights. At this scale of investigation and with the limited area-wide information available, it is out of scope to assess potential wave heights for each lake, considering the complex interplay between multiple landslide characteristics (see Background).
	Additionally, it would be difficult to compare estimated wave heights with the heights documented in historical sources, as, unfortunately, it is rarely documented where and how the waves or their run-up were measured. For assessing the impact at the shore, it is crucial to know whether the wave in the deep water, nearshore, or after shoaling has been described (e.g., Huber, 1980; Fuchs and Boes, 2010).
	Sensitivity analyses showed that the prioritization according to IP3 depends on the selected hazard parameter. If, for example, Peak Ground Acceleration instead of SA(0.3s) is chosen, a few lakes will slightly change positions in the ranking (Supplementary Figure S60). This however has no impact on the lakes tsunami classes discussed in the paper. Also, soft sediments, such as occurring on the lake bottom, may amplify seismic shaking considerably. These amplification effects have been neglected in the present study, as consolidated experimental results are not yet available. An ongoing project of the Swiss Seismological Service at Swiss Federal Institute of Technology Zurich is collecting amplification values at the subaqueous slopes and expects them to be remarkably different from those observed onshore.
	To calculate IP5, the ratio of zones lower than 5 m above lake level within the zone of 1 km inland along the shore is calculated. A downside of this approach is that it neglects the micro-topography, e.g., a moraine ridge around the lake may limit the potential inundation, and thus a low-lying area within this shore zone that is located behind such a micro-topographic elevation may contribute to the inundation potential of a lake, but in reality the moraine ridge would hinder the flow (unless overtopping occurred) (c.f. figures in Section 6 of Supplementary Material).
	The relatively coarse resolution of the topographic and bathymetric datasets used (SRTM data with 90 m grid resolution) and resampled SwissBathy3D/interpolation from SMV10/25 data (20 m grid resolution) are in our opinion sufficient for such a categorical analysis. Simple tests with a topographic elevation model of better resolution (DHM25) surrounding lakes where existing showed that the relative ranking of the lakes of IP1 did not change.
	The fact that small parts of the SMV 10/25 isobaths of Lakes Lugano and Maggiore are missing on the Italian territory (Supplementary Figures S1 and S2) is not expected to change the results of our classification, as the input parameter (IP2) is calculated by the ratio of the pixels with a slope inclination between 10–25° to the total slope area (defined as pixels with inclinations >5°). Both lakes Lugano and Maggiore have a high value of IP2. The missing parts are not likely to lower the IP values considerably, regarding the general morphology of the lakes (Supplementary Figures S43 and S45), and their Alpine setting on both the Swiss and Italian side.

The documented historical tsunami events in Swiss perialpine lakes can be used to validate our simplified classification approach. It is worth noting that the historical SAEMM- and SAQMM-tsunami events have occurred on lakes that are evaluated as lakes of classes II and III in our approach, indicating lakes with a high SAQMM- or combined SAEMM- and SAQMM-tsunami potential, with the exception of the tsunami that occurred on Lake Lauerz (Table 1; Bussmann and Anselmetti, 2010 and references therein). According to our classification, Lake Lauerz shows a low tsunamigenic potential posed by SAEMM and SAQMM ( and 4). However, the Rossberg landslide significantly changed the lake’s shape and size; it has become much smaller with a center further away from the failed mountain slope (Bussmann and Anselmetti, 2010). It would be interesting to compare the tsunami potential for the pre-Rossberg-slide bathymetry to the bathymetry to date and to analyze if the tsunami potential has been reduced. Furthermore, Bussmann and Anselmetti (2010) interpret the tsunami originating from a cascading event, as the mass movement itself did not reach the lake. The subaerial landslide mobilized soft sediments on a swamp plane laterally, which, in turn formed an indenter into the lake causing a tsunami wave. Such cascading effects are not considered in our simplified classification. A cascading effect is also assumed to have caused the AD 563 Tsunami in Lake Geneva (Kremer et al., 2012).
CONCLUSIONS AND OUTLOOK
In this study, a simplified workflow for the classification of the tsunami potential, caused by SAEMM and SAQMM, respectively, in Swiss perialpine lakes, was presented. The results of this study may serve as a starting point for more detailed investigations (e.g., numerical modeling), also considering more field data. Findings show that lakes located within the Alps show generally a higher potential for SAEMM and SAQMM, due to the often steep surrounding rock-walls, and the fjord-type topography of the lake basins with large portions of the lateral slopes lying in the unstable range (i.e., ∼10–25°). In contrast, the low lying topography along the shores of the lakes in the Swiss Plateau and Jura Mountains favor inundation caused by potential tsunamis on these lakes. Our results further indicate that all investigated lakes with high potential for SAEMM also have a high potential for SAQMM. The converse is not true, not all lakes with a high potential for SAQMM do have a high potential for SAEMM. We recommend that detailed investigations of the SAQMM-caused tsunami hazard should focus on lakes of classes II–IV (n = 20), and of the SAEMM-caused tsunami hazard on the classes III and IV (n = 9), prioritized by the additional input parameter (IP3–IP5) according to the main purpose of a potential study.
Due to its simplicity, this methodology could also be applied to other lakes worldwide. The minimum of required inputs include digital-elevation raster data, bathymetric raster data, shoreline vector data, and earthquake accelerations. The approach presented herein can be extended by adding further input parameters (e.g., considering cascading hazards). In the context of global warming and thawing of permafrost regions, the parametrization of the potential for subaerial mass-movement may include data extracted from permafrost maps. Furthermore, information about vulnerability and exposure (e.g., degree of building development and type of building) along the shores may be included, when prioritizing specific lakes for more in-depth investigations, especially when considering potential economic damage.
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For coastal regions on the margin of a subduction zone, near-field megathrust earthquakes are the source of the most extreme tsunami hazards, and are important to handle properly as one aspect of any Probabilistic Tsunami Hazard Assessment. Typically, great variability in inundation depth at any point is possible due to the extreme variation in extent and pattern of slip over the fault surface. In this context, we present an approach to estimating inundation depth probabilities (in the form of hazard curves at a set of coastal locations) that consists of two components. The first component uses a Karhunen-Loève expansion to express the probability density function (PDF) for all possible events, with PDF parameters that are geophysically reasonable for the Cascadia Subduction Zone. It is then easy and computationally cheap to generate a large N number of samples from this PDF; doing so and performing a full tsunami inundation simulation for each provides a brute force approach to estimating probabilities of inundation. However, to obtain reasonable results, particularly for extreme flooding due to rare events, N would have to be so large as to make the tsunami simulations prohibitively expensive. The second component tackles this difficulty by using importance sampling techniques to adequately sample the tails of the distribution and properly re-weight the probability assigned to the resulting realizations, and by grouping the realizations into a small number of clusters that we believe will give similar inundation patterns in the region of interest. In this approach, only one fine-grid tsunami simulation need be computed from a representative member of each cluster. We discuss clustering based on proxy quantities that are cheap to compute over a large number of realizations, but that can identify a smaller number of clusters of realizations that will have similar inundation depths. The fine-grid simulations for each cluster representative can also be used to develop an improved strategy, in which these are combined with cheaper coarse-grid simulations of other members of the cluster. We illustrate the methodology by considering two coastal locations: Crescent City, CA and Westport, WA.
Keywords: probabilistic tsunami hazard assessment, clustering, stochastic earthquakes, Karhunen-Loève expansion, GeoClaw
INTRODUCTION
The primary goal of this work is to present a general methodology for developing the hazard curve for a quantity of interest (e.g., maximum water depth) at a coastal location that may be inundated by tsunamis. An inundation hazard curve shows the annual probability that the flooding depth will exceed each value in a range of specified exceedance values. The same techniques could be applied to other quantities of interest (e.g., maximum flow speed or momentum flux) but here we concentrate on water depth h for illustration, and use [image: image] to represent the maximum value of h over the entire simulation (at some particular point of interest). Let [image: image] denote some particular exceedance value. The hazard curve is then obtained by determining [image: image], the annual probability that [image: image] exceeds [image: image] at this particular location, as a function of [image: image]. The ultimate goal is to develop such a hazard curve at each point on a fine grid covering a community of interest, from which it is possible to then create hazard maps that show the spatial distribution of maximum water depth expected for a given annual probability, or the spatial distribution of annual probability for a given exceedance value, or potentially other products useful to emergency managers or community planners. We give some examples of how this can be done in Section 6.
A full probabilistic tsunami hazard assessment (PTHA) would have to include all potential sources of tsunamis, far-field as well as near-field, and also possibly tsunamis induced by landslides or other processes; a complete review of this can be found in Grezio and Babeyko (2017). Here we concentrate on one aspect of PTHA, assessing the probabilities in a coastal region due to a megathrust event on a nearby subduction zone. This is a difficult aspect of PTHA because variations in the spatial distribution of the slip can have a significant effect on the resulting tsunami (Goda et al., 2016; Melgar et al., 2019). In addition, some events may cause substantial subsidence or uplift of the coast around the location of interest, which can also greatly effect the inundation extent and depth of the resulting tsunami.
To perform PTHA it is necessary to first have some model for the probability density function (PDF) of all possible events. It is impossible to know the correct distribution due to the high degree of epistemic uncertainty in subduction zones with infrequent past megathrust events. However, recent studies have suggested ways to generate a geophysically reasonable distribution that can be easily sampled to generate large numbers of hypothetical events (LeVeque et al., 2016); accordingly, the approach we use is based on a Karhunen-Loève (K-L) expansion to generate slip patterns with correlation lengths that are thought to be “reasonable” from studies of past events, e.g., (Mai and Beroza, 2002; Goda et al., 2016; Melgar and Hayes, 2019; Crempien et al., 2020), as discussed further in Section 2. We stress, however, that we do not claim we have the “correct” distribution, or even the best possible based on available science, and so our focus is on a methodology that could also easily be applied to other choices of the PDF. We also suggest that any PTHA study intended as guidance for decision makers should include a sensitivity study that considers how robust the results are to changes in the assumed earthquake distribution, along with other approaches for assessing the effects of the epistemic uncertainty inherent in this problem, see, for example, Davies and Griffin (2020). In addition there is a need for further testing of random tsunami models comparing their statistical properties with historical tsunamis as is done in Davies (2019) for 18 recent events in the Pacific and Indian Oceans. Of course too few data points are available from the Cascadia Subduction Zone (CSZ) itself to allow a local validation of any PDF.
In this paper we focus on how best to handle the aleatoric uncertainty, i.e., assuming that we have a probability distribution to use for the PTHA, how do we efficiently create hazard curves based on this distribution? The brute force approach would be to choose a very large number N of samples from the distribution, perform a numerical tsunami simulation with each, and then (for each location of interest and each exceedance value) determine the number [image: image] of samples for which [image: image] exceeds [image: image]. Then the ratio [image: image] is an estimate of a conditional probability that [image: image] exceeds [image: image] given that some event from the set of all possible events occurs. If [image: image] is the annual probability that any event from the classes considered occurs, then [image: image] could be used as the annual probability of [image: image] exceeding [image: image].
The primary difficulty we address is that N may need to be very large in order to get meaningful statistics, particular for the relatively unlikely but most dangerous higher values of [image: image]. Since a single tsunami simulation with a reasonable spatial resolution can take several minutes if not hours of computer time, this is problematic; and even more so if one also wants to do sensitivity studies and/or must consider many different communities over hundreds of miles of coastline.
A fundamental problem already arises when we ask for a reasonable value of [image: image] since it depends very much on what set of possible earthquakes to consider. Since earthquakes with magnitude less than Mw 7.5 rarely cause damaging tsunamis we could define [image: image] as the annual probability of any event with magnitude greater than this. In Section 2 we discuss our choice of PDF for the distribution of earthquakes. Although not necessarily correct for large subduction zone events, the Gutenberg-Richter law is a reasonable starting point for choosing a distribution. According to this, a magnitude Mw 7.5 event is 10 times more likely than an 8.5 event and roughly 32 times more likely than Mw 9.0. Hence, for example, if we sample [image: image] events we would expect perhaps 100 to be Mw 9.0 or larger, a rather sparse sampling of these important and potentially quite diverse events. Moreover, most of the samples would be small events for which there is little or no inundation, a clear waste of computing resources.
We can address this by a simple application of importance sampling. We first split the space of all possible events of interest into a small number of classes. For illustration in this paper we use four classes based on magnitude: Mw 7.5, 8.0, 8.5, and 9.0, but this could easily be expanded. We then assign an annual probability to each class, call this [image: image] for class j ([image: image] for our case, for which we assign the probabilities shown in Table 1). We then take [image: image] samples from class j, compute the fraction [image: image] that exceed [image: image], and use [image: image] as an estimate of the annual probability of exceeding [image: image] by an event from class j. These can then be combined to obtain the annual probability of exceeding [image: image] by any event (see Section 6). The advantage of splitting into classes is that we can choose a large number of events in a class corresponding to high impact but low probability (Mw 9.0 in our case) and then the corresponding fraction [image: image] is weighted by a smaller annual probability [image: image] when combining with the probabilities obtained from other classes. For illustration, we have chosen to take [image: image] for each of the four classes so that we only consider 2,000 events in total but 500 of them are in the Mw 9.0 class (In Section 6 we discuss the rationale and implications of choosing this number of realizations.).
TABLE 1 | Table of the four magnitude classes used in this work, with the annual probability [image: image] for an event from each class, along with the corresponding return period [image: image], based on the Gutenberg-Richter formula [image: image] for a magnitude [image: image] event.
[image: Table 1]Next we tackle the problem that even 2,000 tsunami simulations may be excessively demanding, particularly when we expect that many of these events will give very similar inundation patterns and depths as other events, and so in principle it should be possible to estimate the hazard curve with fewer simulations of judiciously chosen representative tsunamis. We develop an approach for clustering that can be applied to the 2,000 events before doing any fine-scale tsunami modeling, in order to identify clusters of events that we expect to give very similar tsunami impact in the location of interest. We then do a fine-scale tsunami model of only one realization from each cluster (which we call the “cluster representative”) and assign it a weight that is based on the collection of events in that cluster. Based on this we can estimate the contribution that this cluster should make to each hazard curve. This clustering is explained in much more detail in Section 5. Other studies have used clustering to achieve scenario reduction. For example, see Lorito et al. (2015) for hazard assessment, Gusman et al. (2014) for early warning and Volpe et al. (2019) for a study more closely related to this paper.
The clustering approach we illustrate in this paper is based on doing a coarse-grid tsunami simulation for each of the 2,000 realizations, with a grid resolution that allows much faster simulation, but is too coarse to properly represent the tsunami inundation over the communities of interest. However, we show that these coarse grid simulations give information in the form of proxy variables that can be used to very effectively cluster the events.
Moreover, the coarse-grid simulations can be greatly enhanced to provide “pseudo-fine” results that are at the resolution of the desired fine grid and that agree very well with the actual fine-grid simulations of the same realization, but are much cheaper to compute. This enhancement is performed in part using information about the difference between the coarse and fine grid simulations performed for the few realizations where both are available (the cluster representatives). This procedure is described in more detail in Section 4.
For illustration we consider two sample communities: Crescent City, CA, which is near the southern extent of the CSZ and Westport, WA, roughly 570 km north of Crescent City. These communities are both at high risk to CSZ tsunamis and have been the subject of past studies. They also have quite different topographic features as discussed further in Section 3. The same set of 2,000 CSZ realizations was used for each site, although the clustering algorithm is applied separately to each, since the set of realizations that give similar inundation patterns at one site may not form a suitable cluster at the second site. For illustration we show that selecting only 18 clusters (and hence performing only 18 fine-grid simulations for each site) gives hazard curves and maps that compare very well with those obtained if all 2,000 realizations are simulated on the fine grid, particularly after adding in additional information obtained from coarse-grid simulations of each realization. These results are presented in Section 7.
Some of the techniques presented in this paper were first developed as part of a project funded by Federal Emergency Management Agency Region IX, and presented in the project Final Report by Adams et al. (2017). Subsequently we have improved some of these techniques. We are also now using a probability distribution that is potentially more realistic than the original choice, and we consider two different target communities with quite different topography in order to better test the general applicability of these ideas. The original report and associated webpages (Adams et al., 2017) contain more discussion of some of these ideas, along with illustrations of some related approaches that are not reported in this paper. Research on PTHA using stochastic collections of sources goes back many years, see, for example, the early review Geist and Parsons (2006) and the more recent ones of Geist and Lynett (2014) and Grezio and Babeyko (2017) for many more references.
Recently, several researchers have adopted the use of a K-L expansion to generate large suites of realizations for PTHA studies of particular regions and/or to study sensitivities and uncertainty. For example, Gonzalez et al. (2020) generated 400 realizations for a hybrid deterministic/PTHA to Iquique, Chile, and Crempien et al. (2020) generated 10,000 realizations on a idealized fault and performed GeoClaw tsunami simulations of each on idealized topography to study the effect of spatial slip correlation on tsunami intensity. The techniques developed in this paper could help to accelerate such studies.
Research on reducing the work required to handle large sets of realizations has also been done by others. For example, Sepúlveda et al. (2017) used the K-L expansion together with a stochastic reduced order model to obtain better results than with a brute force Monte Carlo simulation, and Sepúlveda et al. (2019) used these techniques to do a PTHA analysis including a sensitivity study for Hong Kong and Taiwan locations due to earthquakes on the Manila Subduction Zone. These techniques reduced the number of simulations needed from 10,000 to 200 for each of 11 sets of earthquakes, followed by fine-grid simulations of the resulting 2,200 realizations. The reduction was based on seafloor deformation statistics at the earthquake sources. That paper also has a strong emphasis on using sensitivity analysis to quantify errors in PTHA.
Even closer to the methodology presented in this paper is the source filtering approach developed recently by Volpe et al. (2019). They started with a suite of more than 1.7 million scenarios that affect their study region, and used a clustering algorithm based on cheaply obtained proxies to reduce this to a smaller set of 1,154. They then performed fine-grid simulations for one representative from each cluster. One significant difference in our approach is that we use coarse-grid simulations (using the full nonlinear tsunami model, including onshore inundation over the study region) and the associated pseudo-fine results, which allowed us to obtain PTHA results with fewer fine-grid simulations. On the other hand, we performed 2,000 coarse-grid simulations to obtain these, whereas Volpe et al. (2019) performed the clustering based on proxy data that was more cheaply obtained. A hybrid approach might be to apply our methodology to the 1,154 cluster representatives identified in Volpe et al. (2019), performing only coarse-grid inundation simulations of these, and then further clustering into a much smaller set for the fine-grid simulations.
The approach we use to create pseudo-fine results is also similar to the idea of multilevel or multifidelity Monte Carlo methods (Giles, 2015; Peherstorfer et al., 2018), in which results from two or more different resolution simulations are combined to reduce the computational load. This is often done in the context of creating a surrogate model or emulator that can be very cheaply evaluated for new parameter choices in order to do a more extensive Monte Carlo simulation. This approach has been used in connection with tsunami modeling by de Baar and Roberts (2017), and by Salmanidou et al. (2017) for underwater landslide and tsunami modeling. For a review of these types of statistical approaches, see Viana et al. (2017). Our approach is somewhat different in the way we use cluster representatives and the differences in the local topography at different resolutions in defining the corrections.
EARTHQUAKE PROBABILITY DENSITY AND REALIZATIONS
Probability distributions proposed for CSZ earthquake magnitudes have included both characteristic and Gutenberg–Richter (G-R) types. More generally, Parsons et al. (2012) noted that this is a long-standing controversy for many other fault zones. Consequently, they developed both types of distribution models for the Nankai Trough, based on data from many past events. The characteristic earthquake model was based on fixed rupture geometries and historical/palaeoseismic recurrence times, and the G-R model was based on fault-slip rates and an estimated distribution slope (b-value). They found that the G-R distribution, constrained with a spatially variable long-term slip rate, replicated much of the spatial distribution of observed segmented rupture rates along the Nankai, Tonankai, and Tokai subduction zones, although with some rate differences between the two methods in the Tokai zone. Thus, where supporting information exists (e.g., palaeoseismic and historical recurrence data), and fault segmentation observations are absent, they suggested that very simple earthquake rupture simulations based on empirical data and fundamental earthquake laws could be useful forecast tools in settings with sparse data from past events. Models using a G-R distribution but without the explicit guidance of a varying long-term slip rate have also been employed, both globally and specifically along the Cascadia margin (Rong et al., 2014). We thus view a G-R distribution of magnitudes as adequate for this study.
We generated 2,000 slip realizations over four magnitude classes: Mw 7.5, 8.0, 8.5, and 9.0 (with 500 of each). To determine the annual probabilities of earthquakes in each of the magnitude classes, we follow a G-R law using a b-value of 1, indicating “normal” seismic behavior. We also assume a yearly rate of occurrence of a Mw 9.0 along the CSZ as once every 526 years based on paleotsunami records from Goldfinger et al. (2012). This implies an a-value of 6.279 in the G-R relation and gives us annual probabilities [image: image] in Table 1 for each of our magnitude classes. Incidentally, Table 1 could also be extrapolated to show that the CSZ should have a M6.3 earthquake every year. However, this is not the case on the anomalously-quiet CSZ. Nonetheless, for the purposes of presenting a PTHA methodology, using a Gutenberg-Ricter law is a starting point. In this study, we use 0.5 magnitude unit spacing between our classes. Other studies, such as Li et al. (2016) use much smaller spacing between classes. For a full PTHA analysis, a fine spacing that allows for the complete overlap of earthquake properties between different magnitudes would be preferred.
We limit our earthquake realizations to imitate a series of thrust events located on the megathrust interface along the CSZ. To introduce variability to each realization, we allow for geophysically reasonable variations in slip distribution, location, and rupture dimension. An example of a rupture from each magnitude class is shown in Figure 1. We employ a regional fault geometry that approximates the CSZ from McCrory et al. (2012). This is then discretized into triangular subfaults using the three-dimensional finite element mesh generator GMSH (Geuzaine and Remacle, 2009). A triangular mesh allows a variable strike and dip that can better approximate the McCrory et al. (2012) geometry than a rectangular discretization. Our area of interest extends along the entire CSZ margin and down to a depth of 30 km beyond which slip is not expected to continue (Frankel et al., 2015).
[image: Figure 1]FIGURE 1 | (A–D) Example earthquake realizations for each magnitude class. (E) Variability in correlation length and width per each magnitude. (F) Variability in total fault length and width per magnitude class. (G) Variability in mean and maximum slip, in meters, for realizations in each magnitude class.
In order to introduce variability in ruptures of the same magnitude, as is observed from past earthquakes, the length and width of each realization is obtained from a probabilistic source dimension scaling law (Blaser et al., 2010). For each individual rupture we sample from a lognormal PDF such that
[image: image]
where [image: image] and [image: image] depend on the faulting environment and for reverse faulting (subduction zones) are 0.18 and 0.17, respectively (Blaser et al., 2010). The rupture extent is then centered about a randomly chosen subfault within our CSZ mesh geometry. If the chosen subfault is located in such a place that the rupture extent exceeds the bounds of the rupture geometry, then it is moved up/down dip and/or along strike until it falls completely within the CSZ.
Once the bounds of the rupture area are established, we generate a stochastic slip distribution using an application of the Karhunen-Loève (K-L) expansion following LeVeque et al. (2016) and Melgar et al. (2016). Here, we assign slip over participating subfaults using a von Karman correlation function, [image: image], which replicates the statistics of slip distributions as observed from finite-fault solutions of past moderate sized earthquakes (Mai and Beroza, 2002). Here, the correlation between the sth and dth subfaults (in along strike and along dip directions) is
[image: image]
where
[image: image]
H is the Hurst exponent (set in this study as 0.75), [image: image] is the modified Bessel function of the second kind, and [image: image] is a length measurement for sth and dth subfaults that depends on the distance between subfaults in the along strike [image: image] and along dip [image: image] directions as well as the correlation length along strike [image: image] and dip [image: image], written as
[image: image]
The correlation length and width for each realization governs the size of asperities and uses a magnitude dependent scaling law from Melgar and Hayes (2019) where
[image: image]
The variables [image: image] and [image: image] are based on the effective length and width scales (in kilometers) from Eq. 1 and are determined from Mai and Beroza (2000). Using the defined correlation function the distribution of slip across the fault surface is treated as a spatially random field. The vector [image: image] containing the amount of slip at each subfault is then given by the Karhunen-Loève expansion as,
[image: image]
where [image: image] is the mean slip over the entire fault, [image: image] and [image: image] are the eigenvalues and eigenvectors of the chosen correlation function, and [image: image] are random numbers normally distributed with a mean of 0 and standard deviation of 1. After defining the correlation function we assume a marginal log-normal distribution as described by LeVeque et al. (2016) where we use a standard deviation of 0.45 of the mean slip in any given model. This value is obtained from an analysis of a database of slip models dating back to 1990 (Melgar and Hayes, 2019). It is important to note that there are as many eigenvectors or eigenmodes [image: image] as there are subfaults in the model geometry. Equation 6 is a statement of how each eigenmode distributes slip away from the background mean model modulated by a random number [image: image] and thus achieving a stochastic realization of slip. For tsunami modeling because seafloor deformation is a relatively long period phenomena LeVeque et al. (2016) showed how high order modes contribute relatively little to tsunamigenesis so it is possible to truncate the sum to just a few tens or even hundreds of terms. Here we limit the number of contributing modes to no more than 200. Finally for the background mean model we assume enough homogeneously distributed slip to match the target magnitude given the chosen fault dimensions. It is also possible to make other choices for µ such as a known slip distribution or a geodetic locking model (Goldberg and Melgar, 2020).
We cap the upper level of slip possible for any realization in this study to 60 m, as was recommended in Melgar et al. (2016) and based on plate convergence rates from McCaffrey et al. (2007). We achieve this by rejecting and re-running any realization where any subfault in our mesh has an assigned slip that is greater than our maximum slip threshold. This cap is in place in order to limit the possibility of unrealistically large amounts of slip in any earthquake realization. It should be noted that this cap creates an upper limit in tsunami intensity that may be reflected in any final PTHA analysis. We do not enforce the target magnitudes in a strict sense. The resulting magnitude after the stochastic process can be slightly higher or lower than the requested values. We do not re-scale the slip in anyway to force the rupture to have the target magnitude exactly. This, and the maximum slip requirement, can introduce departures from the desired PDF (Sepúlveda et al., 2017) but this is generally an effect that is much smaller than the epistemic uncertainty.
We calculate the total seafloor deformation of each earthquake realization using angular dislocations for triangular subfaults in an elastic half space (Comninou and Dundurs, 1975). This method can be seen as a variant of the Okada equations, which focus on rectangular subfaults (Okada, 1985). We obtain the deformation over the entire CSZ study region with at a 30” spatial resolution. This is a fine enough spacing to ensure that we recover slip features that may be present at our smallest magnitude class, including rupturing asperities at the smallest reported slip correlation length (see examples in Figure 2).
[image: Figure 2]FIGURE 2 | Slip on our fault geometry and associated seafloor deformation for two sample realizations, numbered 1,665 and 1,999, shown in Figures 5, 8. WP marks the location of Westport, WA. CC marks the location of Crescent City, CA.
Seafloor deformation is directly translated to a disturbance at sea level by assuming an incompressible water column. While some large magnitude earthquakes can have rupture durations extending multiple minutes, this kinematic effect on the tsunami in the near-field is minimal (Satake, 1987; Williamson et al., 2019). Here, we simplify the rupture process by treating all seafloor deformation as instantaneous and occurring at the initial time step of our tsunami model. It is this initial disturbance that initializes the tsunami model, as discussed further in Section 3.
Figure 2 shows both slip on the fault and the resulting seafloor deformation for two of the magnitude 9.0 realizations. We use [image: image] to denote the ith realization and the figure shows the realizations [image: image] and [image: image] out of the [image: image] realizations, chosen because [image: image] has slip concentrated on the southern margin of the fault while [image: image] has it concentrated to the north, and hence they have very different effects in Westport and Crescent City, as discussed in the next section. This illustrates that even within a single magnitude class there are significant variations between the tsunamis generated.
COMMUNITIES OF INTEREST AND TSUNAMI MODELING
We consider two sample communities as shown in Figure 3. Crescent City, CA was used in previous work on this topic (Adams et al., 2017), and was the subject of a previous PTHA analysis by González et al. (2014) and Adams et al. (2015). Tsunamis tend to focus in Crescent City due to the offshore bathymetry and harbor (Horrillo et al., 2008), and the central business district is bounded by the harbor, the low-lying Elk River valley to the east, and higher hills to the north.
[image: Figure 3]FIGURE 3 | Communities of interest in this study. (A) Regional and inset view of Westport, WA and two representative cross sections shown in Section 7. (B) Regional and inset view of Crescent City, CA with two representative cross sections. Both regional views have a bathymetric (dashed) and topographic (solid) contour interval of 10 m. Inset figures use a contour interval of 5 m. The coastline is differentiated with a bolded brown line.
Westport, WA lies on a peninsula at the entrance to Grays Harbor. The topography is below roughly 10 m everywhere on the peninsula, and a number of north-south running ridges protect some areas from the direct waves arriving from the west that may still be flooded from the east after the tsunami enters Grays Harbor. Westport is the site of the Ocosta Elementary School, recently rebuilt to include the first tsunami vertical evacuation structure constructed in the United States, for which tsunami modeling was presented by González et al. (2013). We selected these two communities to showcase the versatility clustering PTHA methodology. However, this methodology can be extended to any coastal community.
Tsunami simulations are performed using GeoClaw Version 5.7.0, distributed as part of the open source Clawpack software (Clawpack Development Team, 2020). This solves the two-dimensional depth-averaged non-linear shallow water equations using adaptive mesh refinement on rectangular grid patches (in longitude-latitude coordinates). GeoClaw allows each cell to be wet or dry and to change dynamically, so that the wet/dry boundary of the coastline evolves as the tsunami inundates the coastal site of interest.
For this study we simulated the tsunami from each of the 2,000 realizations in two separate simulations. The first set were the “fine-grid runs” where refinement down to 1 arcsecond (roughly 30 m in latitude, less in longitude) was enforced over both study sites. This provided the “ground truth model” hazard curves and maps to use for comparison purposes, i.e., we assume that our goal is to produce good approximations to these curves and maps with much less work than was required to run 2,000 fine-grid simulations. The second set of simulations were the “coarse-grid runs” in which the refinement only went down to 9,” and hence a factor of 81 fewer grid points on the finest level than in the fine-grid runs. Moreover on these coarser grids it is also possible to take larger time steps [while still respecting the Courant-Friedrichs-Lewy condition required by the explicit finite volume method used in GeoClaw], potentially giving another factor of 9. However, since some of the computation takes place on coarser grids over the entire computational domain, the coarse grid simulations are on average 5 times faster than the fine grid simulations; see below. We also note that for a real PTHA we might want to use even finer grids, e.g., 1/3” is often used now used for hazard studies, and 1/9” topography is becoming available in many locations. In this case the relative speedup for coarse-grid simulations could be much more dramatic.
We use adaptive mesh refinement to optimize the computational cost of each tsunami simulation. All simulations used three levels of refinement in the open-ocean, with grid resolution 1″, 6″, and 3″, and with regridding every few time steps to follow the propagating waves (based on a tolerance on the sea surface elevation). On the continental shelf, refinement is allowed to the next Adaptive Mesh Refinement level at 90”. An additional refinement level of 9” is enforced around both study sites. For the coarse-grid simulations only these five levels of Adaptive Mesh Refinement are used. For the fine-grid runs, two additional Adaptive Mesh Refinement levels are introduced at 3” and 1” resolutions, and the study areas are forced to be resolved at the finest 1” level. The ETOPO1 topography Digital Elevation Model at 1 arcminute resolution (Amante and Eakins, 2009) was used over the full computational domain. A subset of the Astoria, Oregon 1/3” Digital Elevation Model (NOAA NCEI, 2017) was used around Westport, and around Crescent City a version of the Crescent City, California 1/3” Digital Elevation Model (NOAA NCEI, 2012) was used that was modified to remove the pier in the harbor, since water flows under the pier, for an earlier PTHA study of this region by González et al. (2014).
In each simulation we monitor the maximum water depth h over a grid of points covering the study area (at the finest resolution of the simulation) over the duration of the simulation. For this study we ran each tsunami simulation to 4 h of simulated time after the instantaneous seafloor displacement. Examining the results we found that in a few cases there were still significant edge waves trapped along the coast that could have lead to slightly larger values of the maximum at some points, so a realistic PTHA should run some realizations out to later times. For the purposes of this study our reference solution uses the maximum h over the same time period as our approximations and so comparisons are still valid.
At each point where h is monitored, these maximum values (denoted by [image: image] for the fine-grid runs) are used to compute a reference hazard curve. The coarse-grid simulations produce their own set of [image: image] values on a coarser set of points (which can be extended to the fine grid by piecewise constant interpolation within each coarse grid cell). These coarse-grid values are used both in the clustering algorithm and in computing a pseudo-fine result from each coarse result, as explained in the sections below.
The reference hazard curve is affected by the spatial distribution and properties of the rupture realizations which act as our ground truth. Therefore, it is important to have enough realizations at each magnitude class to capture all tsunamigenic behavior that is possible given the seismic constraints we presented in Section 2. The total number of realizations per magnitude bin is based on the variability in the likelihood of exceeding a set of tsunami amplitudes in the harbors of both Crescent City, and Westport, as illustrated in Figure 4. Here, we calculate the likelihood that h exceeds a set of tsunami thresholds, ranging from 1 cm to 10 m at one particular point in each study region. As more realizations in a magnitude class are added, the variability in the probability of exceeding each tsunami threshold reduces. We can estimate that we have enough realizations to act as our ground truth when each probability curve has flattened out. Here, this occurs at about 400 realizations per magnitude.
[image: Figure 4]FIGURE 4 | The probability of exceeding a specified tsunami threshold as a function of the number of cases included for each magnitude class at particular points in (A) Crescent City and (B) Westport. Thresholds tested range from 1 cm to 10 m, with a separate curve for each, color-coded as indicated by the color bar.
The tsunami simulations were performed using the OpenMP feature of GeoClaw using 30 threads on a Linux server. The total Central Processing Unit time varied for each realization, depending on whether the initial deformation came from a small localized slip patch (requiring small regions of refinement in the ocean and possibly resulting in a negligible tsunami) or a larger rupture. Total Central Processing Unit time (summed over all threads and over all 2,000 simulations) was 49.2 h for the coarse-grid runs and 255.6 h for the fine-grid runs.
Sample Realizations
Before proceeding, we first show [image: image] in each study region for the two sample [image: image] realizations shown in Figure 2. Figures 5, 6 show [image: image] for [image: image] at Westport and Crescent City, respectively, and similarly Figures 7, 8 show [image: image] for [image: image]. In each case, panel A shows the fine-grid result [image: image] while B shows the coarse-grid result [image: image]. Note that the 9” grid cell resolution is clearly visible in B and that this coarse grid cannot resolve all features of the flow, but that the general order of magnitude is correct. Panel C shows the difference between coarse and fine results, which are substantial in some regions.
[image: Figure 5]FIGURE 5 | Sample results for realization 1,665 at Westport, where the tsunami was small. (A, D, G)[image: image](B)[image: image](E)[image: image] after coarse-mod corrections. (H)[image: image] after pseudo-fine corrections. (C, F, I) Errors relative to [image: image]. Purple is above 8 m and Green is land not inundated. See the text for more explanation.
[image: Figure 6]FIGURE 6 | Sample results for realization 1,665 at Crescent City, where the tsunami was large. Panels as described in Figure 5. Purple is above 8 m. and Green is land not inundated.
[image: Figure 7]FIGURE 7 | Sample results for realization 1,999 at Westport, where the tsunami was large. Panels as described in Figure 5. Purple is above 8 m and Green is land not inundated.
[image: Figure 8]FIGURE 8 | Sample results for realization 1,999 at Crescent City, where the tsunami was small. Panels as described in Figure 5. Purple is above 8 m and Green is land not inundated.
The remaining panels of each figure show the result of enhancing the coarse-grid results using techniques developed in the next section, where these will be discussed in more detail.
COARSE-MOD AND PSEUDO-FINE ENHANCEMENTS
Our PTHA approach starts by sampling N realizations, which we denote by [image: image] (for [image: image]). These may consist of [image: image] realizations from class j as described in Section 1, with [image: image]. Performing coarse-grid simulations of each gives us [image: image] at each location on a coarse grid covering the study region. We wish to avoid doing fine-grid simulations of all realizations, and instead we will use a clustering approach, described in detail in below, to group these into K clusters and to choose one representative realization from each cluster. This “cluster representative” will be denoted by [image: image] for the particular realization from cluster [image: image].
One approach to approximating the hazard curves for N realizations using K clusters is to perform only one fine-grid simulation for each cluster (for a “cluster representative” realization selected from the cluster), and assign a weight to each that is the sum of the weights of all realizations in the cluster. We show results of this approach in Section 7. However, using only K events will give a hazard curve with only K jump discontinuities and cannot well approximate the true hazard curve if K is much smaller than N, particularly at the lower probabilities. In our example application, [image: image] and we will choose [image: image].
Much better results are obtained if we also make use of the remaining [image: image] coarse-grid simulations that were performed to do the clustering. The coarse grid results alone do not give sufficient resolution of [image: image] for use directly, but they can be enhanced to approximate the inundation that each would produce on a fine grid with much less work than required to do the fine-grid simulation. This is done as a two-stage process. In the first (“coarse-mod”) step the coarse grid results are combined with the fine-grid topography to give estimates of the maximum depth on the fine topography. This is independent of the clustering and can be done immediately following each coarse grid simulation. The second (“pseudo-fine”) step uses the clustering, and the idea that the difference between the coarse-mod and fine-grid simulations at the cluster representative (both of which are available) gives a good indication of how other coarse-mod results in the same cluster should be adjusted to better approximate the result of a fine-grid simulation. We describe each of these in turn.
Modified Coarse Grid Corrections
Each of the [image: image] coarse-grid runs provides an estimate of [image: image] at a set of coarse grid points covering the study region. These were computed using a coarse grid (with resolution nine” in our case), which is inadequate to represent the community of interest. For example, the top row of Figures 5-8 shows [image: image] in each study region for two particular realizations, and the difference in resolution is apparent between the fine-grid simulation ([image: image] in Panel A of each figure) and the corresponding coarse-grid simulation ([image: image] in Panel B). Panel C of each figure shows the difference between the fine and coarse results, after the coarse-grid results are interpolated to the fine grid as a piecewise constant function over each coarse grid cell.
The coarse-mod corrections are based on the observation that the maximum water surface [image: image] (where B is the pre-seismic topography) is often much more smoothly varying over a community than is the maximum water depth [image: image] (Note that even a constant [image: image] throughout the study region would still have large variations in [image: image] due to the variations in topography B.). Hence at any point, if we assume [image: image] is roughly correct, we can get a better estimate of [image: image] by subtracting off the fine-grid topography at this point from the [image: image] value predicted by the coarse-grid simulation. As usual, we focus on values at a single grid point on the fine grid. Let [image: image] represent topography from the fine-grid simulation at this point and [image: image] the topography value from the coarse-grid simulation in the coarse cell containing this point. Then [image: image]. The correction we make defines a modified value [image: image] at this point as
[image: image]
where
[image: image]
In other words, we simply adjust [image: image] at each fine grid point by [image: image], the difference between the fine and coarse topography at this point. This represents the most common situation where water reaches both the coarse and fine bathymetry levels and is given in the first two lines in Eq. 9.
However, there are a few special cases where we can not use (7). Clearly, if [image: image], we can not allow [image: image] to become negative (the water reaches the coarse bathymetry level but not the fine level), so [image: image] is set to 0 in the third line in Eq. 9.
The last three lines in Eq. 9 refer to the special case when water does not reach the coarse bathymetry level [image: image]. In this case, water may or may not reach the fine bathymetry level. To determine if it does, we define an η threshold value, called [image: image] and now use [image: image] to denote the [image: image] value at a point of interest on the coarse grid. Over the four neighboring grid cells around the coarse cell containing the location of interest, we find [image: image], the maximum [image: image] value where [image: image]; that is, the threshold where we have seen flooding locally. Lines four and five in Eq. 9 give [image: image] when water can reach the fine bathymetry but not the coarse bathymetry level. In line four, the threshold is at least the fine bathymetry, but doesn’t exceed the coarse bathymetry, so only [image: image] meters of water can be placed above the fine bathymetry. In line five, the threshold [image: image] computed from including the four neighboring coarse cells is at least the coarse bathymetry level, but we do not allow [image: image] to exceed the value of [image: image] since no water appeared above [image: image] in the cell of interest. Lastly, the sixth line in Eq. 9 gives the situation where water does not reach either the fine or coarse bathymetry levels since [image: image] did not exceed [image: image]. In all cases, [image: image] will remain as [image: image] at locations where the fine and coarse bathymetries were equal [image: image].
Based on the above discussion the modified coarse grid value is given by:
[image: image]
The second row of Figures 5-8 shows examples of the effect of this. Panel D is again the fine grid [image: image] but now Panel E shows the [image: image] estimated on the fine grid after applying these coarse-mod corrections. Panel F shows the resulting errors.
An earlier version of this coarse-mod strategy was used in (Adams et al., 2017), and more examples are given in the Appendix of that report showing how well the modified coarse data can compare to the original coarse data and the fine data. We have since improved this strategy by looking only locally for the threshold value [image: image] as opposed to across the entire community in the Federal Emergency Management Agency report, and have allowed this value to even be negative, which makes the strategy more applicable to locations near the shoreline that see little inundation during an uplift event. These improvements also result in a more effective pseudo-fine strategy as discussed below.
Pseudo Fine Grid Corrections
We now present an approach to further improve each of the coarse-mod results defined by (9) by also using the fine-grid runs performed for each cluster representative. We begin by clustering the N modified coarse grid runs (or the original N coarse grid runs) into a small number of non-overlapping clusters. For this paper, the clustering was done using the original [image: image] coarse grid runs, to produce [image: image] clusters, as described in Section 5. These clusters contain different numbers of runs. Each cluster has one run designated as its cluster representative, which we will denote by [image: image] for the particular realization from cluster [image: image].
After the clustering has been done, more information is available that can be used to further improve the coarse-mod approximations. Since we assume that the cluster representative [image: image] is somewhat typical of the pattern of flooding seen for all realizations in the cluster, and since we have both fine-grid and coarse-mod results available for this representative realization, we can use the difference between these as an estimate of what the difference between fine-grid and coarse-mod results would be for all realizations in the cluster. This is used to modify each coarse-mod result to get a better approximation to the expected fine-grid result. This is what we call the pseudo-fine result for each realization. We again use [image: image] to denote the [image: image] value obtained for a particular realization [image: image] from the coarse-grid simulation after applying the coarse-mod corrections, and similarly [image: image] comes from the fine-grid simulation, as always focusing on a single spatial location. Then the pseudo-fine approximation at this location for each realization [image: image] in Cluster k is given by
[image: image]
Note in particular that the pseduo-fine result for the cluster representative itself (i.e, for [image: image]) agrees exactly with the fine-grid result for that realization. For non-representative cluster members, the pseudo-fine results improve as the clustering improves, since differences between their coarse-mod and fine results become closer to the difference between the cluster representative’s coarse-mod and fine results (the last two terms in Eq. 10). Increasing the number of clusters would increase the number of cluster representatives while reducing the number of non-representatives per cluster, and could improve the pseudo-fine results at the expense of additional fine grid simulations. We have not investigated these tradeoffs, as the pseudo-fine results reported in the next sections were quite good already for our two chosen communities of interest using a small number of clusters.
We also believe the modified-coarse results provide an excellent start in building the pseudo-fine results because the coarse grid GeoClaw simulations already contain information about the nonlinear flow dynamics on land. This is in contrast to cheaper coarse results that could have been obtained in deep water using the linearlized shallow water equations, such as the thousands used by Li et al. (2016), but this is an approximation we wished to avoid since our focus is the inundation on land.
The third row of Figures 5-8 show examples of the effect of this. Panel G is again the fine grid [image: image] but now Panel H shows the [image: image] estimated on the fine grid after applying these pseudo-fine corrections. Panel I shows the resulting errors relative to the fine-grid result. Additional illustrations of this idea can be found in the Appendix to (Adams et al., 2017).
CLUSTERING
In this section we discuss how one can subdivide the individual events into a small number of clusters that are likely to have similar inundation patterns. The clustering will be based on proxy quantities for each event that can be computed solely from the coarse-grid (low-resolution) simulations, whose runtime is orders of magnitude smaller than the fine-grid (high-resolution) tsunami inundation simulations.
In our previous work (Adams et al., 2017), proxy variables based only on the seafloor deformation of each realization were also considered. These are much cheaper to compute than the coarse-grid simulation proxies, but did not do as good a job of clustering, even though in that work we only considered ruptures on the southern margin of CSZ and only one near-field study region, Crescent City. Given the wider range of events now being considered, where many events are localized far away from a study region, we believe that it may be harder to develop robust proxies based only on the seafloor deformations. However, due to the greater efficiency of that approach, this could be a fruitful area for future research. We also note that Volpe et al. (2019) used seafloor deformation near the study region, both to classify realizations into near-field and far-field, and also in clustering the near-field realizations.
In this work we use three proxy variables computed from the coarse-grid simulations for each realization. Each realization thus corresponds to a point in a three-dimensional space and various clustering methods can then be used to identify clusters. We consider variables that attempt to capture aspects of the spatial variation of the inundation patterns. For each realization, and each coastal location, we compute the value [image: image] from the coarse-grid tsunami simulation that measures the surface level at maximum inundation, defined by
[image: image]
where [image: image] represents the pre-event topography on the coarse grid. We consider the spatial variation of [image: image] over the onshore points that are flooded: the grid-cells in the simulation centered at [image: image] that satisfy both [image: image] and [image: image]. We will denote these values from the coarse-grid simulation by [image: image]. The total number of flooded onshore points will be denoted by [image: image].
As the proxy variables, we will use the following statistics of [image: image], where the sums are over all onshore flooded points [image: image]:
[image: image]
The first variable [image: image] is a measure of the total extent and elevation of the flooding, while the second variable [image: image] is the mean surface elevation. The third variable [image: image] measures the spatial variation of surface elevation over the onshore flooded region. The first two variables summarize the severity of the flooding while the third variable summarizes the spatial variation of the flooding pattern.
Utilizing these quantities, the coarse-grid inundation from each individual realization can be mapped to a point in the three-dimensional space of proxy variables, which we will call “proxy-space,” as shown in Figure 9. To perform clustering it is also necessary to define a metric that measures the distance between two points in this space, and here we simply use the Euclidean distance (the square root of the sum of squares of differences in each of the three proxy variables). We then use K-means clustering (Lloyd, 1982), as implemented in scipy. sklearn by Pedregosa et al. (2011) to cluster the 2,000 points in proxy-space into K clusters, with the property that each point belongs to the cluster with the closest centroid (as measured in the specified metric). Note that because [image: image] typically has larger magnitudes than the other two proxy variables (see Figure 9), the use of the Euclidean distance effectively weights differences in [image: image] more heavily than differences in the other proxy variables. We also tried first normalizing all proxy variables (equivalent to using a different weighted metric) and somewhat different clusters were generated but with very similar final results in the hazard curves. If using proxy variables with vastly different magnitudes, and/or where some variables are thought to be more important than others, some care should be used in choosing the metric.
[image: Figure 9]FIGURE 9 | Clustering results for the two study regions. In each case all 2,000 realizations are represented as a point in the three-dimensional proxy-space, and colored by cluster after with 18 clusters in each case. The crosses indicate the cluster representative, i.e., the realization closest to the centroid of each cluster.
This clustering is done independently for the two study regions, and the results are shown in the scatter plots in Figure 9. The plot also highlights which realization is closest to the centroid of each cluster, which we refer to as the cluster representative [image: image] for Cluster k. The number of clusters is determined by the user, and in this instance 18 clusters were used to subdivide the 2,000 events of varying magnitude. We also tried clustering with only 6 or 12 clusters but the results did not match the all-fine (ground truth model) as well, while using more than 18 clusters did not seem necessary for this particular data set. Volpe et al. (2019) use an iterative procedure to select the number of clusters by enforcing a maximum distance between cluster members and the centroid and this might be a good approach in general.
From Figure 9 one observes that there is a general monotonic behavior with respect to all three variables. Higher magnitude events tend to have higher values for all three variables. But also note that the scatter plot for the two coastal communities show qualitatively different patterns. While the points in proxy space for Westport show a more predictable behavior with higher magnitude events more concentrated along a smooth, monotone increasing curve, there is much more variation in the proxy variable [image: image] in Crescent City and consequently more scatter. This can be explained by the difference in topography. In Westport there are ridges in the north-south direction which roughly separates the onshore regions into zones that can flood independently, leading to more variation in [image: image] for most realizations. However, for realizations with the most severe surface elevations, all zones are inundated, leading to smaller variation in [image: image]. In Crescent City, most of the onshore region is facing the south-west direction and is rising more monotonically away from the coast, but there is a sharp gradient in the topography in the west shoreline, acting as a barrier. The variation of inundation along this barrier is significant for extreme realizations, causing more scatter in [image: image].
HAZARD CURVES AND MAPS
Finally we combine the techniques developed in the previous sections to produce approximate hazard curves with much less work than would be required to perform all N fine-grid simulations. We first summarize our notation and the definition of the hazard curves and these approximations. For other discussions of hazard curves, see, for example, (González et al., 2014; Adams et al., 2015), and also the review paper (Grezio and Babeyko, 2017). and associated Jupyter notebooks that illustrate these concepts interactively.
We assume that we have split all possible events into J classes indexed by [image: image] (in our case [image: image] and the classes are for Mw 7.5, 8.0, 8.5, and 9.0). We assume each class has an associated annual probability [image: image]. We also make the reasonable assumption that these probabilities are sufficiently small that the probability of two events happening in a year is negligible. More specifically, we assume that the annual probability of at least one earthquake (from the classes considered) is well approximated by the sum of the [image: image]. In fact if the different classes represent potentially independent events, then the probability of at least one of them occurring is given by
[image: image]
As long as the probabilities are small, the final line of (13) is a good approximation to the true value. For the probabilities listed in Table 1, [image: image] when calculated using the product formula in the first line of (13), and is well approximated by the slightly larger value obtained using the sum [image: image].
We next chose [image: image] realizations from each class j, for a total of [image: image] realizations. We use [image: image] as shorthand for “Realization i”, for [image: image] (enumerating all realizations from all of the classes). For each [image: image] we assign an associated weight[image: image] defined as [image: image] if [image: image] is of class j.
Now consider a fixed location in the study region where we have computed [image: image], the maximum tsunami inundation depth, for each realization. The value computed on the fine grid for realization [image: image] will be denoted by [image: image]. If we perform fine-grid simulations for all realizations, then we can define the ground truth model hazard curve (at this location) as follows. For any exceedance value [image: image] we might choose, let [image: image] denote the indices of the set of realizations for which [image: image] computed on the fine grid exceeds this value. Then we define
[image: image]
Plotting [image: image] vs. [image: image] gives the hazard curves, as shown, for example, in Figure 10. From the hazard curve at each point on a grid covering the study region, it is possible to extract the data needed to produce a hazard map; see Section 7.2.
[image: Figure 10]FIGURE 10 | Sample hazard curves at two locations in Westport (top) and two locations in Crescent City (bottom), in each case indicated by the dots in the inset maps. The curves show the reference all-fine result [image: image] and three approximate hazard curves [image: image], [image: image], and [image: image] as defined in Section 6.
Note that summing the weights [image: image] over all [image: image] for which [image: image] is exceeded, as done in (14), is equivalent to computing [image: image], where [image: image] is the number of realizations from Class j for which [image: image] (Since each [image: image] for some j and we add in one such contribution for each realization that exceeded [image: image].). We refer to the [image: image] as weights rather than probabilities because we do not mean to imply that every realization in a class has the same probability of occurring, even though they each have the same weight. Some of the realizations may be outliers that are very unlikely to occur, while most of them will come from closer to the center of the distribution. But because we assume that we sampled the distribution within each class properly, the fraction [image: image] is the proper frequency to modify the probability [image: image], and our choice of weights accomplishes this via the definition (14).
In Section 5 we discussed an approach to clustering the [image: image] into clusters indexed by [image: image], for some number of clusters K that is much smaller than N. For each cluster we identified one realization [image: image] from the cluster that we will call the “cluster representative,” with the hope that a single fine-grid simulation of the tsunami resulting from [image: image] will give a good indication of the flooding expected for all realizations in the cluster.
One simple strategy for approximating the hazard curve is then to assign a weight [image: image] to Cluster k, defined by
[image: image]
and then approximate [image: image] by a function we will denote [image: image] with the superscript standing for “cluster-fine”:
[image: image]
In other words, we assume that if the tsunami from the cluster representative [image: image] gives an [image: image] exceeding [image: image] then all realizations in the cluster will, and we add in the cluster weight [image: image] in this case, which is just the sum of the weights [image: image] for all realizations in the cluster.
Another approximation, which requires no clustering, would be to approximate [image: image] by
[image: image]
where [image: image] is the [image: image] value obtained with a coarse grid simulation of realization [image: image]. This uses information from all N realizations, but is presumably not a good approximation because, by definition, the coarse grid is not sufficiently fine to resolve the study region adequately.
Much better results can be obtained by using all of the coarse-grid results after enhancing them using the techniques presented in Section 4. Using only the coarse-mod corrections to each coarse-grid result would lead to the approximation
[image: image]
while also using the clustering to produce the pseudo-fine corrections gives
[image: image]
In general using Eq. 19 as an approximation to the all-fine grid (ground truth model) hazard curve defined by [image: image] has been found to give very good results with much less work. Only K fine-grid simulations need to be performed, but the results are based on all N realizations, with pseudo-fine approximations that are often nearly as good as the all-fine grid results when incorporated into PTHA. Hazard curves, hazard plan view and transect maps, and a table of differences for comparing these models to the all-fine grid ground truth model are given in Section 7 below.
PROBABILISTIC TSUNAMI HAZARD ASSESSMENT RESULTS
We now explore the results of performing PTHA using the clustering strategies developed in Section 5, either alone or in conjunction with additional coarse-mod or pseudo-fine results as developed in Section 4.
Recall that we have sampled [image: image] realizations of a CSZ event using the techniques described in Section 2, and for the purposes of this paper we assume that the hazard curves (and resulting maps) that are generated from a fine-grid tsunami simulation of each of these events is the correct reference solution, which we are trying to approximate more cheaply using the clustering and pseudo-fine grid techniques. To assess the accuracy of our approximations, we performed fine-grid simulations of all realizations in order to compute [image: image], although in practice this is what we wish to avoid.
Hazard Curves
Recall from Section 6 that a hazard curve is defined at each point in the study region where [image: image] values have been calculated over the entire simulation. Figure 10 shows sample hazard curves at two locations in Westport, and two in Crescent City. At each location the figure shows the reference curve [image: image] and three of the approximations discussed above, the clusters-fine, coarse-mod, and pseudo-fine strategies. The particular spatial points were chosen to illustrate typical hazard curves. Additional hazard curves can be found on the website Williamson et al. (2020).
Note that the all-fine, coarse-mod, and pseudo-fine hazard curves obtained using 2,000 realizations typically have 2,000 jump discontinuities, one at the location of [image: image] for each realization. The magnitude of the jump in probability at each discontinuity is equal to the weight [image: image] assigned to that realization. This is because this [image: image] value contributes [image: image] to the estimated annual probability for any smaller exceedance value, but not for any larger exceedance value. Also note that the smallest nonzero probability that can occur on any hazard curve is the weight we assign to [image: image] events, [image: image] where [image: image] is from Table 1.
The hazard curve [image: image] for the cluster-fine strategy is computed using only the fine-grid results [image: image] for the 18 cluster representatives. As a result, it has only 18 jump discontinuities and the jump in annual probability at each discontinuity is the cluster weight [image: image]. This generally gives a reasonable approximation to the true hazard curve within the constraint of a piecewise constant function with so few jumps. It may not agree well for the most extreme events (smallest probabilities) since it assigns 0 annual probability to any exceedance value [image: image] greater than the maximum of [image: image] over the [image: image], whereas the true hazard curve goes to 0 only above [image: image] maximized over all 2,000 realizations. If the realization that maximizes this happens to be a cluster representative then the two hazard curves indicate the same maximum possible flooding, but in general this will not be the case. Similarly, for other very small values of p that correspond to inundation by only a few of the 2,000 realizations, the probability can not be properly represented when only using the 18 cluster representatives.
Using the coarse-mod enhancement of each coarse-grid result gives the hazard curve [image: image]. Even though all N simulations are now used, this correction is not sufficient to give good results in general, and this hazard curve generally deviates significantly from the correct hazard curve [image: image]. However, using the pseudo-fine version of all N coarse-grid simulations gives much better results, as seen in Figure 10 and also generally seen at other locations.
In evaluating the results shown in Figure 10, it is important to remember that we cannot expect very good agreement at the smallest annual probabilities, where the results depend entirely on the most extreme tsunamis out of the 2,000 selected. Of most interest in this study is the portion of the hazard curve above say [image: image], which corresponds to a return time of [image: image] years. Developing an accurate hazard curve for lower probabilities would require more than 2,000 realizations, even considering only the aleatoric uncertainty. Moreover, the epistemic lack of knowledge of the proper probability distribution would also be a limiting factor.
Hazard Maps and Transects
The hazard curves [image: image] at every point on the [image: image] grid can be combined to produce hazard maps, as follows. For a fixed annual probability [image: image] we determine from each hazard curve the corresponding value of [image: image] such that [image: image]. After doing this at every grid point in the study region we can produce plan view plots of the expected inundation depth [image: image] for this [image: image]. Figures 11, 12 show such plots for two different probabilities, [image: image] (return time [image: image] years) and [image: image] (return time [image: image] years). In each case we show the results for four of the strategies listed above. Again the all-fine strategy gives the reference result, and we compare this to the cluster-fine, coarse-mod, and pseudo-fine strategies. In general the pseudo-fine strategy gives the best approximation to the all-fine results.
[image: Figure 11]FIGURE 11 | Sample hazard maps and transects for select locations in Westport. The top panels show plan view plots for return times [image: image] years (left) and 2,500 years (right), over the same spatial domain as shown in Figure 3. In each case panel (A) shows the reference all-fine hazard maps produced with the all-fine hazard curves [image: image], (B) shows the map produced with the coarse-mod hazard curves [image: image], (C) shows the map produced with the clusters-fine hazard curves [image: image], (D) shows the map produced with the pseudo-fine hazard curves [image: image]. The bottom figures show transects of the hazard maps for four different choices of annual probabilities p, corresponding to different return times [image: image] as indicated in the legend. In each case the dashed line is the all-fine reference solution, while the solid line is the approximation generated using 18 clusters and the pseudo-fine improvements of the other coarse-grid runs.
[image: Figure 12]FIGURE 12 | Sample hazard maps and transects for Crescent City. As described in the caption to Figure 11.
Note that in these maps we show offshore points as well as onshore points, since [image: image] for both the fine-grid and coarse-grid simulations were obtained by monitoring the maximum water depth on rectangular grids also covering some offshore points. At these points [image: image] is always at least as great as the original pre-seismic water depth, so at these points we do not plot [image: image] itself but rather the quantity we call zeta, defined by [image: image], where B is the pre-seismic topography at the point. More generally we define
[image: image]
Then [image: image] agrees with [image: image] onshore, is continuous at the shoreline, and offshore it indicates the maximum tsunami elevation relative to sealevel (We always use the pre-seismic topography in defining this, since each realization can have a different amount of uplift or subsidence.).
It is hard to quantitatively compare these hazard maps, and impossible to present results for more than one probability [image: image] on the same map of this type. So in Figures 11, 12 we also show two selected transects in each study region (each at some fixed latitude). We then plot a cross section of the hazard map along this transect for four different values of [image: image] as indicated in the legend. As T increases the expected flood level naturally increases. In these plots we also compare two strategies, the reference all-fine result as a dashed line and the pseudo-fine strategy as the solid line. These plots clearly show that the pseudo-fine strategy does a remarkably good job of estimating the all-fine (ground truth model) inundation for all four return times, at least along these particular transects. These are fairly typical of the results seen at other locations in the study regions, and additional plots are available on the webpage Williamson et al. (2020).
Finally, in Table 2, we give the maximum and mean differences between [image: image] over each study region for two different return times, for each of the three strategies illustrated above. Note that in each case, the pseudo-fine strategy has mean errors less than 15 cm, even though the mean value of [image: image] varied from 1.88 to 5.18 m in the four cases shown ([image: image] and 500 years, at the two study regions). This indicates that our approach is capable of giving very small relative errors compared to the all-fine (ground truth model) in the maximum flooding depth of the tsunami, even for the longer return time shown.
TABLE 2 | The magnitude of [image: image] and differences between [image: image] as computed using the coarse-mod, clusters-fine, and all-pseudo strategies, compared to the reference all-fine strategy at both Westport and Crescent City (CC), for return times [image: image] and 500 years ([image: image] and 0.002).
[image: Table 2]CONCLUSIONS
We have presented a general approach to performing PTHA when given a) a set of classes of possible events with an annual probability or return time for each class, and b) a probability density within each class that can be sampled to obtain a sufficiently large number of sample realizations that hazard curves can be accurately approximated by performing fine grid tsunami simulations for each realization. The problem we considered is that the number of realizations needed may be too large to perform fine grid simulations of each, particularly if many coastal locations are of interest, and so the goal is to obtain good approximations to the hazard curves that would be generated by all the fine-grid simulations with much less work, employing only coarse-grid simulations, clustering, and correction procedures.
We considered a model problem where 2,000 fine-grid inundation simulations were performed in order to obtain a reference hazard curve to test our methodology, which we again summarize. We first performed coarse-grid inundation simulations for each realization, using a set of four magnitude classes and a K-L expansion to define the probability density within each class for illustrative purposes. We then clustered them into only 18 clusters and performed one fine-grid simulation for a single representative from each cluster. We also used these 18 simulations, with very little additional work, to enhance the remaining coarse-grid results. The resulting 2,000 pseudo-fine results were then used to produce approximate hazard curves that are much more accurate than those obtained using the cluster representatives alone.
Although we chose geophysically reasonable parameters, we do not claim that the results of our fine-grid hazard curves are correct, only that they are reasonable reference solutions against which to compare cheaper strategies. We have also ignored other magnitude events on the CSZ, other fault mechanisms such as splay faults, along with distant earthquakes and other tsunami sources, so the results in this paper should not be interpreted as providing realistic estimates of hazards in either Crescent City or Westport. Certainly any realistic PTHA meant to inform decision-making should also include sensitivity studies, particularly in light of the large epistemic uncertainty in the parameters that go into the probability densities (whether generated by K-L expansion or by any other technique). The techniques of this paper can be useful for such sensitivity studies since they can accelerate the PTHA for any set of realizations and thus allow testing more sets of realizations in order to investigate the resulting variation in hazard curves. Sets of realizations might be generated with different density parameters, or be of different sizes. Different random sets of realizations of the same size can also help to better explore the aleatoric uncertainty.
More work is needed to better understand and optimize the clustering method used in this paper. In particular there is a need to better quantify the number of clusters that should be used, and the best set of proxy variables to use in performing the clustering.
However, we note that we were generally able to achieve nearly the same hazard curves with our pseudo-fine results as when using all the fine-grid results, down to an annual probability of [image: image] or less for each of our test communities. We therefore believe these techniques can be a useful component in a full probabilistic study of these sites, and many others. We also note that they can be applied to any other choice of classes and probability densities, and adapted to work with any tsunami modeling software.
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At far-field coasts the largest tsunami waves may occur many hours post-arrival, and hazardous waves may persist for more than 1 day. Such tsunamis are often simulated by nesting high-resolution nonlinear shallow water models (covering sites of interest) within low-resolution reduced-physics global-scale models (to efficiently simulate propagation). These global models often ignore friction and are mathematically energy conservative, so in theory the modeled tsunami will persist indefinitely. In contrast, real tsunamis exhibit slow dissipation at the global-scale with an energy e-folding time of approximately 1 day. How strongly do these global-scale approximations affect nearshore tsunamis simulated at far-field coasts? To investigate this we compare modeled and observed tsunamis at sixteen nearshore tide-gauges in Australia, generated by the following earthquakes: [image: image] Chile 1960; [image: image] Sumatra 2004; [image: image] Chile 2010; [image: image] Tohoku 2011; and [image: image] Chile 2015. Each tsunami is represented using multiple published source models, to prevent bias in any single source from dominating the results. Each tsunami is simulated for 60 h with a nested global-to-local model. On nearshore grids we solve the nonlinear shallow water equations with Manning-friction, while on the global grid we test three reduced-physics propagation models which combine the linear shallow water equations with alternative treatments of friction: 1) frictionless; 2) nonlinear Manning-friction; and 3) constant linear-friction. Compared with data, the frictionless global model well simulates nearshore tsunami maxima for [image: image]8 h after tsunami arrival, and Manning-friction gives similar predictions in this period. Constant linear-friction underestimates the size of early arriving waves. As the simulation duration is increased from 36 to 60 h, the frictionless model increasingly overestimates observed wave heights, whereas models with global-scale friction work relatively well. The constant linear-friction model can be improved using delayed-linear-friction, where propagation is simulated with an initial frictionless period (12 h herein). This prevents systematic underestimation of early wave heights. While nonlinear Manning-friction offers comparably good performance, a practical advantage of the linear-friction models herein is that solutions can be computed, to high accuracy, via a simple transformation of frictionless solutions. This offers a pragmatic approach to improving unit-source based global tsunami simulations at late times.
Keywords: tsunamis, shallow water equations, friction, tsunami observations, numerical methods
1. INTRODUCTION
Large earthquake-tsunamis can be hazardous even at far-field coasts. For example the 1946 Aleutian earthquake-tsunami caused 159 deaths in Hawaii; the 1960 Chile earthquake-tsunami caused 142 deaths in Japan; the 2004 Sumatra earthquake-tsunami led to 300 deaths in Somalia (Fritz and Borrero, 2006; Okal, 2011). Smaller yet more-common tsunamis are also of interest for risk management because they can generate hazardous currents and minor inundation, with potential to harm people, damage assets, and disrupt economic activity at ports (e.g., Beccari, 2009; Borrero et al., 2015b). To mitigate the risk, early warning systems and hazard assessments are employed to guide emergency management and planning (Kânoğlu et al., 2015; Grezio et al., 2017; Davies and Griffin, 2018). They are underpinned by numerical models of tsunami propagation and inundation which exploit various approximations for computational tractability (e.g., Gica et al., 2008; Greenslade et al., 2011; Lorito et al., 2015; Setiyono et al., 2017; Volpe et al., 2019; Davies and Griffin, 2020). It is important to understand how well such models simulate key quantities of interest for applications (e.g., maximum wave heights and current speeds, their timing, and the duration of dangerous waves). Herein we focus on the tsunami wave size at far-field coasts in the period from 0-to-60 h post-earthquake. This is motivated by the fact that hazardous waves can persist for several days (Tang et al., 2012). Some historical tsunami observations in Australia and New Zealand exhibited wave maxima arriving 1-to-2 days post earthquake, long after the initial tsunami arrival (Pattiaratchi and Wijeratne, 2009; Borrero et al., 2015a).
For tsunami modeling applications at far-field sites, it is often advantageous to simulate global-scale propagation with linear models, noting nonlinearity should be small because ocean depths are generally much larger than tsunami amplitudes (Shuto, 1991). Linear models are typically faster to solve numerically (e.g., Liu et al., 2008; Baba et al., 2014), and if many scenarios are required then even greater speedups follow by constructing solutions [image: image] as linear combinations “unit-source” solutions [image: image].
[image: image]
Here [image: image] denote space and time, while the [image: image] are constant coefficients defining the solution S (e.g., Gica et al., 2008; Miranda et al., 2014). For linear models S will be an exact solution, because the definition of linearity implies linear combinations of solutions are also solutions, and the calculation is very fast once a unit-source database is constructed (containing solutions [image: image]). For this reason the unit-source approach is very popular for large-scale probabilistic hazard assessment (e.g., Burbidge et al., 2008; Li et al., 2016; Molinari et al., 2016; Davies et al., 2017; Davies and Griffin, 2020; Zhang and Niu, 2020). Unit-sources also greatly simplify tsunami source-inversion algorithms, including for early-warning applications, because techniques from linear-regression can be combined with tsunami observations to solve for [image: image] (e.g., Tang et al., 2012; Fujii and Satake, 2013; Percival et al., 2014; Romano et al., 2016). Unit-source solutions [image: image] are sometimes computed with nonlinear hydrodynamic models (e.g., Yue et al., 2015; Molinari et al., 2016; Zhang and Niu, 2020) in which case Eq. 1 does not produce an exact solution of the original model, but irrespective solutions derived from linear combinations of unit-sources are linear (by construction). In practice this approach works well if nonlinearity is small, which can be tested on a case-by-case basis (e.g., Yue et al., 2015; Molinari et al., 2016; Zhang and Niu, 2020). Linear models cannot simulate inundation and become unreliable if the wave amplitude is a significant fraction of the water depth, but are widely used to force nonlinear coastal inundation models using one-way or two-way nesting (e.g., Tang et al., 2009; Baba et al., 2014; Borrero et al., 2015a).
Tsunami propagation models at ocean-basin scales also often neglect friction, which has little effect on deep ocean tsunami simulations for a few hours post-arrival (Tang et al., 2012; Fujii and Satake, 2013; Allgeyer and Cummins, 2014; Baba et al., 2017; Heidarzadeh et al., 2018; Davies, 2019). However the frictionless shallow water equations are energy conservative, assuming smooth solutions, which mathematically implies the tsunami persists forever (Arakawa and Hsu, 1990; Fjordholm et al., 2011; Tang et al., 2012). In contrast real global-scale tsunamis eventually dissipate. Observations at coastal and deep-ocean gauges in the Pacific and Indian Oceans suggest an exponential time-decay of available potential energy, with an e-folding timescale about [image: image] days following the initial diffusion of the tsunami energy throughout the ocean (Miller et al., 1962; Munk, 1963; van Dorn, 1984, van Dorn, 1987; Mofjeld et al., 2000; Rabinovich et al., 2011; Nyland and Huang, 2013; Rabinovich et al., 2013). The wave-amplitude e-folding timescale is twice as long, because available potential energy is proportional to the squared wave-amplitude. Empirically, the e-folding timescale depends on the tsunami spectral properties as well as the site and its distance from the source (Rabinovich et al., 2011; Rabinovich et al., 2013). Comparatively short energy e-folding timescales have been reported in small coastal seas ([image: image] hours; van Dorn, 1987; Oh and Rabinovich, 1994) which can be explained if tsunami dissipation mainly occurs in shallow shelf regions (van Dorn, 1987). Munk (1963) suggested that tsunami dissipation might additionally be affected by energy transfer to internal ocean waves. This was subsequently confirmed to be important for simulating tidal dissipation (Munk, 1997; Egbert and Ray, 2000; Llewellyn Smith and Young, 2002) and is typically represented in tidal models using spatially varying linear friction, in addition to standard quadratic bottom-friction (Buijsman et al., 2015; Kleermaeker et al., 2019), although the significance of this process for tsunami dissipation remains unclear.
Quadratic bottom friction (e.g., Manning or Chezy) is most common in tsunami models, but the solutions cannot be represented with unit-sources (Eq. 1) over timescales for which the nonlinear dissipation is important. To represent global-scale tsunami dissipation within a linear hydrodynamic model, Fine et al. (2013) and Kulikov et al. (2014) combined the linear shallow water equations (LSWE) with a constant linear-friction term. Although not justified from hydrodynamic theory, this model implies an exponential time-decay of the tsunami’s energy which is consistent with observational studies. The linear-friction coefficient may thus be estimated using observed tsunami decay timescales (Fine et al., 2013; Kulikov et al., 2014). The model was implemented using numerical methods that have good energy conservation to prevent numerical dissipation from dominating the results at late times, which was reportedly easier to achieve by modifying a linear model (Fine et al., 2013; Kulikov et al., 2014). Numerical dissipation is often significant for models solving the nonlinear shallow water equations (NSWE) and can even exceed the physical dissipation of global scale tsunamis at computationally practical resolutions (Popinet, 2011; Tang et al., 2012; Tolkova, 2014). This has been used to explain persistent under-estimation of late time tsunami wave heights in some nested nearshore models, even without any friction in the global propagation model (Tang et al., 2012; Tolkova, 2014). However, in the absence of significant numerical dissipation, friction is necessary to represent the late-time energy decay observed in global-scale tsunamis.
Modeled coastal tsunami wave heights are likely to be qualitatively affected at sufficiently late times by the treatment of global-scale dissipation. This has the potential to affect tsunami hazard assessments (e.g., runup maxima) and warnings (e.g., warning cancellation). Our study seeks to better understand the practical significance of this issue, focusing on the empirical performance of alternative models rather than the physics of tsunami dissipation. To this end we test several global-to-local scale nested-grid tsunami models by comparison with tsunami observations at tide-gauges in Australia, for the period 0–60 h post-earthquake. The alternative models differ only in their treatment of friction on the global-scale grid (where propagation is simulated with some variant of the LSWE); in all cases the tsunami at nearshore sites of interest is simulated on nested grids which solve the NSWE with Manning-friction. The tsunami initial conditions are derived from published earthquake-source inversions. We focus on relatively simple tsunami models which are computationally cheap and very practical in applications, while acknowledging that tsunami propagation may be simulated more accurately using computationally intensive approaches that include higher order physics such as dispersion, loading, seawater density stratification, and self-gravitation (Allgeyer and Cummins, 2014; Baba et al., 2017). Model improvements may also be sought through use of higher quality elevation data outside the primary area of interest, combined with higher model resolution, to better represent remote reflections (Kowalik et al., 2008; Geist, 2009). The practical benefit of very high-accuracy propagation modeling may be limited for hazard assessments, because plausible source variations can have an even greater effect on the simulated tsunami (Davies, 2019), although further study of this issue is warranted.
The paper is structured as follows. Section 2.1 presents the earthquake-tsunami sources (initial water-surface perturbations) used to model each historic event. Section 2.2 presents the tide-gauge data used to test each model. Section 2.3 reviews the tsunami model setup. Section 2.4 details the alternative reduced-physics hydrodynamic models that are tested. Section 3.1 illustrates each model’s performance using examples from three historic tsunamis. Sections 3.2 and 3.3 compare the modeled and observed tsunami maxima for all sites and events. Section 3.4 considers how the model errors are affected by the tsunami source.
2. MATERIALS AND METHODS
2.1. Earthquake Source Models for Historical Tsunamis
Five historic tsunamigenic earthquake events were analyzed in this study: [image: image] 9.5 Chile 1960, [image: image] Sumatra 2004, [image: image] Chile 2010, [image: image] Tohoku 2011, and [image: image] Chile 2015 (Figure 1). These events were chosen because they generated relatively large tsunamis and resulted in good quality tide-gauge observations in Australia. The earthquake sources were represented using twelve published finite-fault inversions (Figure 2) which represent an ad-hoc sample from the literature. The set of finite-fault inversions was not modified on the basis of our tsunami model performance because that could inadvertently compensate for any model biases which are of primary interest herein. Instead multiple inversions were used for each historic tsunami to prevent bias in a single source model from dominating the results.
[image: Figure 1]FIGURE 1 | Tsunami events considered in this study. The images are model outputs derived using the solver from Section 2.4.3 on the global grid and a subset of the source models in Figure 2 [(A): H19, (B): F07, (C): L11, (D): Y18, (H): W17].
[image: Figure 2]FIGURE 2 | The vertical co-seismic displacement for all source models. Text beneath the title gives the initial available potential energy of the ocean surface displacement (kg m2/s2, derived by integrating Eq. 5 in space; there is no contribution from deformation on land). The sources are based on finite-fault inversions in the following publications: F13 (Fujii and Satake, 2013); H19 (Ho et al., 2019); F07 (Fujii and Satake, 2007); L10 (Lorito et al., 2010); P07 (Piatanesi and Lorito, 2007); L11 (Lorito et al., 2011); S13 (Satake et al., 2013); Y18 (Yamazaki et al., 2018); R14 (Romano et al., 2014); W17 (Williamson et al., 2017); R16 (Romano et al., 2016).
Most tsunami initial conditions in Figure 2 were derived by computing the vertical co-seismic deformation from the published fault-geometries and slip vectors, assuming instantaneous rupture in a homogeneous elastic half-space (Okada, 1985; Meade, 2007). The effect of horizontal deformation over a sloping seabed (Tanioka and Satake, 1996) was not included as this tends to add shorter waves to the source which may not be well simulated with our long-wave hydrodynamic model (Saito et al., 2014). However source R14 was taken directly from the finite-element model of Romano et al. (2014); this includes horizontal components so is rougher than our other sources (Figure 2). Source H19 was derived from water-surface unit-sources following Ho et al. (2019). A Kajiura filter (Kajiura, 1963; Glimsdal et al., 2013) was applied to all models except the water-surface inversion H19.
The studies on which our source models are based generally inverted the source using deep sea and/or coastal tsunami data, sometimes combined with geodetic data (GPS, InSAR, leveling) and occasionally teleseismic data. None made use of the Australian tide-gauge data studied herein. All inverted the source with linear combinations of earthquake and/or tsunami Green’s functions, in some cases including regularization constraints (L11, Y14, R16, W17, Y18). Most simulated the co-seismic displacement assuming a homogeneous elastic half-space, although R14 used a 3D finite-element model to account for material heterogeneity. Tsunami Green’s functions were mostly modeled with shallow water schemes, although R14, R16 and Y18 employed a non-hydrostatic model. Some papers reported both a best-fitting source model and an average source model; in such cases we always used the former. Full details are available in the repository (see Data Availability Statement).
2.2. Test Sites and Data
The model is compared with data at 16 sites in Australia that have good bathymetry and relatively good quality tsunami observations at tide-gauges (Figure 3). Most gauges only record one of the modeled tsunami events, although Fort Denison in Sydney Harbor records all five (Figure 3). By using multiple sites with good quality data for each historic tsunami, we reduce the risk that site-specific factors limiting the model performance are mistakenly attributed to source/propagation model biases (e.g., undiagnosed errors in the bathymetry or tide-gauge records). No gauge observations were rejected on the basis of disagreement with our tsunami model, to avoid biasing the results.
[image: Figure 3]FIGURE 3 | The model extent and tide-gauge locations. Superscripts on tide-gauges (a,b,c,d,e) indicate the tsunamis for which we have data, corresponding to the 1960, 2004, 2010, 2011, 2015 events, respectively. (A) The global grid has a spatial resolution of 1-arc-minute and is modeled with reduced-physics approaches; (B) zoom near Australia which shows the three regions where refined grids are used and the NSWE are solved; (C–E) the refined grids around western and south-eastern Australia. Dashed boxes denote regions with 1/7-arc-minute spatial resolution ([image: image]260 m), and solid boxes denote regions with 1/49-arc-minute resolution ([image: image] 37 m) which contain the tide-gauges.
Tide-gauge data was obtained from a range of sources (see Acknowledgments). To detide the observations we first subtracted tidal predictions, which were either provided with the tide-gauge data, or obtained from TPXO7.2 (Egbert and Erofeeva, 2002). Next a high pass filter was used to remove the residual long-period sea-level variations by applying a discrete Fourier transform and zeroing the amplitude of waves with period exceeding a threshold. At most sites the tides are semi-diurnal and the high pass filter threshold was 3 h. At our Western Australia sites the tides are diurnal and a longer threshold was used (6 h); the 3 h threshold led to non-stationary oscillations in the non-tsunami sea-level component at the time of the Sumatra 2004 tsunami, suggesting a longer threshold is appropriate. Irrespective this has little impact on the tsunami signal. In all cases the detided tsunami record might still be affected by other physical processes (e.g., seiching due to transient atmospheric forcings) or measurement errors (e.g., excess mechanical smoothing in the gauge, Satake et al., 1988); however it represents our best estimate of the tsunami signal.
Most gauges used herein have a sampling frequency of 1-min. For the Sumatra 2004 event, three of the four gauges used in Western Australia have 5-min sampling frequency (excepting Hillarys which has a 1-min frequency). For the 1960 Chile event only two gauges are available (Fort Denison and Cronulla), both of which were digitized at approximately 2-min sampling frequency from scans of the analogue tide-gauge records (the former by Wilson et al., 2018). Although in recent decades additional 15-min tide-gauge data is available at several sites, this was not used because it under-samples the tsunami making interpretation more difficult (Rabinovich et al., 2011). At Port Kembla the outer-harbour gauge is used; the inner-harbour gauge was not used based on advice from the data custodians (NSW Port Authority, personal communication 2020) and the issues noted in Allen and Greenslade (2016).
2.3. Tsunami Model
The tsunami is simulated from source to the tide-gauges using the open-source hydrodynamic model SWALS, which solves several variants of the shallow water equations in spherical or Cartesian coordinates and was used for the 2018 Australian Probabilistic Tsunami Hazard Assessment (Davies and Griffin, 2018). The source code includes a validation test-suite of more than 20 analytical, laboratory and field problems, including well-known tests such as those in NTHMP (2012) (excluding landslides) and two recent field-scale NTHMP problems (Macías et al., 2020). It uses structured grids with two-way nesting, and flux-correction to enforce conservation at nested grid boundaries. Different grids can employ different solvers simultaneously; this is used in the current study to test a range of reduced-physics solvers on the global grid (only) while solving the NSWE on refined grids.
The global scale tsunami propagation is simulated on a 1 arc-minute grid (Figure 3A) using bathymetry derived from GEBCO 2014 (Weatherall et al., 2015) and GA250 (Whiteway, 2009) (details in Davies and Griffin, 2018). East-West periodic boundary conditions are used. The southern boundary (79° S) is covered by land. At the northern boundary (68° N) a reflective wall is imposed; while artificial this closes the model and facilitates energy conservation calculations (as SWALS does not track energy fluxes through boundaries). Physically this is reasonable given little tsunami energy will radiate through either Bering strait (which is small) or north Atlantic (which is very far from our tsunami sources). The reduced-physics solvers used on this grid are described in Sections 2.4.2–2.4.4.
Nearshore regions containing good-quality tide-gauge observations are simulated on refined grids (1/7 and 1/49 arc-minutes, (Figures 3C–E), which are linked with the global grid and each other via two-way nesting. Good quality nearshore elevation data is used on the highest-resolution grids, mostly derived from LIDAR and gap-filled using available single-beam bathymetric surveys and gridded elevation from prior studies (see Acknowledgments; Allen and Greenslade, 2016; Wilson and Power, 2018). Breakwalls close to our tide-gauges were burned into the model’s elevation to ensure they are represented irrespective of the grid resolution. On these nearshore grids the tsunami is simulated using the NSWE with Manning-friction (Section 2.4.1).
To check the numerical convergence of the model at the default resolution (1, 1/7 and 1/49 arc-minute nested grids), higher resolution simulations (1/2, 1/14, 1/98 arc-minute) were run for two of our sources (F07, Y18), using the reduced physics solver of Section 2.4.3 on the coarsest grid. Results were compared with the default model at twelve sites with corresponding good-quality observations, as this is where the model results will be used. Waveforms were similar although not completely convergent, with tsunami maxima showing changes ranging from −12% to +21% with a median of 2% (typical examples in Figure 4). In general greater differences are anticipated between the models and data, so the default resolution was considered adequate for the current study.
[image: Figure 4]FIGURE 4 | Comparison of nearshore gauge results in two models; one with default resolution (1, 1/7, 1/49 arc-minute nested grids) and one with higher-resolution (1/2, 1/14, 1/98 arc-minute nested grids). Locations correspond to tide-gauges at Port Kembla (top) and Botany Bay (bottom); results elsewhere were qualitatively similar. The simulation corresponds to the Tohoku 2011 Y18 source, using Manning-friction in the global model.
2.4. Hydrodynamic Simplifications for Global Scale Tsunami Propagation
Several reduced-physics solvers are tested on the global grid, all based on the linear shallow water equations (LSWE) with alternative dissipation models:
(1) Frictionless (Section 2.4.2)
(2) Nonlinear Manning-friction (Section 2.4.3)
(3) Constant linear-friction (Section 2.4.4)
These represent computationally efficient alternatives to solving the full NSWE for global tsunami propagation.
The frictionless LSWE were tested because they are often used to simulate large-scale tsunami propagation (e.g., Choi et al., 2003; Burbidge et al., 2008; Thio, 2015; Li et al., 2016; Davies and Griffin, 2020) and arguably represent the simplest model of this kind. The Manning-friction approach was tested because it is closer to the full NSWE; however over timescales where dissipation is important, the nonlinearity will prevent a unit-source implementation. The constant linear-friction approach (Fine et al., 2013; Kulikov et al., 2014) was tested because it enables dissipation to be included in a linear framework, with all the associated efficiency benefits. Furthermore, although unit-sources are not employed in this study, below it is shown that solutions of the constant linear-friction model can be well approximated with a simple transformation of solutions of the frictionless LSWE, which is convenient because the latter are available in several existing tsunami propagation databases (e.g., Thio, 2015; Li et al., 2016; Davies and Griffin, 2018).
2.4.1. Nonlinear Shallow Water Equations
The 2D NSWE with friction are (e.g., Baba et al., 2015; Behrens and Dias, 2015):
[image: image]
Here [image: image] is the free surface elevation (m), h is the depth (m), z is the bed elevation (m), [image: image] is the 2D flux vector (m2/s), [image: image] is the 2D velocity vector (m/s), g is gravity (m/s2), [image: image] is the friction slope vector with Manning-friction coefficient n, and [image: image] is the Coriolis force with latitude dependent Coriolis parameter ω.
If friction is neglected ([image: image]) then for smooth flows Eq. 2 is energy conservative (Arakawa and Hsu, 1990):
[image: image]
 Here the depth-integrated energy density [image: image] is integrated over a two-dimensional domain D with no inflow or outflow through boundaries, [image: image] is an area element, [image: image] is the constant total energy in D, [image: image] is the depth-integrated kinetic energy density:
[image: image]
with water density ρ (kg/m3), and [image: image] is the “depth-integrated available potential energy density”:
[image: image]
By definition the integral of [image: image] in D is zero if the fluid mass is redistributed in D to make the free-surface constant (Lorenz, 1955); herein [image: image] is a constant that satisfies this definition. If the vertical datum is the model’s mean sea level, and there is no wetting and drying, then Eq. 5 simplifies to [image: image] in wet regions and zero in dry regions. The latter form is common in the tsunami literature (Tang et al., 2012; Saito et al., 2014; Tolkova, 2014) but does not generalize to flows with wetting and drying or other vertical datums.
On refined grids the model herein solves Eq. 2 in flux-conservative form with a constant Manning-friction [image: image]. The refined-grid n value might be improved with site-specific tuning, but that was not attempted herein. A second-order accurate finite-volume scheme is used based on the hydrostatic-reconstruction approach of Audusse et al. (2004). The details are similar to the ANUGA software’s DE1 flow algorithm (Davies and Roberts, 2015), although the latter uses a triangular mesh while the solver herein uses structured grids with two-way nesting.
2.4.2. Linear Shallow Water Equations Without Friction
In the deep ocean even large earthquake tsunamis are of small amplitude relative to ocean depths and velocities are slight compared to the gravity wave speed. Under these conditions Eq. 2 is well approximated with the frictionless LSWE:
[image: image]
Here [image: image] is the time-invariant depth below mean-sea-level, and the friction slope is zero
[image: image]
but is included in Eq. 6 to facilitate extensions below. These equations are also energy conservative.
Herein the LSWE are solved numerically with the classical leap-frog scheme (Goto and Ogawa, 1997). Importantly this scheme has good numerical energy conservation; in our twelve simulations that used the frictionless LSWE on the global grid the numerically integrated energy (Eq. 3) varied within [−2.7%, 0.25%] over 60 h. Minor dissipation is expected in the full model because refined grids solve the NSWE with friction and employ a more dissipative finite-volume numerical scheme; minor energy increase can occur because the leap-frog scheme is not perfectly energy conservative. In comparison the literature suggests global tsunami propagation simulations often have much greater numerical dissipation; Tang et al. (2012) and Tolkova (2014) used several variants of the MOST and CLIFFS solvers to simulate the Tohoku tsunami globally without friction and found [image: image] 80–90% of the total energy was numerically dissipated in 24 h. Popinet (2011) reported substantial numerical dissipation when modeling the Sumatra 2004 tsunami from source with the Gerris finite-volume solver. Although the frictionless LSWE are energy conservative, physically some dissipation is expected. Considering the observed energy e-folding timescale of global tsunamis at late-times ([image: image] day) these frictionless LSWE simulations should under-estimate the physical dissipation, but the numerical scheme offers a good basis for testing dissipation models because it adds negligible numerical dissipation.
2.4.3. Linear Shallow Water Equations With Manning-Friction
To add dissipation to the global model it is natural to consider a Manning-friction closure in Eq. 6. For computational efficiency our approach exploits the approximation [image: image] inherited from the LSWE:
[image: image]
where n is the Manning-friction coefficient, which was set to 0.035 on the global grid (slightly larger than our nearshore Manning coefficient of 0.03). Real tsunamis likely dissipate due to a mixture of nonlinear bottom friction in shallow regions, and other deep-ocean dissipation mechanisms which are important for simulating tides (Egbert and Ray, 2000; Buijsman et al., 2015; Kleermaeker et al., 2019). Our global model poorly resolves most shallow nearshore areas, neglects nonlinear tidal interactions, and ignores other dissipation mechanisms, so the Manning model is likely a strong simplification of reality. In preliminary simulations we also tried a smaller global Manning coefficient ([image: image]) which did not perform as well; however further optimization of the global n may be possible.
Equation 8 is nonlinear so solutions cannot be constructed from unit-sources (at least not over timescales long enough for nonlinear dissipation to be important). However the term in large parenthesis is time-invariant which reduces the computational expense of our implementation. A semi-implicit discretization is used to include Eq. 8 in the leap-frog scheme, with [image: image] evaluated explicitly and [image: image] evaluated implicitly. The total energy dissipation over 60 h varied between 63 and 96% in our twelve simulations using this model on the global grid, with the lowest percentage dissipation corresponding to the smallest tsunami (2015 Chile) as expected with quadratic friction.
For global tsunami propagation this model is relatively close to the NSWE with Manning-friction (Eq. 2). Figure 5 compares solutions at some nearshore tide-gauges when using the above reduced-physics model on the global grid, vs. the full NSWE (the latter were solved with a leap-frog numerical scheme combined with an upwind treatment of nonlinear advection, for similarity with our reduced-physics solver, Goto and Ogawa, 1997; Liu et al., 1995). At our nearshore gauges of interest, which are inside the refined grids and thus simulated with the NSWE finite-volume scheme (Section 2.4.1), the difference between the two models is smaller than differences caused by grid refinement (compare Figures 4 and 5). However the full simulation ran three times faster when using the simpler model on the global grid (about 2 vs. 6 h for the 60 h simulation with all nested grids, using 8 CPU nodes of the Gadi supercomputer NCI, 2020), due purely to a factor-of-6.6 speedup in the global grid calculation.
[image: Figure 5]FIGURE 5 | Comparison of nearshore gauge results in two models which use different solvers on the global grid; one solves the full NSWE, the other solves the LSWE with a nonlinear Manning-friction term. In both cases the NSWE are solved on refined grids. The site locations and scenario details are the same as in Figure 4.
2.4.4. Linear Shallow Water Equations With Constant Linear-Friction, and Approximation via Frictionless Solutions
To represent global-scale tsunami dissipation with a linear model, Fine et al. (2013) and Kulikov et al. (2014) appended constant linear-friction to the LSWE (Eq. 6) by replacing [image: image] in the momentum equations only, implying:
[image: image]
where f is a constant linear drag coefficient. Fine et al. (2013) and Kulikov et al. (2014) show Eqs 6 and 9 cause the globally integrated energy to decay exponentially in time with e-folding timescale of [image: image], thus mimicking classical observations of tsunami energy time-decay at late times (Miller et al., 1962; Munk, 1963; van Dorn, 1984; van Dorn, 1987; Rabinovich et al., 2011; Rabinovich et al., 2013). On this basis they used [image: image] which corresponds to an energy e-folding time of 27.7 h. Herein an implicit discretization is used to include Eq. 9 in the leap-frog scheme for Eq. 6. The total energy dissipation over 60 h was close to 88.5% for all twelve simulations using this model on the global grid, as expected theoretically.
Linear-friction is attractive, if it works well enough in practice, because the model retains all the practical benefits of linearity for simulating global propagation (e.g., unit-source solutions are exact). The use of a constant f is not essential to preserve linearity; often linear friction is implemented by linearizing a quadratic drag model about a reference depth and velocity (e.g., Tolkova, 2015). However the use of a constant f has a practical advantage, above those noted in Fine et al. (2013) and Kulikov et al. (2014): it is possible to approximate solutions of the model with negligible error by using transformed solutions of the frictionless LSWE (Eqs 6 and 7). To illustrate this point, Figure 6 compares a numerically derived solution to the constant linear-friction model Eqs 6 and 9 with an “approximate linear-friction” solution defined as:
[image: image]
Here the superscript a denotes the approximate linear-friction solution, and the superscript 0 denotes the frictionless LSWE solution which is prescribed the same initial conditions as the solution of interest.
[image: Figure 6]FIGURE 6 | Illustration of the approximate linear-friction solution at a deep ocean site (DART 52406), using the Y18 source. Top: Comparison of numerical solutions using the frictionless LSWE (Section 2.4.2) and the LSWE with constant linear-friction (Section 2.4.4). Middle panel: Comparison of the approximate linear-friction solution (derived with the LSWE solution via Eq. 10) and the LSWE with constant linear-friction. They are visually indistinguishable. Bottom: Difference between the two solutions in the middle panel, using a vertical scale of [image: image] m.
Although Eq. 10 does not produce an exact solution of the constant linear-friction model, the error is negligible in practice (Figure 6) for global-scale tsunamis and other waves having a period much smaller than the decay timescale [image: image]. This is justified mathematically below. Thus unit-source databases based on the frictionless LSWE can be used, without modification, as a convenient means to derive solutions with linear-friction using Eq. 10. This makes the model very easy to use in practice, via existing frictionless tsunami scenario databases, and motivates us to test it herein.
2.4.4.1 Justification of the Approximate Linear-Friction Solution (Eq. 10)
It is standard to convert the frictionless LSWE to a single wave equation for the free surface by applying [image: image] to the mass equation and [image: image] to the momentum equation in Eq. 6, and eliminating mixed derivatives of [image: image]. Using the superscript 0 to denote solutions of the frictionless LSWE, this leads to:
[image: image]
where [image: image]. For solutions of the constant linear-friction model (denoted with superscript l) the same calculation yields an additional source-term on the RHS:
[image: image]
For the approximate linear-friction solution (Eq. 10), the analogous equation follows by substituting [image: image] into Eq. 11:
[image: image]
Equation 13 is the same as Eq. 12 except for the second RHS source term, which has magnitude [image: image] where α is the wave amplitude. If the wave has period T then the average absolute value of [image: image] is [image: image]. Thus the first RHS source-term has magnitude [image: image], so is [image: image] times larger than the second source term for a typical earthquake-generated tsunami in the deep ocean (period 30 min, [image: image]). In this circumstance Eq. 13 is a minor perturbation of Eq. 12 and their solutions will be arbitrarily close if [image: image] is sufficiently small, which explains the excellent agreement in practice (Figure 6).
3. RESULTS
Section 3.1 provides examples to illustrate how the global dissipation models affect nearshore tsunami simulations in comparison with data. This gives context for a subsequent statistical analysis but necessarily represents a small sample of the results; figures comparing models and data at all sites are available via the repository (see Data Availability Statement). Section 3.2 uses statistical techniques to evaluate each model by comparing all simulations and observations simultaneously, focusing on biases in the modeled tsunami maxima and their relation to the simulation duration. These results motivate tests of several modified linear-friction models on the global grid (Section 3.3). Section 3.4 considers how the model performance varies among the source-inversions.
3.1. Effect of Global Dissipation at Nearshore Gauges: Examples
3.1.1. Fort Denison, Chile 1960, H19 Source Model
The 1960 Chile tsunami was observed widely on Australia’s east-coast where it induced widespread marine hazards and minor inundation (Beccari, 2009). Based on our simulations, the tsunami reached the eastern Australian mainland [image: image] 14 h after the earthquake via waves which propagated south of New Zealand. Further waves arrived via the ocean north of New Zealand, including due to prominent scattering of the leading wave around bathymetry near French Polynesia ([image: image] 11 h post-earthquake, reaching eastern Australia [image: image] h post-earthquake). This led to a steady growth in the nearshore tsunami energy on Australia’s east coast (Figure 7). At Fort Denison the largest waves occurred around 25–29 h post-earthquake, while they were slightly earlier ([image: image] h) at the Cronulla gauge which is 25 km south and closer to the open coast.
[image: Figure 7]FIGURE 7 | Simulations and observations of the Chile 1960 tsunami at Fort Denison near Sydney. All simulations use the Chile 1960 H19 source model. Top: Using the frictionless LSWE on the global grid. Middle: Using LSWE with Manning-friction on the global grid. Bottom: Using LSWE with linear-friction on the global grid.
At Fort Denison the models with frictionless and Manning-friction global grid solvers give similar results prior to the observed maxima, with predicted waves slightly larger than observed (Figure 7). Linear-friction on the global grid produces slightly smaller initial waves. Constant linear-friction induces greater dissipation in the deep-ocean compared to Manning-friction which dissipates most energy in nearshore areas; at later times the cumulative effect of nearshore propagation leads to significant global energy dissipation with Manning-friction, but this has little influence on the early arrivals. All models well approximate the timing of the maximum wave but differ in its size (Figure 7). In this case linear-friction best represents the observed tsunami maxima, but at later times consistently under-predicts the tsunami size. Manning-friction better simulates the size of late arriving waves, while the frictionless global model leads to nearshore waves that are too large at late times.
The data has a phase-lag relative to all models (Figure 7). This is expected given our use of the LSWE on the global grid. The phase-lag should be better simulated by including additional terms in the global model related to loading, seawater density stratification, and self-gravitation (Watada et al., 2014; An and Liu, 2016), although this would be computationally expensive (Allgeyer and Cummins, 2014; Baba et al., 2017).
3.1.2. Hillarys, Sumatra 2004, F07 Source Model
The Sumatra 2004 tsunami induced significant marine hazards in Western Australia, including 35 ocean rescues, damages to boats and marinas, and minor inundation at a number of coastal towns (Anderson, 2015). It took about 6 h to reach Hillarys in Western Australia (Figure 8), which is the shortest travel time among the tsunamis considered herein. The fourth wave was the largest at Hillarys and occurred a few hours after the tsunami arrival, although waves around 21 h post-earthquake were only slightly smaller (Figure 8). Pattiaratchi and Wijeratne (2009) noted these later waves were the largest observed at several other sites in Western Australian, and attributed them to tsunami energy reaching Australia via reflections off distant Indian Ocean topography.
[image: Figure 8]FIGURE 8 | Simulations and observations of the Sumatra 2004 tsunami at Hillarys in Western Australia. All simulations use the Sumatra 2004 F07 source model. Top: Using the frictionless LSWE on the global grid. Middle: Using LSWE with Manning-friction on the global grid. Bottom: Using LSWE with linear-friction on the global grid.
At Hillarys the simulated leading waves are not strongly affected by the choice of global dissipation model (Figure 8). About 30 h post-earthquake the frictionless global model results in larger nearshore waves than simulations with friction, although initially it is not obvious that any model better agrees with data. However from about 36 h post-earthquake the frictionless global model consistently predicts larger nearshore waves than were observed, as seen in the previous Chile 1960 example, indicating a lack of global dissipation. At late times the models with global friction predict smaller waves and agree much better with data in the nearshore (Figure 8).
The data evidences some phase-lag relative to the model, as noted in the previous Chile 1960 example. For instance the modeled long-period wave around 20–23 h arrives slightly earlier than the observed wave (Figure 8), and a similar result is obtained with the P07 and L10 source models (see online repository). These phase-lags may be better modeled by accounting for loading, seawater density stratification, and self-gravitation (Baba et al., 2017). The neglect of wave dispersion is also likely to be significant for the Sumatra 2004 example, which shows much more short-period wave energy than the Chile 1960 example (e.g., compare Figures 7 and 8). Non-dispersive shallow-water wave theory will over-estimate the celerity of shorter period waves, as previously noted in the context of the 2004 Sumatra tsunami (Kulikov, 2006).
3.1.3. Twofold Bay, Tohoku 2011, S13 Source Model
The 2011 Tohoku tsunami was widely observed in eastern Australia (Hinwood and Mclean, 2013). The initial waves reached Australia’s east-coast via straits around eastern Papua New Guinea, the Solomon Islands and Vanuatu, while at later times much of the wave energy arrived via the ocean north of New Zealand (Hinwood and Mclean, 2013). Our models suggest the leading wave reached South America around 20–22 h post-earthquake where it was prominently reflected into the Pacific Ocean, adding significantly to the late-time wave energy in the southwest Pacific Ocean. In eastern Australia the tide-gauges at Fort Denison and Twofold Bay exhibited late-time maxima (46–50 h post-earthquake, Figure 9) while gauges at Botany Bay and Port Kembla exhibited earlier maxima (18–20 h post-earthquake) but nonetheless showed relatively large late-time waves that we attribute to reflections from the eastern Pacific. This is similar to reports from New Zealand where Borrero et al. (2015a) found some sites (but not all) experienced late-time tsunami maxima up to 2 days post-earthquake.
[image: Figure 9]FIGURE 9 | Simulations and observations of the Tohoku 2011 tsunami at Twofold Bay. Note the observed late-time maxima 46 h post-earthquake. All simulations use the Tohoku 2011 S13 source model. Top: Using the frictionless LSWE on the global grid. Middle: Using LSWE with Manning-friction on the global grid. Bottom: Using LSWE with linear-friction on the global grid.
At Twofold Bay the first few waves (up to 20 h post-earthquake) are similar in the models with frictionless and Manning-friction global grid solvers, and agree quite well with data (Figure 9). Linear-friction produces smaller initial waves than the Manning model, as noted for above for the Chile 1960 tsunami, which is attributed to its greater dissipation in the deep ocean. At late times the frictionless global model produces overly large waves in the nearshore compared to data (as in the previous examples). In this case the Manning and linear-friction models predict late-time waves smaller than were observed. These results again highlight the sensitivity of later waves to the global dissipation model.
3.2. Effect of Global Dissipation at Nearshore Gauges: Tsunami Maxima Statistics
To compare the models and observations at all gauges simultaneously the tsunami maxima (i.e. detided water-level maxima) is used following Allen and Greenslade (2016) and Adams and LeVeque (2017). The results above suggest that model biases may be related to the simulation duration, and to assess this both simulations and data are truncated to various time-intervals (Figure 10):
(1) 0–8 h after the tsunami arrival. The arrival time is defined, for each model and gauge separately, as the time that the modeled stage absolute value exceeds [image: image] of its maximum, and is typically 12 h post-earthquake herein (range of 5.8–16.0 h).
(2) 0–36 h post-earthquake.
(3) 0–60 h post-earthquake.
(4) The last day of the 60 h simulation (i.e., 36–60 h post-earthquake).
[image: Figure 10]FIGURE 10 | Modelled-vs-observed tsunami maxima for different global model types (frictionless, Manning-friction, linear-friction), and different temporal subsets of the simulation (0–8 h after tsunami arrival; 0–36 h after earthquake; 0–60 h after earthquake, 36–60 h after earthquake). Diagonal solid line is [image: image]; diagonal dashed lines are [image: image] and [image: image]. Where the [image: image] values are followed by [image: image], there were 10 or more source-inversions having [image: image] values of the same sign.
All but one observed time-series extends for the full 60 h simulation; the 1960 Cronulla tide-gauge record is truncated at 29 h post-earthquake and dropped from comparison with longer simulations.
Statistics describing the model bias ([image: image]) and accuracy ([image: image]) are reported for each variation of the global model [image: image] (Figure 10). These emphasize the error as a fraction of the observation and deliberately weight each source inversion equally, even though they have different numbers of corresponding gauge observations, because biases in any one source-inversion will lead to correlated errors among its gauges (Section 3.4).
The bias statistic [image: image] summarizes the relative model bias (e.g., [image: image] suggests 10% under-estimation is typical). It is calculated as:
[image: image]
Here [image: image] gives the median relative error for model m and source-inversion i ([image: image]) over all available tide-gauges j. The tide-gauges have observed tsunami maxima [image: image] and modeled tsunami maxima [image: image].
The superscript“**” is appended to [image: image] values that show strong evidence of being significantly different from zero. It is applied when 10 or more of the 12 [image: image] values have the same sign. This criterion is heuristic but is motivated by the following argument: if the model m and source-inversions i have little bias on average then any [image: image] has an equal chance of being positive or negative. If all [image: image] are independent then the signs of the [image: image] behave like a binomial random variable, and with 12 source models the resulting binomial distribution (parameters [image: image]) implies a 96% chance that fewer than 10 have the same sign.
The accuracy statistic [image: image] is similar to [image: image], except the absolute value of the relative model error is used:
[image: image]
Thus [image: image] estimates the typical magnitude of the model error as a fraction of the data, irrespective of its sign.
Figure 10 highlights the interaction of the simulation duration and the model bias, most prominently for the frictionless global model. If simulations are restricted to 0–8 h following tsunami arrival, this model exhibits small bias and a typical accuracy around 24% (top-left panel of Figure 10). For a 36 h simulation there is increasing positive bias ([image: image]), which becomes pronounced in the 60 h simulation ([image: image]%). The frictionless model bias on the last day of 60 h simulation is very strong ([image: image]%), emphasizing that it consistently overestimates the size of late-arriving waves (Section 3.1).
Manning-friction in the global model leads to much better agreement with observed tsunami-maxima for long simulations (Figure 10). For short simulations (0–8 h post-arrival) it performs similarly to the frictionless model, suggesting friction has limited influence on early arriving waves. But over long simulations the cumulative effect of nearshore dissipation at the global scale reduces the nearshore wave heights, in a manner broadly consistent with observations (Figure 10).
Linear-friction in the global model induces a moderate negative bias in the early (0–8 h post-arrival) nearshore tsunami maxima ([image: image], Figure 10). The constant linear-friction formulation induces greater deep-ocean dissipation than Manning-friction, and the results here suggest this dissipation is too large. However the bias weakens for longer simulations, and for the final 36–60 h post-earthquake the model performs as well as Manning-friction (Figure 10). Compared with the frictionless model, which shares the advantages of linearity, the constant linear-friction model is clearly superior at late times but inferior at short times (Figure 10).
To gauge the model accuracy it is useful to cross-reference the [image: image] and [image: image] statistics in Figure 10 with previous studies which compared modeled and observed tsunami maxima for multiple source-inversions. Allen and Greenslade (2016) modeled 9 historic tsunamis at Port Kembla outer-harbour with the MOST model, using source inversions based on the T2 database (Greenslade et al., 2011). From data in table 3 of Allen and Greenslade (2016) we computed [image: image] and [image: image]. Their results at another inner-harbour site were less accurate but are not reported herein because the tide-gauge accuracy is doubtful (NSW Port Authority, personal communication 2020). Adams and LeVeque (2017) studied five source-inversions with 4–6 gauges each using two models (GEOCLAW and MOST). Using results tabulated in Figure 3 of Adams and LeVeque (2017) we compute [image: image] and [image: image], respectively. Given the small number of source-inversions and gauges used in all studies, and their different methodologies, differences between these statistics are probably not meaningful. But they suggest model errors comparable to those obtained with our methodology using global-scale Manning-friction (at all times); using the global-scale frictionless model (at early times); and using global-scale linear-friction (at late times).
3.3. Alternative Linear-Friction Models With Reduced Bias for Earlier Waves
Because linear models have significant practical benefits (e.g., unit sources), herein two variations of the linear-friction model are tested. Both aim to reduce downward bias in nearshore waves 0–8 h after arrival, as compared with the constant linear-friction model, while retaining the benefits of friction for longer simulations. In addition, both models retain the convenient property that their solutions can be approximated from solutions of the frictionless model:
(1) Reduced-linear-friction. This model uses [image: image], corresponding to an artificially long tsunami energy e-folding timescale of 36 h (vs. 27.7 h in the original model). The 36 h decay-timescale will reduce energy loss but is a-priori expected to be too long, noting Rabinovich et al. (2013) empirically estimated energy-decay timescales less than 36 h (more typically 24 h) at all DART buoys which recorded the 2009 Samoa, 2010 Chile, and 2011 Tohoku tsunamis.
(2) Delayed-linear-friction. This model is frictionless for the first 12 h, and subsequently uses [image: image] as for the original linear-friction model. The heuristic motivation for an initial frictionless period is that early waves reach Australia predominantly via the deep-ocean, with few nearshore interactions, so the cumulative effect of bottom friction should initially be small. The 12 h time-period matches the median tsunami arrival time for the events studied herein (Section 4 will consider alternative estimates of this time-period). In contrast to reduced-linear friction, this model’s late-time energy-decay timescale remains broadly consistent with observations (Rabinovich et al., 2013). Solutions of this model can still be well approximated by frictionless solutions via straightforward modification of Eq. 10:
[image: image]
where [image: image] gives the number of seconds in 12 h. Figure 11 compares the performance of these models and the original linear-friction model with data.
[image: Figure 11]FIGURE 11 | Modelled-vs-observed tsunami maxima for different global model types (linear-friction, linear-friction with a lower friction factor, linear-friction with delayed onset of 12 h), and different temporal subsets of the simulation (0–8 h after tsunami arrival; 0–36 h after earthquake; 0–60 h after earthquake, 36–60 h after earthquake). Diagonal solid line is [image: image]; diagonal dashed lines are [image: image] and [image: image]. The LHS column is the same as in Figure 10.
The reduced-linear-friction model continues to show downward bias for waves 0–8 h after arrival, even though its friction coefficient is a-priori too small (Figure 11). If constant linear-friction were a good approximation of dissipation for early-arriving waves, then the a-priori small friction coefficient should lead to overestimation of tsunami maxima, but this does not occur. That indicates weaknesses in the constant linear-friction parameterization of tsunami dissipation; friction is still too large in the deep ocean. However the model performs reasonably well for longer simulations (Figure 11).
In contrast, the delayed-linear-friction model performs better in the 0–8 h post-arrival period than any other linear model with friction (Figure 11). Furthermore, over longer simulations it continues to exhibit relatively low-bias in the tsunami maxima, with results comparable to the Manning-friction model (Figure 10). Among the linear models tested herein, this appears the most promising overall for simulating global-scale tsunami propagation.
3.4. Source-Inversion Effects on Modeled Tsunami Maxima
The previous section highlights that error in the modeled tsunami maxima varies from gauge-to-gauge and also depends on the simulation duration. However there is also a significant component related to the source-inversion itself (Figure 12). For simplicity Figure 12 only depicts results using the Manning-friction and delayed-linear-friction global models, which exhibited the least overall bias above, although comparable variations between source-inversions exist for the other models.
[image: Figure 12]FIGURE 12 | Per-inversions boxplots of ratio between modeled and observed tsunami maxima at all gauges, for simulations of 60 h, and two model types. The integers above the boxes count the tide-gauge observations. Dotted horizontal lines are [image: image] and [image: image]. Definition of the boxplots: The box defines the inter-quartile range with the central line defining the median. The “whiskers” extend from the box for at most 1.5 inter-quartile ranges, or up to the range of the data. Points not covered by whiskers are plotted directly. The Chile 1960 sources only have one gauge record that covers the 0–60 h simulation (Figure 7), so the boxplot reduces to a horizontal line.
For a given historical tsunami, inversions with a larger model/observed ratio in Figure 12 tend to have greater available potential energy in their ocean-displacement (reported in Figure 2). For example consider the Chile 2010 tsunami; the L11 inversion produces higher model/obs ratios than the F13 inversion, while the former also exhibits greater available potential energy (Figures 2, 12). For the Chile 2015 tsunami the W17 inversion exhibits greater model/obs than the R16 inversion, and has greater initial available potential energy (Figures 2, 12). Other cases behave similarly with one exception; for Sumatra 2004 the P07 inversion has slightly smaller model/observed than the F07 inversion (Figure 12), despite having a slightly larger available potential energy (Figure 2). This may reflect that compared to F07, the P07 inversion has greater co-seismic displacement toward the north of the rupture area (Figure 2), which may have less effect on Australia than deformation in the southeast due to tsunami dynamics in the Bay of Bengal. In any case this result is consistent with the suggestion of Titov et al. (2016) that far-field tsunamis are sensitive to the location and energy of the initial ocean-surface displacement, with other source details having a secondary role.
4. DISCUSSION
Linear models provide a very convenient basis for global-scale tsunami scenario databases, and these are often implemented without friction (Burbidge et al., 2008; Li et al., 2016; Davies and Griffin, 2020). Our results suggest this approach is adequate for simulating tsunami maxima up to 8 h following tsunami arrival, when combined with nearshore models based on the NSWE with Manning-friction. Herein 8 h post-arrival corresponds to a median of 20 h post-earthquake; for hazard applications this duration would typically include the most significant waves for the most hazardous scenarios, where sites of interest are well exposed to the tsunami’s leading wave. However, tsunamis may remain dangerous for a considerably longer duration. Over longer simulations the lack of global model dissipation leads to slow divergence of the frictionless model wave heights, as compared to both data and models with friction. It is difficult to estimate a “threshold” duration after which the frictionless model biases become important. In comparison to observed tsunami maxima, our results for 36 h simulations suggest bias [image: image] in the frictionless model, but considering variations among the source-inversions this is not strong enough to be conclusive. However the biases are very clear in frictionless simulations of 60 h duration, especially if the model-data comparison is restricted to final 36–60 h post-earthquake.
The late-time model biases are largely removed using nonlinear Manning-friction in the global propagation model with [image: image]. For simulations of 24 h duration the resulting tsunami maxima are often [image: image] 10% smaller than with the frictionless model, but the difference grows for longer simulations (top row of Figure 13). Because Manning-friction is nonlinear this approach cannot be applied using unit-sources (at least not over timescales long enough for nonlinear-dissipation to be important), but it is a good option if one can simulate the tsunami from source. From a physical perspective this model remains over-simplified; it neglects tides which will interact nonlinearly with the tsunami, and furthermore, the tidal literature suggests about one-third of tidal-dissipation occurs in the deep ocean due to mechanisms that are not represented with shallow-water bottom friction (Egbert and Ray, 2000; Buijsman et al., 2015). However we focus on pragmatic methodologies for applications, and by this standard Manning-friction is a good choice for late-time global-propagation simulation, assuming it is viable to model tsunami propagation from source.
[image: Figure 13]FIGURE 13 | Ratios of modeled tsunami maxima, at nearshore sites with tide-gauge data, using different offshore friction treatments: Top row frictionless/Manning; Bottom row Delayed-linear-friction/Manning-friction. In the bottom row the dashed line is [image: image] where [image: image] is the modeled gauge-specific tsunami arrival time and [image: image] is the number of seconds in 12 h; this is a linear approximation of the proportionate reduction in the delayed-linear-friction tsunami maxima if the initial frictionless period was [image: image] instead of [image: image] (under various assumptions appropriate for our sites, as discussed in the text).
In some instances unit-source based treatments of global tsunami propagation are essential; for example if many tsunami scenarios must be simulated for a small nearshore area, global propagation modeling may be computationally prohibitive. In such circumstances the delayed-linear friction model is worth considering, particularly for long simulation durations where biases in the frictionless model are anticipated. While not motivated from hydrodynamic theory, this model addresses the early-time bias of constant linear-friction, which was found to underestimate observed tsunami maxima 0–8 h post-arrival. A key result of this study is that the model can be implemented, to high-accuracy, via a trivial transformation of frictionless solutions (Eq. 16). Thus the model is very easy to implement with existing unit-source databases based on the frictionless LSWE (e.g., Thio, 2015; Davies and Griffin, 2020).
Herein delayed-linear-friction was applied with a 12 h frictionless period [image: image], and it is natural to ask if this duration is optimal. Figure 13 (bottom row) shows that while delayed-linear-friction generally predicts tsunami maxima similar to the Manning-friction model, there is a negative correlation between the modeled tsunami arrival time and the ratio of the two models (Figure 13). This result is expected if the Manning-friction model is better approximated using the gauge-specific arrival time [image: image] to define the frictionless period in Eq. 16 rather than [image: image], i.e.:
[image: image]
One may estimate the relative change r in the tsunami maxima that would result from this approach, vs. the use of [image: image] herein, by assuming the modeled maxima responds linearly to the incoming wave. In this case r is equal to the ratio of Eqs 16 and 17:
[image: image]
where [image: image] indicates the timing of the offshore waves controlling the tsunami maxima. The inequality constraints in Eq. 18 should hold for almost all of our delayed-linear-friction modeled gauge-records; only 2/68 modeled time-series in Figure 13 have tsunami maxima arriving before 14 h post-earthquake, or less than 3 h post-tsunami-arrival; only one observed gauge maxima occurs before 18 h post-earthquake (Hillarys for Sumatra 2004; Figure 8). The fact that [image: image] reasonably approximates the tsunami maxima ratio in Figure 13 suggests that, for site-specific studies, the Manning-friction results may be better approximated with delayed-linear-friction using a “local” initial frictionless period defined by [image: image]. This “local” approach was not implemented herein because a wide range of sites were modeled simultaneously, each having their own [image: image] (Figure 3). However it would be straightforward to apply in site-specific studies, and merits further testing.
Finally we emphasize limitations of this study and directions for further work. All results are based on global-scale propagation models with little numerical dissipation. Clearly these techniques should not be applied to models where numerical dissipation is already comparable to or greater than the required physical dissipation, as this could exaggerate any under-estimation of late arriving waves. Our models neglect various physical processes which can affect tsunami propagation (dispersion, loading, self-gravitation, density stratification), and we make no attempt to resolve coastal inundation outside our areas of interest in Australia although this may affect remote wave reflections; future work should consider the influence of these approximations on modeled waves at the coast. Following previous work (Allen and Greenslade, 2016; Adams and LeVeque, 2017) we used the tsunami-maxima statistic to quantify model biases, and while this is useful, there is much more information available in the full time-series that may be extracted using other statistics and provide new insights into the model performance. The tests herein consider only five historic tsunamis using sources derived from 12 finite-fault inversions, with a total of 28 tide-gauge records. The testing should be extended to consider more historic events and sites, and other types of data (e.g., inundation footprints and depths; tsunami currents). Of particular interest is the global-record of historical tsunami energy-decay timescales (e.g., van Dorn, 1987; Rabinovich et al., 2011, 2013); further insights into dissipation models would likely be obtained by simulating these observations with alternative models. The tests should also be extended to consider tsunami scenarios derived for hazard assessment (Davies, 2019), including characterization of the nearshore performance of random hazard scenarios.
5. CONCLUSION
When modeling far-field tsunamis in the nearshore it is often convenient to nest high-resolution nonlinear shallow water models (which cover coastal regions of interest) within reduced-physics global-scale models (which efficiently simulate tsunami propagation). In this context we evaluated the performance of several reduced-physics global propagation models which combine the LSWE with alternative treatments of friction. Nearshore tsunamis were simulated with a nested nonlinear model and compared with coastal tide-gauge observations in Australia. Tsunami initial conditions were derived from published source-models. Our results suggest the commonly used frictionless global-scale model is adequate for simulating far-field coastal tsunamis for 0–8 h following arrival. However for sufficiently long simulations the frictionless model overestimates coastal wave heights because it is mathematically energy conservative (which is well approximated with our numerical methods) and thus does not represent global-scale tsunami dissipation. In our simulations this bias was clear from comparison with data 36–60 h post-earthquake; it is difficult to define a precise time at which the bias becomes significant. Better estimates of late-time wave heights can be obtained by appending Manning-friction to the global model, although this renders the model nonlinear. For unit-source based implementations it is preferable work with linear models, and so variants of linear-friction were tested; these are not derived from hydrodynamic theory yet can mimic observed tsunami energy decay rates. Among these, delayed-linear-friction most accurately simulated tsunami maxima at nearshore gauges. Solutions of this model can be conveniently derived by transforming frictionless LSWE solutions with Eq. 16, making it easy to implement via existing unit-source databases that are derived with the frictionless LSWE (e.g., Davies and Griffin, 2020). These results may facilitate improved simulation of late-time tsunami wave heights for hazard and early warning applications in the far-field.
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Megathrust subduction earthquakes generate intense ground shaking and massive tsunami waves, posing major threat to coastal communities. The occurrence of such devastating seismic events is uncertain and depends on their recurrence characteristics (e.g., inter-arrival time distribution and parameters) as well as elapsed time since the last major event. Current standard probabilistic loss models for earthquakes and tsunamis are based on a time-independent Poisson process and uniform earthquake slip distribution. Thereby, considerations of more realistic time-dependent earthquake occurrence and heterogeneous earthquake slip distribution are necessary. This study presents an innovative computational framework for conducting a time-dependent multi-hazard loss estimation of a building portfolio subjected to megathrust subduction earthquakes and tsunamis. The earthquake occurrence is represented by a set of multiple renewal models, which are implemented using a logic-tree approach, whereas earthquake rupture characterization is based on stochastic source models with variable fault geometry and heterogeneous slip distribution. By integrating these hazard components with seismic and tsunami fragility functions, multi-hazard loss potential for a coastal community can be evaluated quantitatively by considering different possibilities of earthquake recurrence and rupture characteristics. To demonstrate the implementation of the developed time-dependent multi-hazard loss model, the Tohoku region of Japan is considered.
Keywords: strong shaking, tsunami, building portfolio, multi-hazard loss estimation, megathrust subduction earthquake, time-dependent earthquake occurrence
INTRODUCTION
Quantitative multi-hazard loss estimation against major earthquakes and tsunamis is essential to make effective risk management decisions in seismic regions where risk potential due to megathrust subduction earthquakes is significant. Buildings and infrastructures located in coastal areas are exposed to a sequence of shaking-tsunami hazards (Maeda et al., 2013; Selva et al., 2016). As a result, catastrophic damage and loss may be caused (Kajitani et al., 2013; Daniell et al., 2017). Shaking damage occurs widely in space, while tsunami damage is localized in coastal areas (Goda and De Risi, 2018; Park et al., 2019). For quantifying financial risks, it is important to consider the multi-hazard loss generation process because the damage patterns for shaking and tsunami are different.
Earthquake occurrence is one of the most influential components in probabilistic seismic hazard analysis (PSHA) and probabilistic tsunami hazard analysis (PTHA) (Parsons and Geist, 2008; Field and Jordan, 2015; Grezio et al., 2017). It is common to shaking and tsunami hazards and thus impacts both assessments simultaneously. A standard model for earthquake occurrence is a homogeneous Poisson process, which is typically combined with a Gutenberg-Richter (G-R) magnitude recurrence relationship in PSHA and PTHA. In recent years, applying non-Poissonian and quasi-periodic earthquake occurrence models to well-defined fault systems and subduction earthquakes has become more popular (Ogata, 1999; Ceferino et al., 2020). In particular, a renewal process is capable of characterizing the evolution of occurrence probability with time in terms of inter-arrival time distribution of earthquakes and is suitable to conduct time-dependent hazard and risk assessments (Goda and Hong, 2006). Popular inter-arrival time distributions include the lognormal distribution, Brownian Passage Time (BPT) distribution (Matthews et al., 2002), and Weibull distribution (Abaimov et al., 2008), whereas a homogeneous Poisson process corresponds to the exponential distribution with a constant occurrence rate. Typically, the inter-arrival time distribution is characterized by three parameters: mean recurrence time, coefficient of variation (CoV) of occurrence time (also referred to as aperiodicity), and elapsed time since the previous event. These models can be used to calculate the occurrence probabilities of major earthquakes over a period of interest.
Moreover, earthquake source characterization has major influence on both shaking and tsunami hazard assessments. In the context of empirical ground motion modeling, variable geometry and location of an earthquake rupture plane affect the calculation of source-to-site distances significantly when the earthquake size is large (Goda and Atkinson, 2014). On the other hand, realistic modeling of heterogeneous earthquake slips (asperities) has significant impact on ground motion simulations (Pitarka et al., 2017; Frankel et al., 2018) and tsunami hazard assessments (Mueller et al., 2015; Li et al., 2016; Melgar et al., 2019). Stochastic source modeling methods (Goda et al., 2014), combined with probabilistic earthquake source scaling relationships (Goda et al., 2016), have major advantages over uniform slip methods with fixed fault geometry by capturing the effects of earthquake source uncertainties.
With regard to the earthquake occurrence and source modeling approaches, Goda (2019) combined the renewal model with the stochastic source modeling method to conduct a time-dependent PTHA for a single location in the Tohoku region of Japan. On the other hand, Goda and De Risi (2018) extended probabilistic seismic-tsunami hazard analysis to multi-hazard seismic-tsunami loss estimation for a building portfolio, but their modeling was based on a time-independent Poisson process. To enable quantitative multi-hazard risk assessments of coastal communities that face time-dependent seismic-tsunami hazards, time-dependent earthquake occurrence, variable earthquake source, and multi-hazard loss to properties in coastal areas need to be integrated into a consistent numerical modeling framework.
This study addresses the above-mentioned research gap by developing a novel multi-hazard earthquake-tsunami catastrophe model of residential houses in a coastal community subject to time-dependent occurrence of megathrust subduction earthquakes. The main objective of this study is to investigate the effects of considering different renewal and magnitude models, in comparison with the conventional time-dependent models. For this purpose, an earthquake occurrence model, consisting of temporal renewal and magnitude recurrence models, is considered, whereas stochastic source models with variable geometry and heterogeneous slip distribution are incorporated to quantify the uncertainty associated with earthquake rupture characteristics. Multiple earthquake occurrence models are considered by implementing them using a logic tree (Fukutani et al., 2015; Marzocchi et al., 2015), enabling more comprehensive characterization of epistemic uncertainties for shaking and tsunami hazards. Subsequently, ground motion intensities and tsunami inundations in coastal areas are evaluated via Monte Carlo simulations by propagating uncertain earthquake occurrence and source effects into multi-hazard damage assessment and loss estimation. The final outputs from the developed tool include single-hazard as well as multi-hazard loss exceedance probability curves and related risk metrics (e.g., annual expected loss and value at risk). To demonstrate the effects of different earthquake occurrence and slip models on multi-hazard loss curves, a case study for residential wooden houses in Miyagi Prefecture, Japan is set up. This case study is relevant because the M9.0 Tohoku earthquake and tsunami occurred in 2011. One may consider that the accumulated earthquake stress/strain over the past years prior to 2011 were released and thus renewal-type earthquake occurrence models may be more applicable to the current situation than Poisson-type models.
The paper is organized as follows. Multi-Hazard Portfolio Loss Model for Time-dependent Shaking and Tsunami Hazards presents a computational methodology to carry out time-dependent earthquake-tsunami loss estimation using stochastic rupture sources. An overall computational framework is introduced in Computational Framework, followed by more detailed descriptions of the earthquake occurrence model and the conditional loss distribution in Earthquake Occurrence Model and Conditional Multi-Hazard Loss Distribution, respectively. Subsequently, numerical cases are set up in Numerical Calculation Set-Up. Results for time-independent loss estimation are discussed in Time-independent Multi-Hazard Loss Estimation. Sensitivity of multi-hazard loss estimation results to the occurrence model components and earthquake slip characterization is investigated in Sensitivity Analysis of Time-Dependent Multi-Hazard Loss Estimation, whereas in Logic-Tree Analysis of Time-Dependent Multi-Hazard Loss Estimation, multiple occurrence models are implemented in a logic tree to quantify some of major epistemic uncertainties associated with the loss estimation.
MULTI-HAZARD PORTFOLIO LOSS MODEL FOR TIME-DEPENDENT SHAKING AND TSUNAMI HAZARDS
Computational Framework
To develop a multi-hazard portfolio loss model for time-dependent shaking and tsunami hazards due to megathrust subduction earthquakes, the computational framework for multi-hazard loss estimation developed by Goda and De Risi (2018), which was formulated based on a conventional Poisson process, is extended by incorporating the earthquake occurrence component that is based on a renewal process (Goda, 2019). An overview of the computational procedure is illustrated in Figure 1, whereas the model components that are implemented for the Tohoku region of Japan are summarized in Table 1. The numerical evaluation is based on Monte Carlo simulations. Since formulations and descriptions of the multi-hazard loss model and the renewal-process-based tsunami hazard model are available in Goda and De Risi (2018) and Goda (2019), respectively, detailed explanations are not repeated. Instead, the following subsections provide a concise summary of the key model components and focus upon how different models are integrated to enable the time-dependent multi-hazard loss estimation. The limitations of the implemented model will also be mentioned to encompass the future extensions/improvements of the developed loss model.
[image: Figure 1]FIGURE 1 | Multi-hazard portfolio loss model framework.
TABLE 1 | Components of the time-dependent multi-hazard portfolio loss model for the Tohoku region of Japan.
[image: Table 1]The first major building block of the portfolio loss model is the generation of stochastic event sets for a specified duration of interest from a set of earthquake occurrence models. The occurrence of major tsunamigenic seismic events is modeled by a renewal process, which captures quasi-periodic characteristics of major tsunamigenic earthquakes (e.g., evens having M7.5 or above) via non-exponential inter-arrival time distributions and the last occurrence of such an event. The magnitude of these major events is characterized by a set of magnitude recurrence models. Popular magnitude models include the truncated exponential model (i.e., G-R relationship) and the characteristic model. The outputs from this model component are numerous stochastic event catalogs of major earthquakes that occur within the specified temporal window (e.g., 1 million catalogs over a 1-year period). In the current model set-up, a physical relationship between the earthquake occurrence and the magnitude is not explicitly captured. In other words, the future earthquake size does not depend on the waiting time (or accumulated stress/strain) since the last event (note: these events still have large magnitudes). More descriptions for the earthquake occurrence model are given in Earthquake Occurrence Model.
The second major building block of the portfolio loss model is the conditional multi-hazard loss distribution. In developing such conditional loss distributions, a magnitude range of interest for the major tsunamigenic events that is considered in the earthquake occurrence model above is discretized into several bins. Subsequently, a stochastic method for earthquake source modeling is used to generate a number of stochastic earthquake rupture models with variable geometry and location and with heterogeneous earthquake slip distribution. To evaluate the hazard footprint of the synthesized stochastic events in terms of shaking intensity and tsunami inundation at building locations of interest, Monte Carlo ground motion and tsunami inundation simulations are implemented for different magnitude ranges. After applying seismic as well as tsunami fragility functions to the building portfolio of interest and relevant damage-loss functions, shaking and tsunami damage severities can be evaluated for both individual buildings and aggregated building portfolio. Eventually, the probability distribution functions of single-hazard and multi-hazard loss metrics can be obtained for different magnitude ranges. More descriptions of the conditional multi-hazard loss distribution are given in Conditional Multi-Hazard Loss Distribution.
To combine the outputs from the first and second major components, for each event in the stochastic event catalogs, the single-hazard and multi-hazard loss values are sampled from the conditional loss distribution that corresponds to the event’s magnitude. For instance, for a seismic event with representative magnitude of 8.6, loss values are sampled from the empirical loss distribution of the 500 stochastic source events that have earthquake magnitudes between M8.5 and M8.7. In this sampling, the dependency of the loss event is maintained, and thus information on the earthquake event characteristics, such as rupture geometry and slip distribution, becomes accessible (Goda and De Risi, 2018). By repeating this loss sampling, the stochastic event catalog can be expanded to include information on the single-hazard and multi-hazard building portfolio loss (i.e., event loss table). Subsequently, statistical analysis can be performed on the event loss table to derive the loss exceedance curves as well as related risk metrics for the building portfolio (Mitchell-Wallace et al., 2017). It is important to emphasize that the time dependency of the shaking and tsunami hazards is retained in the stochastic event sets and thus in the event loss table.
The computational efficiency of the multi-hazard portfolio loss estimation method that is outlined above can be attributed to the decoupling of the earthquake occurrence model and the conditional loss distribution. Simulations of the former component are fast. In contrast, the latter requires significant computations based on a large number of stochastic source models for megathrust subduction events. When the earthquake occurrence model is altered (e.g., different renewal and magnitude models are considered) or extended (e.g., multiple combinations of renewal and magnitude models are considered in a logic tree), the conditional loss distributions do not need to be changed. Moreover, it is noteworthy that instead of resampling the loss quantities from the finite number of stochastic source models, an analytical loss distribution (e.g., Pareto distribution) can be fitted to the simulated conditional loss data. When such analytical models are considered, the direct connection between the loss value and the event characteristics (e.g., earthquake slip distribution) will be lost. Therefore, suitable approaches should be employed depending on the purposes of the developed multi-hazard loss model.
Earthquake Occurrence Model
A stochastic renewal process is adopted for characterizing earthquake occurrence, where the inter-arrival time between successive earthquakes is modeled by some suitable probabilistic model (Ogata, 1999). In this study, four distribution types are considered: i) the exponential distribution is most popular and corresponds to a memory-less Poisson process; ii) the lognormal distribution is often adopted for practical reasons; iii) the BPT distribution can be related to physical phenomena of loading and unloading processes of stress along fault rupture planes (Matthews et al., 2002); and iv) the Weibull distribution is often used for modeling failure times of engineering products and is suitable for representing a process having the increasing hazard function since the last failure (Abaimov et al., 2008). The details of the mathematical formula for these distributions can be found in standard statistical textbooks (see also Goda, 2019).
Three model parameters define the inter-arrival time distribution: the mean recurrence time μ, the aperiodicity ν, and the elapsed time since the last event TE. The mean recurrence time is typically estimated based on historical earthquake records and geological records (e.g., Ogata, 1999; Ceferino et al., 2020). The ν parameter determines the periodicity of earthquake occurrence. Suitable ν values for large subduction events can be in the range of 0.5 ± 0.2 (Sykes and Menke, 2006). When ν is small (e.g., less than 0.2) the process becomes more periodic, whereas when ν is large the process becomes more random and clustering of the events tends to occur more frequently. The probability distribution of inter-arrival time needs to be modified when TE is not equal to zero to account for the fact that no major events have occurred to date.
Evaluation of the renewal process can be facilitated through Monte Carlo simulations. In the simulation-based approach, random numbers from a specified inter-arrival time distribution are generated using an inverse transformation method or a rejection method. For the renewal process, a special attention is necessary to distinguish the first event and subsequent events (i.e., TE ≠ 0 vs. TE = 0). This is illustrated in Figure 2A. For simulating the occurrence time of the first event, the modified inter-arrival time distribution should be used by taking into account TE. When the simulated time tIAT is less than the duration for the hazard assessment TD, the simulated event should be registered as t1 = tIAT in a stochastic event catalog and proceed to the second event; otherwise the simulation process is stopped for this catalog realization. For the second event, the elapsed time is reset to 0 and an inter-arrival time tIAT is sampled from the original distribution and the occurrence time is updated as t2 = t1 + tIAT. If t2 is less than TD, the second event is registered in the stochastic event catalog; otherwise the simulation ends for this catalog realization. This process should be continued until the updated time of the most recent event exceeds TD. By repeating the simulations of event occurrence S times, a set of S stochastic event catalogs, each with the duration TD, can be obtained.
[image: Figure 2]FIGURE 2 | Evaluation of earthquake occurrence processes. (A) Renewal model, (B) Magnitude model, (C) Stochastic event catalog.
The magnitude recurrence distribution characterizes the uncertainty of earthquake magnitude when a major event occurs. A popular model is of G-R type, where the overall occurrence rate for major events and the relative distribution of earthquake magnitude (i.e., b-value) are determined from statistical analysis of regional seismicity. Other types of the magnitude model include the characteristic magnitude models with uniform or truncated normal distributions. Figure 2B shows two examples of the magnitude models, namely a G-R model that is defined over a magnitude range between M7.5 and M9.1, whereas a characteristic-uniform model that is defined over a magnitude range between M8.3 and M9.1. It is important to emphasize that the magnitude models should be consistent with regional seismotectonic conditions. As such, the occurrence frequency of major events (i.e., mean recurrence time of the renewal model) needs to be adjusted based on regional seismic moment release constraints, which can be determined from the regional G-R analysis and/or the regional plate movements. For the case of the Tohoku region, the regional G-R analysis indicates the annual occurrence frequency of 0.08 for M7.5 and above events (with b = 0.9; Goda and De Risi, 2018). When the characteristic-uniform model shown in Figure 2B is considered, the annual occurrence frequency is decreased to 0.01.
By simulating the stochastic occurrence process of large subduction events, numerous stochastic event catalogs are obtained. This is illustrated in Figure 2C. Each catalog contains Ni events, i = 1,…,S, and is characterized by the paired information of occurrence time tij and magnitude mij, j = 1,…,Ni. These simulated earthquake sequences are used in the multi-hazard portfolio loss model. It is noted that when multiple combinations of the renewal and magnitude models are implemented in a logic tree, sampling of the renewal and magnitude model parameters is performed first and then based on the realized parameters, the stochastic event information t and m over a TD-year period is generated. For a different catalog, the renewal and magnitude model parameters need to be resampled prior to the stochastic event generation.
Conditional Multi-Hazard Loss Distribution
The multi-hazard shaking-tsunami loss for a magnitude range is estimated by integrating five modules: a) stochastic source model, b) shaking-tsunami footprint simulations, c) building exposure model, d) seismic-tsunami vulnerability model, and e) conditional multi-hazard loss estimation. A computational procedure of the conditional multi-hazard loss distributions is illustrated in Figure 3. Brief descriptions of the modules are given below.
[image: Figure 3]FIGURE 3 | Evaluation of conditional shaking-tsunami loss distributions. (A) Stochastic source model, (B) Exposure model, (C) Multi-hazard footprint simulation, (D) Vulnerability model, (E) Conditional loss distribution.
Stochastic Source Model
The stochastic source model captures the spatial uncertainty of earthquake rupture for a given earthquake magnitude (Figure 3A). The model for the Tohoku region of Japan covers an offshore area of 650 by 250 km. The source uncertainty is characterized by probabilistic models of earthquake source parameters and stochastic synthesis of earthquake slip (Goda and De Risi, 2018). For a magnitude value, eight source parameters, i.e., fault width, fault length, mean slip, maximum slip, Box-Cox power parameter, correlation length along dip, correlation length along strike, and Hurst number, are generated using empirical prediction equations based on 226 finite-fault models of the past earthquakes. Once the geometry and position of a stochastic source model are determined, a random heterogeneous slip distribution is generated using a Fourier integral method, where amplitude spectrum is represented by von Kármán spectra and random phase (Mai and Beroza, 2002). To generate a slip distribution with realistic right-heavy tail features, the synthesized slip distribution is converted via Box-Cox power transformation. The transformed slip distribution is then adjusted to achieve the suitable slip characteristics, such as mean slip and maximum slip. In this study, 500 stochastic source models are generated for eight magnitude ranges with 0.2 bin width spanning from M7.5 and M9.1 (i.e., 4,000 models in total). The synthesized earthquake source models reflect possible variability of tsunamigenic earthquakes in terms of geometry, fault location, and slip distribution.
Multi-Hazard Footprint Simulations
For a given earthquake source model, shaking and tsunami hazard intensities at building locations are evaluated by using a ground motion model and by solving non-linear shallow water equations for initial boundary conditions of sea surface caused by an earthquake rupture, respectively (Figure 3B). In this study, the peak ground velocity (PGV) is selected for shaking and the maximum inundation depth is adopted for tsunami. The choice of PGV as seismic hazard measure is due to its compatibility with empirical seismic fragility functions in Japan (see Table 2). The local site conditions are based on the J-SHIS average shear-wave velocity database (http://www.j-shis.bosai.go.jp/en/; 250-m grids). The PGV ground motion model by Morikawa and Fujiwara (2013) together with the intra-event spatial correlation model of Goda and Atkinson (2010) is used to generate spatially correlated ground motion fields for all 4,000 stochastic sources. On the other hand, tsunami inundation and run-up simulations are performed using a well-tested TUNAMI computer code by Goto et al. (1997). The computational domains are nested with 1,350, 450, 150, and 50-m resolution grids. The maximum inundation depths at the building locations are determined by subtracting land elevations from the maximum inundation heights. It is noted that inundation depth does not capture the tsunami flow effects on buildings directly; for such purposes, flow velocity-based tsunami fragility functions can be adopted (De Risi et al., 2017). Tsunami simulations are conducted for all 4,000 stochastic sources by considering duration of 2 h.
TABLE 2 | Numerical calculation cases.
[image: Table 2]Building Exposure Model
Using a building dataset that was compiled by the Japanese Ministry of Land Infrastructure and Transportation (MLIT) for the post-2011-Tohoku tsunami damage assessment, an exposure model is developed for Iwanuma City and Onagawa Town (Figure 3C). Building types that are considered in this study are low-rise wooden structures (up to 4-story buildings; the majority of the buildings are 1 story or 2 stories), for which well-calibrated seismic and tsunami fragility models are available. The numbers of wooden structures in Iwanuma and Onagawa are 6,152 and 1,706, respectively. To obtain estimates of the building costs for the wooden buildings in Iwanuma and Onagawa, two sources of information are utilized. Using the Japanese building cost information handbook published by the Construction Research Institute (2011) and MLIT building stock database, the mean and CoV of the unit replacement cost for wooden buildings are obtained as 1,600 US$/m2 and 0.33, respectively (assuming 1 US$ = 100 yen), whereas the mean and CoV of typical floor areas of wooden houses are determined as 130 m2 and 0.33, respectively. Both unit cost and floor area are modeled by the lognormal distribution. Based on the above building cost information, the expected total costs of the 6,152 buildings in Iwanuma and the 1,706 buildings in Onagawa are 1,280 million US$ and 355 million US$, respectively.
Vulnerability Model
Damage ratios for shaking and tsunami are estimated by applying seismic and tsunami fragility functions (Figure 3D). The seismic fragility models are based on three empirical functions for low-rise wooden buildings in Japan (Yamaguchi and Yamazaki, 2001; Midorikawa et al., 2011; Wu et al., 2016), whereas the tsunami fragility model is based on the tsunami damage data from the 2011 Tohoku earthquake and tsunami (De Risi et al., 2017). The damage states for shaking are defined as: partial damage, half collapse, and complete collapse, and the corresponding damage ratios are assigned as 0.03–0.2, 0.2–0.5, and 0.5–1.0, respectively (Kusaka et al., 2015). For tsunami damage, the following five damage states are considered: minor, moderate, extensive, complete, and collapse, together with the damage ratios of 0.03–0.1, 0.1–0.3, 0.3–0.5, 0.5–1.0, and 1.0, respectively (MLIT, http://www.mlit.go.jp/toshi/toshi-hukkou-arkaibu.html). Subsequently, for each building, a greater of the estimated shaking and tsunami damage ratios is adopted as the final damage ratio of the building. A multi-hazard loss value is calculated by sampling a value of the building replacement cost from the lognormal distribution and then by multiplying it by the final damage ratio. The above-mentioned method of calculating the combined shaking-tsunami damage ratio does not account for interaction between shaking and tsunami damage explicitly. For the current model of the Tohoku region, this limitation is alleviated because the tsunami fragility model by De Risi et al. (2017) is based on tsunami damage data from the 2011 Tohoku event that include the effects due to shaking damage.
Conditional Multi-Hazard Loss Estimation
A numerical procedure of integrating the hazard and risk model components is implemented using Monte Carlo simulations (Goda and De Risi, 2018; Figure 3E). At the end of the simulation, loss samples for all buildings are obtained for the 4,000 stochastic source models. These loss samples can be used to construct the conditional distribution functions of the total portfolio loss for different magnitude ranges.
One of the notable features of the developed multi-hazard shaking-tsunami loss estimation is the consideration of variable fault geometry and heterogeneous earthquake slip distribution. The latter is particularly influential on tsunami hazard predictions (Goda et al., 2016). To illustrate this effect on tsunami loss, cumulative probability distributions of tsunami loss for Iwanuma and Onagawa are shown in Figure 4 by considering heterogeneous slip distributions and uniform slip distributions. The cumulative probability distributions are developed for the eight magnitude ranges to better distinguish the loss results in terms of earthquake magnitude (i.e., conditional tsunami loss distribution). The heterogeneous slip distributions take into account variability in both fault geometry and spatial slip distribution, whereas the uniform slip distributions reflect variability of fault geometry only but with average slip across the fault plane (note: for a given earthquake source model, the earthquake magnitude is identical for the heterogeneous and uniform slip cases). Figure 4 clearly shows the effects of spatial slip distribution and the consideration of realistic heterogeneous slip distributions results in significantly greater and more variable conditional tsunami loss distributions than uniform slip distributions. This is in agreement with the previous studies (Mueller et al., 2015; Li et al., 2016; Melgar et al., 2019). For instance, for the building portfolio in Iwanuma (Figures 4A,B), probability that the tsunami loss exceeds 600 million US$ is circa 0.5 for the heterogeneous slip case, whereas that probability for the uniform slip case is approximately 0.1.
[image: Figure 4]FIGURE 4 | Cumulative probability distributions of tsunami loss for the building portfolios in Iwanuma (A,B) and Onagawa (C,D) by considering heterogeneous distributions (A,C) and uniform distributions (B,D) of earthquake slip.
As mentioned in Computational Framework, the computational efficiency of the proposed multi-hazard loss estimation procedure depends on the stability of the conditional loss distributions for the magnitude ranges. In other words, the sample size of stochastic source models per magnitude bin should be sufficiently large. To examine whether such stable loss distributions are achieved for the case studies that are discussed in Results, the five percentiles (2.5th, 16th, 50th, 84th, and 97.5th) of shaking loss, tsunami loss (with heterogeneous or uniform slip distributions), and combined loss (with heterogeneous or uniform slip distributions) for Iwanuma and Onagawa are displayed as a function of the number of stochastic source models. For illustration, the magnitude range between M8.3 and M8.5 is considered in Figure 5. It can be observed that with 300 or more source models, the conditional loss distributions become stable for this magnitude bin. Similar stabilizing trends are observed for different magnitude bins (not reported in the paper). It is important to note that the stability of the conditional loss distributions depends on the target metric that is adopted for the investigation. When a portfolio-aggregated loss is concerned (as in this study), the sum of losses of individual buildings fluctuate less, compared to a loss of a particular building. Therefore, for the latter case, it may require more stochastic source models to achieve such stability.
[image: Figure 5]FIGURE 5 | Stability of conditional loss distributions for the building portfolios in Iwanuma (A) and Onagawa (B) due to stochastic source models with magnitudes between M8.3 and M8.5.
Model Limitations
The multi-hazard portfolio loss estimation framework for time-dependent shaking and tsunami hazards presented in this section has limitations and is specific to the case study region in Japan. The region-specific modules include applicable earthquake occurrence models, earthquake source characteristics (overall fault geometry and source parameters), ground motion models for seismic intensity parameters, regional and local factors that affect tsunami inundation (e.g., bathymetry and elevation), seismic and tsunami fragility functions, and exposure databases (e.g., building cost and design information). Some of the model choices are constrained by other modules (for example, the use of PGV in ground motion modeling is prescribed by seismic hazard measures used in seismic fragility functions, whereas unavailability of seismic fragility functions for non-wooden building typologies leads to exclusion of non-wooden buildings in the exposure model).
Some of the limitations of the developed multi-hazard loss model are listed in the following. These are not the complete list of the limitations and each of these is worthy of future investigations.
• In modeling interaction between spatiotemporal earthquake occurrence and magnitude, a simple renewal process is adopted in this work. Time-predictable and slip-predictable models by Shimazaki and Nakata (1980) and Kiremidjian and Anagnos (1984), respectively, can capture causal relationships between the inter-arrival time and magnitude. When the subduction zone is divided into several distinct segments, the space- and time-interaction model by Ceferino et al. (2020) can be implemented.
• The framework only considers a single source region (i.e., offshore Tohoku region), while other sources that could cause major destruction to the building portfolio can be incorporated. Such additional sources include crustal and inslab seismic sources for shaking damage and far-field tsunami sources for tsunami damage (e.g., Cascadia and Chile subduction zones for the Tohoku region).
• Although the tsunami footprint simulation is performed by solving the nonlinear shallow water equations, ground motion simulation is based on empirical statistical model of ground motion intensity. When a high-resolution 3D crustal velocity model is available and more computational resources are dispensable, hybrid ground motion simulations (Pitarka et al., 2017; Frankel et al., 2018) can be implemented to incorporate more physical features in the evaluation of ground shaking intensity.
• In assessing the damage extent of a building subjected to a sequence of shaking and tsunami hazards, the damage accumulation of the cascading hazards becomes an important factor. Such a damage accumulation model can be developed based on reliable numerical models of structures by subjecting these models to a sequence of shaking-tsunami loads (Park et al., 2012).
RESULTS
Numerical Calculation Set-Up
Two case study locations are considered for the exposure model. Iwanuma is located on the Sendai plain, whereas Onagawa is located along the Sanriku ria coast. Both locations were devastated during the 2011 Tohoku earthquake and tsunami (Fraser et al., 2013). Figures 6A,B show the spatial distributions of buildings in Iwanuma and Onagawa, respectively. The markers shown in the figure are color-coded with actual building damage states assigned by the MLIT after the 2011 Tohoku event. In addition, histograms of the damage for Iwanuma and Onagawa are shown in Figures 6C,D, respectively. Different spatial patterns of building damage, which essentially reflect the tsunami inundation extents at these two locations, can be observed. With the increase of distance from the coastal line, the damage states in Iwanuma become less severe as the inundation depths become smaller. In contrast, the collapse damage states in Onagawa are prevalent across nearly all buildings that are located in the valley because of the very high inundation heights exceeding 18 m (Fraser et al., 2013). By applying the same damage-loss functions introduced in Conditional Multi-Hazard Loss Distribution, the total damage costs for the buildings in Iwanuma and Onagawa are calculated as 743 million US$ and 337 million US$, respectively, which are equal to the average loss ratio of 58 and 95% for the 2011 Tohoku event. These empirical results indicate that the occurrence of catastrophic loss is for real for these two locations.
[image: Figure 6]FIGURE 6 | Building portfolios in Iwanuma (A) and Onagawa (B). The colors represent the MLIT damage survey results after the 2011 Tohoku earthquake and tsunami. Histograms of damage states of the considered buildings after the 2011 Tohoku earthquake and tsunami for Iwanuma and Onagawa are shown in (C) and (D), respectively.
The main aim of this paper is to investigate the effects of considering different renewal and magnitude models, in comparison with the conventional time-dependent counterpart. To facilitate such comparisons of the results, the baseline result is set to the case of the time-independent multi-hazard loss estimation (Goda and De Risi, 2018; Time-Independent Multi-Hazard Loss Estimation), which adopts the Poisson process and the G-R magnitude model (Case 1). Several variations for the magnitude models are considered by keeping the time-independent occurrence model (Cases 2 to 4). Subsequently, results for the time-dependent cases are discussed to conduct sensitivity analyses for time-dependent multi-hazard loss estimation (Sensitivity Analysis of Time-Dependent Multi-Hazard Loss Estimation). Cases 5 to 7 consider Weibull-based renewal models with different ν values. Cases 8 and 9 adopt different elapsed times since the last major event (TE = 10, 50, and 100 years; note that TE = 10 years corresponds to the current situation since the 2011 event). For Cases 1 to 9, the duration of the multi-hazard loss estimation is set to TD = 1 year. In contrast, a longer time horizon of TD = 30 years is considered for Cases 10 to 15 by varying both values of TE and ν. Moreover, Cases 16 to 20 are set up to investigate the effects of using different inter-arrival time distributions (Weibull, lognormal, and BPT) for TD = 30 years. These calculation cases are summarized in Table 2. For each case, 10 million TD-year stochastic event catalogs are generated, and the maximum combined loss event in each TD-year catalog is adopted as a loss metric in developing the single-hazard and multi-hazard loss curves.
Time-independent Multi-Hazard Loss Estimation
Figure 7 shows single-hazard and multi-hazard loss curves for Iwanuma and Onagawa based on the time-independent earthquake occurrence model (Case 1). The consideration of different earthquake slip representations (i.e., heterogeneous vs. uniform) results in significantly different tsunami loss curves as well as combined loss curves (see also Figure 4). The shaking loss is not affected by the differences of the earthquake slip representation because in the context of ground motion modeling, the fault geometry only affects the predicted ground motion intensities. At higher annual exceedance probability levels (shorter return periods), shaking loss contributes more to the combined loss, whereas at lower annual exceedance probability levels (longer return periods), tsunami loss dominates the combined loss. The changeover of the loss-origin dominance depends significantly on the earthquake slip representation. This difference can be explained by different hazard characteristics for ground shaking and tsunami. Ground motion intensity at a specific location tends to be saturated in terms of earthquake magnitude (Morikawa and Fujiwara, 2013), although areas that experience intense shaking increase rapidly due to the expanding rupture size). On the other hand, tsunami inundation height and spatial extent increase rapidly with earthquake magnitude; devastating inundations of coastal plain areas like Iwanuma happen very rarely (as seen during the 2011 Tohoku event; Fraser et al., 2013). In short, the coastal topography (plain vs. ria) is one of the crucial factors that determine how frequent and how severe the tsunami damage and loss will turn out to be.
[image: Figure 7]FIGURE 7 | Single-hazard and multi-hazard loss curves for Iwanuma (A) and Onagawa (B) based on the time-independent earthquake occurrence model (Case 1).
For very large earthquakes, different magnitude models may be more applicable. To investigate the effects of different magnitude models on the single-hazard and multi-hazard loss curves, three characteristic magnitude models with uniform distribution are considered by varying the lower-bound magnitudes from M8.3 to M8.9. Accordingly, the mean recurrence period of major earthquakes is changed from 105 to 225 years by conserving the seismic moment release from the specified source region based on the regional G-R model (see Table 2).
Figure 8 shows single-hazard and multi-hazard loss curves for Iwanuma and Onagawa by considering different magnitude models (Cases 1 to 4); to facilitate the inspection of the results, shaking, tsunami, and combined loss curves are presented in separate figure panels. With the consideration of more characteristic behavior of the magnitude distribution, shorter return-period portions of the shaking loss curves are shifted down from the annual probability of exceedance of 0.02 to 0.004 due to longer mean recurrence periods of major events (Figures 8A,B). Longer return-period portions of the shaking loss curves are not affected by the different magnitude models because of the fixed upper magnitude limit at M9.1 and the magnitude saturation in the ground motion model.
[image: Figure 8]FIGURE 8 | Single-hazard and multi-hazard loss curves for Iwanuma (A,C,E) and Onagawa (B,D,F) by considering different characteristic-uniform (CU) magnitude models (Cases 1 to 4).
The tsunami loss curves (Figures 8C,D) show the influence of the magnitude model at both ends of the loss curves. The shorter return-period portions of the tsunami loss curves are affected by the mean recurrence periods of major events (the same reason for the shaking loss curves). On the other hand, severe tsunami loss curves are resulted from the consideration of more characteristic behavior of the magnitude model. The effects of the earthquake slip distribution are noticeable for different magnitude models, especially remarkable for Iwanuma.
The multi-hazard loss curves (Figures 8E,F) exhibit combined effects from the shaking loss curves and tsunami loss curves, as discussed above. The consideration of the characteristic magnitude model results in more severe combined loss curves at annual exceedance probability levels lower than 0.01. These increased levels of the multi-hazard loss for the building stock in Iwanuma and Onagawa indicate the importance of considering a range of magnitude models for disaster risk management purposes. In Sensitivity Analysis of Time-dependent Multi-Hazard Loss Estimation, the characteristic magnitude model with uniform distribution between M8.3 and M9.1 is adopted to further investigate the effects of adopting different earthquake occurrence models on the multi-hazard loss estimation.
Sensitivity Analysis of Time-dependent Multi-Hazard Loss Estimation
Effects of different earthquake occurrence models are investigated in this section. More specifically, the effects of aperiodicity parameter are examined in Sensitivity to Aperiodicity Parameter by adopting the Weibull inter-arrival time distribution for TE = 10 years (current situation) and TD = 1 year. Note that for TE = 10 years and TD = 1 year, when the lognormal and BPT distributions are considered, the loss estimation results are nearly zero due to very small probabilities of earthquake occurrence within the specified time window; for this reason, the Weibull distribution is mainly focused upon. Subsequently, the effects of the elapsed time since the last major event are evaluated in Sensitivity to Elapsed Time Since the Last Major Event by considering hypothetical future situations of TE = 50 and 100 years (TD = 1 year). In Sensitivity to Time Window Length, the impact of considering a longer time window for the loss estimation is investigated by considering TD = 30 years. The time window length of 30 years is often considered in Japan for long-term earthquake disaster risk mitigation purposes (e.g., national seismic hazard maps). Lastly, the effects of different inter-arrival time distributions are examined in Sensitivity to Inter-Arrival Time Distribution by considering the time horizon of TD = 30 years.
Sensitivity to Aperiodicity Parameter
Figure 9 compares single-hazard and multi-hazard loss curves for Iwanuma and Onagawa by considering Weibull-based renewal models with different aperiodicity values of ν = 0.3, 0.5, and 0.7 (Cases 5 to 7), which fall within the empirical estimates of this parameter for global subduction zones (Sykes and Menke, 2006). The inter-arrival time distribution is based on the Weibull model with mean recurrence period of 105 years (for M8.3 to M9.1 events) and TE is set to 10 years. For the baseline comparison, the loss curves for Case 1 are included. The effects of the time-dependent hazards are paramount, changing the positions of the loss curves by a factor of 100 times in terms of annual probability of exceedance (from ν = 0.3 to ν = 0.7).
[image: Figure 9]FIGURE 9 | Single-hazard and multi-hazard loss curves for Iwanuma (A,C,E) and Onagawa (B,D,F) by considering Weibull-based renewal models with different ν values (Cases 2, 5, 6, and 7).
Results for the shaking loss curves (Figures 9A,B) show that the loss curves for the time-dependent occurrence models are less risky than those for the time-independent occurrence model and with the increase in ν, the loss curves for the time-dependent occurrence models approach that of the time-independent occurrence model. This can be explained by the fact that the current time instance (TE = 10 years) is shorter than the mean recurrence period (μ = 105 years) and is still in the early phase of stress accumulation process of major subduction events. Therefore, the less periodic earthquake occurrence behavior (i.e., larger ν values) results in greater occurrence probability of major events within a time window of 1 year.
The same observations are applicable to the tsunami loss curves and combined loss curves shown in Figures 9C–F). Essentially, respective loss curves are shifted down according to the occurrence probabilities of major events. Overall, the effects of aperiodicity parameter (i.e., steepness of the inter-arrival time distribution around mean) are significant, especially for the early phase of the renewal process. Since the effects of the time-dependent occurrence model are qualitatively identical to shaking, tsunami, and combined loss curves (for the same magnitude model), the multi-hazard loss curves are mainly discussed in the following.
Sensitivity to Elapsed Time Since the Last Major Event
Different temporal phases within a renewal process lead to different risk estimates of the time-dependent hazards. To investigate this aspect, hypothetical values of TE = 50 and 100 years (Cases 8 and 9) are considered and their combined loss curves for Iwanuma and Onagawa are compared in Figure 10 with the time-independent occurrence case (Case 2) and the time-dependent occurrence case for the current situation (Case 5). The time window length is 1 year and the ν value for the time-dependent cases is set to 0.5. Considering a longer elapsed time since the last major event results in significant increase of the multi-hazard loss by changing the positions of the loss curves by a factor of 10 times or more in terms of annual probability of exceedance.
[image: Figure 10]FIGURE 10 | Multi-hazard loss curves for Iwanuma (A) and Onagawa (B) by considering Weibull-based renewal models with different TE values (Cases 2, 5, 8, and 9).
The results shown in Figure 10 indicate that when the intermediate temporal phase is reached (TE = 50 years), the combined loss curves for the time-dependent (red) and time-independent (black) cases become similar. When major events are overdue (TE = 100 years), the time-dependent loss curves exceed the time-independent counterparts. It is important to note that the observations made for Figure 10 are specific to the numerical set-up of the models considered. In other words, they should not be generalized since the results depend other parameters, such as mean recurrence period (i.e., magnitude model) and aperiodicity parameter.
Sensitivity to Time Window Length
The time horizon of the multi-hazard loss estimation depends on the purposes of such quantitative risk assessments as well as the types of disaster risk mitigation planning and actions. As such, a longer time window of TD = 30 years is chosen. To examine the effects of aperiodicity parameter in tandem with different elapsed times since the last major event, multi-hazard loss curves for Iwanuma and Onagawa are compared in Figure 11 by considering Weibull-based renewal models with ν = 0.3, 0.5, and 0.7 (Cases 10 to 15). Figures 11A,B are based on TE = 10 years (current), whereas Figures 11C,D are based on TE = 100 years (hypothetical). Note that the vertical axis of the loss curves in Figure 11 corresponds to 30-year probability of exceedance, and thus the direct comparisons with other previous figures are not possible.
[image: Figure 11]FIGURE 11 | Multi-hazard loss curves for Iwanuma (A,C) and Onagawa (B,D) by considering Weibull-based renewal models with different TE and ν values (Cases 10 to 15). The duration of the stochastic event catalogs is set to TD = 30 years.
When TE is set to 10 years (Figures 11A,B), qualitatively, the observations made for Figure 9 are applicable. Because the longer time window is considered, the differences of occurrence probability of major events are less dramatic (approximately increase by a factor of 10 in terms of annual probability of exceedance from ν = 0.3 to ν = 0.7), thereby the loss curves are more similar. The order of the loss curves in terms of ν is the same as that shown in Figure 9, i.e., loss curves become greater with the increase in ν.
When the cases with TE = 100 years are inspected (Figures 11C,D), the loss curves are increased with respect to those for TE = 10 years and the differences of the loss curves due to different ν values become relatively less noticeable (by a factor of 2), in comparison with the cases with TE = 10 years. It is also important to note that the order of the loss curves in terms of ν is now reversed with respect to that for TE = 10 years. This happens because with the smaller ν value (i.e., more periodic behavior) and the overdue situation of the renewal process (TE ≈ μ), the probability of major events within the considered time window becomes greater.
Sensitivity to Inter-arrival Time Distribution
The last crucial model component of a renewal process is the inter-arrival time distribution. This component is varied by considering TD = 30 years. Four inter-arrival time distributions are considered: exponential (i.e., time-independent, case 16), Weibull (this model is used as a reference inter-arrival time distribution in the previous cases, Cases 12 and 14), lognormal (Cases 17 and 19), and BPT (Cases 18 and 20). The ν value is set to 0.5 for all time-dependent occurrence models but TE is changed to either 10 years (current) or 100 years (hypothetical). The results of these cases are compared in Figure 12.
[image: Figure 12]FIGURE 12 | Multi-hazard loss curves for Iwanuma (A,C) and Onagawa (B,D) by considering different inter-arrival time distributions with TE = 10 and 100 years and ν = 0.5 (Cases 12, 14, and 16 to 20). The duration of the stochastic event catalogs is set to TD = 30 years.
The results for the cases with TE = 10 years (Figures 12A,B) show that the time-dependent loss estimation for the current situation leads to overestimation of the multi-hazard loss (by a factor of nearly 10). The same situation is demonstrated in Figure 10 for TD = 1 year. It can be observed that the loss curves based on the lognormal and BPT models lead to smaller loss curves compared to those based on the Weibull model (being consistent with the remarks made above for TD = 1 year). When a hypothetical future situation of TE = 100 years is considered, the loss curves for the time-dependent cases exceed that for the time-independent case, which is also observed in Figure 10 for TD = 1 year. Importantly, the order of the loss curves is changed from BPT ≈ lognormal < Weibull < exponential for the case of TE = 10 years to exponential < Weibull ≈ lognormal < BPT for the case of TE = 100 years. The differences of the loss curves for different inter-arrival time distributions are noticeable.
Logic-Tree Analysis of Time-dependent Multi-Hazard Loss Estimation
Overall, the results and observations discussed previously in relation to Figures 8–12 clearly indicate that all individual model components (i.e., mean recurrence period, aperiodicity, elapsed time since the last major event, time horizon window, and inter-arrival time distribution) can have major influence on the occurrence probability of major events. In addition, interaction between different components also plays an important role in calculating such probabilities. Given that some of these model parameters are difficult to constrain based on regional seismicity data alone, it is essential to capture a range of plausible earthquake occurrence models when time-dependent multi-hazard loss estimation is conducted, in light of available data and state of the art knowledge.
To explore the extent of epistemic uncertainty associated with the time-dependent earthquake occurrence model, three characteristic magnitude models considered in Cases 2 to 4, three ν values considered in Cases 5 to 7, and two earthquake slip representations of heterogeneous and uniform slips are implemented in a logic tree (i.e., 18 cases). The inter-arrival time distribution is set to the Weibull model and the time window length is fixed at TD = 1 year, whereas the elapsed time since the last major event is varied: TE = 10, 50, and 100 years (as considered in Cases 8 and 9). The weights assigned to the characteristic magnitude models with the lower limits of M8.3, M8.7, and M8.9 are 0.4, 0.3, and 0.3, respectively. The weights for the ν values of 0.3, 0.5, and 0.7 are assigned as 0.3, 0.4, and 0.3, respectively. Equal weighting of the heterogenous and uniform slip distributions is considered. It is noted that the selection of models and parameter sets is limited and the assigned logic-tree weights are chosen arbitrarily for demonstration only. In actual shaking-tsunami hazard and risk assessments, a wider range of logic-tree branches should be considered and their weights need to be scrutinized. This is beyond the scope of this study.
Figure 13 shows multi-hazard loss curves for Iwanuma and Onagawa by considering the above-mentioned logic tree with different TE values of 10, 50, and 100 years. The individual loss curves are shown with gray color, while the mean, median, and 16th/84th percentile loss curves are shown with solid-red, solid-blue, and broken-blue lines, respectively. For benchmarking purpose, the corresponding loss curves for the heterogenous and uniform slip distributions are also included in the figures (solid/broken-magenta lines). It is noted that for the case of TE = 10 years (Figures 13A,B), the 16th percentile curves lie outside of the graph area and thus are not shown.
[image: Figure 13]FIGURE 13 | Multi-hazard loss curves for Iwanuma (A,C,E) and Onagawa (B,D,F) by considering a logic tree with different TE values of 10, 50, and 100 years.
The results for TE = 10 years (Figures 13A,B) show a wide variation of individual curves, all of which are below the time-independent loss curves. The minimum and maximum of the individual curves differ by a factor of 100 or more in terms of annual probability of exceedance (depending on the loss levels). The significant range of the results reflects the sensitivity of the time-dependent multi-hazard loss curves to the characteristics of the renewal processes considered (e.g., mean recurrence period and aperiodicity), especially in the early phase of the renewal process. With the longer elapsed time of TE = 50 years (Figures 13C,D), the individual loss curves are all shifted upwards and their mean and median curves become more consistent with the time-independent loss curves in a broad sense. Notably, the variation of the individual loss curves is significantly reduced (a factor of circa 20 in terms of annual probability of exceedance), compared with the case of TE = 10 years. The above-mentioned tendency of the decreased variation of the individual loss curves becomes more obvious for the case of TE = 100 years (Figures 13E,F), although many of individual cases tend to exceed the corresponding time-independent loss curves, except for annual exceedance probability levels higher than 0.01. An important observation from Figure 13 is that the extent of epistemic uncertainty associated with time-dependent earthquake occurrence model depends on the elapsed time since the last major event, which is more fundamentally related to the corresponding phase of the temporal occurrence process.
CONCLUSIONS
Shaking and tsunami hazards caused by megathrust subduction earthquakes are time-dependent. Thereby, a suitable modeling framework is needed when multi-hazard risks to coastal communities are concerned. This study developed a novel catastrophe model for time-dependent seismic and tsunami hazards by adopting a renewal process for the earthquake occurrence model. The developed multi-hazard loss model was applied to the two case study locations in Miyagi Prefecture, Japan, having different topographical features. A series of sensitivity analyses was performed by altering the key elements of the renewal process, including mean recurrence period (via different magnitude models), aperiodicity parameter, elapsed time since the last major event, time window, and inter-arrival time distribution. The sensitivity analysis results highlight not only the significant influences of individual model components but also the impact of their interaction. The results indicate that the time-dependent earthquake occurrence model should be specified carefully and should account for a range of parameter combinations in a logic tree. Another important observation from the numerical results was that the degree of epistemic uncertainty associated with temporal earthquake occurrence changes with time. Noteworthily, the developed multi-hazard modeling approach for time-dependent shaking and tsunami hazards will enable new applications for evaluating financial risks due to subduction earthquakes and tsunamis at community and regional scales and can be further improved by overcoming the current limitations of the methods.
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Probabilistic Tsunami Hazard Analysis (PTHA) quantifies the probability of exceeding a specified inundation intensity at a given location within a given time interval. PTHA provides scientific guidance for tsunami risk analysis and risk management, including coastal planning and early warning. Explicit computation of site-specific PTHA, with an adequate discretization of source scenarios combined with high-resolution numerical inundation modelling, has been out of reach with existing models and computing capabilities, with tens to hundreds of thousands of moderately intensive numerical simulations being required for exhaustive uncertainty quantification. In recent years, more efficient GPU-based High-Performance Computing (HPC) facilities, together with efficient GPU-optimized shallow water type models for simulating tsunami inundation, have now made local long-term hazard assessment feasible. A workflow has been developed with three main stages: 1) Site-specific source selection and discretization, 2) Efficient numerical inundation simulation for each scenario using the GPU-based Tsunami-HySEA numerical tsunami propagation and inundation model using a system of nested topo-bathymetric grids, and 3) Hazard aggregation. We apply this site-specific PTHA workflow here to Catania, Sicily, for tsunamigenic earthquake sources in the Mediterranean. We illustrate the workflows of the PTHA as implemented for High-Performance Computing applications, including preliminary simulations carried out on intermediate scale GPU clusters. We show how the local hazard analysis conducted here produces a more fine-grained assessment than is possible with a regional assessment. However, the new local PTHA indicates somewhat lower probabilities of exceedance for higher maximum inundation heights than the available regional PTHA. The local hazard analysis takes into account small-scale tsunami inundation features and non-linearity which the regional-scale assessment does not incorporate. However, the deterministic inundation simulations neglect some uncertainties stemming from the simplified source treatment and tsunami modelling that are embedded in the regional stochastic approach to inundation height estimation. Further research is needed to quantify the uncertainty associated with numerical inundation modelling and to properly propagate it onto the hazard results, to fully exploit the potential of site-specific hazard assessment based on massive simulations.
Keywords: tsunami, hazard, probabilistic tsunami hazard analysis, high-performance computing, gpu, inundation, earthquakes
INTRODUCTION
Tsunamis are infrequent hazards that can potentially lead to devastating consequences. Earthquakes are the most common source of tsunamis (about 80% of tsunamis worldwide, see e.g. the NCEI global tsunami database: https://www.ngdc.noaa.gov/hazard/tsu_db.shtml) and we restrict the analysis here to seismic sources (coined seismic PTHA or S-PTHA, see e.g., Lorito et al., 2015). Their induced tsunamis pose a risk toward the global coastal population, both related to human casualties (Løvholt et al., 2012), direct economic losses (e.g., Løvholt et al., 2015), to critical infrastructures useful for crisis management (e.g., harbors: Argyroudis et al., 2020), or through secondary cascading events such as in the Fukushima event (e.g., Synolakis and Kânoğlu, 2015). The uncertainty in tsunami hazard models is great, resulting from the infrequency of events (and consequent relatively small datasets of past events), from the vast number of potential sources and tsunami-generating mechanisms (e.g., Grezio et al., 2017; Davies et al., 2018), from the accuracy of high resolution topo-bathymetry and friction models for inundation calculations (e.g., Park et al., 2014; Bricker et al., 2015; Griffin et al., 2015; Sepúlveda et al., 2020), and from the approximations of numerical simulations (e.g., Behrens and Dias, 2015). Among these, the hazard is largely controlled by the source probability of occurrence which is highly uncertain, in particular for large events like megathrust subduction earthquakes of the scale of the 2004 Indian Ocean and 2011 Tohoku event (Lay et al., 2005; Kagan and Jackson, 2013) or large crustal events (Basili et al., 2013). Furthermore, the hazard and related uncertainty stem from the complexity and variety of the various types of earthquake mechanisms such as tsunami earthquakes (e.g., Newman et al., 2011), outer rise events (e.g., the 2009 Samoa tsunami: Fritz et al., 2011), other significant unknown or only partially known crustal sources (Basili et al., 2013; Selva et al., 2016), variable slip (e.g., Geist, 2002; Scala et al., 2020), or generally due to unexpected source mechanisms such as revealed for the Palu tsunami in 2018 (Ulrich et al., 2019). Moreover, tsunamis often happen simultaneously with other hazards, and may interact with them (e.g. earthquakes, landslides, or volcanoes) in a complex manner (e.g., Goda and De Risi, 2018; Pitilakis et al., 2019; Argyroudis et al., 2020). This was demonstrated by the 2018 Palu earthquake and tsunami, where the earthquake (Bao et al., 2019), liquefaction (Cummins, 2019) and tsunami (e.g., Omira et al., 2019; Ulrich et al., 2019) impacted almost simultaneously. Clearly, it is important to have well established methods that can capture these complexities to represent the hazard.
In recent years, Probabilistic Tsunami Hazard Analysis (PTHA: Geist and Parsons, 2006; Grezio et al., 2017) has become the standard way of estimating this complex tsunami hazard. PTHA estimates the probability of exceeding a specified tsunami metric (e.g. flow depth, tsunami height, or momentum flux) at a given location within a given time interval, such as the probability of exceeding a specified inundation height within the next 50 years. Tsunami observations are usually not sufficient for constraining a PTHA. Computation-based PTHA considers a discretization of the total hazard into many potential source scenarios, together with the estimated probability of occurrence of each scenario, for as many scenarios as necessary to represent the expected natural variability in a probabilistic source model. To resolve tsunami source uncertainty adequately, many thousands or sometimes even millions of scenarios need to be simulated (e.g., Selva et al., 2016). To be feasible, PTHA applications have therefore often resorted to estimating the hazard offshore and extrapolating it onshore, and sometimes applying stochastic inundation modeling (e.g. Power et al., 2007; Burbidge et al., 2008; Horspool et al., 2014; Davies et al., 2018; Glimsdal et al., 2019). It has so far not been possible to conduct tsunami hazard analysis running this broad range of scenarios without renouncing some details needed for practical applications. For instance, the first widely accepted probabilistic tsunami hazard map for Europe was developed within the TSUMAPS-NEAM project (http://www.tsumaps-neam.eu/), which covers the hazard in the North-eastern Atlantic, the Mediterranean and connected seas (NEAM). This so-called NEAMTHM18 assessment (Basili et al., 2018; Basili et al., 2019) includes millions of sources, but estimates inundation probability at regional scales based on offshore analysis of tsunami simulations (Glimsdal et al., 2019), and so lacks the high-resolution inundation simulation typical of site-specific PTHA.
Local scale applications to date have needed to reduce the number of simulations dramatically in order to be feasible. González et al. (2009) provided the first local PTHA, generating inundation maps for a location in Oregon using the MOST simulation software (Titov and Gonzalez, 1997) on a system of nested grids. However, this study was limited to a small number of megathrust earthquake scenarios deemed to dominate the hazard at the target region. Lorito et al. (2015) address the feasibility of inundation maps for Seismic PTHA (S-PTHA) for the Mediterranean region, with strategies for reducing the number of simulations required to optimize accuracy in the hazard. This work was taken further by Volpe et al. (2019) who emphasized the need to differentiate between near-field and far-field sources due to the alteration of the coastal height as a consequence of co-seismic displacement. However, to date, there exists no available benchmark that covers the source variability sufficiently, which can be used to test the degree to which the above simplifications are viable. A necessary element that has been lacking moving forward on this aspect, is the availability of computation resources and related workflows that allow effective use of PTHA on the major computational facilities, namely Tier-0 High Performance Computing (HPC) systems (Løvholt et al., 2019).
We here attempt to bridge the gap between regional-scale PTHA and scenario-specific local inundation simulation, by developing and prototyping a new workflow for site-specific high-resolution PTHA using HPC. This local PTHA workflow is a so-called pilot demonstrator of the H2020 funded ChEESE Center of Excellence (https://cheese-coe.eu/) for addressing geophysical problems related to solid earth processes using (future) pre-Exascale and Exascale supercomputers. A comprehensive PTHA with high resolution inundation calculations at local scale is a problem that is only tractable given such computational resources. In this paper, we used as a starting point for our site-specific analysis the existing regional-scale NEAMTHM18 tsunami hazard assessment (Basili et al., 2019). Hence, we will not assess source probabilities from scratch here, but rather use those probabilities derived by Basili et al. (2019) as input to our analysis. Our primary objective is to extend this regional analysis to local hazard combining high resolution topo-bathymetric data with nonlinear shallow water (NLSW) inundation modeling using the multi-GPU finite volumes Tsunami-HySEA model (de la Asunción et al., 2013; Macías et al., 2017; Macías et al., 2020a; Macías et al., 2020b), restricting the simulations to the sources deemed relevant by NEAMTHM18 at the specific site considered. To this end, we present a new workflow embedding Tsunami-HySEA into PTHA and demonstrate the suitability for HPC usage. We also present comparison with the previous NEAMTHM18 analysis for the offshore tsunami hazard, as well as new inundation hazard curves and maps.
This paper is organized as follows: In The Seismic Probabilistic Tsunami Hazard Assessment in the Mediterranean Region: The Regional Model NEAMTHM18, we describe briefly the NEAMTHM18 analysis relevant for creating the input to the local hazard. In Implementation of a High-Performance Computing Oriented Seismic Probabilistic Tsunami Hazard Analysis Workflow, the PTHA workflow is described, including the source disaggregation from NEAMTHM18 and the inundation simulations with Tsunami-HySEA on Tier-0 GPU clusters. The setup for the example case presented here, Catania harbor, is described in Setup for Hazard Analysis Toward the City of Catania. In Results, the inundation calculations and hazard aggregation are discussed in the context of previous results (Setup for Hazard Analysis Toward the City of Catania). We finally provide future perspectives.
THE SEISMIC PROBABILISTIC TSUNAMI HAZARD ASSESSMENT IN THE MEDITERRANEAN REGION: THE REGIONAL MODEL NEAMTHM18
The NEAMTHM18 tsunami hazard model provided a rigorous analysis of the annual rates of possible earthquake events and of the tsunami hazard curves for the coastlines of the NEAM region using many millions of scenarios. It is also the first community and consensus based regional tsunami hazard assessment in the NEAM, where the quantification of epistemic uncertainties was heavily based on expert opinion distilled through formal elicitation processes. For details related to the establishment of the source probabilities, we refer to Basili et al. (2019).
The NEAMTHM18 PTHA considered two types of earthquake sources (Selva et al., 2016), coined Predominant Seismicity (PS) and Background Seismicity (BS). PS consists of earthquakes associated with subduction interfaces and major fault systems, where the fault geometries and mechanisms are relatively well understood. The second (BS) class comprises (crustal) seismicity associated with other fault systems, the knowledge and geometry of which may be more incomplete. The BS earthquakes can, in principle, occur anywhere. This distinction was adopted for the sources established in TSUMAPS-NEAM and Basili et al. (2019) provide a comprehensive description of the employed source discretization. In the Mediterranean, PS comprises three main subduction interfaces: the Calabrian, Hellenic and Cyprian arcs. Here, PS scenarios are defined by a specified slip on each element of triangular meshes, modelling 3D fault geometries. BS scenarios are defined over a regular grid covering the entire Mediterranean Sea and nearby lands, with sea-bottom deformations modelled by considering uniform slip on rectangular faults (Okada, 1992). The set of tsunamigenic scenarios is defined by systematic discretizations of the earthquake parameters describing these two classes of seismicity.
The NEAMTHM18 tsunami scenarios were produced by linear combinations of previously simulated elementary Gaussian sources (Molinari et al., 2016). These simulations involved approximately 200,000 Tsunami-HySEA simulations carried out offshore for the entire NEAM region. This was possible since the offshore tsunami simulations were linear, and linear combinations could be employed to provide a much higher number of scenarios. Amplification factors translated the offshore wave characteristics to inundation height depending on the local bathymetry, and on the polarity and dominant period of the incident wave (Glimsdal et al., 2019). Amplification factors simplify the assessment for a regional hazard quantification. However, they do not capture the nonlinearity, nor include the detailed dynamics of inundation on local topography. This quantification is associated with very large uncertainties, mainly epistemic. These uncertainties are quantified by hundreds of NLSW inundation simulations carried out at different sites, and stem largely from the topographic variability onshore. These uncertainties are then treated by means of conditional probabilities as a function of the amplified inundation heights (Glimsdal et al., 2019). However, these conditional probabilities are not site-specific, as they were estimated by aggregating inundation simulations from a variety of different coastal sites. The application of local high-resolution topography and inundation simulations here is mainly to try to reduce this epistemic uncertainty.
The number of scenarios considered in NEAMTHM18, restricted to the Mediterranean area only, is in the order of 106 (Basili et al., 2019). Even with massive Tier-0 HPC resources available, the number of source scenarios in NEAMTHM18 must be dramatically trimmed down to be feasible for local tsunami hazard computation. For this purpose, the most important sources can be determined through hazard disaggregation (e.g., Bazzurro et al., 1999; for tsunamis: Selva et al., 2016; Power et al., 2018). In the next section, we explain the entire workflow for the local PTHA, including details of the disaggregation in the context of NEAMTHM18.
IMPLEMENTATION OF A HIGH-PERFORMANCE COMPUTING ORIENTED SEISMIC PROBABILISTIC TSUNAMI HAZARD ANALYSIS WORKFLOW
Overview of the local Probabilistic Tsunami Hazard Analysis Workflow
The local PTHA workflow consists of the following main components, shown in Figure 1, all elaborated in separate subsections below:
• Provision of user specifications, including: definition of hazard metrics, thresholds for the specified metrics, availability of computational resources, and physical input parameters for the hydrodynamic simulations (e.g., topo-bathymetric grids, Manning friction coefficient, CFL number, dry land threshold value, etc.).
• Source selection of scenarios, here using the NEAMTHM18 disaggregation as input (Disaggregation and Source Selection). In this step, it is also possible to refine the sources (to provide more sources to cover more broadly the source variability, for example by more finely sampling location and slip distribution of local sources). This source refinement is not used in the example studies provided herein.
• A micro-workflow for HPC inundation simulation (High-Performance Computing Inundation Simulations and Workflow), using the NLSW model Tsunami-HySEA as the computational engine for the inundation simulations, capable of managing large ensembles of hundreds of thousands multi-GPU simulations;
• A hazard aggregation step, combining the different model runs to provide hazard curves and maps for potentially inundated areas (Hazard Aggregation). This step also manages the epistemic uncertainty by considering the alternative modelling and/or parametrizations for the seismic sources, their recurrence rates, and amplification models, providing the hazard’s uncertainty statistics (returning a mean and percentiles). This quantification of epistemic uncertainty is not implemented here, and only the mean hazard curves and inundation maps are presented for the sake of conciseness.
[image: Figure 1]FIGURE 1 | Overview of the Probabilistic Tsunami Hazard Analysis (PTHA) workflow. The step involving HPC resources is shown in the green box. Preprocessing and hazard aggregation is performed outside the HPC system. As large amounts of data can be produced, attention is paid to continuous data transfer during the entire HPC project.
Disaggregation and Source Selection
Local tsunami hazard analysis utilizes non-linear models. Hence it cannot exploit superposition of unit sources as in conventional regional-scale PTHA (Burbidge et al., 2008; Basili et al., 2019). As explained above, it may not be feasible to simulate millions of scenario simulations for local inundation analysis. However, for a specific site, only a limited set of these sources contributes significantly to the hazard. To identify the most significant scenarios, a disaggregation analysis is carried out on the regional hazard estimated in NEAMTHM18 as the first step of the local PTHA workflow. The disaggregation algorithm first ranks all the scenarios contributing to the target site (i.e. to one or more offshore points close to the target site) for a given intensity, or intensity interval, according to their relative importance for the site of interest, measured as their relative contribution to the local offshore hazard curve in terms of mean annual rates. Then, a desired “degree of accuracy” to which the local hazard should be approximated can be defined in terms of the resemblance of the original offshore hazard curves and of the ones calculated only with the selected scenarios, corresponding to the given intensity value or interval. This degree of accuracy formally corresponds to the probability that the occurrence of the target event (a tsunami in the selected interval) is caused by one of the selected sources, as computed from standard disaggregation (e.g., Bazzurro and Cornell, 1999). An example of an application of this procedure using the 1–4 m interval is given in Scenario Selection and Representation of Probabilities. The degree of accuracy controls the number of simulations required, and it should be selected based on the available resources and the computational cost, which mainly depends on the size and the spatial resolution of the computational grids.
The input parameters to the disaggregation procedure applied here consist of 1) the selection of the offshore Points of Interest (PoIs) to consider (should be in the vicinity of one or more sites for modelling inundation), 2) the mean annual rate of the set of scenarios retrieved from regional hazard, and 3) a specified value or range of values of interest, provided in terms of Maximum Inundation Height (MIH). We here define the MIH as the largest inundation height above mean sea level at any onshore point in the computational domain. However, when MIH is derived from the regional assessment using amplification factors, it represents a larger area, and must hence be interpreted as a stochastic quantity inheriting the spatial variability of the local MIH.
From NEAMTHM18, we obtain a first order source discretization and corresponding probabilities. The disaggregation of the TSUMAPS-NEAM assessment provides, for a predefined PoI, a list of those earthquake scenarios which dominate the tsunami hazard locally as estimated from offshore simulation results. When the available computational resources allow, we can subsequently perform a refinement of sources and corresponding splitting of probability, to improve the existing source discretization for the local hazard. We stress that this source splitting step is not carried out in the example cases presented in this paper, but it nevertheless is an essential element of the local PTHA workflow.
The source refinement procedure depends on the source type and, in this case, should be closely tied to the PS and BS source definition in NEAMTHM18. The PS sources may take larger Moment Magnitudes (Mw) that are represented by stochastic fields of heterogeneous slip, embedding the possibility of shallow slip amplification controlled by rigidity and coupling variations with depth (Scala et al., 2020). For the largest magnitudes, the PS sources were modeled by five different stochastic realizations for each given source region. In the local PTHA workflow, the source refinement may allow the user to extend this to an arbitrary increase of heterogeneous slip realizations (to e.g., 20, 30, 40 etc.) depending on computational resources available. Similarly, each individual BS source can be refined with greater resolution in location, fault orientation, and focal mechanism variability. For both the PS and the BS sources, source probabilities from NEAMTHM18 are split from the “parent” scenarios to the “children” scenarios which constitute the refinement of the parent sources, redistributing the total mean annual rates of parent scenarios.
This procedure, with or without refinements, ends with the definition of a list of scenarios to be modelled through HPC. To ensure the feasibility of PTHA, an iterative step in addition to the disaggregation and source refinement procedures is required. This step considers the computational resources available for the tsunami simulations and assesses how many scenarios can be simulated with these constraints. If necessary, a lower disaggregation level is selected, and the scenario list is consequently reduced. Similarly, a reduction of refinement level can be considered.
High-Performance Computing Inundation Simulations and Workflow
Tsunami-HySEA (de la Asunción et al., 2013) is an NLSW model implemented in CUDA for NVIDIA GPU computations and parallelized with MPI for running in multi-GPU architectures. Tsunami-HySEA models both open-ocean tsunami propagation and nested grid inundation using progressively finer grid resolution of the coastal areas in a single code. The code has undergone an intensive process of model validation and verification following, in particular, the benchmarking standards of the NTHMP, the National Tsunami Hazard and Mitigation Program, USA (Macías et al., 2017; Macías et al., 2020a; Macías et al., 2020b). The nested grid meshes are fixed with an arbitrary number of levels satisfying power-of-two refinement ratios. The nested grid algorithm updates the nested grids at coarser grid levels through spatial projection of the mesh values at the finer grids levels. In addition, values at nodes of the coarser grids along the boundaries of each finer grid level are used to drive the simulation on the finer grid. In this way, a two-way update between the fields on each grid level is performed. A new nested grid algorithm has been implemented for the PTHA simulations and adopted thereafter. Specifically, in the new algorithm, the values of the free surface and water height are projected on the coarse grids and the bathymetry on the coarse grids is modified accordingly to preserve the consistency in the relation h (x,t) = H (x,t)+ŋ(x,t), where H is the bathymetry, h the total water depth, and ŋ the sea surface elevation (from a fixed reference level based on the bathymetric depth value).
The Tsunami-HySEA code is formulated using Finite Volumes and is implemented for multi-GPUs utilizing 2D domain decomposition with load balancing. The efficient use of GPUs makes it one of the most efficient NLSW models available (Løvholt et al., 2019). It includes methods for conveying seabed deformations into tsunami generation based on full potential hydrodynamic theory (Kajiura, 1963; Nosov and Kolesov, 2007). For treating the overland flow, a quadratic Manning friction term is implemented. Moreover, a minimum dry land threshold depth hm is adopted for stability purposes.
The Tsunami-HySEA code has recently been optimized for improved HPC efficiency. The output is written into NetCDF files that are generated synchronously, or asynchronously using C++11 threads for efficient input-output. The output, one file for each of the two finest sub-meshes and one for storing time series, consists of data that has been compressed using the algorithm described in Tolkova (2007) to further reduce the size of the output files. Tsunami-HySEA has been tested on four Tier-0 supercomputers: the CTE-POWER cluster in the Barcelona Supercomputing Center (BSC), where it has already been used intensively, the DAVIDE cluster and the new MARCONI100 machine at the CINECA consortium in Italy, and Piz-Daint GPU at the Swiss National Supercomputer Center. Relevant to the present application is the synchronous simulations of many independent Tsunami-HySEA simulations in parallel, naturally achieving perfect parallelism (sometimes coined “embarrassing parallelism”). To this end, Tsunami-HySEA provides good so-called weak scalability on the different architectures it has been tested on, meaning that the computational speed is only marginally reduced when many simulations are run synchronously using embarrassing parallelism. For example, the weak scalability obtained for the present set of scenarios was 99.94% when using four GPUs and 98.96% for 64 GPUs on the Marconi-100 supercomputer. Hence, Tsunami-HySEA is well placed to utilize Tier-0 resources to conduct the high number of scenario simulations necessary for PTHA.
Tsunami-HySEA is the engine of the inner PTHA workflow that is carried out within the HPC Tier-0 environment, shown as the green box in Figure 1. This inner workflow consists of Faster Than Real Time (FTRT) numerical simulations for each of the selected earthquake scenarios from the disaggregation step on the provided system of nested grids. The nested grids allow for high resolution inundation calculations at the coastal region of interest while keeping a coarser spatial resolution for the open sea wave-propagation, appropriate for the temporal and spatial scale of the wave. It is the system of nested grids, and in particular the grids with the finest resolution, which dominates the simulation time. A more detailed look at the inner-workflow for the HPC resources is provided in Figure 2. This provides a closer look at the nested grid structure and illustrates the calculation of inundation maps exemplified for Catania for four example scenarios derived from the disaggregation and source splitting step explained above: two of the BS class, crustal seismicity, and two of the PS class, subduction earthquakes. Moreover, the inner-workflow also includes procedures for filtering spurious simulation results. In the cases where such simulations are discovered, scenarios can be removed from the assessment, and all other probabilities can be normalized. In the analysis presented here, such spurious simulations were not detected, and the renormalization option was not invoked.
[image: Figure 2]FIGURE 2 | Overview of simulation process, from source models and seafloor displacements (left) for BS and PS sources, the nested grid procedure (center), and tsunami inundation (right) for different scenarios. The Tsunami-HySEA code simulates the flow depth on the co-seismically deformed bathymetry which is different from scenario to scenario. The aggregated hazard takes this into account. See Scala et al. (2020) for a detailed description of the stochastic slip distributions for the Predominant Seismicity sources.
Hazard Aggregation
The results from all the simulations are combined in the hazard aggregation step. This consists also of the post-processing and visualization that are performed outside of the HPC resources since these tasks do not require the same level of performance as the simulation calculations themselves. In the aggregation step, the different inundation simulation results are combined to provide hazard curves (probability of exceeding a given MIH during a given exposure time). For a local inundation site, a large number (typically hundreds of thousands) of such curves will be available, with one curve for each inundated point.
These curves are obtained in the following way (for a more complete description we refer to Basili et al., 2019); the individual scenario list and related mean annual rates are derived from the disaggregation and source refinement step, representing the most relevant sources for the local site of interest. For each of these scenarios, we can have different estimates of the mean annual rates and, consequently, of probabilities in the reference exposure time, depending on the epistemic uncertainty. In the aggregation, we assume a time-independent Poisson process implying that the exceedance probabilities can be computed using:
[image: image]
where P(I > IC,ΔT) represents the probability of the tsunami metric I exceeding a threshold value IC during an exposure time period ΔT. λ(I > IC) represents the mean annual rates for an individual source giving rise to the tsunami exceeding the given impact metric. Due to their independence, all these rates are summed for deriving the probability of at least one exceedance (PoE) in ΔT for a given threshold IC.
In this study, for simplicity, we assume that λ(I>IC) can be evaluated, for each individual source, as the product of the mean annual rate of the source and of an identity function which equals 1 if the simulated tsunami exceeds IC, and 0 otherwise (e.g., Grezio et al., 2017). This procedure neglects the potential uncertainty stemming from the tsunami generation, propagation and inundation model, as well as the one due to the oversimplifications of the source model (Choi et al., 2002). Since this study has the main purpose of illustrating the new workflow, rather than an assessment for operational purposes, we considered our approach sufficiently elaborated. For a specific application, uncertainties can be applied in the form of a conditional probability (Glimsdal et al., 2019) but starting from inundation simulations rather than from offshore results. Ideally, the parameters of the distributions (usually assumed log-normal, Glimsdal et al., 2019 and reference therein) should be calibrated with run-up observations.
Because we based all the present results on a subset of the potential sources selected through disaggregation, the mean annual rates are finally normalized by the degree of accuracy chosen in the disaggregation step. Assuming that the subset can be considered an unbiased sample of all the sources that may generate local tsunamis, we may compensate the removal of potentially impacting sources by re-normalizing the mean annual rates of the selected sources. For example, for a 99% disaggregation level, λ(I>IC) can be simply multiplied with a normalization factor 1/0.99. The PoE can also be converted into average return periods T through the expression T = ΔT/abs(ln(1 - P(I > IC,ΔT)). In the application presented herein, we compute PoEs assuming a ΔT = 50-years exposure time. For example, a 2% PoE in 50 years then yields T ≈ 2,475 years, and a 10% PoE in 50 years yields T ≈ 475 years.
In this paper, we consider the following impact metrics, the MIH, the maximum flow depth Hm, and the maximum depth averaged momentum flux defined as the maximum of the instantaneous product of the square velocity and flow depth (U2H)m.
When multiple models for source probabilities and/or for tsunami generation, propagation and inundation are implemented, the results are represented as a family of different hazard curves, where each curve represents one realization of the epistemic uncertainty (Grezio et al., 2017). The epistemic uncertainty in annual rates may be inherited from the regional hazard model (here, NEAMTHM18). The epistemic uncertainty in tsunami generation, propagation, and inundation should be evaluated by analyzing the impact of source simplifications and limitations of the numerical tsunami simulations. However, in this paper, only the average of the epistemic uncertainty from the source model is presented: the weighted average of the alternative mean annual rates from NEAMTHM18. The alternatives are weighted according to the relative credibility assigned to the different considered source models in NEAMTHM18.
SETUP FOR HAZARD ANALYSIS TOWARD THE CITY OF CATANIA
Computational Grids and Hydrodynamic Parameters
The Tsunami-HySEA simulations use three levels of nested local grids, as well as one global 0-grid for the open ocean propagation covering the Mediterranean Sea. The finest grid resolution is 10 m, and a spatial refinement ratio of four is used here. Hence, the other grids have resolutions 40 m, 160 m, and 640 m respectively. Their extents are displayed in Figure 2. The grid with the coarsest resolution (640 m) uses the open GEBCO topo-bathymetry model (https://www.gebco.net/), which was resampled. Regarding the finest grid, a 10 m DEM model was built interpolating the following datasets:
• LiDAR inland points with 2 m resolution. The Geology and Geotechnologies Laboratory (INGV, http://istituto.ingv.it/it/36-laboratori/1656-laboratorio-geologia-e-geotecnologie.html) provided the LiDAR dataset in the framework of an agreement with the Ministry of the Environment, Earth and Sea (http://www.pcn.minambiente.it) - Italian National Geoportal, owner of the data).
• EMODnet Digital Bathymetry (DTM from EMODnet Bathymetry Consortium (2018) http://doi.org/10.12770/18ff0d48-b203-4a65-94a9-5fd8b0ec35f6, which has a resolution of nearly 112 m.
• EU-DEM, EU-DEM-4258: 1 arcsec - five arcsec, EU-DEM-3035: 25 m, Color shaded DEM derived from the EU-DEM-3035: 25 m “Produced using Copernicus data and information funded by the European Union - EU-DEM layers.”
• MaGIC data, foglio 32 e foglio 33, data from the MaGIC project, Dipartimento della Protezione Civile (http://dati.protezionecivile.it/geoportalDPC/catalog/main/home.page).
The coarser intermediate grids (40 m and 160 m) were derived from the 10 m grid by using a bilinear resampling algorithm to assure depth compatibility among all the nesting involved in the simulations. To ensure stability, Tsunami-HySEA simulations use a threshold for water height at inundation (here set to 0.001 m), and a maximum allowed current velocity as a simulation stopping criteria (here set to 40 m/s). A uniform Manning coefficient n = 0.03 is employed for representation of the bed friction. A CFL number of 0.5 is used for the time stepping.
Scenario Selection and Representation of Probabilities
We carried out the disaggregation analysis for PoIs close to the East coast of Sicily, Italy, offshore Catania, based on the NEAMTHM18 regional hazard assessment. To make use of an example of potential practical interest, in this specific application, we selected the interval of MIH derived from the regional assessment between 1 m and 4 m. This should allow the inclusion, up to the 98th percentile, all the scenarios which may generate a run-up comparable to the design value used for the construction of the tsunami evacuation maps in the Catania plain (Dipartimento della Protezione Civile, 2018; Basili et al., 2019). Locally, in fact, the design MIH value used for the subsequent preparation of the evacuation maps is 1.2 m. Since the disaggregation procedure (Disaggregation and Source Selection) attempts to approximate the total hazard by ranking the most probable scenarios, and since these highest ranked scenarios generate a smaller MIH in the considered interval, the scenarios in proximity of 1.2 m are almost surely included in the selection when using the 1–4 m interval. Note that the corresponding run-up design value is chosen as three times the design MIH. Based on the reanalysis by Basili et al. (2019) of the simulations performed by Glimsdal et al. (2019), the 98% of the run-up values in the vicinity of the POI where the MIH is estimated would not exceed three times the design value.
Figure 3 (panel A) displays a trade-off curve of the number of scenarios required to quantify the hazard at the Catania PoI as a function of the level of approximation of the total hazard in the 1–4 m interval. In this study, we chose to disaggregate to retain those sources that collectively have a 99% probability of causing hazards in the target interval. Adding up their individual contributions allows the reproduction of 99% of the total hazard. We indicate the number of scenarios required to reproduce 90, 95, and 99% of the hazard. We performed a number of disaggregations over different and broader intervals and note that very few additional scenarios result from extending the upper limit of the interval, for example, from 4 m to 8 m. The scenarios that result in the highest inundations are associated with exceptionally low probabilities and few of these scenarios contribute to the PTHA for the time-intervals of interest. This is confirmed in panel B) where the hazard curves calculated from the full NEAMTHM18 model and approximated at the 99% level are nearly the same, providing confidence that neglected scenarios do not contribute significantly in the considered MIH interval.
[image: Figure 3]FIGURE 3 | Overview of the hazard disaggregation/scenario selection procedure (A) trade-off curve between number of scenarios contributing to the hazard at the site and percentage of hazard reproduction for the 1–4 m interval. The scenarios are ranked such that those contributing the most come first (B) The 1–4 m interval hazard curve reproduced with the selected scenarios as well as the complete one.
Altogether 32,363 scenarios were obtained from the disaggregation. Of these scenarios, 11,120 were of type BS and 21,243 were of type PS. We display these scenarios in Figure 4, with BS and PS sources covered in panels (A) and (B) respectively. The colors indicate the cumulative rates of the sources, with the darker symbols and shapes indicating a higher probability of seismic slip at the location indicated within the relevant time interval. Both panels display simplifications of the earthquake generated tsunami sources. It can be qualitatively assessed that the hazard is driven by subduction earthquakes and by local crustal sources, consistently with the findings of Selva et al. (2016). For each symbol in panel (A), many earthquake scenarios defined by Okada source parameters have their hypocenter within the region indicated. The scenarios vary in all the other parameters: depth, rupture width, rupture length, slip, and the angles of strike, dip, and rake. The lateral dimensions of the rupture for any one earthquake scenario may exceed significantly the size of the pixel displayed. Similarly, for the PS sources in panel (B), each scenario consists of a slip distribution represented across many elements of a triangular mesh. Since variation in the slip distribution can have significant consequences for inundation, NEAMTHM18 therefore considered several stochastic realizations of slip for a given fault geometry (see Scala et al., 2020). The color of each triangular cell in panel (b) indicates the number of PS scenarios which have a non-zero slip on that particular cell.
[image: Figure 4]FIGURE 4 | Cumulative annual rates in NEAMTHM18 source discretization resulting in a maximum inundation height (MIH) in the range 1–4 m for Catania (white square) based upon the offshore tsunami simulation result, displayed together with topo-bathymetry of the Mediterranean. The outlines of the PS-source meshes are displayed in Panel (A), demonstrating how crustal (BS) sources are also defined in the same locations as PS sources. “Remote” BS sources, geographically separated from the contiguous source clusters, may appear in the disaggregation given eg marginally more efficient tsunami wave propagation. However, their contribution to the total hazard at Catania is likely to be small given the total number of scenarios considered.
For epistemic uncertainty quantification, we adopt the ensemble of mean annual rates describing the epistemic uncertainties on seismic rates in NEAMTHM18. This implies that each scenario simulation is associated with 1,000 alternative estimates of the mean annual rates λ to represent the epistemic uncertainty, that are sampled from the epistemic uncertainty alternative tree (Selva et al., 2016). These epistemic uncertainties represent uncertainty related to the seismicity models such as the Magnitude Frequency Distributions (MFDs), scaling relation used for the earthquake scenario, crustal rigidity model etc., as well as to the simplified inundation model (Glimsdal et al., 2019). All these uncertainties have been unraveled in NEAMTHM18 through a thorough expert elicitation process. As mentioned above, we here present only results based only on averaging the epistemic uncertainty.
RESULTS
Comparison of Offshore Hazard Curves
Before assessing onshore hazard curves, we first verify that the offshore tsunami hazard obtained with the new simulations is consistent with the regional scale hazard estimated in the NEAMTHM18 assessment. This is a general consistency test. Even if all parts of the study are implemented correctly, differences may arise because of several specific reasons. Firstly, we use here only the subset of sources selected after disaggregation and we renormalize the source mean annual rates accordingly to better approximate the hazard curves, even if we have seen in the previous section that this factor should not be very important. Secondly, a linear combination of elementary sources was used for NEAMTHM18 (Molinari et al., 2016), while in the current study we use direct simulations for each scenario considered. The third reason is that the bathymetric and topographic data and applied grid resolution within the system of nested grids are very different. It should be noted that the NEAMTHM18 hazard curves include log-normal uncertainty (Glimsdal et al., 2019). This treatment is meant to be a pragmatic approach for dealing with uncertainty stemming from potentially inaccurate source and inundation modeling, including DEM inaccuracy. This uncertainty treatment tends to increase the hazard relative to the point-value hazard curves which would be obtained without it, because both a bias and a dispersion are taken into account (see also Davies et al., 2018, their equation 15). We note that a similar observation is found for probabilistic seismic hazard, when the sigma of the ground motion prediction equation is increased (e.g., Bommer and Abrahamson, 2006).
Figure 5A shows the locations of the two offshore Points of Interest (PoIs) from the NEAMTHM18 assessment closest to the town of Catania. Separated by approximately 20 km along the 50 m depth isobath, the two PoIs have very different locations with respect to the coastline. The northernmost point (black), located on steep seafloor, is less than 1 km from the shoreline. The southernmost point (red) is approximately 6 km offshore on a gentler slope facing the coastline. The topo-bathymetric contrast between these two sites alone provides motivation to improve the resolution of the hazard assessment. The curves in Figure 5B display offshore maximum elevation Probability of Exceedance (PoE) for a 50-years interval. The red and black curves display the NEAMTHM18 model uncertainty where the 2nd, 50th, and 98th percentiles are estimated for 50 m water depth from the onshore MIH curves using Green's Law. Consistently higher offshore surface elevations are obtained for the northernmost PoI than for the southernmost PoI.
[image: Figure 5]FIGURE 5 | Locations of PoIs offshore Catania (A) from the current study (blue squares, with 2 km spacing) and NEAMTHM18 (the red and black circles only, with 20 km spacing). Comparison of Probability of Exceedance curves (B) for the PoIs indicated on the map. The blue lines in panel (B) are the aggregated hazard curves from the new simulations at each of the PoIs marked with blue squares in panel (A). The red and black curves in panel (B) are offshore PoE derived from the corresponding NEAMTHM18 hazard curves with the offshore height calculated from the MIH using Green’s Law. The PoIs labeled POI1 (black) and POI2 (red) have geographical coordinates 37.537oN 15.133oE and 37.355oN 15.158oE respectively.
From the HySEA simulations carried out here, we stored time-series of wave height at each of the blue squared points indicated in Figure 5A, which are spaced at 2 km intervals along the 50 m isobath. The blue lines in Figure 5B show PoE curves for this refined set of PoIs. The new offshore PoE curves lie within the uncertainties estimated from NEAMTHM18 MIH curves up to a maximum offshore wave height of approximately 4 m. Above this level, the newly estimated PoE curves lie below the NEAMTHM18 estimates yet partly within the second percentile of the hazard corresponding to PoI 2. We stress that the (blue) hazard curves in Figure 5B, obtained from the local analysis, are not subject to the same uncertainty as the (red and black) curves derived from normalized NEAMTHM18 MIH percentiles. From this comparison, it is evident that the difference grows with growing intensity, as expected from the log-normal uncertainty. We then suggest that the divergence of the local hazard curves is strongly controlled by the uncertainty treatment.
To better address our claim, we provide a more direct comparison, limited to the single PoI indicated in Figure 6. Here, the single mean local hazard curve (blue) is displayed together with both the NEAMTHM18 curves derived from the onshore amplified MIH (red) and NEAMTHM18 percentiles based on offshore point values (black/green). These point-value curves do use the NEAMTHM18 sources and linear combinations, but do not use the amplification factors and associated uncertainty treatment. Whereas the red and the blue curves diverge for the higher tsunami surface elevations (lower probabilities), with the NEAMTHM18 hazard curves indicating a higher PoE for higher offshore surface elevations, the local hazard curve and the point-value NEAMTHM18 curves follow the same trend. We conclude that the NEAMTHM18 model and the local hazard analysis are relatively consistent, despite clear discrepancies on the mean curve that can possibly stem from differences in bathymetric data and spatial resolution as well as the linear combination vs. distinct specification of sources.
[image: Figure 6]FIGURE 6 | Comparison of offshore PoE curves for the location 37.355oN 15.158oE (50 m depth). Panel (A) shows the location of this PoI with respect to the coastline and panel (B) displays the new mean offshore hazard curve (blue), the second, 50th, and 98th percentiles of offshore hazard estimated from the NEAMTHM18 MIH curves using Green’s Law (red), and the corresponding offshore PoE curves calculated from the offshore point values (black/green).
While the uncertainty in MIH curves from the amplification factors is neglected, the use of NLSW models reduces the overall uncertainty. However, a significant uncertainty remains due to factors such as NLSW approximations, uncertainties associated with topo-bathymetric data, assumptions in friction modeling, etc. This uncertainty likely has a big impact in the tail of the distribution but, to the best of our knowledge, a method for treating it consistently has not been yet developed. This goes beyond the goals of this paper. However, if site-specific hazard for higher intensities is required, for example due to the presence of a critical infrastructure, then an extended analysis of this uncertainty would be required, as clearly demonstrated in Figure 5B.
Inundation and Coastal Zone Hazard Results
Figure 7 displays, as an example, the MIH for a single simulation out of the many considered for the full hazard assessment, for the entire region of the inner grid (left panel). In addition, close-up views for near Catania harbor and on the plains south of the city are also shown (right panels). Clearly, the 10 m grid in the simulation resolves the distribution of inundation heights at a scale of detail of relevance to onshore infrastructures. For each scenario, Tsunami-HySEA stores the maximum inundation height over the co-seismically deformed topography achieved at each grid location. Additional metrics such as maximum current velocities and momentum fluxes, the latter measuring the maximum of the instantaneous products of H and U, are also stored. In the simulations conducted here, it took about 25 min to run a single simulation. However, up to 1,024 simulations could be run synchronously in the Tier-0 system Marconi-100, which meant that we were able to produce more than 2000 scenario simulations during just 1 h.
[image: Figure 7]FIGURE 7 | Inundation visualizations at different scales at and close to Catania, Sicily, for a single scenario HySEA simulation to display flow depth in relation to infrastructure and communication routes. The maximum wave height and flow depth are displayed offshore and onshore, respectively. All imagery from and available via Google Earth.
Figures 8–10 shows the aggregated probability maps using the local PTHA workflow for the city of Catania using three different metrics, namely the flow depth, maximum surface elevation, and the maximum instantaneous momentum flux. These give a first rough overview of the hazard products that can be obtained using the workflow. In each probability map, we assume a 50-years exposure time, and the average hazard with respect to epistemic uncertainty (percentile values are presented in a companion paper). Evidently, there is a significant local variability in the flow depth pattern, a clear indication that the local-scale hazard assessment adds much more information, more fine-grained through the utilization of details in the topography, than any regional assessment (using just the two offshore points displayed in Figure 5 to present the overall hazard). The maps not only clearly differentiate between the more hazardous areas close to the shoreline, and the less hazardous areas located inland, but also resolve interesting differences along the shoreline.
[image: Figure 8]FIGURE 8 | Probability of exceedance within 50 years of flow depth of (A) 1 cm (B) 1 m (C) 3 m, and (D) 5 m, for Catania and neighboring areas. The zero-elevation contour line for the undeformed topography is shown in blue.
[image: Figure 9]FIGURE 9 | Probability of exceedance within 50 years of maximum surface elevation (offshore) and MIH (onshore) of (A) 1 m (B) 3 m, and (C) 5 m, for Catania and neighboring areas. The zero-elevation contour line for the undeformed topography is shown in blue.
[image: Figure 10]FIGURE 10 | Probability of exceedance within 50 years of maximum momentum flux of (A) 50 m3/s2(B) 120 m3/s2, and (C) 300 m3/s2, for Catania and neighboring areas. The zero-elevation contour line for the undeformed topography is shown in blue.
We show the probability of exceeding flow depths of 1 cm, 1 m, 3 m, and 5 m in Figure 8. In the south, the PoE-50-years map for 1 m flow depth covers a rather large area extending up to 3–4 km inland, which is largely due to a rather flat and low-lying topography. The inner points have the smallest mapped PoE-50-years of the order of 10−5, corresponding to an average return period T of about half a million years. If dealing with critical infrastructures, the need for looking at even longer return periods may arise.
For evacuation mapping design purposes, a flow depth below 1 m should be considered, given that a flow only a few tens of centimeters deep is considered sufficient in certain circumstances for dragging people away (Takagi et al., 2016). In the north, the flow depths do not extend as far inland due to steeper topography. PoE-50-years values exceeding 0.01 (T ∼ 5000 years) are mostly confined within 500–1,000 m distances from the shoreline. Moreover, we see clearly that the highest likelihood of exceeding 3 m flow depth is confined to a small strip along the coastline. Note that the flow depth displayed in Figure 8 is evaluated at locations for which the deformed topography is greater than zero. Hence, co-seismic displacement was dominantly positive, that is an uplift with respect to the pre-event coastline, likely caused by near-field sources which limited the inundation. Such an effect could not be appreciated by the regional assessment not involving local scale inundation simulations for each considered seismic scenario.
In Figure 9, we zoom in on the Catania harbor area, and display PoE-50-years maps for exceeding maximum elevations of 1 m, 3 m, and 5 m, including both the maximum surface elevations (offshore) and the MIH (onshore). The different panels show again the relatively large heterogeneity in PoE depending on the location. Interesting results are obtained for the harbor and its vicinity. By taking a closer look to the panels of Figure 9, we note that the spatial distribution of the hazard depends, to first order, on the intensity threshold considered. The hazard is higher inside the harbor and lower outside it for the lowest threshold considered of 1 m (Figure 9A). This might be an indication of harbor resonance under the forcing of tsunami oscillations related to relatively small magnitude and likely local earthquake sources, characterized in turn by relatively small characteristic periods. Conversely, for the largest intensity of 5 m (Figure 9C), the largest hazard is found offshore and north of the breakwaters, and south of the breakwaters. The breakwater and harbor orientation likely have in this case a clear positive effect in reducing the hazard inside the harbor, as PoEs are smaller here relative to the surrounding areas. Local extrema close to breakwater tips may be the indication of a tendency for the creation of horizontal eddies (e.g., Volpe et al., 2019). An intermediate more homogeneous situation is observed for intermediate intensity (Figure 9B).
The PoE-50-years map for the maximum momentum flux is shown in Figure 10. This impact metric is more sensitive to the position than the two other metrics displayed as it involves the current speed non-linearly. It seems to differ with respect to the spatial distribution too, having higher values in the northern part of the study region. Moreover, we see that the momentum fluxes have larger values inside the harbor, which may have implications for boats and other offshore objects.
To better investigate the differences between the present local-scale and the previous NEAMTHM18 regional-scale assessment, and to highlight the improvement in the spatial representation allowed by the site-specific analysis, Figure 11 compares the hazard curves obtained from the two analyses. Figure 11 displays the mean PoE-50-years hazard curves for MIH and offshore surface elevations at all the grid points along six different transects (A–F) in the innermost computational domain, compared with the NEAMTHM18 hazard curves derived using MIH values (related to the red curves in Figures 5 and 6) at the two PoI closest to Catania (coined PoI1 and PoI2, see also Figure 5). For both of these PoIs, we show the mean hazard curves as well as their 2nd and 98th percentile values. The local hazard curves are colored according to their topographic and bathymetric elevation/depth values. The regional hazard curves for PoI1 are displayed using red curves, with the thick solid line representing the mean value and the thin lines the percentiles. For PoI2, the black dashed curve shows the mean value and the dash-dotted curves the percentiles. By investigating the different transects, we see that it may be possible to separate the results roughly into families of curves: the northern ones (A), the ones in the central part of the domain (B–D), and the southern ones (E,F).
[image: Figure 11]FIGURE 11 | Comparison of surface elevation (MIH onshore) between local and regional assessments. The red and black lines indicate percentiles as indicated for MIH estimated from offshore heights using amplification factors (Glimsdal et al., 2019) and the local hazard curves are displayed for every grid node along the transects indicated. Colors indicate the topographic elevation of the point as indicated: blue lines are offshore, green lines are low elevation onshore, and brown lines indicate higher elevations. Since we display maximum surface elevation (relative to the baseline sea level), and not flow depth, the hazard curve is flat until it reaches the local topographic height and only starts to be meaningful at values greater than this. Further details are provided in the text.
Transect A intersects the harbor and hence the curves have rather different characteristics than the other transects. Up to at least 5 m, the nearshore hazard values (blue lines) resemble the mean value of PoI1, while they are clearly larger than for PoI2. For the largest MIHs (above 5–10 m), the local hazard curves drop much faster than in the regional assessment, as already commented above. The distribution of offshore maximum surface elevation gives a narrower height distribution than the regional 98th and 2nd percentile values. Onshore (green to brown lines), however, the variability is much larger. The probability for high inundation heights in the vicinity of the harbor infrastructure is also seen in Figure 9, with (dark green) onshore curves sometimes exceeding the 98th percentile. Figure 10 illustrates the high momentum flux into the harbor; the resulting influx of water is trapped by the harbor wall and inundates the town. Such an effect would not be predicted in the regional assessment. The sensitivity of the hazard as a function of location, in relation to topographic details and coastal infrastructure, is only resolved in the local assessment. On the other hand, the regional hazard is averaged over coastal features, and so exceedances in few critical points are expected.
For transects B–D, we see that the nearshore hazard curves follow the same trend as for the transect A curves, closely following the mean value for PoI1 from NEAMTHM18 up to 5 m height (MIH or maximum surface elevation). Along these transects, the MIH hazard curves for the onshore points close to the shore do not exceed the offshore values, but rather seem to be in the same order of magnitude (the onshore curves are plotted on top of the offshore ones). For the largest MIHs, the discrepancies between the regional and local hazard curves are even larger than for transect A, with no MIH value exceeding 10 m even for the smallest PoE-50-years investigated (10−6). However, based on the comparisons shown in Figure 6, this discrepancy is expected, as the uncertainty based NEAMTHM18 hazard curves provide larger probabilities at the highest intensities also for the offshore values. As we move southwards where the topography flattens, we see that the offshore curves are distributed over a larger probability range, and the probability depends mainly on the distance from the shoreline.
For curves E,F, we see a similar trend as for curves B–D, but here the offshore hazard curves are clearly higher than the mean hazard curves from NEAMTHM18 up to 3–5 m. In fact, the largest mean hazard curves from the local assessment along these transects correspond to the 98th percentile. However, there seems to be an opposite tendency onshore, where the tsunami hazard in the tail of the curves (low probability/high intensity) seems to be clearly lower than in the regional assessment. Again, we stress that this is expected due to offsets in the offshore hazard curves shown in Figure 6.
In summary, there is clear spatial variability in the hazard. Moreover, the local hazard seems to provide lower hazard estimates than regional assessment for the highest hazard intensities. We interpret the higher hazard for the highest intensities in the regional analysis as being due to the inclusion of uncertainties, which are not included in the local analysis. The spatial representation in the local hazard curves is superior to that in the regional assessment. This is both due to the spatial variability induced by applying a proper inundation model over realistic topo-bathymetric data, but also due to the more sophisticated model used to simulate the inundation, which includes in this case the co-seismic displacement associated with each scenario. The latter may compound the uncertainty treatment to increase the differences between the regional and site-specific assessments. The comparison with the NEAMTHM18 hazard curves show that the hazard can be locally even higher than the 98th percentiles of the regional assessment. This is not unexpected, as the amplification factors developed for NEAMTHM18 averaged the uncertainty treatment over a wide range of inundation sites within the NEAM region. Hence, very localized characteristics for a single site could not be resolved.
Topographic effects and friction have dramatic effects on the local inundation and overlooking the uncertainty on modelling them may reduce the hazard dramatically onshore. This is underpinned by the fact that the trend in the offshore hazard is opposite in the local analysis (with larger offshore hazard towards the south) than the NEAMTHM18 PoIs with larger hazard for PoI1 than for PoI2. The areas in the southern part of the domain have a gentler slope, which should exaggerate shoaling and hence increase the local hazard. On the other hand, the friction may act to reduce the tsunami amplitude during inundation, which may explain why the hazard for the inundated points are clearly lower for the largest MIH (and smallest probabilities). A second explanation for this discrepancy is the already observed prevalence of the coseismic uplift from local sources. Altogether, more sensitivity studies would be necessary to quantify the most influential factors of inundation variability.
CONCLUDING REMARKS
We have designed and implemented a workflow for site-specific Probabilistic Tsunami Hazard Assessment (PTHA) using High Performance Computing (HPC) to conduct tens of thousands of numerical tsunami simulations. To the best of our knowledge, this is the first occasion on which a PTHA has been performed for both a comprehensive discretization of seismic sources and high-resolution inundation calculations. To limit the number of scenarios calculated to a manageable number, we used the NEAMTHM18 source discretization and regional offshore PTHA (part of the TSUMAPS-NEAM project: Basili et al., 2019). A hazard disaggregation was performed and selecting those sources expected to constitute 99% of the total hazard for generating a maximum inundation height in the range 1–4 m for Catania, Sicily, resulted in a total of 32,363 scenarios. This range was selected as that of most likely relevance to evacuation planning. We used the Tsunami-HySEA program to model tsunamigenesis, open sea propagation, and coastal inundation using a system of nested grids with 10 m-spacing at the finest resolution. A complete Tsunami-HySEA tsunami simulation for Catania with the grid system presented here took approximately 25 min on the MARCONI-100 supercomputer at CINECA, meaning that approximately 13,600 GPU hours are required to complete the set of scenarios selected. With 1,024 simulations able to run in parallel, around 14 h of clock-time are needed to perform these calculations.
We compare directly offshore maximum surface elevation in the new calculations with the regional NEAMTHM18 assessment and find that the Probability of Exceedance curves for multiple locations offshore Catania fall comfortably within the uncertainty range indicated in the regional assessment for maximum inundation heights up to about 5 m. Above 5 m, the PoE curves are clearly lower than the NEAMTHM18 curves, likely related to the fact that the regional hazard methodology inherits uncertainties that are not present in our local analysis. This leads to increased probabilities for the highest MIH values in the regional assessment in comparison with the local hazard model presented here. However, existing uncertainty in the local analysis is neglected, preventing an effective evaluation of the robustness of this drop in the hazard tails. Therefore, to better interpret this drop, future studies should be focused on the development of methods to efficiently treat the uncertainty in tsunami generation, propagation and inundation also in local studies.
We display hazard maps for flow depth, maximum inundation height, and momentum flux for the Catania region, illustrating the higher resolution possible in the local PTHA. We find the local hazard curves, aggregated from the Tsunami-HySEA inundation maps, to correspond well with the uncertainty range indicated by the offshore based NEAMTHM18 hazard curves. However, the details in the local PTHA are far better resolved than in the regional PTHA and there are noteworthy deviations from the uncertainties predicted from the regional analysis. For many parts of the low-lying coastal region, the PoE curves are lower than the NEAMTHM18 curves, likely due to the more advanced inundation model. In the vicinity of the harbor and downtown Catania, the local hazard curves significantly exceed the regional curves, due to the presence of the harbor wall: effects that could not be resolved in the regional assessment.
This study has provided a comprehensive demonstration of a local PTHA workflow and analysis for a single coastal region with simulation of the vast number of scenarios made possible through parallel GPU computations on the pre-exascale MARCONI-100 machine. Improved accuracy in the tsunami hazard can be achieved both with regards to the inundation modeling and the discretization of sources. Increasing the resolution and/or dimensions at either end will increase the computational demands.
With regards to inundation, the Tsunami-HySEA program can handle arbitrarily many systems of nested grids in the same simulation. For example, we have run calculations with the nested grid system displayed here for Catania together with a corresponding system of nested grids for Siracusa (Sicily), further down the coast. To constitute 99% of the hazard for Catania for the selected hazard thresholds then 32,363 scenarios are deemed. A similar analysis for Siracusa found 32,514 scenarios which were deemed to constitute 99% of the hazard for that region. However, many of these scenarios are common to the hazard at both sites, and a total of 42,720 scenarios are needed to cover this specification of the hazard for both locations. However, were a third, fourth, or fifth site, further afield, to be added to the PTHA target region, the overlap of scenarios would likely be smaller and there is likely a trade-off in the efficiency of covering multiple stretches of coastline in the same simulations (the open sea tsunami propagation accounts for a small fraction of the total simulation time; the greatest part is spent calculating the inundation).
With regard to the accuracy of inundation, we stress that uncertainty in the inundation simulation is not accounted for here. Significant uncertainty may arise from the topo-bathymetric model, the spatially uniform approach to model friction, as well as from the nonlinear shallow water approximation. These uncertainty sources may significantly affect the entire hazard curve.
Regarding the accuracy of the hazard with regards to the source discretization, we can refine the source specifications of both the so-called PS and BS seismic scenarios. The BS scenarios have discrete sets of strike, dip, and rake angles, in addition to the hypocenter fault dimensions, and slip. This is a high-dimensional parameter space with a refinement factor in each parameter combining multiplicatively to the total number of BS scenarios required. We see that the vast majority of the BS scenarios dominating the local hazard are very concentrated close to the shore where the inundation is considered. For the PS scenarios, with the significance attached to the pattern of heterogeneous slip, five slip realizations were employed for each geometrical earthquake hypothesis. Would 10, or 25, or 50 provide a useful refinement of the source discretization? A sensitivity analysis would be required to assess the effect of all changes in the source.
A truly comprehensive PTHA for a given site would also need to consider other source mechanisms for tsunamis, including landslide and meteorological sources, together with realistic estimates of source probabilities. For non-seismic sources, e.g., landslides, volcanoes and meteotsunamis, PTHA is still in its infancy with just a handful of applications. Examples include for instance Grezio et al. (2012), Geist and Lynett (2014), SipkinBeck et al. (2016), Løvholt et al. (2020) (landslides), Paris et al. (2019) (volcanoes), Geist et al. (2014) (meteotsunamis), and Grezio et al. (2020) (multiple hazards). The methods applied for these sources lack the methodological complexity that earthquake PTHA has, and often diversity and lack of source frequency data make estimation of annual probability more uncertain and less constrained. Nevertheless, models for landslide tsunamis exist, including models such as BingClaw (Løvholt et al., 2017; Kim et al., 2019). Moreover, two codes of the HySEA family, Landslide-HySEA and Multilayer-HySEA (Macías et al., 2015; González-Vida et al., 2019, Macías et al., 2020c, 2020d), are also available. Related to HySEA, the numerical simulation of meteotsunamis will require the implementation of the pressure term that takes into account the key generating mechanism for these events.
This study is a demonstration of a workflow and is not an operational hazard assessment. The necessity of further investigating uncertainty quantification related to numerical modelling has been clearly highlighted. Nevertheless, we have first and foremost demonstrated that PTHA with high resolution inundation calculations is now within reach using modern HPC resources.
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The Mw 7.5 earthquake that struck Central Sulawesi, Indonesia, on September 28, 2018, was rapidly followed by coastal landslides and destructive tsunami waves within Palu Bay. Here, we present new tsunami modeling that supports a dual source mechanism from the supershear strike-slip earthquake and coastal landslides. Up until now the tsunami mechanism: earthquake, coastal landslides, or a combination of both, has remained controversial, because published research has been inconclusive; with some studies explaining most observations from the earthquake and others the landslides. Major challenges are the numerous different earthquake source models used in tsunami modeling, and that landslide mechanisms have been hypothetical. Here, we simulate tsunami generation using three published earthquake models, alone and in combination with seven coastal landslides identified in earlier work and confirmed by field and bathymetric evidence which, from video evidence, produced significant waves. To generate and propagate the tsunamis, we use a combination of two wave models, the 3D non-hydrostatic model NHWAVE and the 2D Boussinesq model FUNWAVE-TVD. Both models are nonlinear and address the physics of wave frequency dispersion critical in modeling tsunamis from landslides, which here, in NHWAVE are modeled as granular material. Our combined, earthquake and coastal landslide, simulations recreate all observed tsunami runups, except those in the southeast of Palu Bay where they were most elevated (10.5 m), as well as observations made in video recordings and at the Pantoloan Port tide gauge located within Palu Bay. With regard to the timing of tsunami impact on the coast, results from the dual landslide/earthquake sources, particularly those using the supershear earthquake models are in good agreement with reconstructed time series at most locations. Our new work shows that an additional tsunami mechanism is also necessary to explain the elevated tsunami observations in the southeast of Palu Bay. Using partial information from bathymetric surveys in this area we show that an additional, submarine landslide here, when simulated with the other coastal slides, and the supershear earthquake mechanism better explains the observations. This supports the need for future marine geology work in this area.
Keywords: tsunami hazard, coseismic tsunami, landslide tsunami, coastal landslides, numerical tsunami model
1 INTRODUCTION
On September 28, 2018 at 6:02:45 PM local time (10:02:45 AM UTC), a Mw 7.5 magnitude earthquake struck Central Sulawesi, Indonesia, with the epicenter located approximately 70 km north of the city of Palu (USGS, 2018) (Figure 1). The earthquake ruptured the Palu-Koro fault system, a predominantly strike-slip left-lateral fault (e.g., Socquet et al., 2019), along which large magnitude earthquakes have occurred in the past (Watkinson and Hall, 2017), two of which caused tsunamis in Palu Bay within the last century, in 1927 and 1968 (Prasetya et al., 2001). The 2018 rupture was supershear (Bao et al., 2019; Socquet et al., 2019; Fang et al., 2019) (i.e., it propagated faster along the fault than the local shear wave velocity), and the resulting ground motions caused widespread damage throughout the western Central Sulawesi region. Inland, the earthquake triggered landslides and induced considerable liquefaction that resulted in major destruction and numerous fatalities (Bradley et al., 2019; Watkinson and Hall, 2019; Miyajima et al., 2019). From eyewitness accounts and video evidence (Sassa and Takagawa, 2019), almost immediately after the earthquake, numerous coastal areas along Palu Bay experienced landslides (see locations of main ones marked LS- in Figure 1B), which were rapidly followed by destructive tsunami waves (Arikawa et al., 2018; Carvajal et al., 2019). The earthquake, ground liquefaction, landslides, and tsunamis resulted in 4,340 fatalities and approximately 68,500 buildings were damaged or destroyed (BNPB, 2019).
[image: Figure 1]FIGURE 1(A) Study area with base model grid (BG) over Palu Bay (white box), epicenter location (USGS, 2018, yellow star), and traces of local faults used in earthquake source models by: (blue) Jamelot et al. (2019), (red) Socquet et al. (2019), and (green) Ulrich et al. (2019); (B) Footprint of BG with locations of (red dots) measured runups (Pribadi et al., 2018; Mikami et al., 2019; Omira et al., 2019; Putra et al., 2019; Widiyanto et al., 2019) (black dots) surface elevation time series inferred from shore-based videos (Carvajal et al., 2019, GM, grand mall; KN, KN Hotel; T, Talise; D, Dupa; P, Pantoloan; W, Wani) (yellow dots) observed landslides, (diamond) location of aircraft at 10:04:33 UTC, that filmed coastal landslides (Figure 2).
Tsunami elevation time series were measured at two tide gauges, in the far-field at Mamuju (−2.66[image: image] N, on W Sulawesi) and the near-field in Pantoloan Port (P in Figure 1B) (BIG, 2018). In the months following the event, international research teams conducted field surveys, recording earthquake and tsunami damage, landslides, and tsunami runup and inundation. Red dots in Figure 1B mark locations of runups collected by Mikami et al. (2019); Omira et al. (2019); Pribadi et al. (2018); Putra et al. (2019); Widiyanto et al. (2019) (note only data labeled as runup in these references was used). Earthquake shaking, tsunami generation (particularly by coastal landslides; e.g., Figure 2), and various tsunami impacts were recorded in many amateur videos posted on social media, that were collected and analyzed (e.g., Carvajal et al., 2019), providing critical information on the timing and sequence of events. From the field and marine surveys, videos, and survivor accounts, it is clear that the earthquake, coastal landslides, and tsunamis closely followed each other, with major tsunami impact often taking place within minutes of the first shaking. Runups were highest in the south of the bay, reaching up to 10.5 m in the SE (Figure 3). At many locations where the coast was low lying, inundation only penetrated a short distance inland, which was interpreted as evidence of a landslide rather than an earthquake as the main tsunami generation mechanism (e.g., Muhari et al., 2018).
[image: Figure 2]FIGURE 2Composite picture created from aircraft pilot video (Mafella, Supplementary Video S38 in Carvajal et al., 2019), showing waves generated by coastal landslides LS-B,C,D,E and F* (Figure 1B), at [image: image] s into the event (aircraft location in Figure 1B). “Boat” and “NBoat” mark where waves were also recorded on a small boat, as well as active subaerial slides (Supplementary Video S39 in Carvajal et al., 2019).
[image: Figure 3]FIGURE 3(A,C) Runups R (black dots) measured in Palu Bay by international teams (Pribadi et al., 2018; Mikami et al., 2019; Omira et al., 2019; Putra et al., 2019; Widiyanto et al., 2019) (black dots in (B,D,E)). Lines in (A,C) are runups simulated with FUNWAVE for three coseismic sources: (blue) Jamelot et al. (2019), (red) Socquet et al. (2019), and (green) Ulrich et al. (2019), in (—-) 30 m resolution BG, and (—) 7.5 m resolution EG/SG grids (white footprints in figures (B,D,E)). Maximum surface elevations computed with each source are color scales in: (B,D,E), respectively.
The only analogous recent events to 2018 Palu were Flores Island in 1992 and Gulf of Izmit in 1999. The Flores Island event was a shallow dipping thrust which triggered a coastal slide (Imamura et al., 1995), but there is no marine mapping to validate the slide size or volume. The Gulf of Izmit event is similar to Palu, with a strike-slip earthquake along the very active North Anatolian Fault, which triggered coastal landslides (Altinok et al., 2001). But again these landslides have not been mapped. This makes Palu an important event in that, for the first time, we have numerous tsunami data, including a comprehensive video data set, not only to fully investigate tsunami generation and coastal impact, but also to discriminate between the two, very different, source mechanisms, earthquake and landslide, and their contributions to tsunami hazard; and for the latter to confirm the importance of including dispersive effects in tsunami modeling. The improved understanding and modeling of the Palu event in this work can help identify, model, and more fully assess tsunami coastal hazards resulting from other similar tectonic environments.
Although there are now many tsunami simulations of the 2018 Palu event (e.g., Heidarzadeh et al., 2019; Takagi et al., 2019; Carvajal et al., 2019; Pakoksung et al., 2019; Gusman et al., 2019; Jamelot et al., 2019; Ulrich et al., 2019; Goda et al., 2019; Nakata et al., 2020; Sepúlveda et al., 2020; Liu et al., 2020, see summary of studies characteristics in Table 1), the tsunami mechanism, earthquake, coastal landslides, or both in combination, is still uncertain. In addition, whereas many published models simulate some, or even most, recorded runups around the Bay, the mechanisms are often ad hoc and do not reproduce the timing of tsunami waves from eyewitness accounts or the video evidence. Most coseismic tsunami sources (e.g., USGS, 2018; Socquet et al., 2019; Jamelot et al., 2019; Yolsal-Çevikbilen and Taymaz, 2019), are based on a primarily horizontal strike-slip earthquake mechanism, with limited vertical seabed motion (1–2 m). Theoretically, this should not be strongly tsunamigenic and should not, therefore, generate the elevated tsunami runups recorded from the south of the bay. There are many different interpretations of where the rupture is located under Palu Bay. In some earthquake models, the rupture crosses the bay as a simple, north-south, trending, connection (e.g., Socquet et al., 2019; Ulrich et al., 2019) (Figure 1B). In others, there is a change in direction under the bay (e.g., Jamelot et al., 2019) (Figure 1B), and some locate the rupture along the west coast (e.g., Song et al., 2019). When we completed our work, there was no resolution to these alternatives from the multibeam bathymetric data acquired by Frederik et al. (2019) in the deeper waters of the bay, because no seabed features had been identified as a possible rupture. Hence, to quantify the effect on tsunami impact of this epistemic uncertainty in earthquake rupture, we simulated three representative coseismic sources: 1) Jamelot et al. (2019) and 2) Socquet et al. (2019) who inferred parameters for 9 and 294 sub-faults, respectively, by assimilating remotely-sensed observations of ground motion, and 3) Ulrich et al. (2019), who modeled the supershear seabed deformation as a function of space and time. Note that the latter more advanced study predicted a 1.5 m maximum vertical seabed motion.
TABLE 1Overview of main characteristics of earlier studies of the 2018 Palu event and tsunami modeling.
[image: Table 1]Other coseismic mechanisms, derived from geodetic observations, yield larger vertical seabed motions and, therefore, could be more tsunamigenic (e.g.,[image: image]3 m just south of the Balaesang Peninsula, Figure 1A, Song et al., 2019; Fang et al., 2019; He et al., 2019). These, however, are not within Palu Bay but farther north and, hence, cannot explain the tsunami here, particularly the fast arrival of large waves that impacted Palu City (the timing of events and waves will be detailed later).
Some have also argued (e.g., Ulrich et al., 2019) that the horizontal fault movement along the steep slope margins of Palu Bay resulted in an increased vertical water displacement causing elevated runups, in the manner proposed by Tanioka and Satake (1996). Hence, in our simulations of the three selected coseismic sources, we included this additional effect of enhanced vertical displacement as a function of the predicted horizontal fault movement.
The main challenge here, however, with the single earthquake mechanism, is that it cannot explain the timing of the tsunami impacts along the Bay from the coastal landslides reported in the survivor accounts and seen in video evidence, on land and in that captured by aircraft pilot Mafella flying over the bay shortly after the earthquake happened (Figure 2).
With regard to the landslide tsunami mechanisms published so far for 2018 Palu (Table 1), Takagi et al. (2019) used a simplified numerical model of a dual earthquake/landslide source, with a single landslide located in the southwest of Palu Bay, mapped by high-resolution multibeam echosounder (MBES), whose tsunami was identified in the aircraft pilot video (Figure 2). Their model suggested that shorter period waves generated by the coastal landslide were followed by longer period waves from the earthquake. Pakoksung et al. (2019), Nakata et al. (2020), and Sepúlveda et al. (2020) identified and modeled landslides as the most important, if not the principal, contributors to the tsunami. Their landslide parameters and corresponding wave generation, however, were hypothetical and selected to match observations. To date, only Liu et al. (2020) modeled landslide tsunamis from mapped landslide locations, but they: 1) did not model the tsunami generation from the landslides directly, using instead semi-empirical sources, and 2) did not simulate an additional earthquake mechanism. Finally all the landslide modeling studies to date simulated tsunami propagation with a non-dispersive model, which, as we will show, affected results.
Here, for the first time, we demonstrate that to explain the tsunami observations in Palu Bay requires simultaneously modeling both coseismic and landslide sources. We simulate the three coseismic sources discussed above (Jamelot et al., 2019; Socquet et al., 2019; Ulrich et al., 2019), the mapped (rather than hypothetical) landslides (Liu et al., 2020; Takagi et al., 2019), and dual source combinations of these, using numerical models that include frequency dispersion effects (Shi et al., 2012; Ma et al., 2012). We show that dispersion affects the shorter wavelength landslide tsunamis propagating into the deeper waters in the center of Palu Bay. We simulate the landslides as deforming granular material, with their tsunami generation, using the 3D physics-based numerical model of Ma et al. (2015). We use finer model grids and higher resolution bathymetric and topographic data in Palu Bay (Figure 1) than in earlier work. We compare the results to a more comprehensive database of post-tsunami field survey results, including runups, tsunami elevations at the Pantoloan Port tide gauge together with those inferred at other locations from a novel analysis of the tsunami videos (Carvajal et al., 2019). From tsunami timing information in the aircraft pilot and other videos, we infer that there was a short delay in the triggering of the landslides by the earthquake, that we use in modeling and show that this improves the agreement with observations.
In Section 2, we detail and analyze tsunami observations, present the modeling methodology and data used to define tsunami sources and bathymetry/topography in model grids. In Section 3, we present model results for coseismic, landslide, and combined earthquake/landslide tsunami simulations. Finally, in Section 4 we discuss the results and offer conclusions and perspectives for future work.
2 MATERIALS AND METHODS
2.1 Tsunami Observations
In the following, we define [image: image] as the start of the 2018 Palu event (10:02:45 AM UTC), i.e., the time the earthquake rupture begins at the epicenter (yellow star in Figure 1A).
2.1.1 Tide Gauge Data
Two operational tide gauges recorded apparent tsunami signals for the 2018 Palu event: 1) in Mamuju (−2.66[image: image]N, 118.89[image: image]E), in the Makassar Strait, on western Sulawesi about 250 km SSW from Palu Bay, a maximum trough-to-crest wave height of [image: image]0.25 m was recorded at [image: image] min; and 2) in Pantoloan, within Palu Bay (−0.71157[image: image]N, 119.85731[image: image]E; site P in Figure 1B), a maximum trough-to-crest wave height of [image: image]3.8 m was recorded at [image: image] min (BIG, 2018, Figure 4B). As noted in previous publications (e.g., Heidarzadeh et al., 2019), a tsunami wave traveling from the approximate location of the earthquake epicenter, north of Palu Bay (Figure 1A) should take [image: image]45 min to arrive to the Mamuju tide gauge location, indicating either a clock error or that the signal here was caused by some other local source. In this work, as we focus on tsunami waves within Palu Bay, we do not use the Mamuju data nor try to explain this discrepancy. At Pantoloan, the pre- and post-tsunami tide gauge record shows that the earthquake did not cause measurable permanent changes in mean sea level (MSL) (Sepúlveda et al., 2020). Here, as noted by Carvajal et al. (2019), Sepúlveda et al. (2020), and Liu et al. (2020), the tide gauge is located in shallow water inside a harbor basin protected by a slotted seawall/dock (see Supplementary Figure S1 in supplementary material), which is not represented in the available bathymetric data nor in our model grids. While not affecting tide measurements, harbor structures may cause seiching and affect tsunami wave dynamics by modifying their elevation through reflection or dissipation; later in time ([image: image] s), the record may have been affected by waves reflected from the other side of the bay. The 1 Hz tide gauge measurements were averaged over 30 s and provided only every minute (BIG, 2018; Sepúlveda et al., 2020), yielding the fairly coarse time series plotted in Figure 4B. For this reason, while the gauge accurately measured long period waves, shorter waves, such as from landslides, were not recorded. This probably explains the difference in arrival time from the tide gauge data and closed circuit television (CCTV) video recording, overlooking the docks at Pantoloan Port (Supplementary Video S11 in Carvajal et al. (2019)), showing a train of shorter period waves arriving 2–3 min before the tide gauge registers any tsunami wave activity. In the following, the Pantoloan tide gauge data is compared to model results with these observations in mind.
[image: Figure 4]FIGURE 4Time series of surface elevation for 2018 Palu tsunami (—-) inferred from shore-based videos (Carvajal et al., 2019) at: (A) Wani dock (−0.6933[image: image] N, 119.8418[image: image] E) (B) Pantoloan Port dock near tide gauge (−0.7106[image: image] N, 119.8552[image: image] E) (C) Dupa (−0.8204 [image: image] N, 119.8811[image: image]E) (D) Talise (−0.8589[image: image] N, 119.8789[image: image] E) (E) KN Hotel (−0.8650[image: image] N, 119.8775[image: image] E), and (F) Grand Mall (−0.8836[image: image] N, 119.8437[image: image] E); and (B) (—) measured at the Pantoloan tide gauge (see Figure 1B for locations), compared to our tsunami simulations of three coseismic sources by: (blue) Jamelot et al. (2019), (red) Socquet et al. (2019), and (green) Ulrich et al. (2019). Time t is measured from the start of the Palu earthquake event, on September 28, 2018 at 6:02:45 PM local time (10:02:45 AM UTC). Solid/dashed colored lines are FUNWAVE results (NHWAVE for first 60 s with Ulrich et al. (2019)’s source) with dispersion turned on/off.
2.1.2 Video Analysis Overview
Carvajal et al. (2019) compiled and analyzed 41 amateur (taken with mobile phones) and CCTV videos that were taken around the bay during the earthquake and tsunami inundation. Based on the shore-based videos, they estimated surface elevation time series at six locations (Figures 4A–F): Wani, Pantoloan, Dupa, Talise, the KN Hotel, and the Palu Grand Mall, all marked in Figure 1B. They discuss uncertainties in time series reconstructed from the CCTV videos and point out that while these are larger on surface elevation, due to the time stamp in the videos, phase information is quite good at all locations. This large video archive provided overwhelming evidence of tsunamis generated by coastal landslides (see https://agsweb.ucsd.edu/tsunami/2018-09-28_palu/carvajal_2019_videos_palu/). Most notably, a video of landslide tsunami generation on the western side of the bay was taken by Batik Airways pilot Ricoseta Mafella, at approximately 10:04:33 UTC, i.e.,[image: image] s (Supplementary Video S38 in the archive, aircraft location marked by a magenta diamond in Figure 1B, at −0.829 [image: image] N, 119.869 [image: image] E; Mafella, personal communication), a composite picture of which is shown in Figure 2. The video shows multiple tsunamis generated as sets of concentric waves, offshore of the locations of coastal landslides LS-B, -C, -D, -E and -F* (Figure 1B). Two of the smaller sets of waves at locations marked “Boat” and “NBoat” are consistent with a video made from a small boat at location “Boat” (Supplementary Video S39 in the archive); this video also shows the failure of a subaerial coastal landslide. Furthermore, a video taken from a ship docked at Taipa, on the southeast coast of the bay (marked in Figure 1B; Supplementary Video S31 in the archive) showed at least one other landslide failure to the north (potentially at location marked by LS-L or -M in Figure 1B).
Sunny et al. (2019) analyzed the waves generated on the western side of the bay at locations LS-D, -E, and -F* (Figure 1B), seen in the pilot Supplementary Video S38, using Google Earth to match camera viewing angles, and compared the observed wave measurements to dimensions of known objects. They estimated the widths of the sharp crescent waves to be 343 and 461 m, and the elevations (trough-to-crest) to be 24.1 m and 28.9 m at locations LS-D and -E, respectively (Figure 1B). Based on the boat Supplementary Video S39, they estimated that at location -F*, the splash of the outgoing wave was 28.4 m high, and the elevation of the unbroken outgoing wave traveling toward the Boat location was 8.2 m. These estimated wave heights are all much greater than the initial values, on the order of 2–10 m, predicted by Liu et al. (2020) using semi-empirical methods for the landslide tsunami waves generated at these locations.
2.1.3 Timing and Wave Sequence Analyses Based on Videos and Supershear Velocities
The combination of video evidence and supershear earthquake travel time can be used to estimate the time after rupture initiation that ground shaking began at various locations around Palu Bay.
CCTV footage at a house in Wani, in the northern section of the bay (Supplementary Videos S7,S8 in Carvajal et al. (2019); −0.6935 [image: image] N, 119.8417 [image: image] E; W in Figure 1B) shows a timestamp of 10:02:54 UTC, or [image: image] s, when the ground begins shaking. Combining the supershear rupture speed of 4.81 km/s (Bao et al., 2019) and a distance of [image: image]50 km from the epicenter, shaking should have started at [image: image] s in Wani, which is consistent with the camera time stamp. In Ulrich et al. (2019)’s simulations of the earthquake, horizontal and vertical deformations begin at Wani at [image: image] s, which is also in agreement with the video evidence.
From Pilot Ricoseta Mafella’s flight log(personal communication), his aircraft, a large size passenger jet, began taking off at 10:02:40 UTC on the 2,500 m long runway 33 of Mutiara SIS Al-Jufrie Airport (PLW), located southeast of Palu Bay. In a social media post, the pilot wrote: “I felt something wrong on the runway during takeoff roll.” The airport is [image: image] km from the epicenter, yielding an estimated start time for ground motion of [image: image] s based on supershear travel time; in Ulrich et al. (2019)’s simulations horizontal and vertical deformation at the airport start at [image: image] s. The aircraft reached 1,000 ft altitude at 10:02:59 UTC or [image: image] s, at −0.904 [image: image] N, 119.903 [image: image] E, just beyond the runway. Seismic travel time estimates are thus consistent with the aircraft flight log, within a few seconds.
Based on the consistent travel times and modeling estimates for the beginning of ground motion, we conclude that all locations within the bay most likely started shaking at [image: image] s, which allows to constrain the tsunami wave arrival times from the videos that also show the start of earthquake shaking. At Wani and Pantoloan, therefore, we included a 9 s delay, to allow for seismic waves to reach this area, and in the southern sites of Dupa, Talise, KN Hotel, and Grand Mall, a 14 s delay. As mentioned above, at 10:04:33 UTC, or [image: image] s, Pilot Mafella and his aircraft were located at −0.829 [image: image] N, 119.869 [image: image] E (near the eastern side of the Bay; Figure 1B), the approximate location where he started recording Supplementary Video S38, showing widespread evidence of landslide tsunami generation on the west side of the bay (Figure 2).
Observations made by Carvajal et al. (2019) on their archived videos are analyzed in the following, and their time series of surface elevation estimated at various locations are plotted in Figure 4:
• Supplementary Videos S7,S8 show a positive elevation wave striking the house in Wani at [image: image] s; Carvajal et al. (2019) estimated a 5 m/s on-land inundation speed for this wave, which, with the house located 150 m from the water, places the arrival time at the shoreline at [image: image] s. Figure 4A shows the short time series of surface elevation they estimated at the Wani dock (−0.6933[image: image]N, 119.8418[image: image]E), with an elevation wave cresting at 2 m. Crew members on the Sabuk Nusantara vessel, docked at Wani, reported that immediately after the shaking there was a [image: image] m withdrawal of the water, followed 3–5 min (180–300 s) later by a [image: image] m height wave cresting at [image: image]8 m (VOA-News, 2018). Although this estimated crest elevation is larger than based on the videos at the house, its timing is consistent with that of Carvajal et al.’s; additionally, the ship observation confirms there was a large depression wave (trough) preceding the crest.
• Supplementary Video S11, taken in nearby Pantoloan Port by a CCTV camera looking toward a crane on the dock (−0.7106[image: image]N, 119.8552[image: image]E), captured the initial tsunami waves at this location. Assuming that the video footage begins at the time of shaking, the trough of the initial shoreline withdrawal occurs at [image: image] s, followed by a large positive wave at [image: image] s. Figure 4B shows the time series of surface elevation estimated at this location (solid black line), with a −2 m trough followed by a 2.5 m elevation wave. This is consistent with waves inferred from the video recorded in Wani, but at the Pantoloan tide gauge, those shorter and higher waves were filtered out by the gauge (dashed black line).
• In Supplementary Videos S29–S31, taken in Taipa (−0.7794[image: image]N, 119.8580[image: image]E; Figure 1B), the timing of the videos is unknown and the time series of surface elevation could not be estimated. However, in Supplementary Video S29, Carvajal et al. (2019) note that there is a wave to the north that appears similar to other landslide generated waves located in other parts of the bay, which could potentially be attributed to sites LS-L or M (Figure 1B).
• Supplementary Video S14, at Dupa (−0.8204[image: image]N, 119.8811[image: image]E; D in Figure 1B) begins some time after the earthquake shaking. Carvajal et al. (2019) estimated that the sea withdrawal started at [image: image] s and Figure 4C shows the short time series of surface elevation estimated here, with a [image: image] −1.5 m trough.
• In Supplementary Video S13, at Talise (−0.8589[image: image]N, 119.8789[image: image]E; T in Figure 1B), the water begins to withdraw at [image: image] s, followed by a large wave striking the shore at [image: image] s, as confirmed by the people transitioning from walking to running away from the coast. Figure 4D shows the short time series of surface elevation estimated here, with a −1.3 m trough followed by a [image: image] m crest.
• Six CCTV cameras were operated at the KN Hotel (−0.8650[image: image]N, 119.8775[image: image]E; KN in Figure 1B), [image: image]750 m south of Talise. The camera timestamps were adjusted to the time shaking started, at [image: image] s based on Ulrich et al. (2019). A sea withdrawal is not seen, but tsunami inundation from a northerly direction begins at [image: image] s. In Carvajal et al. (2019)’s Supplementary Video S3, the camera angle from the KN Hotel points across the bay in the direction of the LS-F* landslide. In Figure 5, showing video frames, a disturbance becomes visible at [image: image] s (video time 38 s) in the upper right corner behind a tree. This could potentially be the wave generated by the LS-F* landslide. Figure 4E shows the short time series of surface elevation estimated here, with a [image: image] m crest.
[image: Figure 5]FIGURE 5Locations and video frames taken during tsunami impact by CCTV cameras at the KN Hotel (KN in (Figure 1B)). (A) Trace of three camera view angles corresponding to Carvajal et al. (2019)’s videos (blue) 1, (yellow) 2, and (red) 3. Cyan line marks seawall location, other green lines mark location of knee to chest high wall visible in videos. Yellow line pointing away from camera three corresponds to view shown in (B). (B) Images from Supplementary Video S3 at [image: image] and 59 s. Yellow line corresponds to that marked in (A). Red ellipses encircle a growing free surface disturbance across the bay in landslide LS-F* area (Figure 1B).
• Finally, many videos were made from various floors of a parking structure in Palu Grand Mall (−0.8836[image: image]N, 119.8437[image: image]E; GM in Figure 1B), which were combined into a 11′20″ video referenced to the time of Supplementary Video S43 by Carvajal et al. (2019), who could not infer the exact start time but estimated that the major impacts occurred 4–6 min after the main shock ([image: image]−360 s). However, Takagi et al. (2019) analyzed other time-stamped videos from eyewitnesses here (see their Figure 5) and indicated that the second positive wave estimated by Carvajal et al. (2019) hit Palu Grand Mall at 10:10:49 UTC, or [image: image] s. To reconcile this disagreement, we shifted Carvajal et al. (2019)’s time series forward by 150 s. Figure 4F shows the short time series of surface elevation estimated here, with two waves with a −2.0 and 2.5 m largest trough and crest, respectively.
2.1.4 Post-tsunami Surveys
Bathymetry: Bathymetries acquired after the 2018 event were published by Takagi et al. (2019), Frederik et al. (2019), and Liu et al. (2020), who compared them to various pre-event data (see details in references). Takagi et al. (2019) surveyed a few square kilometers offshore of the Buluri landslide site LS-F* (Figures 1B, 2; see http://www.ide.titech.ac.jp/ takagi/file/2014_bathymetry_Figure 3A_in_paper_Landslides.dat and http://www.ide.titech.ac.jp/ takagi/file/2018_bathymetry_Figure 3B_in_paper_Landslides.dat; urls in their paper wrongly included a period or space after the word “Fig”). They estimated an approximate landslide volume of [image: image] 10 m. Frederik et al. (2019) surveyed areas deeper than 200 m within Palu Bay, as well as outside of it, southwest of the Balaesang Peninsula. Within the bay, they could not find any clear sign in the bathymetry of a fault trace at seabed, nor any evidence that large deeper water submarine mass failures (SMF) occurred. Liu et al. (2020) surveyed the shallow coastal waters of Palu Bay and identified 14 locations where recent coastal landslides occurred. They estimated slide parameters based on differences between their new and the Badan Informasi Geospasial’s (BIG; Geospatial Information Agency, Indonesia) pre-earthquake bathymetric contours. In a study published after our work was completed, Natawidjaja et al. (2020) reanalyzed the published bathymetries (Frederik et al., 2019; Liu et al., 2020) and interpreted the margins of the deep central channel in Palu Bay to be faults that were activated during the 2018 earthquake. They proposed several meters of vertical displacement for these, although this movement is within the m resolution of the data. These authors also suggested that the faulting triggered “massive” landslides in the southeast of the Bay, although comparisons of pre- and post-event data in this region by Liu et al. (2020) suggest that only the southern landslide was re-activated at this time.
In this work, we studied and modeled a subset of the coastal landslides clearly identified by Liu et al. (2020), labeled LS-B,-C,-D,-E,-F*,-L, and -M in Figure 1B (Table 2), for which video evidence confirmed that wave generation occurred, using dimensions and volumes adapted from Liu et al. (2020). For this reason, with the exception of landslide F*, for which we used data provided by Takagi et al. (2019), we used the same labeling scheme as in Liu et al. (2020).
TABLE 2Parameters used to model coastal landslides in NHWAVE at their estimated unfailed location (Figure 1B): azimuth angle θ (from N), down-slope length b, cross-slope width w, and maximum thickness T (assuming an elliptical footprint b by w and a quasi-Gaussian shape for the slide), volume . Lat./Lon. define slide center of mass initial location (See Schambach et al. (2019)’s appendix for parameter definition and sketch.) Data was adapted from Liu et al. (2020), except LS-F* for which actual landslide geometry was used in model based on Takagi et al. (2019)’s survey (TA). For the dual sources, these SMFs are modeled with NHWAVE, and then FUNWAVE, in combination with each of three coseismic sources by Jamelot et al. (2019), Socquet et al. (2019), and Ulrich et al. (2019) (Figure 8).
[image: Table 2]Tsunami Coastal Impact: Post-tsunami surveys were conducted by various international teams, in which flow depth and runup (Figure 1B) were measured around Palu Bay. Figure 3 shows runup values by: 1) Pribadi et al. (2018), 26 runups corrected to MSL, measured September 29–October 6, 2018 and October 10–17, 2018; 2) Putra et al. (2019), six runups referenced to MSL, measured October 8–18, 2018; 3) Widiyanto et al. (2019), 28 runups corrected to MSL, measured October 11–19, 2018; 4) Mikami et al. (2019), six runups corrected to tide level during earthquake (+1 m MSL), measured October 27–31, 2018; and 5) Omira et al. (2019), 55 runups corrected to tide level during earthquake, measured November 7–11, 2018. Here, we only compare simulation results to the measured runups, however, flow depth measurements were also reported by Arikawa et al. (2018), Cipta et al. (2018), Paulik et al. (2019), and Syamsidik et al. (2019). Runups referenced to MSL were transformed to MSL +1 m, to account for the tide elevation at the time of the tsunami.
2.2 Materials and Methods
We numerically simulate the 2018 Palu tsunami generation and propagation from earthquake or landslide sources, and the two in combination. We follow a methodology similar to that used in recent work by the authors and collaborators for other dual earthquake/landslide mechanisms (e.g., Tappin et al., 2014; Grilli et al., 2015; Grilli et al., 2017; Grilli et al., 2019; Schambach et al., 2019; Schambach et al., 2020). Using the best available bathymetric/topographic data, together with higher resolution computational grids than used in previous studies, we apply two state-of-the-art dispersive wave models: 1) the 3D non-hydrostatic wave model NHWAVE (Ma et al., 2012), with an underlying slide layer (Ma et al., 2015; Kirby et al., 2016), to simulate both the landslide motion and related tsunami generation, and 2) the 2D fully nonlinear Boussinesq wave model FUNWAVE-TVD (Shi et al., 2012) to simulate the propagation to the far-field and the coast of the superposition of landslide and coseismic tsunamis (or each individually), in nested grids of increasing resolution toward the shore. The grid data and modeling methodology are detailed next.
2.2.1 Study Area, Computational Grids, and Bathymetric/Topographic Data
The study area encompasses Palu Bay (Figure 1), which is approximately 30 km long by 7.25 km wide with depths reaching up to [image: image] m (Figure 6). Analyses of pre- and post-earthquake satellite images show either N-S or NNE-SSW strike-slip ground motion north of Wani, and NNW-SSE motion south of the Palu Grand Mall (e.g., Valkaniotis et al., 2018; Socquet et al., 2019), indicating that the rupture trace changed direction somewhere in the bay. However, as mentioned above, the initial interpretations of the high-resolution deeper water bathymetric data of Frederik et al. (2019), and the separate high resolution bathymetric survey by Liu et al. (2020) did not show any evidence of a clear rupture trace in the bay. In their recent interpretation of this data, Natawidjaja et al. (2020), in contrast, suggest several meters of vertical fault movement. Notwithstanding these new interpretations and, as noted by Liu et al. (2020), since the Palu-Koro fault was not previously mapped underwater, the existing earthquake models have adopted various assumptions regarding where the fault trace is located. Figure 1 shows fault traces from Jamelot et al. (2019), Socquet et al. (2019), and Ulrich et al. (2019), corresponding to their earthquake sources that are simulated in this work.
[image: Figure 6]FIGURE 6(A) base computational grid (BG; 30 m resolution Cartesian, center at (−0.720[image: image]N,119.810[image: image]E); Figure 1) with two higher-resolution nested grids (red boxes, EG and SG; 7.5 m resolution Cartesian, center at (−0.705[image: image]N,119.838[image: image]E) and (−0.850[image: image]N,119.845[image: image]E), respectively) used in tsunami simulations. (B) Footprints of grids EG0020and SG. Color scale and contours indicates topography ([image: image])/bathymetry ([image: image]) in meter. Various labels are defined in Figure 1B. Yellowed areas indicate failed slide areas estimated from field surveys (Takagi et al., 2019; Liu et al., 2020).
Three Cartesian computational grids are used in tsunami simulations (Figure 6; listed grid center coordinates are used as Mercator transverse geographic projection origin). The 30 m resolution base grid BG covers Palu Bay (Figure 1) and is used in FUNWAVE and NHWAVE simulations; the NHWAVE BG grid also includes five boundary fitted, equally-spaced, layers in the vertical direction (from ocean surface to seabed). Two 7.5 m resolution grids are nested within BG, and used in FUNWAVE to more accurately model tsunami coastal impact in two areas of particular interest: 1) in the south of the bay, south grid SG includes the observation points of Grand Mall, KN Hotel, Taipa and Dupa; and 2) near and around Pantoloan, east grid EG includes the observation points of Wani and Pantoloan (Figure 1B).
A variety of bathymetric and topographic data sets have been used in earlier modeling studies of this event. Here we similarly combine and interpolate onto our grids the best available bathymetric and topographic data to date for our study area. The resulting bathymetry and topography are shown in Figure 6. As an overall coarser data set, the earlier study of Heidarzadeh et al. (2019) used the General Bathymetric Chart of the Oceans 2014 (GEBCO14; Weatherall et al., 2015), which has a horizontal resolution of 30 arc-sec ([image: image] m), referenced to the local MSL. GEBCO data, however, gives a maximum depth of [image: image]300 m in the center of Palu Bay, which is largely in error as this depth is greater than 800 m in more accurate data sets (Figure 6); hence using GEBCO data may have caused errors in this earlier modeling study. The Indonesian Geospatial Information Agency (BIG) provides a national bathymetric dataset, referred to as BATNAS, which has a horizontal resolution of six arc-sec ([image: image] m) and is referenced to MSL. When comparing BATNAS to geo-referenced satellite images from Google EarthTM, however, the coastline was not accurately located (Figure 7). BIG also provides bathymetric contours measured in Palu Bay during 2014, 2015, and 2017 surveys (referred to as BIG14, BIG15, and BIG17), all referenced to the lowest astronomical tide. These data sets are shown and discussed in detail by Liu et al. (2020), who point out that BIG17 is the most detailed, but only covers a small portion of the northern section of the bay. They also note that BIG15 is lower resolution and has a few anomalies compared to BIG14, concluding that BIG14 should be used to cover the areas of the bay not covered by BIG17. We proceeded similarly in this work. Regarding topographic data, BIG’s national topographic digital elevation model, referred to as DEMNAS, has a horizontal resolution of 0.27 arc-sec ([image: image]8.3 m) and a vertical datum EGM2008. In contrast to the BATNAS data set, the DEMNAS topography data set is fully consistent with the BIG14 bathymetric contours and satellite images, with both agreeing well at the coast (Figure 7). Finally, as discussed earlier, three post-tsunami bathymetric surveys were reported by Takagi et al. (2019), Frederik et al. (2019), and Liu et al. (2020). In this work, we had access to and used the surveys of Takagi et al. (2019) and Frederik et al. (2019), whose reference vertical datum was MSL.
[image: Figure 7]FIGURE 7Indonesian Geospatial Information Agency (BIG) six arc-sec bathymetric BATNAS dataset coastline (white line) plotted in the area of grid SG, with overlaid georeferenced satellite image from Google EarthTM, showing the discrepancy between the BATNAS coastline and the actual coastline. Red line shows the coastline inferred from the combination of the DEMNAS and BIG14 datasets, in good agreement with the actual coastline.
Thus, in our computational grids, we interpolated the deepwater bathymetry of Frederik et al. (2019) with the shallow water bathymetry from the BIG14 contours, and the topography from DEMNAS, after referencing them all to the same MSL +1 m vertical datum. To avoid numerical instabilities caused by slight discontinuities in bathymetry from combining different datasets, we applied a 2D Gaussian smoothing filter with a standard deviation of 1. The resulting bathymetry and topography are shown in Figure 6.
2.2.2 Numerical Models and Tsunami Modeling Methodology
Landslide tsunamis The 3D non-hydrostatic model NHWAVE is used to simulate initial wave generation and propagation for deforming submarine/subaerial slides, represented by a bottom layer of granular material (debris flow) (Ma et al., 2012; Ma et al., 2015), which was supported by various observations in Palu (e.g. Liu et al., 2020). Euler equations are solved in the water, in a horizontal Cartesian grid [image: image] with boundary fitted σ-layers in the vertical direction and, in the slide layer, conservation equations are depth-integrated. These equations are coupled along the slide-water interface through kinematic and dynamic conditions. One σ-layer achieves the same level of dispersive properties as a 2D Boussinesq model, but more layers allow accurately modeling wave dispersion in larger depth to wavelength ratios. Here we use five layers, which was shown to be adequate for simulating tsunamis from coastal landslides (e.g., Grilli et al., 2015; Schambach et al., 2019). As Palu Bay has steep shores, we use the latest implementation of NHWAVE, in which effects of vertical acceleration are included in the slide layer (Zhang et al., 2020a; Zhang et al., 2020b); these were found important on steep slopes (Grilli et al., 2019). In the absence of site-specific information, we used the same granular density and internal friction values for the slide material as in Nakata et al. (2020), and a basal friction value at the lower end of their tested range (2–6 deg); this was also the value Grilli et al. (2019) used to model the 2018 Anak Krakatau flank collapse. Hence we have,[image: image] kg/m for granular material density, with a 60% solid volume fraction, [image: image] kg/m for water density, internal friction angle [image: image] deg, and basal friction angle [image: image] deg. We did not perform a sensitivity study to basal friction, as we did not expect large effects of a small change in friction due to the short distances of slide motion and the rapidly increasing water depth across Palu Bay.
NHWAVE was extensively validated for a variety of tsunami benchmarks (Zhang et al., 2017), including laboratory experiments for slides made of glass beads performed by some of the authors (Grilli et al., 2017). The model was also used to simulate historical case studies, for which tsunami coastal impact had been measured (Tappin et al., 2014; Grilli et al., 2019; Schambach et al., 2020). In the latter cases, the initial unfailed landslide geometry is first recreated by moving the failed landslide material upslope. The model then simulates both the down-slope motion of the failing slide, coupled to that of the overlying water. For all benchmarks or actual events, NHWAVE was found to perform well and to adequately reproduce the reference data, provided the discretization was sufficient.
In the present simulations, except for slide LS-F* for which we use the actual mapped slide geometry, as in earlier work (e.g., Enet and Grilli, 2007; Grilli et al., 2015; Schambach et al., 2019), the initial slide geometry is modeled at its unfailed location as a sediment mound of quasi-Gaussian cross-sections, with maximum thickness T, and an elliptical footprint of down-slope length b and cross-slope width w; with these definitions, the slide volume is calculated as,[image: image] (see Appendix in Schambach et al. (2019), for details). Table 2 gives the geometric parameters and initial location estimated for each modeled landslide, based on Liu et al. (2020) (LS-B,C,D,E,L,M) or Takagi et al. (2019) (LS-F*) (Figure 1B). In simulations, the initial geometry of each landslide is carved out of the pre-failed bathymetry BIG14, gridded in NHWAVE’s 30 m grid BG, at each slide estimated initial location (Table 2; Figure 6). Since the post-failure coastal bathymetry did not show clear slide deposits, no material was removed from the downslope bathymetry prior to simulations.
Based on the shear wave travel time from the earthquake epicenter to Palu Bay discussed above (on the order of 10–15 s), all the landslides should have been affected by ground shaking within seconds of each other; hence, they are all assumed to fail at the same time in the model. However, there was a delay between the first instance of ground shaking due to seismic waves and the actual landslide initiation of motion, likely because complete failure required a sufficient built-up of excess pore pressure (and perhaps some liquefaction) in the submerged toe of the slide material (e.g., Tappin et al., 2008). This delay was estimated to [image: image] s based on the aircraft pilot video and using NHWAVE simulations to compute how much time was required to achieve the observed wave generation. Figure 2 shows the state of wave generation at [image: image] s and, modeling the largest slides (in particular LS-F*), we find that it takes 30–35 s of wave generation to qualitatively achieve the same stage as observed in the video, hence on average [image: image] −33 = 75 s.
On this basis, the generation of landslide tsunamis and their initial propagation up to [image: image] s were simulated in grid BG with NHWAVE, simultaneously for all the considered slides (Table 2; an animation of this simulation video4 mp4 is provided in supplementary material). Results show that, at time [image: image], slides are no longer tsunamigenic and maximum landslide tsunami runups have occurred onshore of each slide location. For [image: image], simulations are continued in FUNWAVE for landslide tsunamis alone or in combination with coseismic tsunamis, based on NHWAVE results for surface elevation and horizontal velocity (interpolated at 0.531 times the local depth for consistency with FUNWAVE). This is detailed next.
Coseismic or dual landslide/coseismic tsunamis Three different coseismic tsunami sources are simulated in grid BG for the 2018 Palu event. Two are modeled for [image: image] (Jamelot et al., 2019; Socquet et al., 2019) with the 2D fully nonlinear and dispersive Boussinesq model FUNWAVE (Wei et al., 1995; Shi et al., 2012), initialized with a static surface elevation equal to the maximum seafloor deformation, and one (Ulrich et al., 2019) using NHWAVE for [image: image] s based on directly specifying the bottom deformation in time and space, and then with FUNWAVE for [image: image] s (see details of coseismic sources later). For the dual earthquake/landslide sources, NHWAVE results are linearly superimposed at [image: image] with those of FUNWAVE for the simulation of each coseismic source (i.e., surface elevation and horizontal velocity). Simulations of the combined tsunamis are then continued in FUNWAVE for [image: image].
FUNWAVE has been extensively validated in various wave propagation and coastal inundation studies (e.g., Shi et al., 2012), including for tsunami inundation/runup and coastal velocity benchmarks (Horrillo et al., 2015; Lynett et al., 2017), and applied to tsunami case studies, both historical and hypothetical (e.g. Tappin et al., 2014; Grilli et al., 2015; Grilli et al., 2019; Schambach et al., 2019; Schambach et al., 2020).
For all cases simulated here, landslide or coseismic tsunamis alone, or dual sources, FUNWAVE simulations are performed by one-way coupling in the 2-level nested Cartesian grids (Figure 6) BG (30 m resolution) and EG/SG (7.5 m resolution; see the earlier studies for details). To prevent reflection at open boundaries, 1800/4,200 m wide sponge layers are specified along the western/northern boundaries of grid BG. Inundation and runup are modeled along coastal boundaries by way of a moving shoreline algorithm, with dissipation by wave breaking and bottom friction being simulated in FUNWAVE (Shi et al., 2012); here, a bottom friction coefficient [image: image] is used, which corresponds to coarse sand (also used in NHWAVE).
As discussed in the introduction, all published studies of 2018 Palu to date used non-dispersive tsunami propagation models (Table 1). However, earlier work has shown the importance of frequency dispersion when modeling landslide tsunami generation and propagation, particularly when the initial slide footprint, and hence initial wavelength, are small compared to depth (e.g., Ma et al., 2012; Schambach et al., 2019). Here, we use dispersive models (NHWAVE and FUNWAVE) and, to assess the importance of dispersive effects, we run some simulations by turning off dispersion terms in the models (results are detailed later). In Palu Bay, while landslide tsunami waves generated in very shallow water may not initially be significantly dispersive, dispersion would become larger once waves propagated into the much deeper water of the center of the bay. Dispersion affects both phase speed and wave-wave interactions during propagation and, ultimately, tsunami coastal impact. Additionally, close to shore, dispersion may create undular bores (a.k.a. dispersive shock waves) near the crest and trough of longer shoaling tsunami waves, enhancing coastal impact (e.g., Madsen et al., 2008). This was demonstrated by Schambach et al. (2019) who also showed that higher resolution nearshore grids must be used to capture undular bores in FUNWAVE, which is one of the reasons here for using the 7.5 m grids EG and SG, even though the bathymetric data was not available at that level of detail; but, wave physics may call for it.
2.2.3 Earthquake Source Models
As there is no consensus on the 2018 Palu earthquake parameters, which fault(s) was(were) responsible, and how the rupture proceeded, to assess the source-related epistemic uncertainty in tsunami simulations, we modeled three representative earthquake sources, whose main characteristics are summarized in Table 1.
The first two sources use multiple subfaults whose parameters (depth, dimension, angles) were optimized, using Okada (1985)’s method, to best match observed onland displacements inferred from pre- and post-earthquake satellite observations, while satisfying the M7.5 centroid moment tensor. Jamelot et al. (2019) thus define nine subfaults with specified length and strike, and use displacements derived from Sentinel-2 satellite images to optimize other parameters. Socquet et al. (2019) use 294 subfaults (42 in the strike direction and seven in the dip direction), and displacements inferred from Sentinel-2 and Landsat-8 satellite images, as well as SAR interferograms from ALOS-2 satellite data to optimize fault parameters. For these two sources, we computed the maximum seafloor deformation with Okada (1985)’s model and used it as initial surface elevation in FUNWAVE (with no initial velocity). As some studies indicated that effects of steep shores might have been important (Carvajal et al., 2019; Heidarzadeh et al., 2019; Jamelot et al., 2019; Ulrich et al., 2019), we computed the additional vertical displacements due to horizontal displacements using Tanioka and Satake (1996)’s method. Assuming a supershear rupture, we specified the initial time for these surface elevations in FUNWAVE to [image: image] s into the event. Figures 8A,B show the initial elevations computed for these sources, which clearly are aligned along different fault traces (Figure 1), but both predict a positive initial elevation (seafloor uplift) on the east side of the bay and a negative initial elevation (seabed subsidence) on the west side. Jamelot et al. (2019)’s source was designed by the authors to cause larger elevations in the area of the Pantoloan tide gauge and Wani to the north of the bay, and in the area of Grand Mall and the KN Hotel to the south in Palu City, where large tsunami impact was observed. This is clearly reflected in Figure 8A, by the larger initial elevations for this source in those areas.
[image: Figure 8]FIGURE 8Maximum seabed uplift/subsidence computed for 2018 Palu Mw 7.5 coseismic sources, (A,B) with Okada (1985)’s method or (C) from instantaneous deformation computed through space-time modeling, all corrected to include horizontal motion effects for steep bottom slopes (Tanioka and Satake, 1996): (A)Jamelot et al. (2019), (B)Socquet et al. (2019), and (C)Ulrich et al. (2019). For sources (A,B), seabed motions are specified in FUNWAVE as static surface elevations at [image: image] s, while for source (C), simulations are performed with NHWAVE up to [image: image] s, before continuing in FUNWAVE; for comparison with other sources, (C) shows the solution at [image: image] s. See Figure 1B for definition of location labels.
The third source by Ulrich et al. (2019) was developed from physics-based modeling of the earthquake failure in space and time using Seisol, which solves elastodynamic wave equations for spontaneous dynamic ruptures and seismic wave propagation (Dumbser and Käser, 2006; Pelties et al., 2014; Uphoff et al., 2017). Model inputs included geometry and frictional strength of the fault, tectonic stress state, and regional lithological structure, which were determined from datasets specific to the Palu region. Based on the authors’ results for the horizontal and vertical ground motions (provided every 0.5 s for 50 s over a dense grid), we created time-series of seabed motion, which were used as bottom boundary conditions over grid BG in NHWAVE. As with the other sources, contributions to vertical displacement due to the horizontal movement of steep slopes were included. Simulations of tsunami generation/propagation were done in 3D with NHWAVE up to [image: image] s and then in 2D with FUNWAVE for [image: image] s. To compare results with the other two sources, the surface elevation computed with NHWAVE is plotted at [image: image] s in Figure 8C, where, we see that, while the deformation is aligned along a fault trace similar to that of Socquet et al. (2019), likely due to their very physics-based modeling, very different from that of the other two sources, the polarity of deformation is opposite, i.e., there are large negative elevations (subsidence) on the east and large positive elevations to the SW and NE, of the bay.
3 RESULTS
Simulations were performed with NHWAVE and FUNWAVE following the methodology detailed above, by considering first each of the three coseismic sources (Figure 8), then the seven parameterized landslide sources (Table 2), and finally for dual earthquake/landslide sources combining each coseismic source with all the landslide sources. Simulations for earthquake or landslide sources alone were performed with or without dispersive effects in the models. All simulations were performed up to [image: image] s, which was determined to be long enough for maximum runup to be achieved along the Palu Bay shores.
Similar results were computed for each type of simulation: 1) the envelope of maximum surface elevations over the study area and runups along the Palu Bay coastline, to be compared with measurements from field surveys (Pribadi et al., 2018; Mikami et al., 2019; Omira et al., 2019; Putra et al., 2019; Widiyanto et al., 2019), in Figures 3,9,11, for the coseismic, landslide, and dual sources, respectively (runups computed in both the coarser BG and finer SG/EG grids are provided, whereas envelopes are computed using the finer resolution results, wherever available); and 2) time series of surface elevations computed at locations where various observations or measurements were made or inferred, i.e., Wani, Pantoloan, Dupa, Talise, KN Hotel, and Grand Mall (Figure 1B), in Figures 4,10,12, respectively.
[image: Figure 9]FIGURE 9(A,C) Runups R simulated with NHWAVE/FUNWAVE for landslide sources only (Table 2), compared with field measurements (see Figure 3 for definitions). Landslide tsunami generation is first simulated with NHWAVE in grid BG (figure footprint) up to [image: image], assuming all slides are triggered at [image: image] s. At this time, NHWAVE results (surface elevation and horizontal velocity a 0.531 times the local depth) are passed onto FUNWAVE to continue simulations for [image: image], in grid BG and then in nested grids EG/SG (white footprints in figure (B)). Solid lines indicate results in 30 m grid BG and dashed lines in 7.5 m grids EG/SG. (B) Maximum surface elevations computed during landslide tsunami simulations.
[image: Figure 11]FIGURE 11(A,C) Runups R simulated with NHWAVE/FUNWAVE for dual earthquake/landslide (Table 2) sources, compared with field measurements (see Figure 3 for definitions of data, three coseismic sources, line colors and types). Landslide tsunami generation is first simulated with NHWAVE in grid BG (figure footprint) up to [image: image]. At this time, NHWAVE results are linearly combined (surface elevation and velocity at 0.531 times the local depth) with those computed with FUNWAVE in grid BG for each of the three coseismic sources. Simulations are then continued with FUNWAVE for [image: image], in grid BG and then nested EG/SG grids (white footprints in figures (B,D,E)).
[image: Figure 10]FIGURE 10(A-F) Similar results as in Figure 4 (same vertical scale kept in figures for comparison), but for simulations with NHWAVE/FUNWAVE of landslide sources only (Table 2). Simulation results include a landslide trigger delay of [image: image] s. Solid/dashed colored lines are results with dispersion turned on/off.
[image: Figure 12]FIGURE 12(A-F) Similar results as in Figures 4, 10 (same vertical scale kept in figures for comparison), for simulations with NHWAVE/FUNWAVE of combined (dual) coseismic/landslide (Table 2) sources. See Figure 4 caption for definition of coseismic sources. All results are computed here with dispersion turned on.
Animations of tsunami propagation simulations for: 1) coseismic sources alone (video2.mp4, video5.mp4, and video6.mp4); 2) landslide sources alone (video4.mp4); and 3) dual coseismic/landslide sources for the Ulrich case (video1.mp4) are given in supplementary material, together with an animation of the slide LS-F* and its corresponding wave generation (video3.mp4).
First, regarding the effects of grid resolution, Figures 3,9,11 show that for all types of sources the largest runups simulated in the finer grids (EG/SG) are larger than in the coarser grid (BG), which justifies using nested grids in FUNWAVE. Then, regarding dispersion, for coseismic tsunamis, time series of surface elevation in Figure 4 show that dispersion causes only small absolute changes in wave elevation (mostly near the crests), at most times and locations, compared to non-dispersive simulations. This is expected for the longer coseismic tsunami waves; nevertheless, relative differences between the two simulations can be 25–35% at some times/locations. In contrast, for landslide tsunamis, Figure 10 shows that dispersion causes much larger absolute or relative differences in surface elevations, and larger phase shifts. This is also expected, based on earlier work (e.g., Glimsdal et al., 2013; Schambach et al., 2019), for shorter landslide tsunami waves, particularly considering the large depth of the bay. These results justify using dispersive wave models in this work.
For coseismic sources alone, Figure 3 shows a similar trend for runups predicted around Palu Bay, but with large absolute differences; in particular runups are in general lower for the Socquet et al. (2019) source. All three sources, however, significantly underpredict runups observed in the southern part of the bay (south of [image: image]N), with a maximum of 5 m whereas observed runups reached up to 10.5 m. In contrast, runups are relatively well predicted in the northern part of the Bay by Jamelot et al. (2019)’s and Ulrich et al. (2019)’s coseismic sources, with a slight advantage for the latter. This agrees with conclusions of earlier studies that coseismic sources alone cannot explain the tsunami coastal impact, particularly in the south (e.g., Nakata et al., 2020; Sepúlveda et al., 2020). Consistent with these results, Figure 4 shows that measured or inferred time series of surface elevation are not well reproduced, particularly in the southern part of the bay. Exceptions are Wani, the northern location (Figure 1B), where results of the Jamelot et al. (2019)’s source agree well with the partial reconstruction based on a video recording, and Talise in the SE where results for Ulrich et al. (2019)’s source partly agree with the reconstructed surface elevation. It should be noted that runup distributions shown in Figure 3 differ from those published by the sources’ authors or others who used these. Reasons for these differences are multiple: 1) we use higher resolution model grids based on higher-resolution bathymetric data than in the earlier studies, hence both wave physics and runup are more accurately simulated; 2) unlike earlier studies, we use dispersive wave models in which wave-wave interactions differ, even for coseismic sources; 3) for Ulrich et al. (2019)’s source, we generate the tsunami dynamically for 60 s in a 3D model, whereas they used a 2D NSWE model; and 4) finally FUNWAVE has a particularly accurate moving shoreline algorithm to capture runup on steep slopes, which may not be the case for all models.
For the landslide sources alone, Figure 9 shows that observed runups are well predicted in the SW part of Palu Bay, particularly in the area of the largest landslide sources (LS-E, LS-F*). However, a few of the largest observed runups are still underpredicted in the area of Dupa on the SE of the Bay (around [image: image] N). In the northern part of the bay, on the western side, observed runups are nearly as well predicted as for coseismic sources, but because of the timing of the event, maximum runups caused by coseismic or landslide sources would have likely occurred at different times here (see animations of model results). Hence, it is difficult to identify their primary source, which may explain the mitigated conclusions or even confusion in some earlier studies. On the NE side of the bay, around Wani and Pantoloan, the landslide tsunami impact is predicted to be quite large and explains the large runups observed better than for coseismic sources. This is confirmed in time series of surface elevation (Figure 10), where there is a much better agreement in Wani and Pantaloan of model results with the reconstituted time series than for the coseismic sources. In the SE of the bay, however, consistent with the underpredicted runups, the landslide tsunami simulations do not explain well the time series reconstructed in Dupa, Talise, and KN Hotel. Finally, at Grand Mall in the south, while the shorter period landslide tsunami waves agree better in timing with those of the reconstructed time series, their amplitude is still underpredicted, despite using a very fine model grid that could have enhanced wave shoaling.
Results of the dual earthquake/landslide source simulations (Figure 11) are consistent with the above observations. In all cases, but particularly for the combination of Ulrich et al. (2019)’s with the landslide sources, the observed runups on the entire west side of the bay are well simulated at most locations, and this is also the case on the east side of the bay, except for the area around Dupa where another local source of waves is required, perhaps from another landslide not yet identified in this region, as pointed out in some other studies (e.g., Liu et al., 2020). In the time series results of Figure 12, we see a good agreement between the dual source simulations with the reconstructed time series at Wani and Pantoloan, particularly when using Ulrich et al. (2019)’s or Socquet et al. (2019)’s source together with the landslides. A reasonable agreement is also found in the SE of the bay, in Dupa and Talise, when combining the landslides and Ulrich et al. (2019)’s source. At the KN Hotel, however, in the same area, none of the simulations agree well with the short reconstructed time series. Finally, at Grand Mall, in view of the uncertainty (and fairly arbitrary manner) of reconstructing the observed time series, one could argue that combining the landslide sources with Ulrich et al. (2019)’s coseismic source also provides a reasonable agreement with observations, at least in amplitude and, more or less, in phase.
4 DISCUSSION
Our work here shows that for the 2018 Palu event, a combination of earthquake and coastal landslides generated the tsunami. We also show that mapped (rather than hypothetical) landslides were critical in achieving this result. Video evidence was also instrumental in differentiating between the two possible mechanisms, especially at Pantoloan, where the tide gauge data used to validate previously published numerical models, was found to be partly misleading because it filtered out the high frequency landslide tsunami waves. To confirm this, we applied to the model results of Figure 12B a 30 s moving average and 1 min downsampling similar to that of the tide gauge (Sepúlveda et al., 2020). Supplementary Figure S2 (in supplementary Data Sheet 1) shows that this eliminates shorter waves from the time series, such as caused by the landslides or seen in the video recording near Pantoloan dock. Additionally, the filtered results based on Ulrich et al. (2019)’s dual source agree well with the first few waves in the tide gauge record, although amplitudes are smaller.
Our simulations of published earthquake sources (Jamelot et al., 2019; Socquet et al., 2019; Ulrich et al., 2019) show the epistemic uncertainty associated with modeling the coseismic tsunami. While the initial surface elevation from each coseismic source is quite different (Figure 8), the generated tsunamis all reproduce the runups observed in the northern section of the bay, but underpredict the larger runups in the south. Without a comparison of pre- and post- earthquake leveling data, it is not clear which, if any, of the earthquake models is most appropriate. The recent work by Natawidjaja et al. (2020), published too late to include for consideration here, re-interpreted Frederik et al. (2019)’s multibeam bathymetry and identified the major, meandering, submarine channel in the center of Palu Bay, as the seabed expression of the 2018 movement of the strike-slip fault. Based on this study, the fault could be considered to be more effective in tsunami generation than previously proposed. Several aspects of their model, however, lead us to conclude that further justification is required before it can be accepted as a viable alternative to those already published: 1) it is so very different to previously published interpretations based on the same datasets (Frederik et al., 2019; Liu et al., 2020); 2) interpretations of several meters of vertical seabed movement in the context of the resolution of Frederik et al. (2019)’s bathymetry ([image: image]5 m) is questionable, as is the identification of recent (2018) seabed movement; and 3) the suggestion that the earthquake triggered “massive” SMFs to account for the tsunamis is contradicted by the available bathymetric evidence (Frederik et al., 2019; Liu et al., 2020).
In the southwest, the large runups observed just onshore of confirmed coastal landslides stress the importance of simulating landslide tsunamis. In this context, using a dispersive numerical tsunami model was particularly important for accurately propagating the shorter wavelength landslide tsunami waves. Here, Liu et al. (2020)’s shallow water bathymetric survey was critical in parameterizing the numerous coastal landslides. The detailed surveying of slide LS-F* by Takagi et al. (2019), where large wave generation was observed (see Figure 2), provided additional information. These authors were the first to identify these landslide tsunami mechanisms upon which we built our more complex and comprehensive model. The videos were instrumental in allowing us to identify a landslide trigger delay of 75 s, with the pilot video and time series of surface elevation at Wani and Pantoloan (Figures 10A,B) providing key evidence. The mapped landslildes we used in our modeling are found to be capable of generating runups on the same order as those observed onshore of their locations and their reconstructed time series impact, with good agreement at most locations. One exception is in the southeast of the bay, where runups are still underpredicted in the Dupa area (simulated 2–4 m, vs observed 8–10.5 m). At the Grand Mall, wave arrival matches that observed, however, the amplitudes are not as large.
To explain the large runups observed in the SE of the bay, Nakata et al. (2020) modeled a large 700 [image: image] m hypothetical SMF off of Talise and obtained a good agreement with observations near this location. There is no indication on the seafloor for such a large recent failure, although Liu et al. (2020) suggest that there are several large SMFs south of this location, but these do not appear to be recent. Our simulations suggest that an additional SMF off of Talise could explain both the large runups observed between Dupa and Talise, and improve the agreement of simulations with the time series inferred at Talise and the KN Hotel. However, as our stated goal was to only model proven landslide sources, we did not consider such a hypothetical SMF in our earlier dual sources.
Nevertheless, to test this hypothesis, we modeled a SMF at Nakata et al. (2020)’s location (i.e., 119.8675[image: image] Lon. E, −0.8540[image: image] Lat. N), where Liu et al. (2020) identify recent seabed movement, albeit with a much smaller volume. This SMF’s elliptical footprint is marked in Figure 13A, with dimensions b = 500 m by w = 1,000 m; given a maximum thickness T = 150 m, the SMF volume is,[image: image] = 26.3 [image: image] m. As with the other landslides, the tsunami was first simulated with NHWAVE without a coseismic source, and then propagated with FUNWAVE in grids BG and SG. Figures 13A,C show that the landslide tsunami focuses on two areas onshore of the SMF: 1) just south of the KN Hotel (−0.866[image: image] N) causing a 3 m runup, consistent with measurements; and 2) north of Talise (−0.876[image: image] N) causing a [image: image] m runup near where the largest 8–10.5 m runups were measured. Figures 13B,C also show results for a dual source combining the hypothetical SMF with Ulrich et al. (2019)’s earthquake source and the seven slides in Table 2. Some wave interferences slightly reduce the runup south of the KN Hotel, but north of Talise, the combined runup is still nearly 6 m, whereas without the SMF it was only 3 m (Figure 11C). Finally, Figures 13E,F show time series of surface elevations computed at Talise, KN Hotel, and Grand Mall, respectively. Compared to earlier results in Figure 12, the new dual source simulations improve the overall agreement with reconstructed time series. At the KN Hotel, in particular, only the inclusion of the SE SMF can explain the leading elevation wave observed at [image: image] s (underestimated but arriving at the correct time).
[image: Figure 13]FIGURE 13(A,B) Maximum surface elevation and (C) Runups simulated for (A and magenta in C) hypothetical SE SMF with footprint marked as white ellipse in (A), and (B and green in C) dual source combining the SMF with Ulrich et al. (2019)’s earthquake source and the seven slides in Table 2, compared with field measurements (black bullets). (D–F) Time series of surface elevation computed for each case (same color coding), compared to reconstructed time series at: (D) Talise, (E) KN Hotel, (F) Grand Mall (See Figure 4 for definitions). Results are from 7.5 m resolution grid SG.
The 2018 Palu tsunami was unusual, and complicated, with a strike-slip earthquake mechanism which triggered coastal landslides. Previous publications show how difficult it has been to identify the tsunami generation mechanism(s). Our work here, however, demonstrates that, for most of Palu Bay, the earthquake and the mapped coastal landslides were equal contributors to the large runups measured around the bay, except in the southeast where an additional (although partly hypothetical) SMF is required. We show the importance of modeling dual earthquake/landslide sources, and of considering all available information to identify how the tsunami waves were generated including, for the first time, time series of tsunami impact reconstructed from video evidence, in addition to the (normally used) runup evidence from field surveys, tide gauge data, and survivor accounts.
A proper understanding and modeling of such destructive dual source tsunami events can help mitigate tsunami coastal hazard resulting from future similar events, here or in other tsunami-prone areas.
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Tsunamis are unpredictable events and catastrophic in their potential for destruction of human lives and economy. The unpredictability of their occurrence poses a challenge to the tsunami community, as it is difficult to obtain from the tsunamigenic records estimates of recurrence rates and severity. Accurate and efficient mathematical/computational modeling is thus called upon to provide tsunami forecasts and hazard assessments. Compounding this challenge for warning centres is the physical nature of tsunamis, which can travel at extremely high speeds in the open ocean or be generated close to the shoreline. Thus, tsunami forecasts must be not only accurate but also delivered under severe time constraints. In the immediate aftermath of a tsunamigenic earthquake event, there are uncertainties in the source such as location, rupture geometry, depth, magnitude. Ideally, these uncertainties should be represented in a tsunami warning. However in practice, quantifying the uncertainties in the hazard intensity (i.e., maximum tsunami amplitude) due to the uncertainties in the source is not feasible, since it requires a large number of high resolution simulations. We approximate the functionally complex and computationally expensive high resolution tsunami simulations with a simple and cheap statistical emulator. A workflow integrating the entire chain of components from the tsunami source to quantification of hazard uncertainties is developed here - quantification of uncertainties in tsunamigenic earthquake sources, high resolution simulation of tsunami scenarios using the GPU version of Volna-OP2 on a non-uniform mesh for an ensemble of sources, construction of an emulator using the simulations as training data, and prediction of hazard intensities with associated uncertainties using the emulator. Thus, using the massively parallelized finite volume tsunami code Volna-OP2 as the heart of the workflow, we use statistical emulation to compute uncertainties in hazard intensity at locations of interest. Such an integration also balances the trade-off between computationally expensive simulations and desired accuracy of uncertainties, within given time constraints. The developed workflow is fully generic and independent of the source (1945 Makran earthquake) studied here.
Keywords: faster than real time simulation, tsunami ensemble, Volna-OP2, Makran subduction zone, GPGPU computing, statistical emulation, probabilistic hazard, tsunami warning
1 INTRODUCTION
The 2004 Indian Ocean tsunami was the worst tsunami disaster in the world’s history (Satake, 2014). It was responsible for massive destruction and loss of life along the coastlines of the Eastern Indian Ocean. In the aftermath of this event there was a concerted effort by the scientific community to mitigate the damage posed by these geophysical events (Bernard et al., 2006; Satake, 2014; Bernard and Titov, 2015). Scientific work was focused on developing tsunami warning centres, deploying tsunami wave gauges and increasing public awareness (Synolakis and Bernard, 2006). International collaborations were formed with tsunami early warning centres being set up across all the major oceans (Bernard et al., 2010). The responsibilities of tsunami early warning centres include detecting tsunamigenic sources, deducing the level of threat posed, deciding on the areas most at risk and then notifying the relevant authorities. As tsunami waves can propagate at extremely high speeds, arrival times on the coastline can be in the order of minutes. Therefore, severe time constraints compound the difficulties faced by tsunami early warning centres in providing accurate tsunami wave forecasts.
Tsunamis are long waves that can be generated from a variety of geophysical sources such as earthquakes, landslides and volcanic explosions. As stated, tsunami early warning centres are responsible for detecting tsunamigenic sources and in this paper we focus on tsunamis triggered by earthquakes. The detection and inversion of the seismic signal to constrain the earthquake’s origin, magnitude and physical features is the first stage of a warning centre’s workflow. Tsunami warning centres currently use a variety of techniques in this inversion stage (Melgar and Bock, 2013; Clément and Reymond, 2015; Inazu et al., 2016). After the seismic signal has been constrained, the second stage focuses on deducing the level of threat posed by the tsunamigenic event. The most simplistic approach is a decision matrix, which gives a crude hazard map based on a specified earthquake magnitude, location and depth (Gailler et al., 2013). A more involved approach incorporates the large databases of pre-computed tsunami simulations from identified sources that most tsunami warning centres possess for their respective regions. In the event of a seismic signal being detected, these pre-computed databases are queried for sources similar to the signal source. The resultant database simulation results are then combined to inform a warning decision (Reymond et al., 2012; Gailler et al., 2013). A different approach exploits independent multi-sensor measurements to minimize the uncertainty in the tsunami hazard for ‘near-field’ events, whilst also reducing the number of plausible representative scenarios from a pre-computed database (Behrens et al., 2010). Further, building on these extensive pre-computed database approaches, some centres utilize ‘on the fly’ tsunami simulations to constrain the associated hazard (Jamelot and Reymond, 2015). Real-time tsunami wave observations, where available, can also play an extremely important role (Behrens et al., 2010; Angove et al., 2019).
In the immediate aftermath of an earthquake event there is always some uncertainty associated with the characteristic features of the seismic source. At present, these uncertainties are not fully accounted for in traditional tsunami early warning approaches. Accurately assessing the uncertainties on the tsunami hazard from the uncertainties on the source requires a large number of tsunami simulations. The authors show here that by utilizing a statistical surrogate model (emulator) in conjunction with an efficient tsunami code, one can massively augment the number of source realisations sampled with minimal added runtime and computing resources. Statistical surrogate models approximate the functional of more expensive deterministic models. They have been utilized successfully in a large variety of fields such as biological systems (Oyebamiji et al., 2017), climate models (Castruccio et al., 2014), atmospheric dispersion (Girard et al., 2016), or building energy models (Kristensen et al., 2017), but pertaining to this work they have been leveraged to carry out tsunami sensitivity studies and uncertainty quantification (Salmanidou et al., 2017; Guillas et al., 2018; Gopinathan et al., 2020).
By utilizing the latest high performance computing architectures and efficient tsunami codes, it has become feasible to run regional tsunami simulations in a faster than real time setting (Løvholt et al., 2019). The massively parallelized Volna-OP2 is an example of one such capable code. It solves the nonlinear shallow water equations using a finite volume discretization (Dutykh et al., 2011). It has been successfully used to simulate faster than real time ensembles for a North East Atlantic tsunami (Giles et al., 2020b). Leveraging Volna-OP2’s computational efficiency is a key component of this paper’s workflow. However, in order to fully capture the uncertainty on a tsunami source, thousands of potential sources need to be investigated in a faster than real time setting. Even with the performance capabilities of Volna-OP2, carrying out thousands of tsunami simulations would require an unrealistic amount of computing resources. The functionality of this ‘expensive’ deterministic model can be captured by a ‘cheap’ emulator, which is trained on the resultant outputs of the deterministic simulations. The incorporation of the emulator balances the trade-off between expensive simulations and desired level of accuracy on uncertainties. The authors note that there have been substantial efforts made in developing tsunami codes which are capable of faster than real time simulations. Tsunami-HySEA is another code that has been shown to be capable in this respect (Macías et al., 2017).
The emulator is shown here to capture the tsunami hazard, i.e. maximum wave heights, and associated uncertainties in three different manners. Maximum wave height percentiles at output locations which are positioned at a fixed depth are produced along with local and regional maximum wave height and standard deviation maps. These three different products utilize the same method of constructing the emulators from input/output pairs. The general workflow introduced here is independent of the test case studied, the 1945 Makran earthquake and the specified areas of interest (Karachi, Chabahar and Muscat). Further, the authors would like to point out that the statistical surrogate framework introduced here in the context of early warning systems is a proof-of-concept and is not a fully fledged early warning system, for that more computing resources and efforts on parallelized workflow would be required. As each individual source realization and simulation is independent, the whole workflow lends itself to parallelization. The runtime for each step of the workflow is given in terms of one source realization or total number of predictions at one output location. Therefore with adequate computing resources, this whole process could lead to a faster than real time setting.
The paper is structured as follows. Section 2 outlines the proposed workflow for a tsunami early warning centre for providing relevant uncertainties of tsunami hazard (maximum tsunami wave heights). Section 3 introduces the test case chosen here, the 1945 Makran earthquake and tsunami. As this is a historical source, we have chosen to centre the tsunami realisations in the vicinity of the source mechanism proposed by (Okal et al., 2015). Section 4 highlights the tsunami modeling aspect of the study, which as stated utilizes the massively parallelized tsunami code Volna-OP2. The non-uniform unstructured meshes, refined around the areas of interest (Karachi, Chabahar and Muscat), are presented here. The construction, training and prediction procedures of the statistical emulator are explored in section 5. The results section (section 6) presents the two different outputs from the workflow presented below (Figure 1). The first type of outputs are produced directly by the deterministic Volna-OP2 simulations – regional maximum wave heights and time series plots. The second type involves the maximum tsunami wave heights with associated uncertainties generated using the emulator. These are presented for various output locations – points along a coastline at a fixed depth, localized maps and regional maps. Finally, the paper is wrapped up with concluding remarks and future work (section 7).
[image: Figure 1]FIGURE 1 | Flowchart of the proposed workflow. nD is the number of sample earthquake sources (training set), nP is the number of prediction scenarios and nG is the number of output locations where the emulators are constructed. The runtimes quoted in this workflow are time per source, time for construction of emulators per output location or time per predictions at an output location. [image: image] is defined as maximum wave height. The outputs in the right column come directly from the Volna-OP2 simulations, while the outputs at the bottom are obtained using the emulator.
2 TSUNAMI WARNING WORKFLOW
The workflow (Figure 1) is launched with an input of a range of estimated location (latitude, longitude), magnitude and associated distribution of an earthquake source. A number of possible earthquake sources nD in this space are then sampled using a Latin Hypercube design. The number of output locations nG and prediction scenarios nP are selected ahead of time. The output locations can be gauge points at a fixed depth, points within a localized region or points which provide coverage of the global region. The uplift of the earthquake sources is computed using the Okada model (Okada, 1985) by first extracting the remaining earthquake parameters, length and width from scaling relations and local geometry such as rake and dip. In this application an added plug in for the effect of sediment amplification on the slip is carried out. More details are provided in section 3. The displacement is then used as the initial condition in the Volna-OP2 simulations. The maximum runtime for generating the initial displacements using a Matlab code running on a Xeon E5-2620V3 2.4 GHz × 12 workstation is 120s per scenario. This runtime could be reduced by generating the initial displacements on a dedicated cluster instead of a workstation, where faster and more CPUs could be incorporated. Each source realization is independent, thus the initial displacement calculation lends itself to parallelization. The non-uniform unstructured mesh required for the Volna-OP2 simulations is generated ahead of time, with refinement around the areas of interest. For this study these areas are Karachi, Chabahar and Muscat. The nD simulations are carried out using Volna-OP2 on a Nvidia Tesla V100 GPU with a runtime of 136s per scenario. Regional maximum wave heights and selected time series plots from the nD simulations are produced. The emulators [image: image] are constructed for each output location (with i = 1 to nG and [image: image] being the set of [image: image] emulators) from the nD extracted maximum wave heights and associated earthquake source parameters. Finally, the tsunami hazard (maximum wave height - [image: image]) and associated uncertainties at the nG output locations are obtained by the nP prediction scenarios using the emulators [image: image]. If the estimated location or distribution of the earthquake source is updated, which is often the case in the aftermath of a seismic event, new predictions can be rapidly carried out with the updated information, again using the same emulator. Emphasis is placed on the nature of the runtimes quoted in this workflow. These are serial runtimes of time per scenario (nD), time for construction of emulators per output location or time of nP predictions per output location. Further, the time taken to post-process and visualize the data is not incorporated.
[image: Figure 2]FIGURE 2 | Bathymetry of the Makran region, with the areas of interest: Chabahar, Muscat and Karachi ports, highlighted by the red dots. The locations of the 1945 earthquake sources from the literature are marked with the black stars. The eastern section of the Makran subduction zone (MSZ) considered in this study is bounded by the black box
[image: Figure 3]FIGURE 3 | Localized non-uniform unstructured mesh. Top: Mesh sizing function (h) supplied to Gmsh for the whole domain. The location of the three ports under consideration and the extent of the finite fault (FF) model for the eastern MSZ are also shown. The color scale marks the maximum mesh size hM = 25 km on land, the mesh size at the coast hm = 500 m, and the refined mesh size hpm = 100 m for the ports. Bottom: Zoom in of the locally refined meshes (of size hpm) at a scale of 32 km × 32 km for the three ports, Muscat (left), Chabahar (middle) and Karachi (right).
3 EARTHQUAKE SOURCE
The eastern section of the Makran subduction zone (MSZ) (Figure 2) is modeled by 559 (nF) finite fault (FF) segments arranged in a 43 × 13 grid. The dimensions of each segment are approximately 10 km × 10 km. The entire fault model spans a rectangle of 420 km × 129 km. The analytical equations in Okada (1985) are used to generate the vertical displacement U from the slips and other geometric parameters that define the fault. The dip angles and depths of the fault (df) are taken from Slab2 (Hayes et al., 2018; Hayes, 2018), while the rake and strike are uniformly kept at 90° and 270° respectively. The seismic moment Mw is defined as (Kanamori, 1977; Hanks and Kanamori, 1979)
[image: image]
where M0 is the seismic moment, µ = 3 × 1010 N/m2 is the rigidity modulus, and li, wi, and Si are the length, width and slip on the ith fault segment. The slip profile for the entire fault or rupture is modeled as a smooth function that has a maximum near the origin of rupture, whose coordinates are denoted by (Xo,Yo).
[image: Figure 4]FIGURE 4 | The input parameters (Mω, Xο, Yο) for the 100 scenarios used to train the emulator generated by Latin Hypercube Design. The input parameters projected on Mω−Xο plane (left), Mω−Yο plane (middle), and Xο−Yο plane (right). The dot color corresponds to moment magnitude (Mω). Sample no. 1 is marked with a star.
Amplification of U due to the presence of sediment layers in the MSZ is modeled via the sediment amplification curve in (Dutykh and Dias, 2010). The main component in arriving at the sediment amplification factor (Sia) on a segment is the relative depth (dir) of the ith segment. dir is defined as the ratio of the sediment thickness (dis) and the down-dip fault depth (dif) of the ith segment. dis is sourced from GlobSed1 (Straume, 2019), while dif is interpolated from Slab2 (Hayes et al., 2018). The sediment amplification factor corresponding to dir amplifies Si to an effective slip Sei as
[image: image]
The effective deformation due to Se is generated by the Okada equations and denoted by Ue. The Okada equations are implemented based on the dMODELS2 code (Battaglia et al., 2012; Battaglia et al., 2013). More details on the implementation of the slip profile and sediment amplification may be found in Gopinathan et al. (2020).
A major earthquake in the eastern MSZ generated a devastating tsunami on November 27, 1945 (Byrne et al., 1992). It is the strongest recorded tsunami in the MSZ. Seismic waveform inversion resulted in a magnitude range of Mw 8.0–8.24, with an average value of Mw 8.1 (Byrne et al., 1992). Another seismic inversion adjusted the location of the source and estimated the magnitude at Mw 8.2. Thus, an approximate range would be Mw 8.0–8.3 (Heidarzadeh and Satake, 2015). Table 1 lists the various sources for the 1945 tsunami reported in the literature and the locations of these sources can be seen in Figure 2.
TABLE 1 | Sources from the literature for the 1945 Makran earthquake and tsunami.
[image: Table 1]4 TSUNAMI MODELLING
Tsunamis exhibit small wave heights and long wavelengths when compared to depth whilst propagating across open oceans. This physical feature allows modellers to drastically simplify the governing system of equations. Due to this long wave nature, the linear shallow water equations have been shown to be effective in capturing tsunami dynamics across open oceans. However, as a tsunami propagates closer to the shoreline, the nonlinear behavior of the wave becomes important. As it is computational advantageous to solve only one set of equations, the nonlinear shallow water equations (NLSW) have become a popular choice for modellers. Examples of tsunami codes which solve the NLSW include NOAA's MOST (Titov and Gonzalez, 1997), COMCOT (Liu et al., 1998) and TsunAWI (Harig et al., 2008). However, physical dispersion can also play an important role in the ensuing tsunami dynamics (Glimsdal et al., 2013). In order to capture this, the dispersion terms must be included, which results in variants of the Boussinesq equations. Examples of tsunami codes which can capture this physical dispersion and therefore solve a variant of the Boussinesq equations include FUNWAVE (Kennedy et al., 2000), COULWAVE (Lynett et al., 2002) and Celerais (Tavakkol and Lynett, 2017).
4.1 Volna-OP2
Volna-OP2 is a finite volume nonlinear shallow water solver which is capable of harnessing the latest high performance computing architectures: CPUs, GPUs and Xeon-Phis. It captures the complete life-cycle of a tsunami, generation, propagation and inundation (Dutykh et al., 2011). The code has been carefully validated against the various benchmark tests and the performance scalability across various architectures has been explored (Reguly et al., 2018). An extensive error analysis of the code has also recently been carried out (Giles et al., 2020a). Owing to its computational efficiency it has been used extensively by the tsunami modeling community, in particular for tasks which require a large number of runs, such as sensitivity analyses or uncertainty quantification studies (Salmanidou et al., 2017; Gopinathan et al., 2020). The capabilities of the GPU version of the code at performing faster than real time simulations have also been recently highlighted (Giles et al., 2020b).
4.2 Non-Uniform Meshes
In order to capture localized effects on the tsunami dynamics, Volna-OP2 utilizes unstructured non-uniform meshes, which are refined around areas of interest. A customized mesh sizing function and the Gmsh software (Geuzaine and Remacle, 2009) are used to generate the non-uniform meshes. The customized mesh sizing procedure splits the domain into three distinct regions - onshore, offshore and area of interest. In the onshore region cell sizes are based on distance from the coastline. For the offshore region the cell size is dependent on the bathymetry, while in the area of interest a fixed cell size is used. Full details on the customized mesh sizing procedure can be found in Gopinathan et al. (2020). For a consistent numerical method (Giles et al., 2020a), the numerical error decreases with increasing mesh resolution. One would therefore ideally use the finest mesh resolution available. However, as is the case with all numerical simulations there is a trade-off between minimum mesh resolution and runtime. This trade-off is acutely apparent here, where there is an added severe time constraint imposed by the early warning requirements. Numerous mesh size configurations (Table 2) were trialled and a minimum resolution of 100 m at the areas of interest was chosen for this work, as it provides results in an acceptable runtime.
TABLE 2 | Runtimes using one Nvidia Tesla V100 GPU for the 6 h simulations with various mesh configurations. Text highlighted in bold refers to the chosen mesh set up used for this study (Figure 5).
[image: Table 2]Another key component for providing accurate tsunami forecasts is the bathymetry/topography data used. In this study the data is solely taken from GEBCO (GEBCO Bathymetric Compilation Group, 2020) (resolution ∼400 m). However, it is noted that the meshing procedure and every stage of the workflow work with higher resolution data and ideally should be incorporated in the future. Problems with the GEBCO data can be seen in the zoomed in plot of the mesh around Chabahar (Figure 3), where artificial coastlines in Chabahar Bay are visible.
[image: Figure 5]FIGURE 5 | Leave-One-Out diagnostics for a gauge in Muscat (left), Karachi (middle), and Chabahar (right). The discrepancies between the training set and the predictions are shown by the vertical line segments
4.3 Performance Scaling
As stated various mesh configurations were trailed in this work. The associated runtimes for 6 h simulated time using one Nvidia Tesla V100 GPU are included in Table 2. The first column of the table refers to what areas of interest are included in the local refinement. Naturally, if all three ports are included (Karachi, Chabahar and Muscat) the number of cells is the greatest at a given minimum mesh size. The runtime for the chosen mesh setup (100 m minimum mesh resolution) on one GPU is 135 s (2.25 min). If the user has more time/greater computational resources available a higher resolution mesh could be chosen. Further, if the user is only interested in one area, faster runtimes can be achieved by using a mesh setup which is only refined around that area.
5 EMULATOR
In the setting of fast warnings, the need to quickly compute a range of predictions precludes the simulation of a large number of tsunami scenarios. Our paper only illustrates a proof-of-concept idea with a small number of parameters, and so the dimension of the input space describing the source is small. In more realistic settings, large dimensions of the source (e.g. uncertainties about the geometry of the source) would create a greater need for a large range of scenarios. The Gaussian Process (GP) emulator is a statistical surrogate [image: image] that mimics the input-output relationship of the tsunami simulator [image: image]. It is trained over a small set of input points, called a design, whose size (nD) is much reduced compared to the number of predictions. The sources (or points in the space of input parameters) for training are chosen with the specific purpose of capturing the input-output relationship. Here, this is done via the Latin Hypercube Design (LHD), which maximizes the minimum distance between the training points resulting in a nearly uniform cover of the input space, i.e. a space-filling cover instead of a random scatter. Table 1 gives some of the different earthquake sources that we have used to determine the ranges for the LHD, as shown in Figure 4. The geographical boundaries of the sources used in the design are rectangular, bounded by the axes limits of the Xo–Yo plane in Figure 4. By providing an approximation of the simulator, along with uncertainties in its approximation to validate quality, the GP emulator allows for gains of orders of magnitude in computational costs. Tsunami GP emulation has supplied ranges of prediction for tsunamis generated by earthquakes and landslides over the North Atlantic, the Western Indian Ocean and Cascadia (Salmanidou et al., 2017; Guillas et al., 2018; Salmanidou et al., 2019; Gopinathan et al., 2020). We choose the GP emulator due to its versatility and our efficiently parallelized Multiple-Output Gaussian Process emulator (MOGP)3 code. Alternative approaches could also be used, e.g. polynomial chaos (2010 Chile event (Giraldi et al., 2017)) and sparse-grid interpolation (1993 Hokkaido Nansei-oki tsunami (de Baar and Roberts, 2017)). A comparison of GP and polynomial chaos based surrogate methods may be found in Owen et al. (2017). An important ingredient in the construction of the GP emulator is the covariance function (or kernel). Here, we employ the Matern 5/2 kernel. This kernel is smooth enough to avoid the GP becoming too rough whilst not being excessively smooth, which is appropriate for modeling physical relationships. Examples of other kernels are exponential, squared exponential, rational quadratic, and piecewise polynomial (Rasmussen and Williams, 2005). The kernels have parameters (also called length scales) that are solved along with other hyperparameters via non-linear optimization in a maximum likelihood estimation (MLE) scheme (other approaches such as a Bayesian procedure are possible in MoGP). MOGP is flexible in its prescription of the optimization algorithm. In this work we employ the L-BFGS-B algorithm.
[image: Figure 6]FIGURE 6 | The three stages of tsunami warning. Top row: The probability distributions of the input parameters - magnitude Mw(left), rupture origin coordinates Xο(middle) and Yο(right). The standard deviation of the Gaussian distributions decreases by a factor of 2 as warning stages progress. Bottom row: The samples drawn from these three distributions, successively increasing in order from nP = 0.1k in the left to nP = 100k in the right.
We fit an emulator to the tsunami maximum height [image: image] at each output location using a LHD of size 100 for 3 input parameters (Mw,Xo,Yo) (Figure 4). This is well over the required number for a good approximation over an input space of dimension 3 and with small variations due to a narrow width that comes from the fact that seismic inversion restricts the values of these parameters compared to a wider risk assessment (Gopinathan et al., 2020), even more so for stages [image: image] and [image: image] compared to the initial stage [image: image] of seismic inversion/earthquake source updation. As a result, we can predict the whole distribution of tsunami heights at all output locations using these emulators.
We also show a quick validation of the quality of fit using Leave-one-out (L-O-O) diagnostics in Figure 5, where the match between predictions and removed runs provides confidence in the ability of the emulator to approximate the simulator. The mean of predictions is connected by a line segment to the corresponding training value, and is a visual indicator of the fit between them. The green bars show the 90% prediction intervals around the mean of predictions, and depict the measure of uncertainty in the prediction at that point. Importantly, around 90% of the training data lies within these bars, evidencing a good confidence in the fit. Note that the GP emulator is typically unable to extrapolate. The GP approximation (or prediction) outside or near the boundary of the convex hull spanned by points in the LHD contains more uncertainty. In our case, these regions include low and high values of Mw, and similarly locations of rupture origin at the corners or boundaries of the design. This limitation also crops up in the L-O-O diagnostics, hence higher uncertainties and lack of fit are expected at certain design locations. A denser design (i.e. increase in nD) and focusing on the interpolation only (i.e. within the convex hull) would improve the predictions, and may be tailored depending on the requirements of the warning system. The L-O-O is nevertheless a good validation in the interior of the convex hull away from the boundaries.
[image: Figure 7]FIGURE 7 | Maximum wave heights (ηmax) resulting from Volna-OP2 simulations corresponding to the 100 training source deformations shown in Figure 4.
In this work, the range of input parameters corresponds to the various source descriptions of the 1945 earthquake (Table 1). With current advances in seismic inversion, the uncertainties in the magnitude (Mw) and rupture origin (Xo, Yo) in a seismic inversion may be very different from the ranges assumed here. For example, Table 1 contains source descriptions from not only seismic inversions, but also tsunami wave inversion and forward modeling studies. For the sake of demonstration, we assume the first stage of earthquake warning [image: image] to be derived from the values in Table 1, the ranges informing the sampling limits in the Latin Hypercube samples shown in Figure 4. The emulator is trained using these 100 samples, i.e. no information on the probability distribution of the parameters is made use of. Once the emulator is constructed, it can be employed to predict the maximum wave height at the output locations rapidly. At the first stage of warning [image: image], the probability distributions of the input (or source) parameters are used to sample scenarios, which are subsequently propagated via the emulator to generate distributions of predicted [image: image]. We expect the uncertainties in the source parameters to decrease (here, successively by a factor of 2 in Figure 6) as the warning progresses to stages [image: image] and [image: image]. This is an attempt to mimic the behavior of a realistic update in a seismic inversion. As soon as updated uncertainties in (and distributions of) source parameters from seismic inversion are available, new emulator predictions enable rapid updating of the output quantity. The number of stages of warning is limited to three for the sake of illustrating the methodology. The emulator can be used to predict for many more stages of warnings, as predictions form the cheapest computational component in the entire workflow (tP in Table 3). Although we use Gaussian distributions to characterize the priors, the samples for predictions may be drawn from any kind of distribution (or Monte Carlo ensembles) depending on the outputs from the seismic inversion routines. Indeed, it requires only a set of points where the emulator needs to be evaluated.
[image: Figure 8]FIGURE 8 | Wave height time series plots at Chabahar, Muscat and Karachi from the 100 Volna-OP2 simulations. The output from each simulation is plotted in grey while the maximum and minimum wave heights at each point in time is plotted in black. The closest match (blue) to the observed wave gauge measurement from the 1945 event at Karachi is plotted along with the gauge signal (red dots).
TABLE 3 | Computational times in seconds per output location for emulation construction and prediction using MOGP on a Xeon E5-2620V3 2.4 GHz × 12 workstation.
[image: Table 3]6 RESULTS
There are two types of outputs from the proposed workflow (Figure 1). The first type of output relates directly to the nD Volna-OP2 simulation results, regional maps (Figure 7) and wave gauge time series (Figure 8). The second type of output captures the uncertainty on the tsunami hazard (maximum wave height) by utilizing the emulator. These include maximum wave heights and associated variance at localized points at a fixed depth, over a localized area and regional maps (Figures 9–11 and Supplementary Figures S1–S4).
[image: Figure 9]FIGURE 9 | Uncertainty at gauges along the coastline of Karachi. Top row: Location of 100 gauges ordered from A to B. Bottom row: Box plots for the maximum wave height [image: image] at the 100 gauges, for first (left), second (middle) and third (right) warning stages. A boxplot for a gauge portrays the distribution of predicted [image: image] using the emulator via the quantiles for probabilities of 1, 25, 50, 75, and 99%. Superimposed on each plot are the distributions of the predicted [image: image] for four sets of samples from the priors (see Figure 6, Bottom row), i.e., for nP = 0.1k, 1k, 10k, and 100k.
[image: Figure 10]FIGURE 10 | Local map of uncertainties generated from emulator predictions of [image: image] at 19,749 gauges (barycentres of mesh triangles) near Karachi, for first (top), second (middle) and third (bottom) stages of warning. Each warning stage depicts the mean of the predicted [image: image](left) and associated standard deviation (right) using nP = 1k samples for prediction (Figure 6, Bottom row).
[image: Figure 11]FIGURE 11 | Regional map of uncertainties generated from emulator predictions of [image: image] at 50,983 locations picked from a rectangular grid, for first (top), second (middle) and third (bottom) stages of warning. Each warning stage depicts the mean of the predicted [image: image](left) and associated standard deviation (right) using nP = 1k samples for prediction (Figure 6, Bottom row).
6.1 Volna-OP2 – Regional Maps
Figure 7 highlights the maximum wave heights obtained over the whole domain during each of the nD (100) 6 h simulations. This figure shows that despite the variation in the initial displacement there is a consistency in the directionality of the resultant tsunami wave. Most of the tsunami energy is propagated directly south. The figure provides valuable information on the sections of coastline most at risk, with the maximum wave heights focused along the local Pakistani and Iranian coastlines. A map like this provides information to a warning system on the areas most at risk. However, to completely capture the hazard and associated uncertainty for the three stages of warning over the whole the domain the emulator is leveraged to produce Figure 11.
6.2 Volna-OP2 – Time Series
Virtual wave gauges can be prescribed in the Volna-OP2 simulations, where the wave height as a function of time is outputted. For this work, virtual gauges are positioned within each of the refined port areas; Muscat, Chabahar and Karachi. The time series outputs from each of the nD (100) simulations are plotted with the maximum and minimum wave heights at each point in time highlighted (Figure 8). These time series present the dynamics of the tsunami wave in each of the localized areas. This information can be extremely beneficial for a warning center, i.e. the maximum wave at Karachi is not the initial wave. However, we would need to emulate the whole time series at each gauge (Guillas et al., 2018) to be able to present warnings at this level of precision. Furthermore, as pointed out elsewhere, higher resolution bathymetry data would be recommended for future work. The minimum mesh size in the areas of interest is ∼100 m but the underlying bathymetry is sourced directly from GEBCO and thus has a resolution of ∼400 m.
As there was a working wave gauge at Karachi port in 1945, the de-tided signal from the event is also plotted (Heidarzadeh and Satake, 2015). Figure 8 shows the waveform of the 1945 tsunami superimposed over the 100 Volna-OP2 simulation results. The uncertainties on the tsunami wave from the design (Figure 4) are displayed, where none of these 100 runs is constructed to match the 1945 event exactly. Instead, this initial design has wide ranges spanned nearly uniformly by the LHD, consisting of 100 runs (slips) with the specific purpose of building the emulator.
However, the closest match to the 1945 Makran signal has been highlighted in Figure 8. In order to justly compare the signals, the following should be noted: the location of the virtual wave gauge in the simulations is different to the gauge’s location in 1945 and this earthquake event is associated with a triggered submarine landslide (Okal et al., 2015), which is not considered in this work. The location of the 1945 wave gauge is located ‘on-land’ in the coarse GEBCO data, therefore a nearby offshore point had to be chosen. Despite all the problems outlined, the highlighted signal marked in blue matches closely the observed signal for this initial wave. Note that a good match from the curves in the design is not expected as these are only drawn to cover the space and create the emulator, in order to capture variability. Hence some runs of the emulator should match even better the actual measurements.
6.3 Emulator – Maximum Wave Heights at a Fixed Depth
An emulator [image: image] is constructed for each output location (nG = 100, 95, and 100 for Karachi, Chabahar and Muscat respectively). The locations are selected to be at a fixed depth off the coastline. To construct the emulator, the maximum wave heights [image: image] at these locations are extracted from the deterministic, i.e. Volna-OP2, simulations of the 100 training scenarios. Then, the emulator is employed to predict [image: image] at each location using the nP samples from the priors for each warning (Figure 6). This results in a distribution of nP[image: image] predictions at each location. The distribution of [image: image] at each location is portrayed as a box plot (see Figure 9; Supplementary Figures S1, S2 for Karachi, Chabahar and Muscat respectively). Each box plot is asymmetric (non-Gaussian) and depicted by its quantiles at probabilities of 1, 25, 50 (median), 75, and 99%. This not only gives a sense of the spread of the distribution at the location but also gives a clear indication of the maximum wave height that is of interest to the warning centre. The plots show four boxplots for each location, corresponding to increasing numbers of samples from the priors, i.e., nP = 100, 1000, 10,000, and 100,000. The distributions of [image: image] with 10,000 and 100,000 predictions are almost identical, since these large numbers of samples thoroughly interrogate the priors. Appreciable differences are noted when quantiles for 100 and 10,000 samples are compared – 75% quantiles for Karachi warning stage [image: image] (Figure 9), 75, 50, and 25% quantiles for Karachi warning stage [image: image] (Figure 9), 99% quantiles for all warning stages at Chabahar (Supplementary Figure S1), 99% and 75% quantiles for Muscat warning stage [image: image] (Supplementary Figure S2), and 75, 50, and 25% quantiles for Muscat warning stage [image: image] (Supplementary Figure S2). Note that slight differences in maximum wave height for high quantiles can establish with confidence whether or not there will be over-topping of defences, so are important to the warning process. The plots also show the restriction of the distributions as the warning stages proceed, resulting in tighter uncertainties in stage [image: image].
6.4 Emulator – Local Maps
The fixed depth locations in the previous section provide a good representation of the hazard and associated uncertainties along the coastline of interest. However, localized maps can be beneficial for highlighting the areas that could be exposed to the greatest hazard. Thus, in this section, the output locations are selected to be the barycenters of the mesh within the areas of interest (nG = 19,749, 10,766, and 9,355 for Karachi, Chabahar and Muscat respectively). The procedure for emulator construction and predictions is similar to that described in the last section. The local maps for Karachi, Chabahar and Muscat depicting the mean and uncertainty in [image: image] are in Figure 10; Supplementary Figures S3, S4 respectively. For each stage of warning, the maps are generated using nP = 1000 samples for predictions. As observed in the plots for the locations in the previous section, the uncertainty in the predictions decreases as the warning progresses.
6.5 Emulator – Regional Maps
A regional understanding of the tsunami hazard and associated uncertainties can be extremely beneficial to a warning centre. However, to construct an emulator for each of the barycenters in the mesh is not feasible (∼0.8 M points). Therefore, in this case the maximum wave heights (Figure 7) were interpolated onto a 2.5 km × 2.5 km grid and the offshore points of this grid were selected as the output locations (nP ∼ 50,000). Similar to the local maps, the uncertainties become tighter as the warning advances.
7 CONCLUSION AND DISCUSSION
In this paper we showcase the first possible combinations of tsunami simulation and emulation in order to reach faster than real time predictions of tsunami heights near shore, using synthetic teleseismic inversions to constrain the earthquake source. We are also able to provide uncertainties in the warning, as these can be very large, especially in the initial period following the earthquake. These uncertainties are essential toward accurate and wise disaster management.
Our study is a proof-of-concept investigation. Indeed, to demonstrate the appropriateness, we employed a safe margin in terms of the number of runs (100 for 3 parameters). The rule of thumb in emulation is to provide a minimum of around 10 runs per input parameter, the number of runs increasing with increasing complexity of the input-output relationship. Hence, for narrow intervals where the influence of inputs on outputs is typically smooth and monotonic, it may be possible to reduce the number of runs to around 30 (for three parameters considered here). The emulator construction can also be aided by using an informed mean function for the GP. These features can be exploited especially for stages of seismic inversions that progressively restrict the input space to small variations across the outputs, resulting in gains for warning time and computing resources.
Another attractive extension would be to retrain the emulator for each wave of seismic inversion, using a design that is focused on the seismic inversion region, and thus improve the fit. However the addition of the design of experiments would be costly in time compared to our first shot of runs. Furthermore, to be even more realistic, other parameters that could add uncertainty to this problem could be included. These include the uncertainties in geometry of the fault, in the rigidity, in the sediment amplification factor, in the near-shore bathymetry (Liu and Guillas, 2017), in case warnings were to be explicit in terms of inundations to make them more useful for subsequent action. To sample from a larger input space requires great care and emulation is the only available option since even thousands of runs would not suffice to cover the spread of uncertainties. Possible approaches include dimension reduction (Liu and Guillas, 2017), and sequential design of experiments (Beck and Guillas, 2016) but with some tailored tuning as the sequential nature would add time to the whole design sequence, albeit with large gains in efficiency in the approximation.
The workflow presented in this study is fully generic and could, with some additional resources/efforts, be applied by any tsunami warning centre. The emulator is used to obtain the level of tsunami hazard and uncertainty at selected points of interest. These points can cover a localized section of coastline, a regional area or fixed depths off the coastline of interest. The different types of warnings that the emulator produces could aid in a warning centre’s ability for providing accurate warning recommendations. Further, the direct results from the deterministic model are extremely beneficial for providing an insight into the tsunami dynamics.
As stated, this is a proof-of-concept paper and the authors recognize that there are many outstanding issues that need to be addressed before the workflow presented here can be implemented by a warning centre. The main issues include a greater number of computational resources, a faster Okada solver and a fully parallelised/automated workflow. More computing resources, namely GPUs, would allow for the Volna-OP2 simulations to be carried out in parallel, ideally a GPU for each source realization being simulated. A faster Okada solver running on a cluster would reduce the runtime of the initialization steps. The runtimes presented are given in relation to time per scenario or time for predictions at a gauge. As these are fully independent the whole system lends itself to parallelization, but effort is required in this respect to carry out these tasks in parallel. Finally, another aspect that needs to be considered is the optimization of the post processing and displaying (plotting) of the results, runtimes which a warning centre would need to incorporate. However, with the outstanding issues addressed and greater computing capacities the total runtime is safely within the time frame afforded to warning centres in the aftermath of a tsunamigenic event.
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Geophysical surveys in the eastern slope of the Gela Basin (Strait of Sicily, central Mediterranean) contributed to the identification of several episodes of sediment mass transport, recorded by scars and deposits of various dimensions within the Pleistocene succession. In addition to a huge failure called Gela Slide with volume exceeding 600 km3, the most studied events show volumes estimated between 0.5 and 1.5 km3, which is common to many other submarine landslide deposits in this region and that can therefore be considered as a characteristic value. In this work, the tsunamigenic potential of two of such landslides, the so-called Northern Twin Slide and South Gela Basin Slide located about 50 km apart along the eastern slope of the Gela Basin, are investigated using numerical codes that describe the onset and motion of the slide, as well as the ensuing tsunami generation and propagation. The results provide the wave height of these tsunami events on the coast of southern Sicily and Malta and can be taken as representative of the tsunamigenic potential of typical landslides occurring along the slope of the Gela Basin.
Keywords: margin instability, landslide dynamics, tsunami, numerical simulation, geo-marine hazard
INTRODUCTION
Continental margins are one of the most favorable environments for the generation of relevant landslide-tsunamis (Masson et al., 2006; Tappin, 2010; Kawamura et al., 2014), due to many factors. Amongst these, one very relevant is the continuous supply of unconsolidated sediments from rivers, which may be activated in a submarine landslide by both seismic shaking and gravitational load. When the collapse starts from relatively shallow water the tsunami generation is particularly efficient: the perturbation is more easily transmitted to the whole water column, and the sliding mass soon attains high velocities, due to the steep slope typical of such environments, that can exceed 10°.
The most adopted approach in the description of mass transport deposits (MTD) along submarine slopes considers the size distribution and their frequency, providing in this way an assessment of the potential hazard connected to these occurrences. This has been repeatedly applied for the hazard analysis in several margins around the world, mainly in North America: the United States Atlantic margin (Chaytor et al., 2009; ten Brink et al., 2014); the United States Pacific coast (McAdoo et al., 2000; Greene et al., 2006); the Puerto Rico northern platform (ten Brink et al., 2006); the Gulf of Mexico (Pampell-Manis et al., 2016; Fan et al., 2020); Alaska (Sawyer et al., 2017). The Norway margin (North-East Atlantic Ocean) as well, has been object of investigation from this point of view (Solheim et al., 2005).
In the Mediterranean Sea, the tsunami hazard connected to continental slopes is still poorly constrained. The comprehensive study by Urgeles and Camerlenghi (2013) represents the first step toward the characterization of MTDs in the whole basin. In total, 696 events have been mapped and described, spanning wide area and volume ranges, [image: image] and [image: image] respectively. Among these, 28 events are reported to have generated tsunamis, both by direct observations and by deposits characterization. While it is not surprising the presence in this subset of huge masses (9 events in the volume range [image: image] km3, 3 exceeding 100 km3), it is significant the incidence in terms of tsunami generation of smaller occurrences: 9 between 1 and 10 km3, and 7 below 1 km3. Such typology of MTD is scarcely considered in the study of non-seismic tsunami hazard, since in general they generate considerable waves only when occurring in shallow water and in proximity of the coast.
One of the main characteristics of the Mediterranean Sea is the high recurrence of the combination of these two elements: mass wasting features (scars, headwalls, canyons) are recognizable along several margins close to populated coastal communities. Some of them are here recalled:
• The Balearic Sea, where one of the most impressive underwater sliding bodies has been found along the Ebro margin, the so-called BIG’95 (Lastras et al., 2005; Lastras et al., 2007), whose tsunamigenic potential has been explored through numerical modeling (Iglesias et al., 2012; Zaniboni et al., 2014a; Løvholt et al., 2014).
• The margin of the Ligurian Sea (French-Italian Riviera), with very steep slopes and relatively frequent seismicity that can mobilize sediments (Ioualalen et al., 2014), such as the case of the 1979 Nice tsunami (Assier-Rzadkiewicz et al., 2000).
• The Tyrrhenian and Ionian margins, where many mass wasting processes covering different spatial scales have been mapped in the framework of the Italian project MaGIC (Chiocci and Ridente, 2011; Casalbore et al., 2014; Rovere et al., 2014; Casalbore et al., 2019). Among the many potential occurrences, numerical simulations for the study of the generated tsunamis have been performed for the 1977 Gioia Tauro event (Zaniboni et al., 2014b), on the Tyrrhenian Calabrian side, with an estimated volume of approximately 0.005 km3 volume. On the Ionian side of Calabria, the Assi landslide (Ceramicola et al., 2014), has been object of investigation (see Table 1 for details). Also, the area of Crotone, Calabria, is worth of mention, with the (indeed still questioned) homonymous potential mega-landslide involving a very thick sedimentary sequence (Zecchin et al., 2018).
• The southern Adriatic Margin, where structures favoring mass transport such as the Bari Canyon (Trincardi et al., 2007) are found and pieces of evidence of vast movements exist, such as the large Gondola slide, a complex of events mobilizing deposits in the order of tens of km3 (Ridente et al., 2008). The tsunamigenic potential of small landslides on the eastern margin has been investigated as well (see Table 1; Argnani et al., 2011).
• The Hyblean-Malta Escarpment (Ionian coast of Sicily), where many canyons and scars are evident (Micallef et al., 2014), and the potential for tsunami generation has been examined (Paparo et al., 2017). To mention also that the possibility of a 5 km3 submarine landslide occurring in the occasion of the 1,693 earthquake, that might have enhanced considerably the effects of the earthquake-tsunami at a local scale (Argnani et al., 2012).
• The margins close to the coasts of Crete and Cyprus (Papadopoulos et al., 2007b; Papadopoulos et al., 2014) and along the Corinth Gulf, where on 1963 a coastal slump generated relevant waves (Papadopoulos et al., 2007a; Tinti et al., 2007).
• The African coast of the Mediterranean, that is still scarcely investigated. Some indications of collapses have been reported in Loncke et al. (2009), describing mass wasting processes covering a large volume range (from 1 km3 to around 500 km3) along the Nile river submarine fan, offshore the town of Alexandria (Egypt).
• The Levantine Basin is a place of large mass transport complexes, ranging from 35 to 94 km3, occurring along the continental margin off Israel and Lebanon (see Eruteya et al., 2016, and references therein).
TABLE 1 | List of submarine landslides with volumes comparable to the NTS and the SGBS whose tsunamigenic potential has been explored in literature.
[image: Table 1]The above list constitutes only a subset of the potential margins that are prone to sliding in the Mediterranean Sea and can potentially generate tsunamis. In this paper, we consider the Gela Basin eastern slope (GBES from now on) that is found in the northern part of the Strait of Sicily and extends from the shelf-edge at relatively shallow water (∼200 m) rapidly deepening to about 900 m depth. Studies based on morpho-bathymetric data show that the GBES has been extensively affected by submarine mass wasting during the Late Quaternary, involving volumes of sediments in the order of magnitude of 1 km3 (e.g., Minisini et al., 2007; Kuhlmann et al., 2017).
Among the recorded landslide events, we select two as representative of potential scenarios along the GBES. To evaluate their tsunamigenic potential, a comprehensive investigation through numerical codes is performed, mainly consisting into three phases: the simulation of the landslide dynamics; the computation of the tsunamigenic impulse, that is time-dependent; the simulation of wave propagation, with the assessment of the tsunami hazard for the neighboring coasts of Sicily and Malta. The analysis is limited to the effects of the tsunami on a regional scale, leaving the study of inland flooding for future publications.
The study of these two landslide scenarios along the GBES has been performed in the framework of the Italian project SPOT (Sismicità Potenzialmente innescabile Offshore e Tsunami; Antoncecchi et al., 2020), aiming at assessing the tsunamigenic potential of earthquakes and landslides possibly triggered by hydrocarbon production offshore the Italian coasts.
THE GELA BASIN EASTERN SLOPE
Geological Setting
The Gela Basin is a bathymetric depression of limited water depth (up to 936 m) located south of central Sicily. It represents the foreland basin of the Maghrebian thrust belt of Sicily (Argnani et al., 1987; Lickorish et al., 1999), and is filled by up to 2000 m of turbidites and pelagic sediments of Pliocene-Quaternary age. The sedimentation rate from Pliocene to Middle Pleistocene (800 ka) was 150 m/Myr and reached 900 m/Myr in the last 800 kyr (Gauchery et al., 2021). The upper part of the sedimentary fill is characterized by abundant mass transport deposits. The northern margin of the basin is partly shaped by the arcuate front of the Gela Nappe (Argnani, 1987), which represents the most recent Maghrebian thrust front (Figure 1). A sedimentary prograding set, fed from the north, developed on top of the Gela Nappe. This prograding set extends eastward, away from the thrust front, fringing the Hyblean Plateau. The most recent clinoform of this prograding set represents the northern and eastern bathymetric slope of the Gela Basin.
[image: Figure 1]FIGURE 1 | (A) Simplified structural sketch of the Strait of Sicily and adjacent regions with the shelf-edge of the Gela Basin eastern slope (GBES) highlighted by the 200 m isobath (in light blue). Structural elements adapted from various sources (mainly Argnani et al., 1987; Argnani et al., 2012). Bathymetric data are from EMODnet (EMODnet Bathymetry Consortium, 2018). MTB = Maghrebian Thrust Belt, GN = Gela Nappe, HP = Hyblean Plateau. (B) Zoom on the north-eastern sector of the GBES, highlighting the Twin Slides complex and the different slide features. The black line marks the “Father Slide” headwall, the red and green ones are for the subsequent NTS and STS headwalls, respectively. At the toe of the scarps, the deposits of the two slides are shown with the red-dashed and green-dashed lines, respectively. (C) Zoom on the southern sector of the GBES. The blue line marks the SBGS headwall, at about 200 m depth, while the dashed-blue line delimits the slide deposit, at the toe of the slope.
The eastern slope, denoted as GBES here, has been the site of several mass transport events, as evidenced by the abundant slide scars which are visible on the morpho-bathymetry map (see Figures 1B,C), and as reported in detailed studies of selected sectors (e.g., Minisini et al., 2007). The morphological evidence indicates that complex and recurrent sediment failures affected the GBES during the Late Quaternary.
Mass Failures Along the GBES
Mass transport events characterize the whole extent of the GBES, and in some cases, the reconstruction of the sliding mechanism and sequence is quite difficult, due to the superposition of different occurrences.
Starting from the north, the first occurrence is the Gela Slide (GS, see Figure 1A), a 630 km3 landslide affecting an area of more than 1,500 km2, characterized by a few km downslope movement and occurred presumably in the Late Pleistocene. First described in the geological work by Trincardi and Argnani (1990), this collapse has been taken as one of the scenarios in the study of tsunami hazard on the coasts of the Malta archipelago by Mueller et al. (2020). According to their tsunami simulations, the flow depth exceeded 10 m on the island of Gozo, which was hit around 18 min after onset of the landslide.
Moving to the east of the GS, several other landslides have been recognized by Trincardi and Argnani (1990) and in more recent investigations (Minisini and Trincardi, 2009; Kuhlmann et al., 2017). The most interesting cases are the so-called Twin Slides located about 30 km far from the GS (see Figure 1B). These collapses, that occurred probably simultaneously in Late Holocene, are characterized by well-defined scars (see the headwalls, Figure 1B), deepening from 200 to 500 m water depth with well-recognizable deposits of comparable size at the toe (enclosed within the dashed-red and dashed-green boundaries respectively), down to 700 m b.s.l. The estimated volume is slightly less than 0.5 km3 for both slides. The Northern and Southern Twin Slides (NTS and STS) have been interpreted as the final stage of a very complex sliding sequence, tentatively reconstructed in Kuhlmann et al. (2017), that started with a larger “Father Slide” (black line in Figure 1B) 87 ka ago and that repeats periodically about every 10 kyr.
Another submarine slide is placed southward, about 40 km north of the Malta archipelago (Figure 1C). In this work, it is named South Gela Basin Slide (SGBS) according to Gauchery et al. (2021). Pieces of evidence of collapse are very clear: a large scar at the shelf-edge, more than 5 km long (blue line in Figure 1C), with a 5° average slope from 200 to 500 m water depth; a large deposit, easily recognizable at the toe of the slope (350–550 m water depth), covering an area of more than 50 km2 (delimited by the dashed-blue contour in Figure 1C).
In this paper, we have opted to compute the tsunamis produced by two slides out of the many that have been identified along the GBES, namely the NTS and the SGBS. Although there is not any direct piece of evidence of the occurrence and the effects of such tsunamis, nonetheless exploring these scenarios is important mainly because 1) the involved volumes are the most frequently observed in the Mediterranean Sea (see the frequency distribution in Urgeles and Camerlenghi, 2013) and 2) landslides with comparable volumes are known to produce relevant (though local) waves, which stresses the need to systematically include also such sources in tsunami hazard evaluation. Some interesting examples of tsunami studies from this kind of landslides are listed in Table 1.
[image: Figure 2]FIGURE 2 | (A) Bathymetric map of the NTS scenario. The blue contour marks the initial slide boundary, the dashed-red one delimits the observed slide deposit. The green line denotes the whole slide boundary, one of the code inputs. The black line describes the predefined trajectory of the blocks’ CoM. The initial thickness is shown via the yellow-red-brown color scale. (B) Landslide profile cut along the CoM path. The blue, red, and green lines mark the initialmass, the deposit, and the gliding surface profiles, respectively. The black-dashed line is for the present morphology.
NUMERICAL METHODS
The study of the tsunamis associated with submarine mass movements along the GBES is performed through a well-tested numerical procedure that has been developed in-house and applied to several cases of landslide-generated tsunamis (Zaniboni et al., 2014b; Ceramicola et al., 2014; Zaniboni and Tinti, 2014; Zaniboni et al., 2016; Zaniboni et al., 2019; Gallotti et al., 2020; Triantafyllou et al., 2020). Under the assumption that the submarine slope will fail, the simulation sequence covers the whole process including 1) the dynamics of the sliding motion, 2) the tsunamigenic impulse caused by the movement of the mass along the sea bottom, and 3) the propagation of the tsunami over the computational domain.
Landslide Dynamics
When the sliding body reaches instability conditions, it starts moving along the slope. The dynamics of such motion is computed through the code UBO-BLOCK1, which implements a Lagrangian approach. The sliding body is partitioned into a set of interacting blocks, whose centers of mass (CoMs) motion is determined by the interaction with the surrounding environment, i. e., by the body forces (gravity, buoyancy), the surface stresses (basal friction, water drag on the exposed surfaces), and the internal interactions between blocks. The blocks conserve their mass and cannot penetrate nor superimpose with each other. This approach allows one to quantify how much the slide changes its shape during its descent, a crucial factor in tsunami generation. The simulation is stopped when the mass exits the computational domain, or when the mean velocity lowers a predefined threshold.
The application of UBO-BLOCK1 requires as input:
i. The undisturbed sliding surface;
ii. The upper surface of the initial sliding mass;
iii. The predefined CoM trajectory;
iv. The lateral boundaries of the sliding surface.
Further details on the code can be found in Tinti et al. (1997).
Tsunami Generation and Propagation
The motion of the sliding body on the sea bottom changes the sea depth and mobilizes the whole water column, generating a perturbation that propagates throughout the water body. The tsunami impulse provided by the slide is not instantaneous, since the time scale of the two phenomena (landslide motion – wave propagation) is comparable, in contrast to the process of earthquake-generated waves, where the source can be considered instantaneous.
The tsunamigenic impulse is computed as the time history of the seabed change due to the passage of the mass, over each node of the tsunami computational grid. This perturbation is filtered with the water depth through a function cutting higher frequencies. These tasks are performed by a specific code, named UBO-TSUIMP, which is described in full detail in Tinti et al. (2006).
The wave propagation is modeled by the application of the classic non-linear shallow-water equations (SWE), that are solved by a finite difference approach (leap-frog numerical scheme) implementing the staggered grids technique. When the computational grid boundary is the open sea, a pure transparency condition is imposed, while the interaction with the coast is handled in two possible ways: in case of land inundation, the model implements the moving boundary technique, considering the flooded inland cells as part of the bathymetry; when the no-inundation condition is selected, the coast is considered as a vertical wall and the wave is reflected seaward. The choice between the two approaches depends on the aims of the investigation. If one wants to evaluate the tsunami hazard at a regional scale over a wide domain, the second is preferable. If the interest is on the effect on coastal communities and buildings, one should select the first option. The two alternatives usually require domains with different characteristics: high resolution to compute inundation, low resolution to simulate propagation in oceanic regions. The code, named UBO-TSUFD, includes also the possibility to manage domains with different spatial steps implementing the nested-grid technique, useful if a heterogeneous resolution is convenient for the simulation.
The input datasets needed to run the code are:
i. The tsunami computational grid, or set of grids;
ii. The tsunami initial condition.
This code is more extensively described in Tinti and Tonini (2013). Its applications are reported in the same references cited in the previous section. Besides, one can find an application to a case of an earthquake-tsunami in Loreto et al. (2017).
BUILDING THE LANDSLIDE SCENARIOS AND THE TSUNAMI COMPUTATIONAL GRID
In this paper we study the NTS and the SGBS since we consider their volume as typical of tsunamigenic mass movements in this region, and, more in general, because events of this size require more attention and investigations. The tsunamis from NTS and SGBS are expected to be relevant for the coasts of southern Sicily and the Malta archipelago, and this consideration has guided us in building the grids for tsunami simulations.
Landslide Scenario for NTS
The simulation of the landslide motion requires the definition of the four elements listed in Landslide Dynamics Section. These have been devised mainly on morphological considerations, starting from the present seabed bathymetry given in Figure 2. In the NTS scenario, the sliding surface (green line in Figure 2B) coincides with the slide scar in the steeper part of the margin, uncovered after the sliding event down to 500 m depth. The remaining portion, now hidden by the slide deposit, has been inferred by extending the outer isobaths inside the sliding boundary (green boundary, Figure 2A) since these are supposed to represent the undisturbed surface under the slide deposit. After the sliding surface has been reconstructed, it is straightforward to obtain the sliding deposit, simply by difference with the present bathymetry (red line, Figure 2B). Though not essential for the simulation itself, the observed final distribution of the mass is very useful as a constraint for the parameters governing the sliding model. The initial mass has been obtained simply by filling the scar, again extending the isobaths inside the initial landslide contour (blue line, Figure 2A). The result is a body with volume of 0.46 km3, consistent with the deposit at the toe of the slope, covering an area of almost 7 km2. The initial slide mass distribution, obtained as the difference with the gliding surface, evidences a thicker central part, reaching 150 m (Figure 2A). The CoM path follows the direction of local maximum steepness, while the slide lateral boundaries (Figure 2A, in green) follow the observed slide deposit (red line, Figure 2A).
[image: Figure 3]FIGURE 3 | (A) Bathymetric map of the SGBS scenario, with the initial mass boundary marked in blue and observed deposit in dashed-red. The resulting initial slide thickness is marked by the yellow-red-brown color scale. The other input for the simulation code, the lateral slide boundaries, and the CoM predefined trajectory, are reported in green and black respectively. (B) Morphological slice along the CoM path. In blue the initial slide profile, in red the observed deposit. The green line marks the undisturbed gliding surface, the black-dashed line the present bathymetry.
Landslide Scenario for SGBS
The second landslide scenario selected is placed around 50 km south of the NTS, closer to the Malta archipelago. The same procedure followed for the NTS has been used for the preparation of the SGBS simulation input. The sliding surface follows the uncovered steeper part of the slope and under the present deposit, is inferred by continuity with the outer isobaths (green profile in Figure 3B). The initial mass is obtained by filling the scar inside the respective boundary (blue boundary in Figure 3A), providing an initial sediment body with a volume of 1.48 km3 (three times bigger than NTS), over an area of more than 26 km2 (four times larger than NTS), implying a smaller thickness (maximum less than 100 m, Figure 3A). The final deposit is obtained by the difference between the present morphology and the sliding surface. As in the previous case, the obtained volume has been used as a further constraint on the reconstruction of the initial mass, since the two amounts have to be compatible.
[image: Figure 4]FIGURE 4 | Tsunami computational grids: the larger (G1) is characterized by a 250-m step, while the smaller ones (G2 and G3) have higher resolution (50-m spaced nodes) and are focused on the SGBS and NTS areas, respectively. The propagation of the tsunami over domains with different spatial intervals is possible through the nested-grids technique.
Tsunami Computational Grids
The simulations of the landslide-generated tsunamis require a regularly spaced computational grid. The investigated area is shown in Figure 4: the larger grid (G1, in green) covers the southern corner of Sicily, more specifically the SE coast watered by the Strait of Sicily to the south and by the Ionian Sea to the east. This grid has been built with a spatial step of 250 m. The source data come from the EMODnet public database, covering this area with a resolution of about 115 m.
Due to the limited extent of the tsunami sources, that would have been described by too few nodes with the resolution of grid G1, it was necessary to make use of finer domains, covering the two tsunami generation areas. Grid G2, marked in blue in Figure 4, accounts for the SGBS scenario and includes the Malta archipelago as well; grid G3 (in red) covers the NTS case and the coast of the Gulf of Gela. Both computational grids have been built with a 50 m spatial step by combining a swath bathymetry dataset acquired with 30–100 kHz multibeam systems and an overall 50 m resolution along the slope (Gauchery et al., 2021), with the already cited EMODnet bathymetry used to fill the data gaps.
This grids configuration (a larger 250-m mesh, G1, and two smaller 50-m domains, G2 and G3) allows an acceptable and detailed reconstruction of the landslide dynamics and their tsunamigenic impulse in the source areas, and sufficient coverage of the tsunami propagation in the Strait of Sicily. The simulation with this grid set is possible through the nested-grid technique implemented in the model UBO-TSUFD, allowing to account for the passage of the tsunami wave across boundaries of contiguous computational domains with different resolutions.
LANDSLIDES SIMULATIONS
The code UBO-BLOCK1 provides the complete time-history of the motion of each block composing the landslide mass. As a consequence, the simulation accounts for the mass shape variation during the descent, a factor that deeply influences the perturbation produced on the water column, necessary to evaluate the time-dependent tsunamigenic impulses associated with the mass moving along the seabed.
The comparison with the observed deposit provides important constraints on the simulation parameters governing the slide motion. Concerning the friction coefficient, a value of 0.03 provided the best fit: this is a typical value for submarine landslides. The drag coefficients have been selected basing on values coming from previous applications, simulating similar failures. For the superficial stress, the value chosen for the drag parameter is Cd = 0.02; as for the frontal drag, Cf = 0.5 (for a more detailed description of these coefficients and of their range of values, refer to Tinti et al., 1997). Both sliding bodies are affected by a considerable elongation, as inferable also from the profiles of Figures 2,3: NTS passes from 4 km to more than 8 km at the end of the motion; SGBS from 6 km to more than 12 km. The values adopted for the internal interaction parameters, governing the mass deformation, have been tuned to account for this behavior.
Figure 5 reports some of the motion features of the two scenarios. Panels A and B report the velocity evolution with time: it can be noticed that the two curves are similar, with an initial abrupt acceleration phase followed by a slower deceleration, typical of masses moving along steep margins, and then reaching the flat area at their toe. The NTS reaches the mean velocity peak (15 m/s) after around 100 s, while for SGBS the peak is slightly smaller, and attained at around 200 s. The black dots mark the individual CoM velocity record: notice that there is a generalized spread around the mean values (continuous line, red for NTS, and blue for SGBS), which is a natural consequence of the mass elongation during the descent. The mass comes to rest after almost 700 s for NTS and more than 850 s for SGBS, but it can be noticed that some blocks stop much earlier (already after 300 s for NTS; at 500 s for SGBS), while other have still residual velocity when the simulation is stopped.
[image: Figure 5]FIGURE 5 | Landslide dynamics for NTS (left) and SGBS (right). (A) Mean velocity (red line) and individual CoM velocity (black dots) vs. time for the NTS scenario. (B) Analogous quantities for the SGBS scenario. (C) Mean thickness (red line) and individual block thickness (black dots) time history for the NTS case. (D) SGBS mean thickness (blue line) and block thickness (black dots). (E) Froude number vs. time for the NTS case. (F) Froude number vs. time for the SGBS scenario.
The block thickness evolution is represented in Panels C and D of Figure 5: reflecting the elongation and spreading at the end of the motion, the sliding mass gets thinner, passing from an average of 75 m to around 20 m for NTS, and from 58 m to 31 m for SGBS. It is noticeable that in correspondence with the velocity peak, the block thickness increases considerably, especially for the NTS where some blocks reach height values of more than 120 m, with obvious influence on tsunami generation.
A typical indicator of the tsunamigenic efficiency is the Froude number, Fr. This is computed as the ratio between the horizontal component of the slide velocity and the wave phase speed ([image: image], with g gravity acceleration and h local sea depth). When the two quantities are equal, the energy transfer from the slide to the water is maximum, and the resonance condition is attained (Fr = 1). For values lower than 1 (subcritical condition, typical of deep slides) the wave moves faster than the slide; for Fr > 1 (supercritical condition, typical of fast subaerial slides entering the water, usually occurring close to the generation area) the mass runs away from the generated wave. In the present cases, one can notice that the motion is always subcritical (panels E and F, Figure 5). The maximum value of Fr (0.2) is attained in correspondence with the velocity peak for both slides.
TSUNAMI PROPAGATION
Tsunami simulations have been run with the linear version of the code UBO-TSUFD, without considering land inundation. Concerning the Malta archipelago where coasts have complex morphology, this task would require more refined grids, to describe better the many small gulfs and inlets characterizing especially the northern coast.
The propagation of the NTS-generated tsunami is shown in Figure 6. In the first frames (4 and 8 min) the typical circular radiation of landslide-tsunamis can be noticed, with a positive front propagating in the same direction as the slide motion (offshore, toward south-west) and a negative signal on the opposite side. This entails that the tsunami firstly manifests with a sea withdrawal at the Sicily coast, a factor that can be important in terms of alert management. The wave hits the coasts after about 12 min, with the negative front, which is soon followed by a positive wave, meaning sea-level increase. Within 20 min the whole Gulf of Gela (see Figure 2 for geographic location) is affected by the wave, the same happens for Gozo (the north-westernmost island of the Malta archipelago), that in contrast to Sicily is hit by a positive wavefront. Notice that the travel time is very similar to the one obtained in Mueller et al. (2020) for a much bigger mass, the Gela Slide. The 36-min sketch shows that at this time almost the entire Malta islands are affected by the tsunami. Finally, notice the strong deceleration effect of the Malta Plateau, the shallow-water area between Sicily and Malta (whose location is shown in Figure 4 as well), on the wave propagation due to bathymetry and shoaling mechanisms.
[image: Figure 6]FIGURE 6 | Propagation sketches for the NTS-generated tsunami. The color scale is saturated for values higher than 1 m and lower than −1 m for graphical reasons. The black contour marks the area swept by the slide.
The SGBS-tsunami propagation sketches (Figure 7) show some similarities with the NTS case, especially in the first frames, i. e., the circular radiation from the source and the polarity of the wavefront (positive westward, negative eastward). Conversely, the SGBS tsunami is generally higher than the NTS one. Gozo island is attacked by a positive front between 8 and 12 min, and the whole Malta archipelago within 28 min. Considering the Sicily coasts, one can notice that already at the 12 min frame the wavefront tends to deform, due to the interaction with the bathymetry. The first affected coastal stretch is the southern extreme of the Gulf of Gela, between 20 and 28 min. At this time a positive signal reaches the coast. Here the tsunami signal deceleration in the Malta Plateau area is evident as well, with the negative front (in blue) taking several minutes to cross this sea region.
[image: Figure 7]FIGURE 7 | Propagation frames for the SGBS-generated tsunami. The color scale spans the interval [−2;2] m and is saturated for values out of this range. The black contour delimits the SGBS slide area.
Interesting insights on the tsunami characteristics come from Figure 8, representing the maximum sea surface elevation computed for each node of the tsunami grid, during the whole tsunami propagation history. This plot provides a useful glance at the spatial distribution of the tsunami energy.
[image: Figure 8]FIGURE 8 | Maximum water elevation for the two landslide scenarios, NTS (left) and SGBS (right). The black boundaries mark the area swept by the landslide motion. Notice that the color scales cover different intervals for the two plots.
One can notice that most of the tsunami energy in the NTS scenario is captured within the Gulf of Gela. Some tsunami beams are visible, evidencing preferential directions for water maximum elevation. Noticeable are two rays hitting the central part of the gulf, two more affecting its eastern end, and another one moving south-eastward. The Malta archipelago coasts seem scarcely affected by waves generated from the NTS scenario.
Concerning the SGBS (Figure 8 – right panel), the pattern is quite different. The Malta islands are hit by relevant maximum waves, reaching also 2 m. A strong beam heads towards the Malta Plateau, south-east, but the most noticeable feature is the high concentration of energy directing towards the coast of Sicily, east of the Gulf of Gela. Here the water elevation exceeds 3 m. Conversely, the coasts of the gulf itself are moderately protected, since most of the tsunami energy is attracted to the east. The SGBS scenario, though more distant, produces more relevant and diffused effects on the Sicily coasts than the NTS scenario.
These observations are confirmed by Figure 9, representing the maximum water elevation along the coast of Sicily. The water height is computed along the 5-m isobath since the linear version of the simulation code with fixed coastal boundary has been run and no inundation has been computed. Therefore, the results described here can be considered as underestimations of the effective run-up heights in terms of hazard, also considering that non-linear terms would amplify the waves when approaching the coast.
[image: Figure 9]FIGURE 9 | (Upper panel) Map of the Sicily coast, with relevant coastal cities. The red and blue spots represent the NTS and SGBS, respectively. (Lower panel) Maximum water height associated with the two tsunami scenarios (NTS and SGBS, in red and blue respectively) along the coast of Sicily from west to east. The numbers and the dashed-purple lines refer to the toponyms reported in the upper panel.
Figure 9 confirms that the NTS tsunami is mainly confined within the Gela Gulf (between points #1 and #4), where a maximum of 3 m is reached close to Marina di Acate (node #3) and another 2 m peak can be observed around node #4 (Santa Croce Camerina). Out of this coastal stretch, about 80 km long, the wave height rapidly drops below 1 m and is almost negligible west of Licata (#1) and beyond Capo Passero (point #6).
The curve representing SGBS coastal water height, on the other hand, shows the maximum elevations reached between points #4 and #5, i. e., the area towards which the tsunami beam mentioned above (Figure 9) is directed. Here waves reach 3.5 m and remain higher than 2 m for at least 30 km along the coast. Within the Gulf of Gela, the water elevation oscillates around the value of 1.5 m, comparable then to the NTS case. West of Licata (#1) the wave height remains in the range of 1–1.5 m for almost the entire coast. On the east, similar behavior is observed, with oscillations exceeding 1.5 m towards Capo Passero (node #6) and also farther, along the eastern coast of Sicily. In general, the SGBS affects the coast of Sicily with waves exceeding 1 m for almost the whole coastal stretch covered by the simulation, 300 km long, dropping down to 1 m elevation only at the plot borders.
Focusing the attention on the Malta archipelago, we consider the maximum water elevation along the 20-m isobath rather than along the 5-m isoline (Figure 10). This choice is motivated by the fact that the bathymetry in the shallow coastal zone here is quite complex, being characterized by numberless small inlets, bays, promontories that could be well described only by high-resolution grids, which in turn would require heavier computational costs. The results we will show on the 20-m isoline are expected to be underestimates of the maximum tsunami waves since they do not account for possible resonance amplification nor tsunami energy focusing. Nonetheless, they provide a good basis to evaluate the overall impact of the tsunami on the Malta islands.
[image: Figure 10]FIGURE 10 | Maximum water elevation along the coast of the Malta archipelago, taken on the 20-m isobath, for the two tsunami scenarios: NTS on the left, SGBS on the right. The numbered dots mark the main toponyms. Notice the different range of the color scales used for the two cases.
The NTS tsunami produces limited effects, mainly on the northern part of the Gozo island, where 0.4 m height is reached. The inlets along the northern coasts are affected by waves at most of some tens of centimeters, that can be considered negligible in terms of human hazard but can be amplified by resonance effects, producing heavy damage on boats and harbor facilities.
The SGBS source area is closer to the Malta archipelago, producing relevant effects especially along the northern coasts. Gozo island is the most affected, with the north-western coast hit by waves exceeding 2 m. Also, the northern half of the main Malta island is impacted by a wave at least 1.5 m high, with relevant waves entering St. Paul’s Bay (point #1 in Figure 10), the most populated town of the island, with a substantial increase of population in the tourist season. Also, the inlet of La Valletta (point #2 in Figure 10) is affected by waves higher than 1 m. All the southern coast, on the contrary, seems protected with maximum waves barely reaching half a meter.
CONCLUSIONS
In this paper, we have studied two cases of tsunamis produced by mass failures along the GBES, selected mainly for two reasons. First, high-quality seafloor geomorphological data are available, accurately describing the scar and the slide deposit, which allows a suitable reconstruction of the landslide sources and provides useful constraints for the simulation model. Moreover, these slides can be considered representative of typical failure episodes along the slope.
In the framework of the SPOT project, aimed at assessing the influence of local earthquakes on tsunami generation and mobilization of sediments, the stability analysis of the two landslide scenarios have been performed (see results in Supplementary Appendix A). They showed that failures in the northern sector of the GBES, where the NTS is located, can be activated with a return period of few thousands of years. More in the south, farther away from the seismic faults, at least according to the present knowledge of the offshore tectonics, failures like the SGBS cannot be explained by invoking seismic load, and other destabilizing causes have to be found, which implies further research efforts.
Mass movements along the GBES require particular attention since they occur in relatively shallow water. Moreover, in the initial stage, they soon attain large velocity, due to the high steepness of the continental slope (5°–10°). The combination of these two elements (large velocity and shallow water) enhances the tsunamigenic potential in a considerable way.
The tsunami simulations show that masses such as the NTS and the SGBS can produce relevant waves impacting coastal stretches from tens to hundreds of km long. For the NTS, the arrival of the tsunami on the Sicily coasts manifests as a sea withdrawal. In this case, a useful precursor could be the earthquake, destabilizing the underwater body since it anticipates the tsunami arrival by some tens of minutes. This latter kind of phenomenon sometimes called “surprise tsunami” (Ward, 2001) needs increasing attention and continental margins should therefore be more extensively mapped, investigated and possibly monitored, especially off those coasts of the Mediterranean Sea that are densely populated. The continuous supply of sediments by rivers, the diffused seismicity in the whole basin, the presence of other destabilizing phenomena (such as strong submarine bottom currents and volcanoclastic material) are elements contributing to increasing the potential hazard.
Further Improvements and Perspectives
The GBES is particularly interesting for many reasons. First of all, it is placed in relatively shallow water, connecting a wide shelf at 200 m depth to the deeper sea (800–900 m). This permits the characterization of the morphology in detail, both for the reconstruction of past events and for the recognition of possible future occurrences. Many submarine landslide events can be mapped by high-resolution bathymetric data and described with sufficient accuracy, covering a large spectrum of volumes and return periods, making it possible to apply probabilistic approaches.
The study of the tsunami effects on the coast should also consider land inundation and the impact on coastal communities. This issue was the scope of the Italian project SPOT (Antoncecchi et al., 2020) for the coast of Sicily, but not for the Malta archipelago. It was addressed by employing empirical laws for tsunami flow over coastal 1D transects and the results are left to further publications. As regards the Malta coasts, the inlets along the northern coasts, in particular, favor wave amplifications that should be investigated through more detailed computational grids. The two scenarios explored in this work, together with the ones reported in Mueller et al. (2020), could be integrated into a more comprehensive study of tsunami hazard of the Malta archipelago.
An exhaustive study of the tsunami hazard related to collapses along the GBES would require more scenarios, covering a larger spectrum of volumes, also using a probabilistic approach. Nonetheless, the authors are convinced that the two cases presented here provide interesting insights for the evaluation of the tsunami hazard along the coast of Sicily and Malta and that will stimulate the interest on these phenomena, which should require increasing consideration.
Validation of results from numerical simulations can come from the analysis of tsunami deposits in the sedimentary sequences on land and also offshore. This was the case, for example, of the geological investigations by Pantosti et al. (2008), De Martini et al. (2012) and Smedile et al. (2020), that were able to associate sediment layers found in trenches or cores in eastern Sicily to historical- as well as paleo-tsunami cases. The GBES morphology suggests that mass collapses along the slope repeat cyclically, and the generated tsunami can reach the coasts of Sicily and Malta with potentially relevant waves. The events investigated here are prehistorical. Finding their coastal signature is a hard, but not an impossible task and future research by tsunami geologists could fill this gap.
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Unique geological and seismotectonic settings may trigger a multicascading hazard and should be identified beforehand. Such is the head of the Gulf of Elat–Aqaba (HGEA) at the northeastern end of the Red Sea where its geology, tectonics, bathymetry, and earthquake and tsunami history exhibit clear potential for earthquake and submarine-landslide tsunami generation. We thus investigated the possible tsunamigenic sources in the gulf and evaluated the resulting hazard at the HGEA. First, we assembled a bathymetric grid and adopted GeoClaw software to simulate most of the earthquake-tsunami scenarios. Next, we resolved the scheme of the largest possible tsunamigenic earthquakes along the deep basins of the Gulf of Elat (GEA) and the associated Dead Sea rift valley, as well as the potential tsunamigenic submarine landslides in the HGEA. The use of GeoClaw was verified against the 1995 tsunami generated by the Nuweiba Mw 7.2 earthquake, and then operated to simulate a suite of earthquake scenarios. Results showed that the marginal faults of Elat Basin pose the highest tsunami hazard to the Israeli part of the HGEA. To better assess that hazard, we screened the geology and seismotectonics of the HGEA and found that the Elat normal fault presents the worst-case scenario for Elat city. It is capable of generating a multicascading threat of earthquake and submarine-landslide tsunami, local subsidence that can increase inundation, and above all, destructive ground motion. Scenarios of a tsunami caused by the worst-case earthquake on the Elat fault simulated by GeoClaw and Ward’s (Tsunami, The encyclopedia of solid earth geophysics. 2011, 1473–1493) approach, and submarine landslide in the HGEA simulated by Wang et al.’s (Geophys. J. Int., 2015, 201, 1534–1544) ‘Tsunami Squares’ approach, demonstrated waves as high as 4 m along these coasts. Accordingly, we constructed a map of the evacuation zone. We also show that strong ground-shaking and retreat of the sea at the HGEA should be considered a tsunami warning, although false alarms are inevitable. Furthermore, tsunami hazard exists all along the gulf and further assessments are needed to quantify this hazard and increase awareness among the area's population.
Keywords: earthquake-tsunami, Gulf of Elat (Aqaba), landslide-tsunami, multi-hazard, tsunami evacuation zone, worst-case scenario
INTRODUCTION
Some recent catastrophic tsunamis have occurred in unexpected settings that were misinterpreted or overlooked by existing early warning procedures and surprised the population. Such were, for example, the sudden 1998 Papua New Guinea tsunami that followed a nearby seismogenic submarine landslide (Synolakis et al., 2002), the multiple cascading earthquake and tsunami hazards triggered by the 2018 Sulawesi strike-slip earthquake that severely affected Palu Bay (Goda et al., 2019), and the tsunamigenic collapse of the Anak Krakatoa emerging volcano (Walter et al., 2019). The high toll of casualties and the unique geological, seismotectonic and geographical setting of such events have attracted comprehensive reviews (e.g., Okal, 2015) and investigations dedicated to understanding unconventional mechanisms and configurations of tsunami generation: for example, tsunami earthquakes (Polet and Kanamori, 2016), the frequent appearance of tsunamis generated by seismogenic submarine landslides (Salamon and Di Manna, 2019), and tsunamis associated with strike-slip earthquakes (e.g., Imamura et al., 1995; Frucht et al., 2019).
Moreover, remote and pastoral coasts with short documented history may seem to be safe from tsunamis, but if they are in active seismotectonic regions, tsunami hazard should not be overlooked. Such is the Gulf of Elat–Aqaba (GEA) at the northeastern end of the Red Sea (Figure 1), which is the focus of this research. The GEA is a deep water body that stretches along the southern segments of the Dead Sea Transform (DST) fault and rift system (e.g., Bartov et al., 1980; Garfunkel, 1981; Ben-Avraham et al., 2008; Ben-Avraham et al., 2012), between the Arabian plate to the east and the Sinai subplate to the west. Since the DST has already produced strong and destructive earthquakes (e.g., Salamon et al., 1996; Salamon et al., 2003, and references therein), it should also be considered capable of generating tsunamis in the GEA. Indeed, the Nuweiba Mw 7.2 earthquake in 1995—the strongest event recorded along the DST in modern times—did produce a tsunami in the GEA (Frucht et al., 2019, and references therein). Today, the head of the GEA (HGEA), which is occupied by Egypt, Israel, Jordan and Saudi Arabia, is undergoing intensive development of residential districts, infrastructure facilities, and international tourist resorts with inner lagoons and large hotels. Realizing that this is a unique setting of a transform in a marine environment with the potential of generating both earthquake and submarine-landslide tsunamis, we initiated a tsunami hazard evaluation for the HGEA to characterize the hazard and assess its potential severity.
[image: Figure 1]FIGURE 1 | Location maps of the study area. The white rectangle marks the Head of the Gulf of Elat-Aqaba (HGEA). (A) General setting (modified from https://www.freeusandworldmaps.com/index.html). MA, Marsa Alam. (B) Tectonic scheme of the potential tsunamigenic structures of the Gulf of Elat–Aqaba superimposed on the geography and bathymetry map (modified from Hall and Ben-Avraham, 1978). Black lines, schematic trace of the Dead Sea Transform by segments: Elat-Aqaba (AE1), Aragonese-Arnona (AA1) and Dakar-Tiran (DT1). Dark red lines, assumed western (AE2, AA2, DT2) and eastern (AE3, AA3, DT3) marginal faults of the basins. Dashed black lines, Elat and Aqaba faults. White dashed line, 1995 Nuweiba earthquake rupture (from Baer et al., 2008). Stars, epicenter of strong earthquakes; RM, Ras Muhammad; TSS, Tiran-Sharm El Sheikh Straits. The rectangles delimit the location of Figures 3, 4, and 6.
The characterization of earthquake source parameters for tsunami modeling is associated with large unknowns, complexities and uncertainties, especially in areas where the geology and seismotectonics are not fully known or understood (e.g., Selva et al., 2016; Geist et al., 2019). Although location, geometry and tectonic deformation are necessary for tsunami simulation, they need to be simplified where data are limited (e.g., Basili et al., 2013). Furthermore, rupture properties of magnitude and slip for a given fault for which there are no data on past earthquake activity have to rely on empirical scaling relations from elsewhere (e.g., Wells and Coppersmith, 1994; Thingbaijam et al., 2017). Above all, mechanical properties, rupture dynamics, complexities and heterogeneities that are necessary for realistic modeling of sea floor coseismic deformation, are associated with large uncertainties (e.g., Geist and Oglesby, 2014) and require large modeling resources.
Landslide-tsunami modeling is no less difficult. Although it is common to assume that the volume of a slide is the most influential factor (Ward, 2001), Løvholt et al. (2017) showed that under certain circumstances, smaller landslides can generate larger tsunamis than those generated by larger landslides. It is thus important to know beforehand the mechanical properties of the sliding materials that control landslide kinematics for realistic modeling (e.g., Harbitz et al., 2014; Kim et al., 2019), but these are largely unknown. Recent comprehensive reviews (e.g., Huhn et al., 2019; Løvholt et al., 2020) discuss the need for a probabilistic framework to consider both aleatory and epistemic uncertainties in tsunami hazard analysis.
The scope of this work, however, is limited to a preliminary investigation based on the available data and expert judgment where needed, with the understanding of the need for a complementary probabilistic assessment in the future.
The Gulf of Elat–Aqaba
Topography, Bathymetry and Geography
The GEA is 180 km long and 15–25 km wide, extending NNE from the northern end of the Red Sea at its junction with the Gulf of Suez (Figure 1). The water depth in this narrow and elongated gulf is about 900 m, reaching 1,850 m in some places. The marginal slopes of the GEA are steep, both offshore in the gulf and on land, where the nearby mountains of Sinai to the west and Hijaz to the east rise steeply to about 1,000 m above sea level (masl). The southernmost point of the GEA connects with the Red Sea through the Tiran-Sharm El Sheikh Straits and with the Gulf of Suez near Sharm El Sheikh at the southernmost tip of the Sinai Peninsula. The northern end of the bay is the HGEA, which is the focus of this work; it is about 5–8 km wide and 8–10 km long, altogether ∼50 km2 (Tibor et al., 2010). The bathymetry of the HGEA consists of a narrow, 100-m wide shelf in the north, a much narrower shelf in the west, and almost no shelf in the east. Toward the central Elat (Eilat) Basin, the narrow shelves change abruptly into steep slopes and impressive submarine canyons of about 700 m depth (Ben-Avraham and Tibor, 1993; Sade et al., 2008). The slopes are spotted with fresh scars and collapsed materials (Tibor et al., 2010), implying submarine landslides, which may be tsunamigenic. Based on underwater drill cores, Kanari et al. (2014) and Ash-Mor et al. (2017) suggested correlating such landslides with the strong 1068 AD and 1458 AD earthquakes along the DST.
The northwestern and northeastern coasts of the HGEA are densely populated, with the Israeli city of Elat and the Jordanian city of Aqaba. The cities of Taba (Egypt) and Haql (Saudi Arabia) are located on the western and eastern HGEA coasts, respectively.
Geology and Seismotectonics
The GEA is a fault-controlled depression that consists of a series of three deep basins that have formed along the southern part of the DST since the Early Miocene (Ben-Avraham et al., 1979; Ben-Avraham, 1985; Ben-Avraham and Tibor, 1993; Ben-Avraham et al., 2012). The basins follow left-wize segmentation of the left-lateral DST in the form of a leaky transform (Garfunkel, 1981) that has reached a total offset of about 105 km (Quennell, 1959; Freund et al., 1968; Garfunkel, 2014; and others) and that opens as wide as 20 km in the south (Bartov et al., 1980; Garfunkel, 1981; and others). Southward, the DST meets the Red Sea and Suez Gulf rifts at a triple junction that connects the plates of Africa and Arabia with the Sinai subplate.
The long-term geological activity along the southern DST has resulted in a left lateral motion of 5 mm/year and an extension of about 0.5 mm/year (Garfunkel, 2014). Geodesy measurements show that the short-term rate of motion is consistent with its long-term rate (Hamiel et al., 2018), but emphasize the enigmatic deficit of seismic moment release that is reflected in historic and modern earthquake activity (Garfunkel, 1981; Salamon et al., 1996). The HGEA at the northernmost part of the Elat Basin is bounded by the Elat normal fault on the west, the Aqaba normal fault on the east, and several secondary faults in between (Hartman et al., 2014). The other basins, Aragonese-Arnona in the center of the gulf and the southernmost Dakar-Tiran, are also bounded by a series of normal faults on their margins (Figure 11 in Ben-Avraham et al., 1979). Such an active seismotectonic configuration associated with a deep water body should clearly be considered tsunamigenic.
Seismicity along the GEA has been well documented since the 1980s, including several intensive swarms and the strong Mw 7.2 earthquake (Figure 1B) on November 22, 1995 (Hofstetter et al., 2014). Shapira and Hofstetter (1993, 2002) estimated that the return period of M ≥ 6 earthquakes at the HGEA and along the Aragonese fault is about 460 years each, and about 300 years along the Arnona fault. Amit et al. (1999) estimated a minimal return period of M > 6.5 earthquakes along the Dead Sea fault across the Avrona (Evrona) Playa of about 2,000 years.
Pre-instrumental activity is known from historical events—the March 1,068, 1,212 and 1,458 AD earthquakes (Zohar et al., 2016, and references therein)—and these were verified by paleoseismic evidence to have ruptured the DST on land in the southern Arava Valley (Amit et al., 1999; Zilberman et al., 2005; Klinger et al., 2015). Based on paleoseismology, Klinger et al. (2015) and Lefevre et al. (2018) suggested that the 114 and 363 AD historical events also ruptured the surface there (in their opinion, another 363 AD event occurred in the north, along the Jordan Valley), as well as two other events unknown to history, in the fourth century BC and the eighth century AD. Paleoliquefaction evidence near Elat and Aila (a historic city, where Aqaba now sits) (Al-Homoud and Tal, 1998; Kanari et al., 2014) supports the presence of such activity. The long-term Holocene activity along the Evrona strike-slip fault (the DST segment in the southern Arava Valley) is estimated by Hartman et al. (2014) to be 2.3–3.4 mm/year. In their opinion, the rate of motion along the Elat fault (EF) is 1 and 0.4 mm/year along the Aqaba fault, both in a normal sense of motion.
Late Pleistocene events, 80K–20 K years BP, are known from paleoseismology to have occurred along the western margins of the DST rift (Amit et al., 2002). The findings show surface offsets of 1–1.5 m that imply M 6.7–7 events, and return periods of ∼2,800 years (deviation 700 years). Over the last 20 K years, the offsets have become smaller—0.2–1.3 m, indicating weaker events in the range of M 5.9–6.7, while the return period has increased to ∼1,200 years (deviation of 300 years).
Tsunami Reports and Evidence
The record of tsunamis in the HGEA is limited to a few events, some of them equivocal. Shaked et al. (2004) suggested that a sediment outcrop that is ∼2,300 years old near Elat is a tsunamite. Goodman-Tchernov et al. (2016) interpreted evidence from two cores offshore of the HGEA as a record of a major paleotsunami that also occurred ∼2,300 years ago. It is not clear whether the two findings relate to the same event. The historical accounts of a tsunami associated with the 1068 AD earthquakes are debated. Guidoboni and Comastri (2005) suggested that the tsunami occurred in the Mediterranean Sea in association with the earthquake of May 1,068 in central Israel, whereas Ambraseys (2009) argues that the available information does not allow pinpointing the exact location of the tsunami. In modern times, Ben-Menahem (1991) mentioned that the “Sea at Eilat Gulf became stormy” after the Shadwan ML 6.8 earthquake that occurred where the Red Sea meets the Gulf of Suez, outside the GEA. The 1995 tsunami, however, was the first to have been recorded in the GEA (Wust, 1997; Frucht et al., 2019). The last report regards a 5-cm wave that was observed in Elat after the December 2004 Indian Ocean tsunami (Eng. S.D. Rosen, personal communication, 2017).
Indirect evidence of past tsunamis might be the finding of submarine mass-transport deposits in two different marine boreholes at the HGEA (Kanari et al., 2014; Ash-Mor et al., 2017). The two studies suggest a correlation between the submarine landslides and paleo and historic (1068 AD and 1458 AD) earthquakes. It is reasonable to assume that these slumps were tsunamigenic. Another study by Salem (2009) proposes some deposits near the city of Marsa Alem along the Egyptian coast of the Red Sea as evidence of a paleo tsunami.
METHODOLOGY
To achieve the goal of this research—understanding the potential of tsunami generation and the resulting hazard in the HGEA—we established the phases of our study as follows (Figure 2):
I Study the area and collect data: geography, geology, seismotectonics and bathymetry of the GEA, and a literature search for past tsunami evidence. This part was described in the introduction; Identify the potential tsunamigenic sources in the GEA, mainly earthquakes and submarine landslides, characterize their areal spread, geometry and magnitudes, and estimate the repeat times (Potential Tsunamigenic Sources in the Gulf of Elat–Aqaba); Formulate the potential tsunamigenic earthquakes and submarine landslides (Potential Tsunamigenic Sources in the Gulf of Elat–Aqaba).
II Build tsunami-propagation-modeling capacity, construct topographic and bathymetric grids for simulation (Building Modeling Capability).
III validate suitability of the adopted simulation platform against the real case of the 1995 M 7.2 Nuweiba earthquake and tsunami (Testing the Modeling Capacity–The 1995 Nuweiba Tsunami).
IV Simulate the potential earthquake scenarios, retrieve hazard parameters, such as arrival times and wave heights and identify the actual worst case scenario (Tsunami Scenarios).
V Evaluate the hazard and assess maximal wave heights, potential inundation, repeat times, construct map of evacuation zone, warning signals etc., (Discussion)
VI Conclude and recommend implementation of the outcomes, in terms of maximal wave height at the coast, return period of the worst-case scenario (WCS), evacuation zone, and early warning principles (Conclusions and Recommendations).

[image: Figure 2]FIGURE 2 | Work plan and phases of the research. The hazard assessment focused on the Israeli coast of the head of the Gulf of Elat–Aqaba (HGEA).
A similar methodology was found applicable and useful for tsunami hazard evaluation along the Mediterranean coast of Israel (Salamon et al., 2007; Salamon et al., 2010; Salamon, 2011), based on which Israel formulated its policy for warning principles and frame of preparedness (Salamon et al., 2014). The present evaluation is in line with this policy.
Building Modeling Capability
Modeling capability was based on the adoption of a tsunami wave-propagation platform, construction of a topographic and bathymetric grid of the area of interest, and benchmark validation.
Tsunami Wave Propagation
The GeoClaw tsunami-modeling platform, which is part of the Clawpack Package (LeVeque, 2006; Clawpack Development Team, 2017), was selected to conduct most of the numerical simulations of earthquake-tsunami scenarios in the GEA. The GeoClaw is an open-source model that has already been validated worldwide and applied in numerous peer-reviewed publications (http://www.clawpack.org/geoclaw.html). The US Federal Emergency Management Agency (FEMA) has recognized GeoClaw as a suitable open-source alternative for its existing tsunami risk software platform (FEMA, 2017). In Israel, the Oceanographic and Limnological Research Institute (IOLR) and the Geological Survey of Israel (GSI) have adopted GeoClaw to conduct several projects (e.g., Galanti and Salamon, 2017).
GeoClaw solves the shallow water equations, a nonlinear system of hyperbolic conservation laws for depth and momentum, for two lateral space dimensions (Eqs 1–3) using finite-volume methods.
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where h (x, y, t) is the fluid depth/thickness, and the two depth-averaged horizontal velocity components are u (x, y, t) (eastward) and v (x, y, t) (northward). B (x, y, t) represents the varying topography (also referred to as bathymetry), g is the gravitational constant and D (h, u, v) is the drag coefficient (Eq. 4), given by Berger et al. (2011). M is the Manning coefficient, taken as 0.0025 (Te Chow, 1959).
The coseismic deformation that displaces the water and initiates the tsunami waves was modeled according to Okada’s (1985, 1992) approach which is now part of GeoClaw.
GeoClaw computation uses Adaptive Mesh Refinement (AMR), which is an efficient way to achieve high accuracy in areas of interest if computation resources and time are limited. For our purposes, we constructed three AMR domains that were derived from the main GEA grid (Figure 3). The resolution level of the main grid is 1,539.2 m cells and the local, finest AMRs of Taba, Elat and Aqaba domains are 48.1 m cells. In addition, the run time of each scenario was limited to simulate the first 100 min of the event.
[image: Figure 3]FIGURE 3 | Zones of past submarine slope failure projected on the multibeam bathymetric map of the head of the Gulf of Elat–Aqaba (HGEA) (after Sade et al., 2008). Note the three zones of submarine slope failure—(A)–(C)—and the potential area of the largest slide—b. Note also the location of the three artificial tide gauges used to record the waveforms presented in Figure 5. See Figure 1 for the location of this map.
Elat Fault scenario was simulated also by the ‘Tsunami Squares’ approach (background and detailed formulation in Ward, 2011, Wang et al., 2015, and Xiao et al., 2015) which is a variant of the “Tsunami Balls” (Ward and Day, 2008). This method is capable of simulating propagation of tsunami waves, overland floods, inundation, dam breaks, lava flows, and more. In ‘Tsunami Squares’, the computational space is divided into a set of N square cells with chosen dimension. At time t each cell holds water with mean horizontal velocity and mean horizontal acceleration. The wave propagation is calculated by updating those conditions to time t + dt. The generation mechanism of the tsunami can be obtained by the No Momentum Transfer (NMT) approach (Xiao et al., 2015). This method is useful for simulating earthquake-tsunami or long run out submarine landslides. In NMT, seabed topography becomes time dependent and the water in each cell are vertically lifted up or dropped down accordingly. Gravity acts on the disturbed water surface, but no momentum is transferred in the lifting itself.
The landslide-tsunami was also simulated by the ‘Tsunami Squares’ approach that is able to simulates generation, propagation and resting of flow-like landslides. The sliding material is represented by squares that are accelerated downward by gravity and decelerated by basal and dynamic friction. While sliding, the squares are displaced and fractured into new squares again and again, but conserve the initial volume and linear momentum of the collapsed material. This procedure “takes into account of solid/fluid mechanics and particle interactions by updating velocities through the slope of the top or bottom surfaces of the flow” and “it incorporates entrainment and deposition into landslide modeling” (Wang et al., 2015).
In all methods, we regarded the GEA as a closed water body and thus saved, for simplicity, the need to calculate the incoming and outgoing waves through the southern narrow straits of Tiran-Sharm El Sheikh.
Bathymtric Grid of the Gulf of Elat–Aqaba
The GEA topographic and bathymetric grid was based on NASA's 30 m digital elevation model (DEM) (https://gdex.cr.usgs.gov/gdex/, last accessed 2017, now retired) of the land and sea areas. A 200 m DEM of the HGEA (Sade et al., 2008) was also used, along with many seagrass elevation measurements (5–15 m apart; Winters et al., 2017). The various nets were assembled and restructured into a 30 m cell-size grid, converted into the WGS84 geographical coordinate system, and then unified. The coseismic deformation calculated by the Okada model was based on a 460 m2 cell grid.
Testing the Modeling Capacity–The 1995 Nuweiba Tsunami
The wealth of data available on the tsunami that followed the Nuweiba, Mw 7.2 strike-slip earthquake in 1995 (Figure 1B) allowed us to test our adopted GeoClaw computational platform. We examined which of the 1995 Nuweiba seismological and InSAR earthquake models was able to replicate and better match the existing eyewitness accounts of an up to 1 m wave rise and drop along Elat coast, minor inundation that flooded local nomad dwellings and left some driftwood and beach waste along several coasts, limited damage in Nuweiba and Aqaba ports, and the analog mareogram recorded in Elat Port. Overall, the simulations correlated reasonably well with the existing reports, field evidence, and the arrival time, amplitude and wave period recorded by the mareogram. Thus, we were able to validate the computational platform, assumptions and approximations, verify that they do not bias the results, and consider our simulations reliable. A detailed description of this process appears in Frucht et al. (2019).
POTENTIAL TSUNAMIGENIC SOURCES IN THE GULF OF ELAT–AQABA
Aside from the source of the 1995 Nuweiba earthquake and the other segments of the DST, all of the largest active seismotectonic elements within the GEA that are capable of generating M > 6 earthquakes are potentially tsunamigenic due to the coseismic deformation that they can induce inside the water body. The steep bathymetric slopes in the HGEA that are dotted with numerous scars are also suspected of releasing tsunamigenic failures.
Earthquakes
While the structural scheme of the GEA's three basins is fairly well-known (Ben-Avraham et al., 1979; Hartman et al., 2014), the seismotectonic framework of its margins is not sufficiently recognized. The most significant shortcoming is the lack of information regarding the faults that form the rift valley and rise of the Sinai and Hijaz mountains on its margins. Whereas Reches et al. (1987) and Hartman et al. (2014) delineated the Elat and Aqaba faults along the western and eastern HGEA margins, there is no information on equivalent structures along the central and southern parts of the GEA. These tectonic elements are necessary to complement the pattern of potential tsunamigenic earthquake sources. To overcome this gap of knowledge and within the given scope of this work, we generalized the tectonic framework of the GEA and reduced it to three large basins (Figure 1B: Elat, Aragonese-Arnona, and Dakar-Tiran), with each basin associated with a main segment of the DST and two normal faults along its margins, one on the west and the other on the east. The marginal faults represent the tectonics of both the deep basins within the GEA and the shoulders of the rift valley. As such, they represent the largest possible earthquakes along the GEA margins (the DST can generate even stronger events) and are suitable for the largest earthquake-tsunami scenarios. Secondary faults are smaller and less effective in generating significant coseismic deformation and strong ground motion, and thus can be examined at later stages.
The pattern of the potential tsunamigenic sources in the HGEA region is better known. It is based on previous geological and tectonic field and marine work and maps (e.g., Ben-Avraham et al., 1979), on extrapolation of the trace of the main faults from land into the sea (Tibor et al., 2010; Hartman et al., 2014), and on the location of the steep bathymetric slopes along the basin margins (Figures 1B, 3).
The Modeled Earthquakes
Following the conceptual structure of the GEA and the associated rift valley, we considered three basins and ascribed to each of them its relevant DST segment and two marginal faults on its western and eastern boundaries. All in all, we modeled nine tsunamigenic sources and assigned their seismogenic parameters on the basis of existing field evidence and research findings as follows (Table 1, Figure 1B):
• The basins are, from north to south, Elat (abbreviated AE), Aragonese-Arnona (AA) and Dakar-Tiran (DT).
• The three DST segments are annotated ‘1’ (AE1, AA1 and DT1); their mechanism is left-lateral strike slip (LL, rake is 0). Regarding the dip, we followed Baer et al. (2008) who determined the source parameters of the 1995 Nuweiba earthquake that ruptured AA1, and Ben-Avraham (1985), who studied the structural framework of the GEA. Overall, AE1 was assigned 65°E, AA1 65°W, and DT1 65°E.
• The western marginal faults are annotated ‘2’ (AE2, AA2 and DT2), located west of the DST segments inside the gulf; their mechanism is normal (N) and the dip is 60° which is typical of normal faults, to the east (E).
• The eastern marginal faults are annotated ‘3’ (AE3, AA3 and DT3), located east of the DST segments inside the gulf; they are normal (N) and dip 60°W.
• The length of the marginal faults accord with the length of the basins, 60 km for AE and DT and 50 km for the shorter AA basin. The DST segments extend outside the basins toward the nearby structure and thus are longer. AE1 is 80 km, extending northwards to the Arava Valley, AA1, which connects with Elat Basin, is also 80 km, and DT1, which connects to Tiran-Sharm El Sheikh straits, is 85 km.
• The width of the faults in AE was set to 25 km, in accordance with the depth of the seismogenic zone in the nearby Arava Valley (Hofstetter et al., 2014). The width of the faults in the other basins (AA, DT) was set to 30 km, in accordance with the Nuweiba earthquake source parameters (Baer et al., 2008).
• The strike of the DST segments is N25E, whereas the strike of the marginal faults trends more or less NNE, in parallel with the geography of the GEA basins and coasts.
• The slip was adopted from the ‘surface rupture length–maximum displacement’ empirical relationships of Wells and Coppersmith (1994).
• The Mw magnitude was determined according to the length, width and slip.
• The rate of motion of the DST segments, 0.5 cm/year, reflects the relative motion of the DST. The rates of the western and eastern marginal faults follow Hartman et al. (2014), who determined 0.1 and 0.04 cm/year for the Elat and Aqaba faults, respectively.
• The Return Period was the maximal slip divided by the rate of motion.

TABLE 1 | Inventory of potential worst-case Gulf of Elat–Aqaba (GEA) earthquake scenarios used for our tsunami simulation. See Earthquakes for detailed explanation regarding the origin and rationale of the source parameters.
[image: Table 1]The modeled scenarios of the nine faults are discussed in Tsunamigenic Earthquakes and Figures 4, 5.
[image: Figure 4]FIGURE 4 | Snapshots of the simulated scenarios that were taken 1 s into the event represent the shape of the water surface induced by the coseismic deformation at the initial stage of the tsunami. See Earthquakes for detailed explanation and Table 1 for earthquake source parameters. Black lines denote the simulated faults; EA, Elat-Aqaba Basin; AA, Aragonese-Arnona Basin; DT, Dakar-Tiran Basin. Annotations 1, 2, and 3 refer to the main segment of the transform, and the western and eastern margin faults of the given basin, respectively. See Figure 1 for the locations of these maps.
[image: Figure 5]FIGURE 5 | Waveforms of the simulated tsunami scenarios recorded by artificial tide gauges in the head of the Gulf of Elat–Aqaba (HGEA) region. Each diagram presents waveforms of three scenarios simulated in the given basin (ordered by columns) as recorded by the given tide gauge (ordered by rows). The left column presents scenario waveforms propagated from Elat-Aqaba Basin (denoted AE), the central column shows waveforms generated in Aragonese-Arnona Basin (AA) and calculated waveform of the 1995 Nuweiba M 7.2 tsunami, the right column waves arriving from Dakar-Tiran Basin (DT). The rows arranged by waveforms recorded in the given gauge: upper row for Taba (#5), central for Aqaba (#9) and lower for Elat (#10).
Submarine Landslides
Although there is no direct evidence of a tsunami resulting from a submarine landslide in the GEA, the presence of numerous fresh scars and collapsed material along the HGEA bathymetric slopes clearly indicates such a potential (Makovsky et al., 2008; Sade et al., 2008; Tibor et al., 2010). Kanari et al. (2014) and Ash-Mor et al. (2017) identified four mass-transport deposits occurring in the past ∼2,500 years in a core drilled in the submarine Elat canyon, and correlated the age of the last ones with the historical earthquakes of 1068 AD and 1458 AD. It is thus reasonable to assume that strong earthquakes in the region are capable of generating mass-transport deposits, and that future landslides may occur along unstable zones where failure has already occurred in the past. Furthermore, the GEA is located in an arid region, and the supply of sediments into the gulf is limited. Therefore, the given frequency of strong earthquakes in this region (Return Period) may suffice to release any load of accumulated sediment before it reaches metastable conditions and is released spontaneously. Extrapolating from the Mediterranean region and elsewhere around the world (Salamon and Di Manna, 2019), the threshold earthquake magnitude for the release of a tsunamigenic submarine landslide would be somewhat below M ∼ 6 with a low probability, but the likelihood increases with the magnitude (Salamon et al., 2007).
The HGEA bathymetry shows several characteristics (Tibor et al., 2010):
• the shelf dips 3°–5°, is about 1 km wide in the north, several hundred meters in the west and minimal on the east
• the continental slope is much steeper and reaches 13°
• typical scars along the slope are several tens of meters wide and several tens to hundreds of meters long
• scar height is up to 20 m
• several scars are made up of combined curves, which hints at the occurrence of a complex failure or multiple events
• the failed materials are deposited below the scars and at the bottom of the slopes, to a distance of several hundred meters and even several kilometers along the Elat submarine canyon.

Following Reches et al. (1987) and Tibor et al. (2010), we recognized three main zones of slope instability in the HGEA (Figure 3):
• along the western slopes, below the city of Taba, at a water depth of ∼200–∼650 m below sea level (mbsl) (‘A’ in Figure 3)
• along the Elat submarine canyon in the northwestern corner of the HGEA, at a water depth of ∼100–∼700 mbsl (‘B’ in Figure 3). The largest slide in the area appears along the western bank of that canyon ('b' in Figure 3). The age and failure mechanism of that slide is not clear, whether by creep, fault controlled or collapse. The presence of fresh scars superimposed on top of it and the collapsed earth materials below, suggests that this mechanism has been active in recent times. Nonetheless, further investigation is needed to evaluate whether the large slide can also be activated in the future.
• along the eastern slopes and below the city of Aqaba (‘C’ in Figure 3). This is a very steep cliff-like slope. It continues from land into the sea with a minimal shelf. Slope failures are of the rock-fall type rather than slumps, and with smaller volume than elsewhere in the HGEA.

Table 2 summarizes the main parameters of the potential tsunamigenic submarine landslides.
The Modeled Submarine Landslide
To simplify the landslide-tsunami simulation and overcome the many unknowns in the geometrical, mechanical and hydrodynamic properties of submarine landslides that dominate the magnitude of the resulting tsunami (e.g., Ward, 2001; Løvholt et al., 2015), we focused on the largest recognizable slump in the HGEA as representing the worst case of landslide-tsunamis (Table 2, case ‘b’). This, of course, does not exclude the need for future investigation of the complete spectrum of possible landslides along the HGEA submarine slopes.
TABLE 2 | Characteristics of potential tsunamigenic submarine landslides in the head of the Gulf of Elat–Aqaba (HGEA).
[image: Table 2]The other missing parameters were inferred from the actual HGEA bathymetric profile, and the geometry and water depth at the initial and terminal track of the existing mass-transport deposits. Slide velocity and other mechanical properties were adopted from Ward (2001) and from Løvholt et al. (2015).
Other Tsunamigenic Sources
Other tsunamigenic sources that might affect the HGEA are considered of secondary importance. The steep topography of the Sinai and Hijaz mountains around the GEA may release subaerial tsunamigenic landslides in the manner of the Lituya Bay, Alaska event (Miller, 1960). However, preliminary screening of the on-land slopes did not reveal any mountain flanks that were vulnerable to failure with a considerable volume.
Tsunamis from afar, such as from the 1969 Shadwan earthquake in the Gulf of Suez and the 2004 Sumatra earthquake in the Indian Ocean, may have penetrated the GEA but had no significant effect (Tsunami Reports and Evidence). The narrow Tiran-Sharm El Sheikh straits at the southern end of the GEA seem to attenuate incoming waves. Nevertheless, further investigation is certainly needed to verify the actual contribution of subaerial landslides and remote sources to tsunami generation and propagation in the GEA.
TSUNAMI SCENARIOS
Tsunamigenic Earthquakes
The nine conceptual earthquake-tsunami scenarios originated in the three basins were simulated by the GeoClaw platform. Representative snapshots of the simulations that were taken 1 s into the event (Figure 4) portray the shape of the water surface induced by the coseismic deformation at the initial stage of the tsunami. The waveforms of the first 100 min (6,000 s) that were generated in Elat, Aragonese-Arnona and Dakar-Tiran basins, were recorded by three artificial tide gauges along the HGEA coasts (Taba, Elat and Aqaba, Table 3) and are presented in Figure 5. Here we briefly discuss the main outcomes of the simulations.
TABLE 3 | Waveform characteristics of Elat fault scenario recorded by the three artificial tide gauges located in the head of the Gulf of Elat–Aqaba (HGEA).
[image: Table 3]Dead Sea Transform Earthquake-Tsunamis
The left lateral rupture of the DST segments (AE1, AA1, DT1) in the range of Mw 7.6–7.7 causes slight subsidence at the far ends of the faults that drags the water such that the first wave spreads with a negative phase followed by a positive one. This is echoed in the HGEA gauges (Figure 5) by the negative phase of the first arrivals of about half a meter in Taba and Aqaba and 1 m at the most in Elat. The maximal amplitude of the following rise does not get larger than the first drop, and then the waves fade away slowly.
It is reasonable to assume that the AE1 scenario resembles the 1068 AD historic event that ruptured the northern part of this segment in the Arava Valley (Amit et al., 1999; Zilberman et al., 2005). In this case, the tsunamigenic trigger is the coseismic drop at the southeastern end of the segment which is located in the GEA (Figure 5). The waves hit Elat coast immediately after the earthquake with a drop of 70 cm and then a rise of 25 cm above the original sea level.
The southern part of the AA1 segment ruptured in 1995 (e.g., Baer et al., 2008) and generated a tsunami (Frucht et al., 2019). Therefore, the likelihood that it will rupture again in the near future is very low (Figure 5). The first arrivals to the HGEA start with a negative phase of about half a meter in Taba and Aqaba and of 1 m in Elat, and these are followed by a rise of about half these values within 11 min after the earthquake. The reason for the small amplitudes, even when compared to the 1995 scenario (Figure 5, central column) which was based on a smaller fault with a lower magnitude, is that the AA1 scenario is a pure strike-slip fault) with no vertical component (rake = 0). Nevertheless, some vertical deformation still occurs around the edges of the fault, and this is sufficient to produce some tsunami waves. The southernmost tip of the fault is close to the western GEA shores and thus most of the coseismic deformation disturbs on-land areas. The DT1 waves that are generated further south in the GEA arrive about 12 min after the earthquake (Figure 5) and reach an amplitude of a few tens of centimeters, mostly in the receding phase.
Marginal Basin Earthquake Scenarios
Scenarios of the marginal faults, Mw 7.3–7.4, show much higher coseismic subsidence than the DST segments at the center of the GEA (Figure 5). The subsidence drags the water and release higher waves with negative phase first. In each of the basins, the western marginal faults (AE2, AA2, DT2) mirror the eastern ones (AE3, AA3, DT3, respectively) in their location along the margins, strike, dip, rake and magnitude. Due to this symmetry, each pair generates about the same coseismic subsidence at the center of the GEA, and thus the waves propagating along the GEA are also almost similar in their first phase, amplitude and period. This is evidenced in the waveforms recorded by the HGEA gauges (Figure 5).
In the Elat gauge, the AE2 and AE3 scenarios induce instantaneous coseismic subsidence of about half a meter, associated with a sharp drop of sea level for an additional 1.5 and 2 m, respectively. The maxima arrive after several waves and reach about 2 and 1 m asl respectively, about 17 min after the earthquake. The next waves attenuate slowly with a period of ∼5 min.
The first AA2 and AA3 arrivals to the HGEA gauges occur about 10 min after the earthquake, with a drop of ∼1 m in Elat and ∼80 cm in Taba and in Aqaba. This is followed by a rise of up to ∼70 cm in Elat, and then the oscillations decrease. The average period is 13 min.
The DT2 tsunami waves reach the HGEA after 20 min with a drop in sea level of 1.2, 1.9 and 1.5 m in Taba, Elat and Aqaba, respectively. The waves continue to oscillate in a 9-min period, reach their highest level after 1 h, and then attenuate slowly. The DT3 waves arrive at the HGEA about 3 min earlier with slightly larger amplitude and longer period compared to the DT2 case (Figure 5), and then attenuate with time.
The Worst of the Tsunamigenic Earthquake Scenarios
The resulting waveforms of the nine earthquake scenarios (Table 4 and Figure 5) show that all of the simulated waves reach the HGEA with a drop in sea level, which means a retreat of the sea. This is due to the transtensional tectonics of the GEA (leaky transform) where normal faults and strike slips induce coseismic subsidence. In all cases except for AE2, the subsequent rise does not achieve maxima larger than the preceding minima. In general, the strike-slip scenarios generate lower waves. Waves generated by the marginal faults of Elat Basin impact the HGEA immediately after the earthquake, while the first waves from the central and southern basins arrive 10 and 20 min later, respectively (Table 4).
TABLE 4 | Characteristics of the resulting waveforms of the nine worst-case scenarios as recorded by the Elat artificial tide gauge (#10, Figure 5, lower row).
[image: Table 4]Overall, the AE2 scenario produced the largest maxima in Elat (Figure 5 and Table 4), more than 2 m. Furthermore, the AE2 and AE3 scenarios caused subsidence of the northernmost HGEA coasts, which, in turn, is expected to intensify the inundation. Even worse, high accelerations from AE1–3 quakes may trigger tsunamigenic submarine slope failure in the HGEA region that will add to the tsunami that has already been triggered by the earthquake. In these scenarios, however, the ground-shaking may be the dominant hazard to the northern HGEA cities, leaving the tsunami as a secondary contributor to the overall risk (see further discussion on this issue in Elat Fault–The Worst-Case Scenario). Therefore, we find the AE2 scenario to be the worst-case scenario for Elat city (Table 4) and AE3 the worst one for Aqaba city. A similar cascading suite of hazards was triggered by the 2018 Sulawesi, Indonesia, Mw 7.5 strike-slip earthquake (Goda et al., 2019), which had devastating consequences for Palu Bay. We thus searched for a comparable realistic occurrence in the HGEA region and identified the EF that stretches along the western margins of the southern Arava Valley and continues into the sea (Figure 1B).
Realistic Elat Fault Tsunami Scenario
Following the understanding that the EF is the actual worst-case scenario for Elat city due to its potential for generating the highest ground accelerations and the largest coseismic subsidence, we simulated the resulting earthquake tsunami as well as submarine-landslide tsunami. The EF has been mapped on land (geological map of Beyth et al., 2018, scale of 1:50,000), and in the sea (Reches et al., 1987; Hartman et al., 2014). Paleoseismic evidence show that this fault ruptured Late Pleistocene–Holocene erosion fans that descend from the Elat mountains toward the rift valley (Amit et al., 2002).
To simulate the potential impact of a tsunami generated by the EF, we determined its source parameters as follows: the length was taken from the geological and bathymetric maps (Beyth et al., (2018); Hartman et al., (2014), respectively) as 20 km. The 20-km depth to the seismogenic zone (width of the fault) was adopted from Aldersons and Ben-Avraham (2014). Hofstetter et al. (2014) proposed a 25-km depth but this is related to the DST plate border, whereas the EF is a marginal fault. The worst rupture was set to a vertical offset of 3.5 m, to reflect simultaneous rupture of several nearby parallel segments, such as was found by Amit et al. (2002). Such an offset indicates a maximal magnitude of Mw = 7.1 that satisfies the empirical relationships of maximum surface displacement with moment magnitude (Wells and Coppersmith, 1994). Given the average 1 mm/year slip rate of the EF (Hartman et al., 2014), the repeat time of the modeled scenario would be 3,500 years. The actual dip of the EF in the subsurface is not known. Consequently, we set it to 75°E to account for the worst subsidence of a normal fault.
The EF scenario was enacted using two different approaches. The first was with GeoClaw, similar to the previous scenarios. A snapshot of the first second shows a sharp drop of water east of the fault against a rise west of the fault (Figure 6), which is driven by the coseismic deformation. This is also reflected by the Elat gauge which shows a fast drop of about 2.5 m within 3 min after the earthquake and then an immediate rise to 2.7 masl (Figure 6 and Table 3). The Taba gauge experiences a 1 m rise from the earthquake deformation and then a sharp drop to four mbsl within 2.5 min. The Aqaba gauge encounters waves that fluctuate between -1 and +1 m in the first 10 min, and then a slow attenuation.
[image: Figure 6]FIGURE 6 | Elat fault (EF, black line) tsunami scenario simulated by GeoClaw. See Realistic Elat Fault Tsunami Scenario for detailed explanation and Figure 1 for the location. The upper figure shows a snapshot of the water surface taken 1 s after the start of the simulated event, and the lower diagram presents waveforms of the first 1,000 s as recorded by the artificial tide gauges of Taba (gauge #5), Elat (10#) and Aqaba (#9). Note the coseismic deformation effect on the tide gauges at the start of the event (time = 0): Taba (#5) goes up and Elat (#10) and Aqaba (9#) goes down. AMR locations are marked by red, dashed line squares.
The second approach followed Ward’s (2011) methodology. At 11 min and 12 s, the waves reach 3 and 5 m along several sections of the western and eastern sides of the HGEA, respectively (Figure 7, red and blue lines on the right side diagram, respectively). In general, at that time, the waves along the Aqaba coast are about 2 m higher than in Elat. In Elat, the maximal wave height reaches around 4 m and the maximal current speed reaches about 2 m/s (Figure 7).
[image: Figure 7]FIGURE 7 | Snapshot of the Elat fault (EF; red line) scenario at 11 min and 12 s after the start. Note the maximal wave heights achieved so far in this run along the western and eastern coasts (red and blue lines, respectively, on the right-side diagram). Flow velocities and directions along the coasts at this stage of the simulation are represented by small color coded arrows (enlarged map at the bottom).
Overall, the GeoClaw scenario shows a maximum wave height of 2.7 m along the northern HGEA coast (Elat gauge), whereas Ward’s (2011) approach results in ∼4 m there. Considering that the GeoClaw wave height refers to the initial sea level datum, there is a need to add the coseismic drop of 1.5 m to get the actual wave height above ground at that gauge (Figure 6) That brings the GeoClaw wave height to 4.2 m, not much different from Ward’s (2011) 4 m inundation at the coast.
Submarine-Landslide Scenario
Of the various submarine-landslide areas described in Table 2 and Figure 3, the ‘big slide’ along the western slopes of the submarine Elat canyon (‘b’ in Figure 3) has the potential to generate the worst tsunami, due to its largest volume. Such a scenario was run with the Tsunami Square approach (Wang et al., 2015). The simulation shows that the maximal wave height at the eastern HGEA shores arrives within 2 min and reaches ∼8 m (Figure 8). The reason is that the slide moves eastward and most of its energy is transferred to the waves in this direction. In Elat, the waves reach ∼3 m and along the western HGEA coast, ∼4 m. The slumps on the eastern side of the HGEA (Figure 3 and Table 2) are much smaller than those on the western side (A and B in Figure 3 and Table 2) and therefore are not expected to generate waves higher than those obtained in the current scenario.
[image: Figure 8]FIGURE 8 | Snapshot of the submarine-landslide tsunami at the head of the Gulf of Elat–Aqaba (HGEA) 2 min and 6 s after the start. The simulation followed the ‘Tsunami Squares’ approach (Wang et al., 2015). Maximal wave heights achieved until this moment along the western and eastern coasts are presented on the central diagram (red and blue lines, respectively). NW–SE cross sections (along the white dashed line on the map) on the right show the propagation of the waves. Note the location of the landslide on the map (white star) and the scar on the bathymetry in the upper cross section. The lower section zooms in on the vertical dimension and shows the shape and height of the advancing wave. Diagram on the right shows maximal wave heights achieved 10.5 min after the start.
DISCUSSION
Elat Fault–The Worst-Case Scenario
The modeled earthquake tsunamis along the western and eastern HGEA margins, especially AE2, are able to generate the largest tsunami waves from coseismic deformation (Table 4). They can also induce tsunamis from seismogenic submarine landslides. Even worse, the local subsidence can intensify the inundation along the HGEA coastal cities. It is reasonable to assume that the most serious effect, however, is the severe shaking from the earthquake that can spread destruction across the cities. In this case, the damage from a tsunami that is limited to the narrow coastal areas will not be the main concern. The Sulawesi, Indonesia, 2018 sequence of earthquake and then tsunami in Palu Bay shows that such a cascading scenario is feasible (Goda et al., 2019).
Turning from conceptual modeling to the actual geology and seismotectonics of the HGEA region, the EF was found to pose the most severe threat to Elat city. While the Israeli design provisions for earthquake resistance of residential structures (Israel Standard, 2012) points to planning with a peak ground acceleration (PGA) of 0.21 g (10% @ 50 years) in Elat city, ground motion from a Mw 7.1 earthquake on the EF can reach at least >0.3 g in the city, much above the Israeli Standard. Levi et al. (2015) examined expected losses from a Mw seven earthquake in Elat city and showed that “…more than 60% of residential buildings are expected to be ‘extensively and completely damaged’, whereas more than 20% of the commercial buildings are expected to be extensively or completely damaged, highlighting the relatively high vulnerability of residential construction … and the number of estimated fatalities range between a few and up to hundreds.” Although a tsunami damage assessment has not yet been done for Elat city, the zone vulnerable to tsunami inundation along the coast is not expected to affect the residential district, and thus we expect that earthquake damage will be higher than tsunami damage. In the following, we discuss the tsunami hazard posed by the EF on Elat city.
Maximal Wave Height
Focusing on the northernmost HGEA coast and particularly on Elat, the maximal wave height of a tsunami following an earthquake in the EF scenario reaches 4.2 m by GeoClaw (Realistic Elat Fault Tsunami Scenario and Figure 6) and 4 m by Ward’s (2011) approach (Figure 7). The landslide-tsunami scenario shows a 3 m wave height in Elat and 4 m along the western coast of the HGEA (Figure 8). Overall, it is suggested that 4 m maximal tsunami wave height along these coasts be considered a provisional value until probabilistic investigation is performed. Such an investigation will need to consider the uncertainties and unknowns (Limitations and Uncertainties), including the effect of a combined earthquake- and landslide-tsunami scenario on maximal wave height, which is not trivial at all. The interference between the two different tsunamis depends on many factors such as the time delay of the submarine landslide in relation to the earthquake, the evolution and kinematics of the landslide, and more.
Evacuation Zone
In light of the given uncertainties and limitations, the present outcomes are suitable for delineating a tsunami evacuation zone rather than an inundation map. Here we followed the Attenuation Model proposed by the New Zealand Ministry of Civil Defense and Emergency Management (Figure 38 in MCDEM, 2016). This model was tested against data from the 2011 Japan tsunami (Fraser and Power, 2013) and was found to be conservative and reliable. We thus constructed the map of an evacuation zone relevant to the Israeli HGEA coast (Figure 9) on the base of the 25 m DEM of Israel (Hall, 1993; Hall, 1997). First, we doubled the recommended wave height along the coast from 4 to 8 m, and then extrapolated this line landward in a descending slope of 1:200 until it meets with the nearest topography. The resulting map shows that on the northernmost coast, the evacuation zone covers the southern hotel district of Elat, but does not reach the residential district (Figure 9). On the west, it encircles the local port and coastal infrastructure facilities. We further examined how sensitive the delineated evacuation zone is to the maximal wave height at the coast, and introduced the values of 2 and 6 m (Figure 9). While the map shows a slight change on the western coast where the topography is steep, the evacuation zone along the northern, gentle slopes decreases or increases, respectively. Future assessment is certainly needed to verify the maximal wave height in order to delimit the zones that are vulnerable to inundation and construct the evacuation map.
[image: Figure 9]FIGURE 9 | Proposed evacuation zone along the Israeli HGEA coast. The blue line delimits the evacuation zone constructed according to the Attenuation Model (MCDEM, 2016), on the basis of 4-m wave height along the coast. For comparison, the red and brown lines delineate evacuation zones for wave heights of 2 and 6 m along the coast, respectively. See Evacuation Zone for detailed explanation. Background map from Google Earth: © 2020 Google, US Dept of State Geographer, Image © 2020 Maxar Technologies, © 2020 ORION-ME.
Return Period
Because earthquakes cannot be predicted, neither can the tsunamis that follow earthquakes or seismogenic submarine slides. Nevertheless, there are several approaches that may hint at the average repeat time of strong earthquakes, although experience shows that it varies a great deal with time.
Recorded seismicity, which shows earthquake frequency with time (Gutenberg–Richter relationship), can be extrapolated to high magnitudes to figure out the expected repeat times. This has already been done for Israeli Building Code SI-413 (Shapira and Hofstetter, 2002) for the three GEA basins, as well as for the Arava Valley north of the HGEA (Table 5). It appears that M > 6 earthquakes may affect the GEA once in a century and M > 7 earthquakes, once in a millennium.
TABLE 5 | Repeat time (by magnitude in years) of strong earthquakes in the southern Arava Valley and Gulf of Elat–Aqaba (GEA) basins according to Building Code SI-413 (data and terminology after Shapira and Hofstetter, 2002).
[image: Table 5]Long-term seismicity: A comprehensive evaluation that combines recorded and historical seismicity, as well as paleoseismic evidence from the past 60,000 years along the southern Arava Valley (Hamiel et al., 2009), shows a repeat time of 500 years for Mw ∼ 6 events and 5,000 years for Mw ∼ 7 events. These are longer return periods than those given by present-day seismicity in the Arava Valley (Table 5, first row).
Seismotectonic considerations: As we were interested in the return period of the faults that pose the highest tsunami hazard to the HGEA, either directly by earthquake or by submarine failure, we focused on the marginal faults of the Elat Basin (scenarios AE2 and AE3) and the main transform (scenario AE1). The estimated repeat times of these structures are 3,000, 7,500 and 1,000 years, respectively (Table 1), and 700 years if combined. This estimate includes the return period of the EF, which in fact, is the realization of the AE2 scenario (Realistic Elat Fault Tsunami Scenario), despite its slightly longer period (3,500 years).
It appears that the maximal magnitude according to seismotectonic considerations is higher than that inferred from modern and long-term seismicity, and the repeat times of strong earthquakes is shorter. The differences may originate from the gap between the actual plate tectonic rate of motion and the lower rate inferred from the actual historic and recorded seismicity (e.g. Garfunkel, 1981; Salamon et al., 1996). A possible explanation is that the analysis of modern and long-term seismicity is based on G-R (Gutenberg–Richter) relationships while the seismotectonic analysis is based on characteristic earthquake behavior. It is also possible that the tectonic motion includes some fraction of a seismic slip that is not present in the earthquake catalogs.
Overall, it can be assumed that the return period of a tsunami in the HGEA, either by an earthquake or via seismogenic submarine landslide, will be longer than the actual seismicity, i.e., Mw > 6 earthquakes once in a century and Mw > 7 once in a millennium. The return time of tsunamis generated by a maximal magnitude earthquake on the main faults modeled in Elat Basin (AE1–3) will not be shorter than 700 years, as inferred from seismotectonic considerations. The return period of the worst-case EF scenario is once in ∼3,500 years.
Limitations and Uncertainties
The limited scope of this preliminary investigation was associated with several unknowns, limitations and uncertainties. First and foremost, identifying the tsunamigenic sources relied on limited geological, seismotectonic and bathymetric data. While the structure of the GEA deep basins is sufficiently recognized (Ben Avraham, 1985), the tectonic elements that form the rift valley had to be presumed and their geometrical dimensions and source parameters had to be inferred from the areal plate tectonics, local geology and bathymetry, and where missing, by expert judgment (Table 1). Indeed, we validated the suitability of our modeling platform on the base of the specific 1995 Nuweiba earthquake and tsunami (Frucht et al., 2019), but examined the other earthquake and landslide scenarios on the base of a conceptual tectonic frame of the GEA. Only after evaluating the resulting scenarios (Table 4) were we able to single out EF and Elat submarine canyon as the real worst-case tsunamigenic sources that threaten Elat city, the focus of this research.
Earthquake-tsunamis by the EF were calculated by two different approaches (Ward, 2011), which gave comparable maximal wave heights of ∼4 m at the coast. However, computational capacity limited us to determining the evacuation zone only, rather than the actual inundation zone. We found that the evacuation zone along the western HGEA coast is not very sensitive to the exact wave height value, whereas the gentle slopes of the northern coast are highly vulnerable and further research is needed to determine the exact runup limits.
Despite these shortcomings, the apparent potential of such a multicascading hazard in the GEA is clear. Nonetheless, concrete modeling is required for a comprehensive understanding of wave heights and extent of inundation in such scenarios, especially in the combined earthquake and landslide scenario.
CONCLUSION AND RECOMMENDATIONS
Seismotectonic considerations, and earthquake and tsunami history show that the GEA is vulnerable to tsunami generation. The worst case that might affect the HGEA is a strong earthquake along the margins of Elat Basin that can generate a combined tsunami due to coseismic deformation and submarine landslide. The associated subsidence may intensify the inundation along the northern HGEA coast. Such an earthquake may occur once in a millennium or so (Return Period), and the WCS once in ∼3,500 years if on the EF. The main concern of such a cascading event, however, is the strong shaking across local urban areas. Palu Bay, following the 2018 Sulawesi, Indonesia Mw 7.5 earthquake (Goda et al., 2019), showed that this is a probable sequence.
A maximal wave height of 4 m along the Israeli portion of the HGEA coast calls for tsunami hazard considerations. We further drafted a map of the evacuation zone for this region (Figure 9), with an understanding of the need to complement the zones of expected inundation, as well as the evacuation map, in a future study. Nevertheless, the outcomes of this research can promote public awareness and education on tsunami hazard, enable preliminary planning of evacuation routes, and support civil protection activities, mong others.
The simulations indicate that tsunami waves generated by earthquakes in Elat Basin hit the HGEA coasts immediately after the earthquake. The events start with immediate retreat of the sea and are followed by high waves within 15 min (Figure 5 and Table 4). Landslide-tsunamis however, bring the high waves to Elat coast within 3 min. Travel time of tsunamis originating from the Aragonese-Arnona and Dakar-Tiran basins in the south are short and arrive at the HGEA in about 10 and 20 min, respectively (Table 4). Thus, strong shaking and retreat of the sea at the HGEA should be considered warnings of a tsunami.
Currently, there is no tsunami warning system in the GEA, and the nearby NEAMTWS system does not monitor this area (http://neamtic.ioc-unesco.org/). It is therefore important to communicate to the public that under the current state of knowledge, strong shaking and retreat of the sea are the main and only tsunami warnings. However, since moderate earthquakes that can feel like strong shaking are not necessarily tsunamigenic, the public should be educated about the inevitability of false alarms, and that these are not a reason to mistrust the notion that strong shaking is a tsunami warning.
Consequently, each country around the GEA needs to rely on its own seismic and tide gauge networks. It is recommended, however, that they all share their data and welcome supporting information from elsewhere. Tsunamis from afar, outside the GEA, seem to pose no significant hazard to the HGEA, but further studies are needed to verify this notion.
This research focused on the HGEA and in particular, on the city of Elat. However, the examined scenarios indicate that tsunami hazard exists, albeit infrequently, all along the GEA coasts and needs to be quantified. It is hoped that this work will raise awareness among those who are part of the GEA and advance focused assessment of the expected hazard and extent of potential risk.
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The NEAM Tsunami Hazard Model 2018 (NEAMTHM18) is a probabilistic hazard model for tsunamis generated by earthquakes. It covers the coastlines of the North-eastern Atlantic, the Mediterranean, and connected seas (NEAM). NEAMTHM18 was designed as a three-phase project. The first two phases were dedicated to the model development and hazard calculations, following a formalized decision-making process based on a multiple-expert protocol. The third phase was dedicated to documentation and dissemination. The hazard assessment workflow was structured in Steps and Levels. There are four Steps: Step-1) probabilistic earthquake model; Step-2) tsunami generation and modeling in deep water; Step-3) shoaling and inundation; Step-4) hazard aggregation and uncertainty quantification. Each Step includes a different number of Levels. Level-0 always describes the input data; the other Levels describe the intermediate results needed to proceed from one Step to another. Alternative datasets and models were considered in the implementation. The epistemic hazard uncertainty was quantified through an ensemble modeling technique accounting for alternative models’ weights and yielding a distribution of hazard curves represented by the mean and various percentiles. Hazard curves were calculated at 2,343 Points of Interest (POI) distributed at an average spacing of ∼20 km. Precalculated probability maps for five maximum inundation heights (MIH) and hazard intensity maps for five average return periods (ARP) were produced from hazard curves. In the entire NEAM Region, MIHs of several meters are rare but not impossible. Considering a 2% probability of exceedance in 50 years (ARP≈2,475 years), the POIs with MIH >5 m are fewer than 1% and are all in the Mediterranean on Libya, Egypt, Cyprus, and Greece coasts. In the North-East Atlantic, POIs with MIH >3 m are on the coasts of Mauritania and Gulf of Cadiz. Overall, 30% of the POIs have MIH >1 m. NEAMTHM18 results and documentation are available through the TSUMAPS-NEAM project website (http://www.tsumaps-neam.eu/), featuring an interactive web mapper. Although the NEAMTHM18 cannot substitute in-depth analyses at local scales, it represents the first action to start local and more detailed hazard and risk assessments and contributes to designing evacuation maps for tsunami early warning.
Keywords: probabilistic tsunami hazard assessment, earthquake-generated tsunami, hazard uncertainty analysis, ensemble modeling, maximum inundation height, NEAM
INTRODUCTION
Tsunamis can be triggered by earthquakes, landslides, volcanic processes, meteorological events, and asteroid impacts. Earthquakes, and especially megathrust earthquakes in subduction zones, are the primary cause of the largest tsunamis. PTHA (all acronyms and abbreviations used herein are listed in Table 1) aims at evaluating the probability that a given tsunami hazard “intensity measure,” such as the MIH or run-up, exceeds a predetermined threshold in a certain period. In the last 10–15 years, the techniques for computation-based PTHA, which is based on multiple tsunami numerical simulations starting from a probabilistic source model, have progressively evolved after the seminal works by Lin and Tung (1982) and Rikitake and Aida (1988). These authors extended the methods introduced at the end of the 60s for PSHA (Esteva, 1967; Cornell, 1968), recently reviewed by McGuire (2008) and Gerstenberger et al. (2020), to tsunamis (Geist and Parsons, 2006; Geist and Lynett, 2014; Grezio et al., 2017; Mori et al., 2018). The availability of modern HPC has made computational tsunami hazard assessment feasible at a global scale while retaining relatively high-resolution and extensive exploration of source uncertainty (Davies et al., 2018; Davies and Griffin, 2020).
TABLE 1 | List of Acronyms, abbreviations, and relevant websites.
[image: Table 1]The ICG/NEAMTWS was established in response to the Indian Ocean tsunami of December 26, 2004. NEAMTWS operates under IOC/UNESCO’s umbrella and is currently based on five national monitoring centers in France, Greece, Italy, Portugal, and Turkey that act as TSPs. Other ICGs support the development and maintenance of TWS in other oceans of the world (Figure 1). Tsunami risk assessment and warning systems need PTHA as input and reference to achieve effective risk reduction (IOC, 2017). Before 2004, it was already well-known that several destructive tsunamis had occurred in the NEAM region, such as the tsunamis caused by the caldera collapse in the Santorini Island in the Minoan Era, the Mw∼8 Crete earthquake in 365 CE and the Lisbon earthquake in 1755, and the Mw∼7 Messina and Reggio Calabria earthquake in 1908 whose associated tsunami was possibly enhanced by a seismically-induced submarine landslide (Maramai et al., 2014; Papadopoulos et al., 2014). Some of these events are among the most destructive tsunamis in history. Nonetheless, hazard analysis efforts for the NEAM Region started being pursued only in the wake of the 2004 disaster in the Indian Ocean. Often, they are high-resolution studies focusing on specific sub-domains (Tinti et al., 2005; Papadopoulos et al., 2010; Tonini et al., 2011; Álvarez-Gómez et al., 2011; Grezio et al., 2012; Sørensen et al., 2012; Omira et al., 2015), or are included in global assessments with a relatively limited spatial resolution (Løvholt et al., 2012; Løvholt et al., 2015; Davies et al., 2018). Others are methodological analyses that considered case studies in the NEAM Region (Grezio et al., 2010; Grezio et al., 2015; Lorito et al., 2015; Selva et al., 2016).
[image: Figure 1]FIGURE 1 | (A) ICGs global area of coverage map of TWS (IOC, 2015). The black rectangle shows the location of the map in the lower panel covering a large part of the NEAMTWS (Table 1). US NTWC, US national tsunami warning center (brownish red); IOTWS, indian ocean tsunami warning and mitigation system (turquoise); PTWC, pacific tsunami warning center (orange); CARIBE-EWS: interim of PTWC and US NTWC; PTWS: Northwest Pacific Tsunami Advisory Center/Japan Meteorological Agency (yellow), PTWC, and US NTWC. (B) Distribution of the Points of Interest (POIs) where the NEAMTHM18 hazard is calculated. The inset shows a close-up view of the POIs to appreciate their spacing and offshore location. Topo-bathymetry is from the ETOPO1 Global Relief Model (NOAA, 2009; Amante and Eakins, 2009).
During 2016 and 2017, the EU project TSUMAPS-NEAM developed the first long-term PTHA from earthquake-induced tsunamis for the NEAM Region (Figure 1), and in 2018 released the NEAM Tsunami Hazard Model 2018 (NEAMTHM18) (Basili et al., 2018). A large community of scientists and decision-makers were actively involved. The effort was funded by the EU DG-ECHO and formally supported by several potential end-users. TSUMAPS-NEAM built its strategy upon previous and ongoing projects, such as the EU projects ASTARTE and SHARE, the UNDRR GAR15, and national projects or initiatives supporting PTHA efforts like the NTHMP (United States) and SiAM (Italy) (Table 1). TSUMAPS-NEAM also considered the PTHA effort to promote an informed process of outreach, the definition of guidelines, and capacity-building initiatives for Europe and neighboring countries under the auspices of the DG-ECHO. Such actions could also strengthen the connection between TSPs, Civil Protection Authorities, and other national authorities, thereby reinforcing the NEAMTWS effectiveness, including awareness-raising actions for improving tsunami risk perception (e.g., Cerase et al., 2019). The PTHA at the entire NEAM Region scale is also meant to become a baseline for PTHA efforts toward a consistent approach to risk assessment and long-term risk mitigation and planning at national and regional levels. Therefore, the PTHA devised by TSUMAPS-NEAM relied on a shared understanding of the best viable practices and sought compliance with European scientific and policy standards for hazard and risk assessment. The NEAMTHM18 has already been taken as the reference model by Civil Protection Authorities in Italy (DCDPC, 2018). In analogy with the well-established practice for defining seismic building codes, a homogeneous hazard level from NEAMTHM18 was chosen to define the inundation zone. The definition of evacuation zones and long-term coastal planning are both based on these inundation zones. Similar approaches are being followed in New Zealand (MCDEM, 2016) and the United States (American Society of Civil Engineers, 2017), based on the local PTHA. The region-wide NEAMTHM18 is also being taken as a reference for higher-resolution site-specific PTHAs (Gibbons et al., 2020) and applications dealing with critical infrastructures at risk (e.g., Argyroudis et al., 2020). The development of standardized PTHA products (hazard curves, hazard and probability maps, exhaustive and transparent documentation, web tools for dissemination and analysis) is the first step to include tsunamis in multi-hazard risk assessment and mitigation.
In this paper, we describe the NEAMTHM18 as the main result of the TSUMAPS-NEAM project. NEAMTHM18 is a Poissonian time-independent hazard model dealing with tsunamis generated by earthquakes. The primary hazard intensity measure is MIH (Glimsdal et al., 2019). The hazard results are provided by hazard curves, calculated at 2,343 POIs distributed at an average spacing of ∼20 km along the NEAM coastlines, expressing the PoE in 50 years for different MIH thresholds.
The main challenges faced in the making of NEAMTHM18 were related to the diversity of tectonic environments hosting the potential seismic sources, the interconnections of large and small basins typical of the NEAM Region, the necessity to treat both near and distant seismic sources appropriately, and the vastness of the tsunami propagation domain requiring an intensive computational effort.
The hazard projects mentioned earlier undertook innovative approaches, followed by those specifically developed and implemented within TSUMAPS-NEAM. The first is the inclusion of sufficiently constrained 3D geometries for seismic sources (Selva et al., 2016; Tonini et al., 2020). The second is the potential of shallow slip amplification, as observed in recent tsunamigenic earthquakes (Romano et al., 2015a; Romano et al., 2020; Lorito et al., 2016) schematized as the effect of depth-dependent coupling and rigidity (Murphy et al., 2016; Murphy et al., 2018; Herrero and Murphy, 2018; Scala et al., 2019; Scala et al., 2020; Murphy and Herrero, 2020). The third is the massive use of HPC simulations with the multi-GPU Tsunami-HySEA benchmarked code (de la Asunción et al., 2013; Macías et al., 2017). The fourth is the approach to the tsunami reconstruction from precalculated elementary sources (Molinari et al., 2016), combined into the uncertainty propagation within a stochastic approach to inundation modeling (Glimsdal et al., 2019). Finally, the fifth is the quantification of uncertainty, combining ensemble modeling (Selva et al., 2016) with a multi-expert protocol for the management of subjective choices.
This paper provides a comprehensive overview of data, methods, and procedures adopted throughout the making of NEAMTHM18. It also illustrates the main results and discusses the model’s implications, limitations, and possible future developments. More details about the NEAMTHM18 can be found in the TSUMAPS-NEAM project website, which provides access to the model-specific documentation, from now on referred to as NEAMTHM18 Documentation (Basili et al., 2019), and also allows for navigating the NEAMTHM18 in a web mapper, consult hazard curves, and download model data.
METHODOLOGY AND DATA
NEAMTHM18 was designed as a three-phase project (Figure 2; Supplementary Data Sheet S1.1) involving three main teams: PDT, PE, and IR. The PDT interacted with the PE and the IR during the first two phases of the project. The interactions between the PDT and the PE followed the prescriptions of a formalized decision-making process based on a multiple-expert protocol. This protocol, which was inspired by similar protocols developed for seismic hazard (USNRC, 1997; USNRC, 2012; USNRC, 2018), was developed and applied in the EU project STREST (2013–2016) (Argyroudis et al., 2020; Esposito et al., 2020), and subsequently adapted to the TSUMAPS-NEAM project needs. The TSUMAPS-NEAM implementation of the protocol included two elicitation experiments of the PE to identify the model alternatives to be implemented and assign proper weights to the selected alternatives (Figure 2). Managing the subjectivity of choosing among alternatives in a structured way is necessary because a hazard model is never completely constrained by observations, nor is the physics of the hazardous phenomenon totally understood. Different scientifically acceptable alternative models and relevant datasets may thus be used, thereby reflecting the inherent uncertainty. The different alternative models may have different degrees of credibility within the reference scientific community. In principle, the model credibility should coincide with the accuracy of its output, but this is not always quantifiable because of the general lack of independent data for rare phenomena such as tsunamis. The basis of the conceptual elicitation model and its implementation are presented in detail in Selva et al. (2015) and the NEAMTHM18 Documentation (Basili et al., 2019). The interaction between the PDT and the IR took place in two review rounds, leading to extensive project documentation, which was initially shared only with the IR and made publicly available through the project website after incorporating the IR’s feedback.
[image: Figure 2]FIGURE 2 | Schematic illustration of the project’s actors and correlative actions subdivided into three PHASES (Supplementary Data Sheet S1.1). Notice that both phase 1 and phase 2 include an elicitation experiment and a revision stage each. PHASE 3 includes the NEAMTHM18 Documentation (Basili et al., 2019) of the two preceding PHASES, a web mapper to access the main results of the hazard assessment, scientific publications, and some materials for illustrating the results to the general public (e.g., Layman’s Report).
The hazard assessment workflow is structured in “Steps” and “Levels” (Figure 3A), and the flux of information among the Steps proceeds along the paths illustrated in Figure 3B. There are four Steps, and each of them includes three to four Levels. Level-0 is common to all Steps and contains the definition of the used datasets. The other Levels constitute the finer grain of the hazard analysis within each Step, inside which the variables are treated as aleatory (for the aleatory variables in Step-1, see Supplementary Figure S1 for a detailed scheme). At each Level within each Step, several alternative approaches, datasets, and models are implemented to explore the epistemic uncertainty. A relatively high number of alternatives was initially presented to the PE. The first elicitation experiment, held during phase 1 (pre-assessment), served to select only the alternative models deemed to be the most important uncertainty drivers (Supplementary Table S1). The second elicitation experiment, held during phase 2 (assessment), served to establish the ranking of these alternatives by assigning weights to them (Supplementary Table S2). Below we first introduce the Steps and Levels and then summarize their rankings according to the second elicitation experiment results. Ensemble modeling for hazard aggregation and model uncertainty quantification will be presented in the description of Step-4. Further details on the implemented alternative models describing their epistemic uncertainty, selection, and weighing procedure using the elicitation experiments are given in the NEAMTHM18 Documentation (Basili et al., 2019).
[image: Figure 3]FIGURE 3 | (A) Sketch of the NEAMTHM18 workflow. (B) Sketch of the information flux to build the hazard model. This procedure is repeated for each considered alternative model.
Step-1 concerns the Probabilistic Earthquake Model. It provides scenarios of all potential earthquakes in all considered seismic source regions, denoted as [image: image], and their mean annual rates [image: image], according to their FMDs and the scenario parameters (earthquake magnitude, fault rupture position, strike, dip, rake, rupture size, and rupture slip). It also provides alternative modeling schemes of the above scenarios and their mean annual rates.
Step-2 concerns the Tsunami Generation and Modeling in Deepwater. It provides the deterministic numerical simulations of the seafloor displacement fields corresponding to the earthquake scenarios defined at Step-1. It also provides the deterministic numerical simulations of the tsunami generation from these seafloor displacement fields and their propagation from the source to each offshore POI, resulting in synthetic mareograms, defined as [image: image], and parametric lookup tables of maxima ([image: image]), periods ([image: image]), and polarities ([image: image]) for all mareograms, defined as [image: image].
Step-3 concerns Shoaling and Inundation. It provides both stochastic and deterministic models of the tsunami impact at all POIs defined in Step-2 for all the scenarios defined in Step-1. The tsunami generated by each seismic scenario is expressed by two metrics: the probability distribution for the MIH calculated by applying local amplification factor to the offshore results, such as [image: image], and the single-valued impact obtained through the application of Green’s law. Step-3 also provides the assessment of the alongshore tsunami variability as conditional hazard curves of the PoE of an MIH threshold value (MIHth), denoted as [image: image], and the assessment of the associated uncertainties, including those originating from linear combinations at Step-2.
Step-4 concerns the Hazard Aggregation and Uncertainty Quantification. It provides the probabilistic hazard model of the tsunami impact on NEAM coastlines expressed as the PoE in 50 years for different MIH thresholds [image: image]. The model is obtained by aggregating all annual scenario rates from Step-1 with the conditional PoE from Step-3. The model uncertainties are expressed through distributions of hazard curves of the PoE and their statistics. It also provides the preparation and display of hazard and probability maps, disaggregation products, sanity checks, and other by-products presented in the NEAMTHM18 Documentation (Basili et al., 2019).
Step-1: Probabilistic Earthquake Model
The basic principle applied here is that knowledge of the potential earthquake sources is always limited, and we then acknowledge that earthquakes are possible everywhere. The level of knowledge of some seismic sources can be higher than for others (e.g., Basili et al., 2013b). It is advisable to deal with this heterogeneous uncertainty while maximizing the use of all the available information. We thus subdivided the seismicity into different modeling types, each adopting a different approach for one or more parameters, depending on the level of knowledge of the underlying data (Field et al., 2014; Woessner et al., 2015; Selva et al., 2016).
The seismicity modeling types are defined by the different modeling and parameterization approaches. Our approach depends on how well the various parameters are constrained relative to each other for any given seismic source in its context. To apply this concept, we defined two main seismicity types: predominant seismicity (PS) and background seismicity (BS) (Selva et al., 2016). The PS type captures the larger earthquakes generated by well-known major faults, such as plate boundaries and subduction interfaces. This approach to tsunamigenic seismicity is common in PTHA (e.g., González et al., 2009; Power et al., 2013), rooted in the assumption that relatively large earthquakes on known major faults dominate the tsunami hazard. Seismic sources of the PS type are then characterized by variability limited by the existing knowledge about them (e.g., fault geometry). The BS type captures all the diffuse seismicity in a tectonically-defined region. Therefore, sources of the BS type are characterized by the largest variability because of their lower level of knowledge, especially at the lower end of the earthquake magnitude values of interest. The BS type is less constrained by existing data and resembles seismic sources commonly adopted for seismic hazard analysis (Cornell, 1968), which have already been applied to tsunami hazard analysis (Sørensen et al., 2012). The above seismicity types may be modified to deal with specific situations considering the distance between the seismic source and the closest target coasts. In this respect, we defined two additional types: special PS (SPS) and special BS (SBS). While PS and BS types are two “end-members” featuring the maximum and the minimum number of fixed parameters, respectively, SBS and SPS types are intermediate cases in which the number of fixed and variable parameters is modulated case by case, also considering the necessary computational resources. These special cases are exclusive alternatives to each other and to the PS type, meaning that they are never considered together in the same source region.
Level-0: Input Data
Level-0 deals with the main input data that are used to build the probabilistic earthquake model. During phase 1 of the project (Figure 2), the possible alternatives to these input datasets were initially collected and analyzed. These potential alternatives were then reduced after the results of the elicitation experiment. Here we describe only the datasets retained for the actual hazard model implementation.
Tectonic Regionalization
The tectonic regionalization is a subdivision of the entire domain of potential seismic sources into discrete regions internally as homogeneous as possible based on the dominant tectonic processes. The adopted regionalization (Figure 4A) was built following basic plate tectonics principles and by refining or adapting the regionalization of the European seismic hazard model (Delavaud et al., 2012; Woessner et al., 2015). This regionalization is only a two-dimensional subdivision of the crustal volume. In subduction zones, one must consider the three-dimensional geometry of slabs.
[image: Figure 4]FIGURE 4 | (A) Map of the regions, color-coded depending on the tectonic setting and dominant deformation style, covering the whole source area. 1) Active volcano; 2) Back-arc and orogenic collapse; 3) Continental rift; 4) Oceanic rift; 5) Contractional wedge; 6) Accretionary wedge; 7) Conservative plate boundary (mainly major transcurrent faults); 8) Transform fault s.s.; 9) Shield; 10) Stable continental region; 11) Stable oceanic region. (B) Map showing the macro-regions used to analyze the completeness of the adopted earthquake catalogs (Supplementary Figure S2). (C) Map showing the distribution of the seismicity model types assigned to each region of the tectonic regionalization. BS, background seismicity; PS, predominant seismicity; SPS, special PS; SBS, special BS; NA, not applied. (D) Map distribution of the adopted rupture scaling relations in the different tectonic settings. INT, interplate, crustal earthquakes; SCR, stable continental region, crustal earthquakes; INF, subduction interface. LE14 (Leonard, 2014); ST10 (Strasser et al., 2010); MU13 (Murotani et al., 2013); N.A, Not Applied.
Seismic Datasets
The seismic datasets are used to determine the rates of seismicity. To this end, earthquake catalogs need to geographically cover all the potential seismic sources during the longest possible time and be as homogeneous as possible in terms of parameterization. We thus employed two different datasets: 1) the ISC catalog (ISC, 2016) for the area within the Atlantic Ocean (period 1900–2015) and the SHEEC-EMEC catalog (Grünthal and Wahlström, 2012; Stucchi et al., 2013) for the Mediterranean region (period 1000–2006). Their respective areas of application are shown in Figure 4B, which were produced by merging regions from the tectonic regionalization (Figure 4A) into four macro-regions in the Atlantic Ocean and six macro-regions in the Euro-Mediterranean area. For these two earthquake catalogs, we performed statistical completeness analyses (Wiemer, 2001; Woessner and Wiemer, 2005) separately for each macro-region (Supplementary Table S3) and adopted the Gardner and Knopoff (1974) method for the declustering (Supplementary Figure S2). The non-declustered catalog is used to quantify annual earthquake rates and most other cases. The declustered catalog is used only to quantify the spatial distribution of BS-type sources through smoothed-seismicity (Level-2b).
Fault Datasets
The fault datasets aim to determine the orientation and sense of movement of future earthquake ruptures and, for a selection of them, the activity rate. To this end, we compiled two different datasets: focal mechanisms and geological faults. As with the earthquake catalogs, we favored geographic coverage over detail.
Regarding focal mechanisms, we considered the same macro-regions of the earthquake catalogs (Figure 4B). We adopted the global centroid moment tensors (Dziewonski et al., 1981; Ekström et al., 2012) for the North-East Atlantic and the regional centroid moment tensors (Pondrelli and Salimbeni, 2015) for the Euro-Mediterranean region (Supplementary Figure S3).
Regarding the geological faults, we retrieved data from large public fault databases, plus some original additions or revisions of specific cases (Figure 5). In this collection, we separated crustal faults from subduction systems. For crustal faults, we considered faults deemed capable of generating earthquakes of magnitude ≥5.5 both inland and offshore. For subduction systems, we considered three subduction interfaces in the Mediterranean Sea (Calabrian Arc, Hellenic Arc, Cyprus Arc) and two in the western Atlantic Sea (Gibraltar Arc and Caribbean Arc). Additional information about the Gloria fault and the Gibraltar Arc was derived from the ASTARTE project, deliverables D3.16 and D3.40. The rate of activity of a selection of these faults is based on the tectonic parameters (Supplementary Table S4) derived from Christophersen et al. (2015) and Davies et al. (2018). It is worth noting, though, that the rates and coupling coefficients in the three Mediterranean subduction zones are highly debated and variable (Laigle et al., 2004; Ganas and Parsons, 2009; Tiberti et al., 2014; Vernant et al., 2014; Carafa et al., 2018; Nijholt et al., 2018).
[image: Figure 5]FIGURE 5 | (A) Map of the fault datasets. The primary sources of information for the fault geometry and kinematics are as follows: the European database of Seismogenic Faults (EDSF) (Basili et al., 2013a; Woessner et al., 2015); the database of Individual Seismogenic Sources, DISS version 3.2.1 (DISS Working Group, 2018), used to replace EDSF in the central Mediterranean; the global plate boundary model (Bird, 2003) as a reference for the Mid-Atlantic Ridge and the Gloria fault. All crustal faults are color-coded based on their mechanism. The geometry of the three Mediterranean slabs was initially derived from the European database of Seismogenic Faults (EDSF) (Basili et al., 2013a; Woessner et al., 2015) and then modified according to newer data where available. In particular, the Calabrian Arc was entirely replaced by a recent model (Maesano et al., 2017) derived from the interpretation of a dense network of seismic reflection profiles integrated with the analysis of the seismicity distribution at depth. The Hellenic Arc is the same as that in EDSF, but we verified its consistency with recent works (Sodoudi et al., 2015; Sachpazi et al., 2016). The Cyprus Arc was slightly modified in consideration of results from recent works (Bakırcı et al., 2012; Salaün et al., 2012; Sellier et al., 2013a; Sellier et al., 2013b; Howell et al., 2017) that are based on seismic reflection profiles and tomographic and seismological data and constrain the geometry of the western part of the slab. The geometry of the Caribbean slab was entirely derived from an early version of the Slab two model (Hayes et al., 2018), provided as a courtesy by G. Hayes. All slab geometries are represented with depth contours, except for the Gibraltar Arc, which is represented by a sketch to show its location only. Topo-bathymetry is from the ETOPO1 Global Relief Model (NOAA, 2009; Amante and Eakins, 2009). (B) Map views of the meshes used to discretize the subduction interfaces with color-coded depths. The locations of these slabs are shown in panel (A). The meshes are built with element size set at ∼15 km for the three subduction interfaces in the Mediterranean Sea, and ∼50 km for the subduction interface of the Caribbean Arc, using the Cubit mesh generator (Casarotti et al., 2008). For all subduction interfaces, strike and dip are imposed by the discretization. Pure thrust faulting mechanism (rake 90°) is assumed for the Cyprus Arc because of the relatively small variability of the direction of plate convergence roughly normal to strike (Reilinger et al., 2006; Wdowinski et al., 2006), and the Caribbean Arc, according to other PSHA studies (e.g., Bozzoni et al., 2011). Variable rakes are used for the Calabrian Arc and Hellenic Arc in agreement with the direction of plate convergence.
Assignment of Seismicity Modeling Types to Different Seismic Sources
The four seismicity modeling types (BS, PS, SPS, SBS) are assigned to the regions resulting from the tectonic regionalization (Figure 4A) and are linked to relevant tectonic structures (Figure 4C). A maximum of two seismicity modeling types occurs in each region because the special cases (SPS and SBS) are alternative one to another. Faults shown in Figure 5A are geographically related to the regions of Figure 4A in this assignment.
The PS type is used in the Mediterranean area for the subduction interfaces of the Calabrian Arc, Hellenic Arc, and Cyprus Arc, and in the Atlantic area for the subduction interface of the Caribbean Arc and the crustal faults of the Mid-Atlantic Ridge far away from the Azores Islands (Figure 5A). The BS type is used everywhere in the Mediterranean area (Figure 4C), including regions overlaying the subduction interfaces (Figure 5A). In the Atlantic Ocean, the BS type is used for seismic sources near most coastlines (Figure 4C) but is neglected for seismic sources distant enough from some coastlines. One exception is the region around Iceland, where only PS is used. Possible seismic sources in the stable oceanic regions (Figure 4A) are ignored because seismicity rates seem to be too low to significantly contribute to tsunami hazards, according to global rates in this tectonic domain (Kagan et al., 2010). The SPS type is used for the Gloria Fault and a portion of the Mid-Atlantic Ridge near the Azores Islands (Figure 5A). SPS coexists with BS in all cases. The SBS type is used in the Gulf of Cadiz to model the Gibraltar Arc subduction interface (Gutscher et al., 2002; Duarte et al., 2013; Civiero et al., 2020), where the available geometric model (ASTARTE project deliverable D3.16) is a rather crude planar approximation. These choices are mainly due to the lack of computational resources to calculate elementary tsunami sources (Step-2), and therefore could change in future updates of the model.
Rupture Scaling Relations
Rupture scaling relations are used to determine the size of the earthquake ruptures and the geometrical discretization of the seismic sources. We initially reviewed the literature on fault scaling relations, analyzed the differences of their predictions, and tested their applicability to our modeling scheme. We adopted the scaling relations from Strasser et al. (2010) and Murotani et al. (2013) for the subduction interface earthquakes and those by Leonard (2014) for all crustal earthquakes. Although each scaling relation is subject to statistical uncertainty, we use only parameters from the best-fitting relations. Figure 4D shows the geographic distribution of their application in different tectonic regions.
Magnitude Discretization and Range
To improve the characterization of the FMD at higher magnitudes, we adopted a magnitude sampling that (roughly) becomes roughly exponentially finer as earthquake magnitude increases (Supplementary Table S5). This approach should allow for a more even sampling of the corresponding increase of the tsunami height, which seems nearly linear (Geist, 2012). The overall range of magnitude values modeled for each seismic source depends on different factors, such as fault size and discretization, seismogenic depth interval for subduction interfaces, crustal thickness, rupture scaling relations, and the distance between the seismic source and the target coastline. We adopted a lower threshold of Mw = 6 for seismic sources of seismicity model types (PS, BS, SBS, and SPS), except for seismic sources located far away from all target coastlines and modeled as PS type only, in which case we adopted a threshold of Mw = 7.3. The rationale for these limits is based on the FMD of globally analogous regions (Kagan et al., 2010). As not all possible earthquake magnitudes could be modeled, we tested the impact of unmodeled earthquakes at both ends of the considered magnitude range onto the hazard. The results of these tests are reported in the NEAMTHM18 Documentation (Basili et al., 2019).
Discretization and Parameterization of the Seismic Sources
A 3D geometry characterizes the subduction interfaces treated as PS type. Although 3D reconstructions yield more accurate representations of earthquake ruptures (Tonini et al., 2020), they are not available everywhere. Where available, their discretization must reflect the resolution of the data and constraints imposed by the modeling strategy. Starting from the slab geometries, we built 3D meshes (Figure 5B) with triangular elementary sources (subfaults) for setting the coseismic slip, which determines the seafloor displacement applied as a tsunami initial condition. The size of subfaults constrains the minimum modeled earthquake magnitude, considering the adopted scaling relations and the allowed maximum wave numbers of the slip spatial distribution. The crustal faults treated as PS types are the transcurrent (transform) and normal faults of the Mid-Atlantic Ridge and the Gloria Fault. They were discretized into rectangular subfaults (Figure 6A). As subfaults must be combined to form individual ruptures for different magnitudes, their size was determined to minimize deviations from the adopted scaling relations. Details of these parameters are provided in Supplementary Table S6. A summary of the implemented earthquake magnitude and depth ranges for all seismic sources modeled as PS type is provided in Supplementary Tables S7, S8.
[image: Figure 6]FIGURE 6 | (A) Close-up view of the Predominant Seismicity modeling type (PS) discretization in subfaults of the Mid-Atlantic Ridge and the Gloria Fault near the Azores Islands. Location of this map in panel (A). There are in total 270 rectangular subfaults; 214 normal faults with a constant dip angle of 45° and size of 40 × 45 km; 57 strike-slip (transform) faults with a constant dip angle of 90° and size of 55 × 20 km. See Supplementary Table S6 for the combinations of subfaults to make up large ruptures. The grid for the BS and SPS in this zone is also shown. (B) Regular grid (grey quadrangles, see the zoomed-in inset) composed of non-conformal equal-area cells of 25 × 25 km with the origin at 24°N–3°E for the discretization of the background seismicity modeling type (BS). Note that cell sides depart from right angles with increasing distance from the origin in this projection. The red outline marks the calculation domain, outside which only the predominant seismicity modeling type (PS) is modeled. The white outline of the tectonic regionalization (Figure 4A) is shown for reference. (C) Schematic of depth discretization for BS and SPS types due to the magnitude of earthquake ruptures applied to the center of each cell of the grid. For the SBS type, the magnitude range is extended to Mw = 9.026, and the depth limit of the crustal model is ignored. All magnitudes are always modeled for the shallowest depth position, irrespective of the crustal thickness being exceeded or not. Where the crust is very thin, some of the deeper positions are not occupied if the rupture crosses the base of the crust. (D) Cells of the grid (spatial discretization) in the Cadiz region showing the positions (center of 10 grid cells) occupied by the SBS type of the Gibraltar Arc subduction interface. Location of this map in panel (A). Topo-bathymetry is from the ETOPO1 Global Relief Model (NOAA, 2009; Amante and Eakins, 2009).
The domain of the BS and SBS types is uniformly discretized into a grid (Figure 6B) trimmed where seismic sources are close to the target coastlines. At each grid cell, the earthquake ruptures can occur within the entire crustal thickness derived from the 1D global crustal model CRUST 1.0 (Laske et al., 2013) depending on the rupture width at the modeled earthquake magnitude (Figure 6C).
The rupture mechanisms may differ in each grid cell based on the available information from focal mechanisms and known faults. The discretization of the faulting mechanisms is made separately for each strike, dip, and rake by applying a reversible transformation (Selva and Marzocchi, 2004) from the standard convention (Aki and Richards, 1980). Considering four intervals for the strike, nine for the dip, and four for the rake yields 144 combinations. The Gibraltar Arc, modeled as SBS type, adopts a strategy like the BS type, but with more limited variability of rupture positions and faulting mechanism while allowing for larger magnitudes and depth range (Figure 6D).
Seismicity Separation in Catalogs
Once the regionalization is set (Figure 4) and all the tectonic sources are assigned to the four seismicity modeling types with their parameters defined, we need to separate the earthquakes assigned to individual faults of the PS/SPS from the earthquakes that remain within the BS/SBS. This separation is done by using two alternative cut-off distances of 5 km and 10 km. That is, assigning the seismicity within the cut-off distance to the PS and the remaining seismicity to the BS. We did not apply this procedure to the SBS (i.e., the Gibraltar Arc) because of its uncertainty in position and geometry. This hard-bound cut-off method is preferred over more sophisticated softer cut-offs (e.g., Bird and Kagan, 2004) because the Boolean separation provides two distinct catalogs of PS/SPS and BS/SBS events, which facilitates the implementation of the subsequent Levels.
Level-1: Frequency-Magnitude Distributions
The annual earthquake rates are based on the available seismicity data and tectonic data (convergence rates or slip rates) for selected PS as provided at Level-0. The earthquake rate determinations are also influenced by the assumption that larger earthquakes are increasingly likely to occur on major faults, possibly treated as PS/SBS/SPS types.
We implemented a set of Bayesian alternatives for quantifying the earthquake FMDs and their associated epistemic uncertainty, especially on annual rates and FMD tails. These alternatives concern the joint or separate quantification of earthquake rates for each seismic source, which allows for considering earthquake rate estimations derived from seismicity or tectonic rates, and functional forms (shape) of the FMDs and their parameters.
For the joint PS/BS quantification, the FMD is calculated in two stages (Selva et al., 2016; Taroni and Selva, 2020) first evaluating a global FMD distribution in each region and then separating this global FMD into PS/SPS/SBS and BS contributions, in regions where PS/SPS/SBS types are present. Both stages are based on a Bayesian formulation, with data coming from the non-declustered complete seismic catalog. This choice, also supported by the IR team, was made to avoid the significant underestimation of the real hazard that the declustering procedure may produce (Boyd, 2012; Iervolino et al., 2012; Marzocchi and Taroni, 2014). As shown by Kagan (2017), the Poisson distribution can also be used for non-declustered seismic catalogs if one is interested in modeling strong events (Mw > 6.5). Regarding the functional forms, we implemented both truncated and tapered Pareto formulations (Kagan, 2002a; Kagan, 2002b). Truncation and tapering are both applied to the probability density functions (PDFs). The parameters to be set are the rate for the smallest considered magnitude, the corner or the maximum magnitude (Mc or Mmax, for tapered and truncated distributions, respectively), and the scale parameter β (2/3 of the Gutenberg-Richter b-value). We set Mw = 5.0 as the minimum magnitude for assessing the rates, which is smaller than the minimum magnitude considered by the earthquake scenario (Supplementary Table S5) but allows for more robust rate estimations. The prior distributions are set as non-informative for the rates and the Mc (tapered Pareto). The Mmax for the truncated Pareto is set as discussed in Level-0, considering all known constraints (e.g., maximum magnitude observed in the region).
Two alternatives are implemented for estimating the parameter β. The first alternative is to compute the b-value from data by setting a weakly informative Gamma prior distribution centered on the worldwide tectonic analogs from Kagan et al. (2010) with variance corresponding to an equivalent sample size of 10. If there is a large dataset (>>10 samples), β is entirely controlled by the data, while in the case of very few data, the distribution is pushed toward the worldwide value. The second alternative is to force the b-value to be equal to one regardless of the observed seismicity in the region. As regards to the separation, we assumed a sigmoidal polynomial function that assigns a smooth transition between a high-magnitude regime where all earthquakes are supposed to be of PS/SPS/SBS type, a low-magnitude regime with a constant ratio between BS and PS/SPS/SBS, and an intermediate-magnitude regime where the ratio smoothly increases up to one (Figure 7A). Uncertainty on the three parameters of the separation (two magnitude thresholds separating high-, intermediate-, and low-magnitude regimes, and the ratio between BS and PS/SPS/SBS in the low-magnitude regime) is considered, with 1) uniform distribution for the lower threshold between magnitude five and six; 2) a uniform distribution for the higher threshold between magnitude six and seven in crustal BS and between magnitude seven and eight in subduction interfaces; and 3) a non-informative prior (uniform between 0 and 1) updated by likelihood functions based on the observed fraction between the PS/SPS and the BS earthquakes. Both alternative separation procedures are adopted, yielding two alternative separation models. These choices produce a total of 2 × 4 = 8 Bayesian alternative implementations for the joint PS-BS quantification of the FMD, with two alternative functional forms (tapered vs. truncated Pareto), two b-values (from data or set to 1), and two seismicity datasets from the two cut-off distances from PS. All of them are Bayesian alternatives; hence they automatically include the epistemic uncertainty emerging from parameter estimations. To propagate this uncertainty to the hazard results, we resampled these models 1,000 times, thereby providing 1,000 alternative realizations of the Bayesian model.
[image: Figure 7]FIGURE 7 | Example of frequency-magnitude distributions for the Kefalonia-Lefkada, Greece, region. (A) Ratio between seismicity assigned to the PS type and total seismicity, evaluated with the Bayesian separation model. (B) BS seismicity type computed for all the alternative models (1,000 samples) and statistics of the epistemic uncertainty. (C) Same as panel (B), but for PS seismicity. (D) Total seismicity, obtained by summing the BS and PS contributions, compared with the observed data from the relevant seismicity catalog. Grey lines in all panels represent the distribution samples.
Further alternative FMDs for PS are set from Christophersen et al. (2015) and Davies et al. (2018), starting from tectonic convergence or slip rates (Supplementary Table S4). Conversely, the FMD for BS could not be quantified with a similar strategy due to the lack of resources. Therefore, each FMD for PS is complemented by randomly sampling one FMD for BS from the two-stage PS/BS quantification. In this way, the two quantifications are independent since they are based on different input data.
To derive the FMDs for PS from tectonic data, we adopt two functional forms, the characteristic and the truncated Pareto (Kagan, 2002a; Kagan, 2002b) (Supplementary Table S2), considering three alternative maximum magnitudes, three alternative b-values, three alternative estimations for the seismic coupling (Supplementary Table S4), we obtain 3 × 3 × 3 × 2 = 54 alternatives.
In Figures 7B–D, we provide an example implementation in the Kefalonia-Lefkada region (Ionian Islands, Greece) of the four -BS/PS Bayesian FMDs models and the 54 models of BS/PS separated seismicity (separated into two groups, one for truncated Pareto and another for characteristic G-R). This region includes part of the Hellenic Arc, i.e., both PS and BS. The resulting modeled total FMDs (sum of BS and PS contributions) are compared with data. The results for the remaining four Bayesian models, relative to the 10 km-wide cut-off, are equivalent.
Level-2: Earthquake Rupture Variability
The variability of earthquake ruptures for PS/SPS types (Level-2a) is analyzed in terms of rupture position and area on the hosting structures and, importantly, slip distribution. The position and size of the rupture area are treated simultaneously. Earthquake positions on each hosting fault are discretized by defining a set of coordinate pairs representing the rupture center on the fault geometry. The assessment consists of quantifying the joint probability of a rupture center, a rupture area, and slip for an earthquake of a given magnitude in the region. Earthquake magnitude, rupture area, and slip are derived from rupture scaling relations without considering their uncertainty. For PS and SPS in the Atlantic region (distant seismic sources), we use only the rupture scaling relation of Strasser et al. (2010) for earthquakes in the Caribbean subduction and that of Leonard (2014) for crustal earthquakes (Figures 4C,D). For the Mediterranean PS subduction interfaces, we adopted the scaling relations from Strasser et al. (2010) and Murotani et al. (2013). Murotani et al. (2013) predict larger areas and smaller average slips at larger magnitudes than Strasser et al. (2010). These scaling relations provide only the average slip in the rupture area. Here, we also model the aleatory variability of the heterogeneous slip distribution for the larger earthquakes on the Mediterranean subduction interfaces because they are close to target areas (Figure 5). We use the classic k−2 stochastic slip distributions on a non-planar surface, applying a technique that has been previously validated (Herrero and Murphy, 2018). Two alternative models have been considered: one considers depth-independent rigidity, the other considers shallow slip amplification controlled by depth-dependent rigidity variations (Bilek and Lay, 1999) while preventing systematic slip excess at shallow depths over one or more seismic cycles (Scala et al., 2020) (Supplementary Figure S4). For all the other structures assigned to PS and SPS, the slip is assumed to be uniform according to the average value resulting from the adopted scaling relation.
The earthquake ruptures variability of the BS/SBS types (Level-2b) is analyzed in terms of spatial distribution, depth distribution, and faulting mechanism. The variability associated with the rupture area and slip is not explored because only one rupture scaling relation is adopted for BS and SBS cases (Figures 4C,D). We use the smoothed seismicity approach (Frankel, 1995) to compute the spatial seismicity distribution and introduce a correction to account for the variability of the completeness magnitude in the spatial smoothing (Hiemer et al., 2014) to increase the number of seismic events considered. This approach enables longer intervals of the catalog, adopting an increasing magnitude of completeness while exploring older seismicity. The analysis is based on the complete part of the declustered catalog considering the two alternative cut-off distances (Figure 8).
[image: Figure 8]FIGURE 8 | Map showing the geographic distribution of annual earthquake rates (common logarithm scale) for Mw ≥ 6.0 for the BS/SBS seismicity model types, adopting the cut-off distance of 5 km for the seismicity separation between PS and BS. This separation is done by assigning the earthquakes located within the given cut-off distance from the PS sources (Figures 4, 5) to the PS/SPS types and the remaining earthquakes to the BS/SBS types. The hazard model also includes the distribution of annual earthquake rates calculated with the cut-off distance of 10 km.
Regarding the focal depth, all possible depths of the discretization shown in Figure 6 are considered equally probable. In each cell of the spatial domain, various faulting mechanisms are possible for the modeled earthquake ruptures. The probabilities of these mechanisms are not uniform, and their expected PDF is derived through a Bayesian method according to centroid moment tensors of observed seismicity and data on known faults (Selva et al., 2016). The likelihood is modeled as a multinomial distribution based on the non-declustered entire (without considering completeness) catalogs of focal mechanism (Supplementary Figure S3), considering the two alternative cut-off distances (BS type only) and both nodal planes of each focal mechanism (Selva and Sandri, 2013). If faults occur in a grid cell, a Dirichlet distribution is set by forcing an average equal to the fault strike, dip, and rake of the fault fraction intersected by the cell, weighting this information ten times as much as that from the focal mechanisms. When multiple faults are present in one cell, their mechanisms are weighted by their respective moment rate. Figure 9 shows the geographic distribution of the resulting mechanisms classified as normal, reverse, and transcurrent. For simplicity, only the faulting mechanism with the highest probability (mode) is represented in each cell.
[image: Figure 9]FIGURE 9 | Geographic distribution of crustal earthquake rupture mechanisms within the calculation domain for the BS/SPS type. Only the most probable mechanism in each grid cell is shown for simplicity. The complete distribution consists of strike discretization at four intervals of 45° starting from 22.5° clockwise from North, and dip discretization at nine intervals of 20° within the 0°–180° range. The rake discretization is at four intervals of 90°, corresponding to normal, reverse, left-lateral strike-slip, and right-lateral strike-slip. Altogether, this makes a total of 4 × 9 × 4 = 144 combinations of the strike, dip, and rake values. For the SBS type (Figure 6D), the variability of the mechanism is limited to four combinations (strike of 22.5° and 337.5°; dip at 10° and 30°, and rake fixed at 90°). Topo-bathymetry is from the ETOPO1 Global Relief Model (NOAA, 2009; Amante and Eakins, 2009).
Step-2: Tsunami Generation and Modeling in Deepwater
In PTHA, it is common to use nonlinear shallow water (NLSW) models with wetting and drying to compute inundation and runup. As of today, NLSW simulations of coastal inundation are not yet affordable in the case of region-wide PTHA requiring millions of seismic scenarios. Moreover, sufficiently high-resolution bathymetry and topography models are not always available, which may discourage precise deterministic simulations. Conversely, simulations in deep waters may be conducted with reasonable accuracy by numerical integration of shallow water equations using relatively low-resolution bathymetric models available in the public domain. We thus separate tsunami modeling into two stages, one at Step-2 for generation and propagation in deep waters, and one at Step-3 for the coastal processes, characterized by larger uncertainty.
In Step-2, we assume linearity between the size of the tsunami and the coseismic displacement at the source. This approach makes Step-2 affordable from the computational viewpoint. Step-2 then provides the input to Step-3, which consists of synthetic tsunami mareograms and their parameters at offshore POIs.
Hence, Step-2 can be further divided into three main goals. The first is the deterministic numerical simulation of seafloor displacement corresponding to the individual earthquake scenarios defined at Step-1. The second is the deterministic numerical simulations of the tsunami generation and propagation from each source to any offshore POI. The third is the analysis of the mareograms to extract wave amplitude maxima, wave periods, and polarities for later use in Step-3.
Level-0: Input Data
The adopted crustal model for coseismic displacement calculations is an infinite half-space with the properties of an elastically homogeneous Poisson solid (e.g., Okada, 1992).
The topo-bathymetry model generally employed is SRTM30+ (Becker et al., 2009), which has a grid spacing of 30 arc seconds (∼900 m), improved with local data in the Gulf of Cadiz (Zitellini et al., 2009). In the Black Sea, SRTM15+ (Tozer et al., 2019) resampled to 30 arc seconds is used.
The POIs are the locus of tsunami simulation outputs, and subsequent tsunami hazard quantities are derived from the topo-bathymetric models around them. We set our POIs to nominally lie along the 50-m isobath with a spacing of roughly 20 km from each other (Figure 1). The POI depths have some variability related to the approximations made during the extraction of the 50 m-depth contour from the regularly gridded data with the GMT algorithms (Wessel et al., 2013) forced to remain within 40–100 m. The POIs outside this range are discarded. Hence, the distance between two adjacent POIs can be occasionally larger than 20 km, typically in areas with very steep slopes.
The spacing of POIs is a compromise between coastline coverage, computational cost, and storage containment. Similarly, the POI depth range is a compromise between preserving the linearity of the tsunami propagation and the need to be as close as possible to the target coastline. In principle, linearity should be guaranteed by ensuring the tsunami amplitude remains much smaller than the water depth. Linearity is needed to cope with the huge number (∼50 million) of seismic scenarios, coupled with the geographical scale of the investigated region through a linear superposition of pre-computed virtual POI tsunami time-series from elementary sources (Molinari et al., 2016).
It must be noted, though, that there are also locations where a POI cannot be realistically associated with the coast behind it because it is too distant. This circumstance occurs, for example, in the southern part of the North Sea, in the northern Adriatic Sea, and on the eastern coast of Tunisia. In all such cases, special care should be adopted if using the results at the local scale.
Level-1: Coseismic Displacement Model
Level-1 concerns the coseismic seafloor displacement for each earthquake scenario defined at Step-1. Each earthquake scenario corresponds to a single fault rupture characterized by a set of parameters, including location, geometry (fault size and orientation), and rake-parallel slip vector. The coseismic seafloor displacement is modeled using Volterra’s formulation of elastic dislocation theory applied to faults buried in an infinite elastic half-space. To this end, we used the analytical model by Okada (1992) in the case where fault ruptures consist of single or multiple planar quadrangles, and the code by Meade (2007) in the case of 3D triangular meshes, as defined in Step-1. Slip vectors are always constant for planar faults, whereas they can be either constant or variable for non-planar faults, as described in Step-1, Level-2a. The total seafloor deformation is computed as a linear superposition of contributions from the individual patches that describe the fault. The vertical component of the seafloor displacement, sampled on a regular 30 arc-second grid roughly centered automatically on the rupture, is used as input for Level-2, where the tsunami generation is treated. Since the fault elastic dislocation in an infinite elastic half-space solution produces very long “tails” of low-amplitude surface displacement, for practical reasons, we restricted the deformation area to vertical displacements larger than 1 cm.
Level-2: Tsunami Generation Model
Level-2 deals with the initial tsunami conditions at the surface derived from the seafloor vertical deformation obtained at Level-1. To account for the attenuation of the short wavelengths through the water column, we applied a two-dimensional filter of the form 1/cosh(kH) (Kajiura, 1963) to the static vertical seafloor deformation field calculated at Level-1. Here k is the wavenumber, and H is the effective water depth taken as the average above the fault. This filter is performed through forward and backward fast Fourier transforms with the high-pass filtering applied to the Fourier image in between. Because of the constant water depth requirement, this approach has a drawback in the case of large ruptures stretching over highly variable bathymetry. The Kajiura (1963) filtering was not applied to all sources treated as rectangular subfaults, including all the relatively shallow but mostly distant sources of the Gloria Fault, the Mid-Atlantic Ridge, and the Caribbean Arc.
Level-3: Tsunami Propagation Model in Deepwater
Level-3 concerns the simulation of tsunami mareograms at the offshore POIs (Figure 1), according to the initial conditions evaluated at Level-2 for all the considered earthquake scenarios. These offshore time-series are also further analyzed to derive the principal wave characteristics, such as the maximum amplitude, period, and polarity, that are necessary inputs for the subsequent processing at Step-3.
The mareograms are obtained as linear combinations of Green’s functions to save computational resources. The coefficients of the linear combinations (i.e., weights of the Green’s functions) reflect the initial displacement computed at the previous Levels in this Step. Two types of tsunami Green’s functions are used. The first is the type associated with Gaussian-shaped sea-level elevation unit sources. The second is the more usual type considering unit slip at elementary subfaults. This choice was made for practical reasons because the Gaussian tsunami database for the Mediterranean Sea already existed, and it was then extended farther to the Black Sea and part of the Atlantic Ocean. In some other cases, it was less expensive computationally to adopt the subfault approach, e.g., in the case of distant sources not requiring modeling of low earthquake magnitudes. More details are found in the NEAMTHM18 Documentation (Basili et al., 2019).
Green’s functions were simulated with the Tsunami-HySEA NLSW GPU-optimized code (de la Asunción et al., 2013). The code has been benchmarked at NTHMP benchmarking workshops (Lynett et al., 2017; Macías et al., 2017; Macías et al., 2020a, Macías et al., 2020b). The open boundary at the coast is used as boundary conditions. The spatial resolution of the simulation grid is 30 arc seconds. Tsunami-HySEA automatically adapts the time-step to match the Courant–Friedrichs–Lewy stability condition for the deepest point in the simulation grid. The simulated time was 4 h in the Black Sea, 8 h in the Mediterranean Sea, and up to 16 h in the Atlantic Ocean. More details are found in the NEAMTHM18 Documentation (Basili et al., 2019). Simple linear combinations according to local slip values were performed for the elementary tsunamis generated by the subfaults. Conversely, for the Gaussians, we use an algorithm for sea level displacement reconstruction and unit sources linear combination coefficient determination starting from an arbitrary fault (Molinari et al., 2016).
The last activity within Level-3 of Step-2 is the post-processing of the mareograms obtained via linear combinations. The post-processing phase is necessary to obtain the main wave characteristics needed for applying the amplification factors at Step-3. These are stored as matrices providing the amplitude, leading wave polarity, and dominant wave period at each POI for each considered scenario in the seismic model. The post-processing algorithm is described in the NEAMTHM18 Documentation (Basili et al., 2019) and in the study that deals with the local amplification factors and the uncertainty propagation procedure (Glimsdal et al., 2019).
Step-3: Shoaling and Inundation
Step-3 aims to evaluate the tsunami height at the coast, starting from the synthetic mareograms and their parameters computed offshore at each POI in Step-2. Our main metric to express tsunami size on the coast is the MIH measured relative to the mean sea level (Supplementary Figure S5) for the entire event duration.
Level-0: Input Data
As for Step-2, the SRTM15+ bathymetric model (Tozer et al., 2019), which has a grid spacing of 15 arc seconds (∼450 m), was used for extracting the profiles in the Mediterranean Sea and the Black Sea. For the North-East Atlantic, we used the SRTM30+ (Becker et al., 2009), which has a grid spacing of 30 arc seconds (∼900 m), improved with local data in the Gulf of Cadiz (Zitellini et al., 2009). The latter is the same already used in Step-2, Level-0.
This Level also provides 1D amplification factors that transform the incident wave amplitude into an MIH value based on local bathymetric profiles. The basic principles of the 1D method are described by Løvholt et al. (2012) and Løvholt et al. (2015). Here, we employ an improved version of this amplification method, which was partly developed within the ASTARTE project (deliverable D8.39) and then further developed and completed by Glimsdal et al. (2019). The latter describes how the amplification factors, which depend on the period and polarity of the incident wave and the local bathymetric profile, were calculated. For this, we used incident waves with leading peak (positive polarity) and leading trough (negative polarity), and wave periods of 120–3600 s. These amplification factors are provided as lookup tables providing the amplification factor value for each specific location as a function of the period and polarity.
The procedure to acquire the bathymetric profiles (Supplementary Figure S5) begins with extracting offshore POIs along a 50 m depth contour with an initial separation distance of ∼20 km. The nearest-neighbor algorithm is then used to identify the nearest coastal point. These designated coastline points, also separated by roughly 20 km, were then applied to define a piecewise linear shoreline contour. A set of 40 transects, spaced at about 1 km and perpendicular to this contour line, were then created (i.e., 20 km to each side of the onshore hazard points). All profiles that intersected islands were deleted to avoid positive values (i.e., land). Profiles with anomalous orientation relative to the shoreline in areas characterized by complex non-planar coastlines or regions with many islands (e.g., Aegean and Croatian islands), deep and narrow bays (e.g., fjords) were identified, and transect positions were drawn manually. Further details can be found in Glimsdal et al. (2019).
The approach developed by Glimsdal et al. (2019) also addresses stochastic inundation modeling to consider the 2D character of the inundation process and its uncertainties. It also allows for propagating the uncertainty stemming from the previous Steps. Another dataset is the relative error distribution related to the approximation of the deep-sea tsunami propagation as a linear combination, introduced at Step-2. This modeling uncertainty distribution is one of those provided by Molinari et al. (2016). Moreover, to quantify the epistemic uncertainty related to the simplification made with the 1D amplification factors, we compared the obtained MIHs with the results of local high-resolution 2D NLSW numerical inundation models in six test sites where high-resolution bathymetric and topographic models were available from the ASTARTE project. One site is in the Atlantic Ocean at Sines, Portugal, whereas the other five sites are in the Mediterranean Sea, at Colonia Sant Jordi, Mallorca Island and SE Iberia (Spain), Siracusa and Catania (Italy), and Heraklion (Greece). In this way, we obtained the distributions of the bias and the variability of the inundation. The details of the applied methodology and the obtained uncertainty distributions can be found in Glimsdal et al. (2019). We recall that the numerical simulations are done in the 2D vertically-averaged NLSW, which is still approximate. For example, 3D free-surface Navier-Stokes models would be, in principle, more accurate. However, numerical simulations cannot replace observations, and tsunami run-up data generally do not suffice for hazard calculation purposes.
Level-1: Amplification and Inundation Model
The local coastal tsunami impact is here expressed by one primary and one alternative hazard intensity metric. Our primary metric is the MIH. An alternative metric is obtained via amplification through Green’s law (e.g., Kamigaichi, 2011).
At this Level, the amplified MIH values corresponding to all the different tsunamis generated by the individual seismic sources at each POI are obtained by applying the lookup tables from Level-0 to the matrices of tsunami parameters provided by Step-2. Also, the simplest form of Green’s law is applied. This relation defines the ratio between the offshore value [image: image] at a given depth [image: image] and the amplified value [image: image] after shoaling to a certain reference depth [image: image], that is [image: image]. We fix as customary this reference depth [image: image] to 1 m. [image: image] is the depth of the POIs. In this way, if a POI lies at a depth of 50 m, the amplification obtained via Green’s law is, for example, ∼2.66 times the maximum elevation provided by the mareogram.
Note that using Green’s law is not an alternative model. It estimates a different tsunami hazard intensity metric, not an alternative approach to estimating the same metric. However, this allowed us to define a sanity check on NEAMTHM18 results, comparing them with what we would have obtained adopting an alternative amplification scheme. These sanity check results are presented in the NEAMTHM18 Documentation (Basili et al., 2019). The application of MIH from the amplification factors and Green’s law does not require large computational efforts or very-high grid resolution for the offshore input simulations.
Level-2: Uncertainty Modeling
At Level-2, we quantify and sample the distributions describing the aleatory and epistemic uncertainty associated with tsunami modeling. The epistemic uncertainty related to the probability of exceeding a certain threshold MIH should account for the uncertainty inherent in the amplification factor method and uncertainties that may arise at the previous Steps due to different model approximations and non-modeled effects (Davies et al., 2018). These uncertainties are expressed with a conditional PoE, and the relative uncertainty is subsequently used at Step-4 combined with source probabilities for hazard assessment.
To start with, the probability of exceeding different values of threshold MIH given a certain MIH input value, as obtained by the deterministic amplification factors, is calculated using further lookup tables expressing conditional probabilities. This conditional probability describes the statistical variability of MIH along the shore, modeled as a log-normal distribution (Glimsdal et al., 2019). The resulting distribution describes the variability of MIH values across coastal transects approximately perpendicular to the coastline behind the POI, related to one single scenario. It is found that the MIH obtained with the amplification factor derived at Level-0 approximates the median value of the log-normal distribution of MIH values caused by any tsunami scenario, with small bias. From now on, this statistical variability of the MIH along the shore is treated as an aleatory uncertainty. This probability can be interpreted as the hazard curve at one randomly selected point within the stretch of coastline near the target POI, conditional to the occurrence of the specific tsunamigenic seismic scenario. This probability distribution and its parameters hence depend on the scenario, through the characteristics of the incident wave and on the bathymetric slope in front of the specific POI, and through the local amplification factor. The uncertainty on the parameters of the distribution is treated as epistemic uncertainty, including the uncertainty stemming from the linear combinations performed at Step-2, assuming that this uncertainty is not correlated with the uncertainty at the POI. We then sample both uncertainty sources within a Monte-Carlo type simulation scheme, using 1,000 samples, hence obtaining 1,000 alternative conditional hazard curves for each scenario at each POI. The variability of the results in this distribution of curves represents the sampled epistemic uncertainty in the conditional hazard curves for each tsunami scenario and each POI. The details of this methodology and the obtained uncertainty distributions can be found in Glimsdal et al. (2019) and the NEAMTHM18 Documentation (Basili et al., 2019). A potential step forward in assessing the uncertainty introduced by simplified source modeling, which was not feasible with the project resources, can be made with an approach based on run-up data (Davies et al., 2018), and treating the uncertainty from generation to inundation altogether (Davies, 2019; Scala et al., 2020). Nonetheless, it must be recalled that run-ups observed at a single location are generally incomplete samples of past tsunami variability.
Step-4: Hazard Aggregation and Uncertainty Quantification
The goal of Step-4 is the quantification of the hazard, including uncertainty, expressed by hazard curves at all POIs. The hazard curves provide the PoE within a given time window, here fixed at 50 years, for different MIH thresholds at any given POI, which is here expressed with the notation [image: image].
This probability is obtained by aggregating the conditional PoE [image: image] (from Step-3) with the mean annual rates [image: image] of each scenario [image: image] (from Step-1). The uncertainty of the hazard is quantified through an ensemble modeling technique (Marzocchi et al., 2015; Selva et al., 2016), which accounts for the weighted alternative models from previous Steps to propagate uncertainty, and yields a family of hazard curves and their statistics (mean and percentiles). Alternatives are assumed to represent an unbiased sample of the epistemic uncertainty, in which weights simply measure their representativeness or credibility. The implication is that the alternatives at all Steps and Levels do not need to be mutually exclusive and collectively exhaustive (MECE). Step-4 also includes the post-processing of hazard curves, including the production of hazard and probability maps, hazard disaggregation, comparisons with observational data, and sanity checks. These post-processing results are part of Step-4 and can be found in the NEAMTHM18 Documentation (Basili et al., 2019).
Level-0: Input Data
The main input consists of the weight assessment resulting from the elicitation experiment held during phase #2 that provided the weights to the implemented alternatives (Supplementary Table S2). Specifically, we adopted the weighted mean of the scores obtained from two alternative implementations of an AHP (Saaty, 1980) as weights at each Step and each Level of the hazard model. Both AHP processes adopt two distinct criteria for comparing the alternative models: one is the experts’ personal preference of a model, and the other is the most used model in the community according to experts’ best knowledge. Following the AHP, these two criteria are not equally considered, but the same PE prioritizes them by answering a specific question. The AHP scores are finally evaluated as the weighted geometric mean of the different members of the PE (Forman and Peniwati, 1998), where experts have different weights. The two alternative AHP implementations emerge from two alternative weighting schemes for the experts: performance-based weights and acknowledgment-based weights (see the NEAMTHM18 Documentation (Basili et al., 2019) for details). These two alternative implementations of the AHP are then weighted according to experts’ opinions, evaluated by adopting equal weights for the experts. The merged weights for each Step and Level are reported in Supplementary Table S2.
Another dataset required at Step-4 is the catalog of past tsunamis for comparing observations with the hazard results. To this end, a relevant dataset is provided by the Euro-Mediterranean Tsunami Catalogue (Maramai et al., 2014). Although this comparison is beyond the scope of this paper, the outcomes of tests and checks on intermediate and final results are available from the NEAMTHM18 Documentation (Basili et al., 2019).
Level-1: Combination of Step-1, Step-2, and Step-3
The contributions to the hazard at each POI are aggregated by considering the mean annual rate of each seismic source (Step-1), the generation and propagation in the deepwater of the consequent tsunami (Step-2), and its inundation (Step-3). The assessment consists of quantifying the hazard curves in terms of PoE within the considered exposure time of 50 years and different hazard intensity thresholds MIHth.
The hazard curve is first expressed in terms of the mean annual rate of exceedance of [image: image] at each POI, for a predefined set of [image: image] values. This curve is computed combining the mean annual rates [image: image] of each potential seismic scenario [image: image] and the probability that this scenario leads to exceeding a given [image: image], that is:
[image: image]
where [image: image] covers all seismicity types described in Step-1 and the term [image: image] is the PoE at one POI, conditioned to the kth scenario sampled from the epistemic uncertainty on the log-normal parameters, as described in Step-3, Level-2 (Figure 3B).
Each curve expressed as an annual rate of exceedance vs. different thresholds [image: image], can be converted into a hazard curve (PoE vs. MIHth) considering the exposure time and assuming that the tsunamigenic earthquakes follow a stationary (Poissonian) arrival time process (Kagan, 2017). Hence, the probability of observing at a given POI at least one exceedance of the tsunami threshold MIHth in 50 years can be written as:
[image: image]
The quantification of [image: image] and hence of [image: image] is performed over a pre-defined set of 50 MIHth.
It might be convenient to consider that the PoE in a given exposure time [image: image] can be converted into ARP using the formula [image: image]. For example, a PoE = 2% in 50 years gives ARP≈2,475 years, whereas a PoE = 10% in 50 years gives ARP≈475 years. ARP≈2,475 years has been used in coastal planning against tsunamis (MCDEM, 2016), while ARP≈475 years is often used for civil seismic building code definition (NTC, 2018).
In theory, these quantities could be computed for all combinations of alternative models of all Steps and Levels and all possible realizations of the Bayesian model parameters at Step-1 Level-1 and Level-2b. We thus adopted a Monte Carlo sampling procedure to contain the computational effort (Selva et al., 2016). At each Step and Level, potential alternatives are sampled proportionally to their weights (the higher the weight, the higher the chance to sample the corresponding model). Once a complete chain of models is sampled from all potential alternatives at all Steps and Levels, one realization of [image: image] is computed. A total of 1,000 chains of models are sampled according to the model weights, obtaining a sample of 1,000 alternative [image: image], subsequently converted into a sample of 1,000 alternative hazard curves [image: image] at each POI.
Level-2: Uncertainty Quantification
All the alternative implementations at Level-1 are used as input to the ensemble modeling procedure to produce, for each target POI, an ensemble distribution that quantifies both aleatory and epistemic uncertainty. The set of 1,000 alternative [image: image] is treated as an unbiased sample of epistemically alternative hazard curves. The corresponding parent distribution represents the ensemble distribution quantifying simultaneously aleatory and epistemic uncertainties (Marzocchi et al., 2015). This distribution coincides with the community distribution for hazard curves (USNRC, 1997; Bommer, 2012).
Given the relatively large size of the sample of alternative models, we produced the ensemble distribution as an empirical distribution emerging from the sample itself, that is, without fitting any predefined parametric distribution. So, at Level-2, we derive statistics from the sampled empirical distributions of hazard curves, which is the simplest possible choice (Marzocchi et al., 2015). Given the relatively large sample size and considering that we provide both mean and median curves and restrict the epistemic statistics to the 98th and the 2nd percentiles, we argue that this approach should not have important practical implications.
Level-3: Post-processing
The post-processing of hazard results includes a series of analyses: sanity checks to verify if intermediate and final results are consistent with the input data and minimize the possibility of implementation bugs; sensitivity analyses to explicitly test the consequences of some methodological choices, especially the innovative ones; hazard disaggregation to deepen into the hazard results, unveiling “what is due to what”; checks against past tsunamis to compare the available recorded observations with the hazard results.
More specifically, the disaggregation was computed as in Selva et al. (2016). For example, the disaggregation for seismicity classes is made by evaluating the probability that a given seismicity class causes the exceedance of a given MIH threshold at the site through the Bayes’ rule, that is
[image: image]
Epistemic uncertainty is evaluated by repeating this quantification for each alternative in the sample. The NEAMTHM18 Documentation (Basili et al., 2019) includes disaggregation results for seismicity class, tectonic region, magnitude, and fault location for a predefined set of 42 POIs in the NEAM Region.
Statistical testing to compare hazard results with the record of past tsunami is complicated by the non-statistical independence of the records in the different POIs, the difficulty in translating qualitative tsunami intensity values in hydrodynamic quantities, and the general lack of significant datasets of complete records in any single POI. Besides, standard historical catalogs, such as the Euro-Mediterranean Tsunami Catalogue (Maramai et al., 2014), are organized per source rather than per site, reporting only the tsunami intensity in the Sieberg-Ambraseys scale (Ambraseys, 1962) for each event, thereby limiting the possibility of extensive testing.
Considering these limitations, we made two examples of possible comparisons. In the first test, we compared the hazard curves in a relatively small and closed basin such as the Marmara Sea, where all records may be assumed as being correlated. The test consists of checking the consistency of the provided hazard curves (specifically the probability for MIH > 0.5 m) with the number of large tsunamis (with intensity 4 or 5) observed in the past (five events in the past 1,500 years). In the second test, we compared a reference hazard map for an ARP = 2,500 years at the 84th percentile, which are the values adopted as a reference in New Zealand and Italy (MCDEM, 2016; DCDPC, 2018), with the maximum quantitative observations to verify if the exceedances are relatively rare. The test is performed along the Italian coasts, which may experience tsunamis from most of the seismic sources of both the eastern and western Mediterranean Sea. Both tests revealed general compatibility of the hazard results with the observations. However, we consider these tests only preliminary and that future research should be dedicated to developing improved and standardized techniques to enforce more extended testing between long-term PTHA results and past tsunami records. More details on all post-processing results can be found in the NEAMTHM18 Documentation (Basili et al., 2019).
HAZARD RESULTS
We recall that the NEAMTHM18 deals with earthquake-generated tsunamis and that it is a time-independent hazard model, as the earthquake occurrence is modeled as a Poisson process. As the output of Step-4, the model is constituted by a collection of hazard curves, one set per POI, and hazard and probability maps derived from these curves. The whole model is distributed online through the NEAMTHM18 webpage with a specially designed interactive tool (Supplementary Figure S6). There are also by-products, constituted by intermediate results obtained in the hazard calculation process, which were described, and briefly commented, within the presentation of the four Steps, which available for verification and reproducibility of NEAMTHM18 (Supplementary Data Sheet S1.2).
We calculated hazard curves at 2,343 POIs (North-East Atlantic: 1,076; Mediterranean Sea: 1,130; Black Sea: 137). The hazard curves represent the main result of all the calculations (Figure 10A). All other results are either intermediate results used to calculate hazard curves or are derived from hazard curves (e.g., hazard maps). The hazard curves express the PoE vs. different values of the MIH, our hazard intensity threshold, during a given exposure time.
[image: Figure 10]FIGURE 10 | (A) Example of an ensemble of hazard curves calculated for a point of interest. Each curve represents a different percentile of all the models spanning the epistemic uncertainty. (B) Hazard map (Figure 11A) produced to show the values of the maximum inundation height (MIH, in meters) at any point of interest (POI), obtained by cutting hazard curves at a given design probability of exceedance in 50 years. (C) Probability map (Figure 11A) produced to show the probability of exceedance in 50 years at any point of interest, obtained by cutting hazard curves at a given tolerance level of the maximum inundation height.
Probability and frequency are linked together so that each PoE value corresponds to an ARP, which is the average time between two consecutive events of the same intensity. The adopted exposure time is 50 years, whereas the adopted hazard intensity measure (or metric) is the tsunami MIH evaluated at a POI, representing the coastal stretch behind the POI itself. A single MIH value at a single POI represents an estimate of the mean value along the coast because the actual MIH values vary laterally along the coast behind the POI. Based on our methodological analysis, local maxima of the actual MIH (and maximum run-up) values along the coast are expected not to exceed three-to-four times the mean MIH estimated at the POI. More details on MIH and its lateral variability can be found in Glimsdal et al. (2019).
Six hazard curves are shown in a single plot to represent the model uncertainty. Each curve corresponds to a different statistics of the model uncertainty represented by the hazard curve distribution (Figure 10A). The hazard curves are reported for the mean, and the 2nd, 16th, 50th, 84th, and 98th percentiles of the model ensemble. PoE can be considered robust in the range 10−3–100 (ARP<∼50,000 years). Results for PoE < 5 × 10–4 (ARP >∼100,000 years) are not considered sufficiently well constrained, for example, due to the period covered by the seismic catalogs. Consequently, they are omitted from the results.
Hazard (intensity) and probability maps are derived from hazard curves in which each POI is assigned a value according to the hazard intensity or PoE, respectively (Figures 10B,C). To make a hazard map, we extract the MIH corresponding to a chosen design PoE, or, equivalently, to a given ARP for each POI. To make a probability map, we extract the PoE in 50 years, corresponding to a chosen MIH value for each POI. In either case, map values are calculated by linear interpolation between the two closest points in the hazard curves. Based on this scheme, we put together a portfolio of probability maps for MIH of 1, 2, 5, 10, and 20 m, and hazard intensity maps for ARP of 500, 1,000, 2,500, 5,000, and 10,000 years, that can be navigated in the NEAMTHM18 web interactive tool (Supplementary Figure S6). Different views can be obtained for each map considering the mean or any of the percentiles of the epistemic uncertainty stored in the hazard curves. Figure 11 shows two examples of such maps.
[image: Figure 11]FIGURE 11 | (A) NEAMTHM18 hazard map for the probability of exceedance of 2% in 50 years, equivalent to an average return period of 2,475 years (upper) and NEAMTHM18 probability map for maximum inundation height larger than 1 m (lower). Topo-bathymetry is from the ETOPO1 Global Relief Model (NOAA, 2009; Amante and Eakins, 2009). (B) Pie charts showing the percentage of points of interest in the NEAM and Mediterranean coastlines that correspond to different maximum inundation heights for an average return period of 2,475 years (two upper charts) and to different probabilities of exceedance of a maximum inundation height of 1 m (two lower charts). Notice the increasing proportion of points of interest with higher hazard in the Mediterranean region relative to the entire NEAM Region.
DISCUSSION
Tsunami waves can travel long distances without dispersing much energy. Therefore, a relatively high hazard can affect places far from the earthquake source that generated the tsunami. The Caribbean subduction is one of these cases that contributes to the tsunami hazard of European and African coastlines in the Atlantic Ocean. Within the Mediterranean Sea, seismic sources are always much closer to most coastlines than in the Atlantic Ocean. Nonetheless, tsunami hazards can also be high in zones known for not hosting significant seismic sources. For example, although Libya and Egypt do not have hazardous seismic sources, probability maps show that their coastlines are more likely to be affected by significant tsunamis than the coastlines of southern Italy, Greece, Turkey, and Cyprus–all regions located much closer to the subduction zones (Figures 5, 11A). In other words, unlike other types of earthquake-related hazards, both local and distant seismic sources contribute to earthquake-generated tsunami hazards. Although the closeness to seismic sources is undoubtedly a good proxy for a relatively high tsunami hazard, the distance from seismic sources is not necessarily a proxy for a very low tsunami hazard.
An added value of a region-wide hazard computed in a consistent manner is that the hazard of different and very distant places, or even separate basins, can be compared at a glance, without having to worry about how much the hazard depends on the different input datasets or different methods adopted for the calculations. Although regional-scale models cannot replace in-depth analyses at sub-regional (national) and local levels, they can provide a common reference for performing local hazard quantifications focused on different areas (e.g., Bacchi et al., 2020). They also enable using unsupervised filters of seismic sources for more detailed local analyses (Lorito et al., 2015; Volpe et al., 2019) (Supplementary Data Sheet 1.3).
Concerning the mean model for the ARP = 2,475 years, the number of POIs with MIH > 5 m remains within 1% of the entire NEAM Region. Over 30% of the POIs, however, correspond to an MIH > 1 m (Figure 11B), which with local fluctuations may lead to run-ups three times higher (Glimsdal et al., 2019). The NEAM Region is very large and includes coasts facing zones of relatively low seismicity. If we repeat the analysis only for the Mediterranean Sea, we find a larger incidence of potentially destructive events. Similar reasoning can be repeated for the PoE for a given MIH. MIH > 5 m is found only in the Mediterranean Sea. Specifically, in Cyrenaica (Libya), the Nile Delta (Egypt), Cyprus, and the Peloponnese (Greece). In the North-East Atlantic, the highest MIHs are generally lower than those in the Mediterranean Sea. MIH > 3 m is found only in a few locations, such as the Dakhlet Nouadhibou Bay (Mauritania), likely because of the Arguin Spur in the near offshore, and the Gulf of Cadiz (Figure 12).
[image: Figure 12]FIGURE 12 | Example profiles of the maximum inundation height (MIH; mean and the epistemic uncertainty represented by the 2nd, 16th, 50th, 84th, and 98th percentiles) along coastlines among those with the highest hazard of the NEAM Region. The two profiles span coast of the Gulf of Cadiz (N–S) and the Cyrenaica (E–W). Both profiles are with reference to the hazard model with the 2% probability of exceedance in 50 years (average return period of 2,475 years). The color scale in the map is as in Figure 11. Topo-bathymetry is from the ETOPO1 Global Relief Model (NOAA, 2009; Amante and Eakins, 2009).
When comparing hazard values in different localities, one should always consider uncertainty. Even if two places have the same mean hazard, the actual hazard can differ for different epistemic uncertainty levels. The spreading of the hazard curves at every POI conveys information about the uncertainty that affects these estimates. This fact can be expressed by the relative uncertainty of the MIH or PoE values corresponding to a given percentile around the mean. Figure 13A shows the geographic distributions of an example of the relative uncertainty calculated as the proportion of the 84th percentile with respect to the mean. In other words, this quantifies how much the mean values in the maps of Figure 11A can be overtaken if the 84th percentile of the epistemic uncertainty occurs. Geographically, the impact of the epistemic uncertainty varies significantly. For example, the existing uncertainty on the Gibraltar Arc subduction interface (modeled as SBS type in Step-1) is reflected by significantly distant hazard curves in the Gulf of Cadiz. Figure 13B shows that for most POIs (∼67%), MIH values up to 40% larger than the mean can occur if alternative, though scientifically acceptable, interpretations are considered. The same reasoning applies to the relative uncertainty of the probability associated with specific MIH values.
[image: Figure 13]FIGURE 13 | (A) Geographic distributions of the maximum inundation height (MIH) relative uncertainty, defined as the ratio R=(MIHp84-MIHmean)/MIHmean, for the 2% probability of exceedance in 50 years, equivalent to an average return period of 2,475 years (upper), and of the probability of exceedance relative uncertainty, defined as the ratio R=(PoEp84-PoEmean)/PoEmean, for the maximum inundation height of 1 m (lower). Topo-bathymetry is from the ETOPO1 Global Relief Model (NOAA, 2009; Amante and Eakins, 2009). (B) Incremental and cumulative distribution of the relative uncertainty as defined in panel (A) for MIH (upper) and PoE (lower). For comparison, both diagrams also show the relative uncertainty with respect to the median.
In the entire NEAM Region, catastrophic events, such as those that can produce MIHs larger than several meters, are rare but not impossible. The highest tsunami hazard of the NEAM Region is found in the central-eastern Mediterranean, where long stretches of the coastline can exceed an MIH of 5 m with significant probability, and with lower probability in the region of the Gulf of Cadiz. In the latter, much of the hazard is likely driven by the Gibraltar Arc subduction interface. As discussed above, the epistemic uncertainty in this region can be reduced by improving the subduction interface characterization.
In NEAMTHM18, the model uncertainties have been addressed together with the PE through two elicitation experiments (Figure 1). The first elicitation experiment was devoted to identifying and prioritizing the possible alternative model implementations at all Steps and Levels (Supplementary Table S1). However, the list of specific aspects of each alternative could even be much longer than reported and possibly include cases of alternatives that became available after the first elicitation experiment but could not be implemented in the timeframe of the project. Some of these alternatives were also specifically suggested by the IR during the review phases (Figure 1), but their implementation was not feasible with the available data and resources.
At Step-1, for example, the SLAB two model (Hayes et al., 2018) represents a possible alternative for the geometry of subduction interfaces (PS type). Likewise, large crustal faults with sufficient information (3D geometry and tectonic rates) could be addressed in the PS type rather than the BS type. Using tectonic rates for the BS type would increase the FMD model alternatives, contributing to better addressing the long recurrence intervals of major crustal earthquakes as done for the PS type. As regards the earthquake ruptures, the modeling could explore the use of recent rupture scaling relations, such as those by Goda et al. (2016), Allen and Hayes (2017), and Thingbaijam et al. (2017), in addition to those used here. The coseismic slip distribution on such ruptures could also better reflect the open discussion on how best to describe the slip spectra (Herrero and Bernard, 1994; Somerville et al., 1999; Mai and Beroza, 2002; Goda et al., 2016). Our choice of a self-similar slip distribution was based on its consistency with the use of a stress drop that does not scale with the seismic moment, a feature that has been observed over a large range of magnitudes (Cocco et al., 2016). It may also be noted that we used heterogeneous slip distributions only for the largest earthquakes on subduction interfaces. Since slip heterogeneity may affect tsunami hazard even at large distances from the fault (e.g., Li et al., 2016), future model updates might consider developing heterogeneous slip distributions not only for large subduction interface earthquakes but also for smaller earthquakes and at least for the largest crustal sources. At Step-2, other possible improvements in modeling different aspects of the seismic sources would improve the tsunamigenic efficiency characterization of each considered earthquake scenario. Examples of such improvements are the description of the Earth’s model in which the source is embedded (Masterlark, 2003; Romano et al., 2015b), the consideration of time-dependent ruptures, and of the mechanism of transmission of the coseismic seafloor displacement to the water column (e.g., Tanioka and Satake, 1996; Nosov and Kolesov, 2011; Polet and Kanamori, 2015; Geist et al., 2019). It is also worth noting that further uncertainties also affect Step-2 and Step-3 due to the limited accuracy of the topo-bathymetric model and the numerical simulations with the Tsunami-HySEA code solving the NLSW equations. These additional uncertainties, and some of the above-mentioned uncertainties on tsunami generation, have been implicitly embedded in the amplification factors. Although rather roughly, they contribute to the log-normal distribution combined to the deterministic output of each single tsunami simulation as described for Step-3 and Step-4, based on the calibration made by Glimsdal et al. (2019) by means of numerical simulations. A similar approach, though based on tsunami observations, was previously adopted by Davies et al. (2018).
A probabilistic hazard model attempts to forecast future hazards at a location, but this prediction will never be an exact representation of the reality or precisely anticipate the occurrence of a specific hazardous event. The inherent uncertainty of such predictions is rooted in the limited understanding of natural phenomena and the lack of data to build models, as recalled above. In general, the longer the ARP, the scarcer the observations for building and testing the model. The large uncertainty of tsunami hazard models is strongly related to the fact that tsunamis are rather low-frequency but potentially high-impact events. Therefore, in comparison with hazard models for more frequent phenomena, tsunami hazard models have typically even scarcer observations that can be used for their calibration, perhaps except for the Pacific Ocean (Geist and Parsons, 2016). Accordingly, and following common practices (Geist and Lynett, 2014; Grezio et al., 2017), the NEAMTHM18 was built by modeling earthquake probability and tsunami generation and impact from these earthquakes, rather than building it directly from available tsunami observations, which is an almost impossible task for tsunamis. NEAMTHM18 also considers potential unknown events whose occurrence cannot be ruled out for the future. Tsunami data, such as long records of a measured run-up at a specific coastal site, are even scarcer in the NEAM Region than in other regions characterized by more frequent (large) earthquakes, as may be the case for Chile. All the circumstances mentioned above suggest caution when using hazard results for practical applications, particularly for long ARPs.
Building on the legacy of recent European research projects dedicated to developing data and methods for tsunami hazard analysis and other hazards, the TSUMAPS-NEAM (2016–2017) project has brought about NEAMTHM18, the first long-term tsunami hazard assessment for the NEAM Region. Scientific and technical advancements are required to perform effective hazard analyses. This work is carried out by specialists of different disciplines and is never finalized. It is instead a never-ending process, as schematically illustrated in Figure 14. One full round of this circle may take several years to be completed. At each new round, hazard maps can be better. NEAMTHM18 represents the body of results in point 3 of Figure 14. The preceding points 1 and 2 (Figure 14) were completed in the framework of the TSUMAPS-NEAM project but started well before in other projects that were not necessarily dedicated to tsunami hazard alone, such as TRANSFER (2006–2009), SHARE (2009–2012), STREST (2013–2016), and ASTARTE (2013–2017) (Table 1), each of which contributed with the preparation of relevant datasets, with the development of methods, and, most importantly, with the building of a large community. Only a few actions are now needed to complete the first round of this circle. Disaggregation and sensitivity analyses have already been performed and are part of the NEAMTHM18 Documentation (Basili et al., 2019). Expanding and exploiting those analyses will eventually lead to a new round of improvements to the tsunami hazard model. Discussions aimed at establishing best practices in this respect are in progress within the GTM scientific network and its related AGITHAR COST Action. Successive hazard projects will use better data and newer methods. They will also exploit technological advancements and innovations, such as the enhanced performances of computer systems that will allow more complex approaches to be explored, like in the ongoing ChEESE project, thereby improving the capability to develop appropriate protection and resilience measures against tsunamis.
[image: Figure 14]FIGURE 14 | The virtuous circle of hazard analysis.
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Inundation maps are a fundamental tool for coastal risk management and in particular for designing evacuation maps and evacuation planning. These in turn are a necessary component of the tsunami warning systems’ last-mile. In Italy inundation maps are informed by a probabilistic tsunami hazard model. Based on a given level of acceptable risk, Italian authorities in charge for this task recommended to consider, as design hazard intensity, the average return period of 2500 years and the 84th percentile of the hazard model uncertainty. An available, regional-scale tsunami hazard model was used that covers the entire Italian coastline. Safety factors based on analysis of run-up variability and an empirical coastal dissipation law on a digital terrain model (DTM) were applied to convert the regional hazard into the design run-up and the corresponding evacuation maps with a GIS-based approach. Since the regional hazard cannot fully capture the local-scale variability, this simplified and conservative approach is considered a viable and feasible practice to inform local coastal risk management in the absence of high-resolution hazard models. The present work is a first attempt to quantify the uncertainty stemming from such procedure. We compare the GIS-based inundation maps informed by a regional model with those obtained from a local high-resolution hazard model. Two locations on the coast of eastern Sicily were considered, and the local hazard was addressed with the same seismic model as the regional one, but using a higher-resolution DTM and massive numerical inundation calculations with the GPU-based Tsunami-HySEA nonlinear shallow water code. This study shows that the GIS-based inundation maps used for planning deal conservatively with potential hazard underestimation at the local scale, stemming from typically unmodeled uncertainties in the numerical source and tsunami evolution models. The GIS-based maps used for planning fall within the estimated “error-bar” due to such uncertainties. The analysis also demonstrates the need to develop local assessments to serve very specific risk mitigation actions to reduce the uncertainty. More in general, the presented case-studies highlight the importance to explore ways of dealing with uncertainty hidden within the high-resolution numerical inundation models, e.g., related to the crude parameterization of the bottom friction, or the inaccuracy of the DTM.
Keywords: tsunamis, inundation maps, early warning, probabilistic hazard, numerical modeling, Italy
INTRODUCTION
Tsunami early warning systems (TEWS) play a significant role in protecting coastal areas from the tsunami threat. The first TEWS was developed for the Pacific Ocean after the tsunami following the Mw 8.6 Aleutian Islands earthquake on the April 1, 1946. Since then, the development of increasingly accurate and reliable TEWS was strongly fostered under the lead of United Nations international agencies, in collaboration with the Member States, in particular after the devastating December 26, 2004 Indian Ocean tsunami. These political efforts, together with rapid technological developments during recent decades, increased the number of TEWS worldwide and their monitoring capabilities, extending the coverage of tsunami monitoring activities to virtually all the oceans worldwide (Bernard and Titov, 2015; Angove et al., 2019; Mulia and Satake, 2020).
Within the framework of the Intergovernmental Coordination Group for the Tsunami Early Warning and Mitigation System in the North-eastern Atlantic, the Mediterranean and connected seas (ICG/NEAMTWS), the Italian Tsunami Alert Center at the Istituto Nazionale di Geofisica e Vulcanologia (CAT-INGV) started operating 24/7 from October 1, 2014 as Candidate Tsunami Service Providers (TSPs) for the NEAM region (North-eastern Atlantic, the Mediterranean and connected seas, Bernardi et al., 2015; Amato, 2020). CAT-INGV is the upstream component of the Italian Tsunami Warning System (SiAM; see also the national implementing decrees of SiAM directive, DPCM, 2017; Dipartimento della Protezione Civile, 2018), constituted also by the Italian Civil Protection Department (DPC) and the Italian Institute for Environmental Protection and Research (ISPRA). As the other NEAM TSPs (CENALT, France; NOA, Greece; KOERI, Turkey; IPMA, Portugal), CAT-INGV is committed to deliver messages for potential earthquake-generated tsunamis, containing the alert levels and the estimated time of arrival at preselected forecast points along the coasts. The two alert levels established by the ICG/NEAMTWS agency are advisory/orange (tsunami runup ≤ 1 m) and watch/red (tsunami runup >1 m). Once an alert message has been generated, it is disseminated by CAT-INGV to the IOC/UNESCO subscriber Member States, and by DPC over Italian territory. DPC also carries out specific actions related to the forecasted alert levels (Dipartimento della Protezione Civile, 2018).
An upper limit for the expected runup is not specified by the NEAMTWS protocols and alert messages, which only forecast a state of significant inundation with runup >1 m. Coastal risk managers must then define this limit by identifying the inundation-prone areas with evacuation maps. Since it is impossible to define a deterministic maximum inundation, an upper boundary must be set as the evacuation distance which has a certain probability of being exceeded in a given time frame, in principle corresponding to a given risk reduction level for the same vulnerability and exposure levels. The probabilistic hazard frameworks are ideal in this respect, as they provide estimates of the exceedance probability for given intensity measures and for specific time frames. Such an approach, which we can refer to as a “uniform hazard”, is commonly adopted for seismic building codes. For example, the design seismic action is often set as the one having a probability of being exceeded of 0.1 (10%) or 0.02 (2%) in 50 years (corresponding respectively to 475 and 2,475 years Average Return Period, hereinafter ARP), mostly within a “multi-tier” approach related to different performance levels, e.g., ranging from life-safety to building collapse as a target (ASCE/SEI 7-16, 2017; NTC, 2018). The use of a homogeneous risk target is sometimes advocated: it would be more consistent with the final use of seismic design maps to adopt a “uniform risk” assumption, in which the design ground motions are defined to provide the same level of risk everywhere, e.g., the annual probability of collapse (e.g., Luco et al., 2007). More recently, an approach based on probabilistic tsunami hazard analysis has been adopted in tsunami building codes, considering different performance levels, similarly to what is done for seismic design, and assuming a design probability of 0.02 (2%) in 50 years corresponding to the longer ARP of 2,475 years for the collapse prevention performance level (Chock et al., 2016). Authorities and stakeholders can use the same principles for land-use design (e.g., Geist and Lynett, 2014).
A specific difficulty with Probabilistic Tsunami Hazard Analysis (PTHA) is that representing the seismic source variability can require up to millions of scenarios, especially in areas where the crustal intermediate-magnitude seismicity provides a relevant contribution (Selva et al., 2016). Although the use of numerical simulations is by far the most accredited tool to model tsunami propagation and inundation (Behrens and Dias, 2015), a massive use of tsunami simulations on high-resolution topo-bathymetric grids still represents a challenge in several practical applications because of the computational cost. Inundation simulations are also subject to the availability of very accurate and detailed DTMs both on- and off-shore of the sites of interest which, even when available, may represent an important uncertainty source (e.g., Griffin et al., 2015; Song and Goda, 2019), also related to the choice of appropriate roughness values (e.g., Kaiser et al., 2011; Griffin et al., 2015). Therefore, the combination of numerical simulations offshore and rapid approximated methods onshore is a common practice as alternative to explicit numerical inundation simulations (Grezio et al., 2017, Grezio et al., 2020).
The method proposed by the Italian DPC to local authorities to define evacuation maps (Dipartimento della Protezione Civile, 2018) embodies this philosophy: 1) the design probability for the watch/red alert is fixed through the selection of the 2,500 years ARP and 84th percentile of the epistemic uncertainty from a regional and relatively coarse-scale Seismic PTHA (SPTHA, in the current implementation is the NEAMTHM18, NEAM Tsunami Hazard Model 2018; Basili et al., 2018; Basili et al., 2019; Basili et al., 2021), evaluated off-shore and amplified to the coast; 2) the extension of the evacuation area is the outcome of a chain of simplified and conservative approximations, including some “safety factors”. The details of the procedure are subsequently provided in this paper. Very similar approaches that inspired the Italian authorities have been adopted by New Zealand (Leonard et al., 2008; Fraser and Power, 2013; MCDEM, 2016) and Samoa (Wright et al., 2011). Defining inundation maps is not only important for the population to know where people have to evacuate in case of a tsunami alert, but it is also important for the local contingency planning, e.g., to identify tsunami-safe emergency management locations (local emergency centers and areas), further than for coastal planning in general.
The aim of the present work is to evaluate the performance of the Italian evacuation maps, as defined at the national level, in comparison with two more detailed case-studies at local scale. Starting from the same seismic model defined in the regional NEAMTHM18, a site-specific SPTHA, including massive high-resolution numerical inundation simulations (Gibbons et al., 2020), is here used to obtain the inundation maps for several different design levels, for two selected target sites in South-Eastern Sicily, Italy. These sites are the coastal zones in the vicinity and around the cities of Catania and Siracusa, two touristic, commercial and industrial urbanized areas, comprising harbour infrastructures and heterogeneous morphological terrain features (e.g., flat beaches, cliffs, jagged inlets), representing a test for a broad range of different coastal settings. This area has experienced destructive tsunamis in the past, as documented by both historical (Maramai et al., 2014; Maramai et al., 2019) and geological (De Martini et al., 2012; Polonia et al., 2017) evidence, with a rich and still open scientific debate on the causative sources of the most important events, in particular regarding the earthquakes occurred in 1693 and 1908 (Piatanesi and Tinti, 1998; Gutscher et al., 2006; Gerardi et al., 2008; Favalli et al., 2009; Pino et al., 2009; Billi et al., 2010; Tonini et al., 2011; Aloisi et al., 2013; Convertito and Pino, 2014; Ridente et al., 2014; Meschis et al., 2019).
The local SPTHA quantifies the exceedance probability as a function of the inland tsunami intensity (here, the maximum inundation height) on a regular grid of points at the simulation resolution (here, 10 m at the two target sites). This allows the extraction of high-resolution inundation lines corresponding to different ARPs and epistemic uncertainty percentiles, including the ones recommended for planning by the Italian DPC, for comparison with the evacuation maps derived from the simplified method. Uncertainties not explicitly modeled in the local SPTHA are also subsequently considered and estimated to first order. To discriminate between different uncertainty sources, the procedure used for the official inundation zones, originally applied to all the Italian coasts using a coarser DTM, is here applied to the same high-resolution DTM used for the numerical inundation simulations, yet based on the same hazard input. This updated version of the inundation maps can be compared with those obtained through local SPTHA to deal with the method approximations, and with the official maps to directly address the impact of DTM uncertainties.
DEVELOPMENT OF INUNDATION MAPS
In this section, the basic elements defining the inundation maps are introduced. We describe the procedure developed to design the maps adopted for tsunami risk-management in Italy from regional SPTHA, as well as the methodology for developing inundation maps starting from site-specific high-resolution SPTHA. In the following, for convenience, any quantity derived from the Italian authorities’ indications to define the inundation maps (i.e., the 2,500 years ARP and the 84th percentile) are labeled as “design” quantities.
The Tsunami Hazard Regional Model
The indications issued by the Italian DPC for evacuation maps (Dipartimento della Protezione Civile, 2018) are based on a regional SPTHA model. In their current implementation, the reference SPTHA is the NEAMTHM18 (Basili et al., 2018). The NEAMTHM18 was produced in the frame of the TSUMAPS-NEAM project (http://www.tsumaps-neam.eu/; Basili et al., 2019). The model is the first long-term SPTHA for the entire NEAM region, covering a very high number of seismic sources and estimating inundation probability at a relatively coarse regional scale.
In NEAMTHM18, well-constrained seismic sources (as subduction interfaces or major fault systems) and diffuse crustal seismicity are treated separately and the epistemic uncertainty is estimated using an ensemble modeling technique (Selva et al., 2016; Basili et al., 2021). Offshore sea surface elevations are obtained by linear combinations of pre-computed elementary source scenarios (Molinari et al., 2016), which are propagated with the 2D shallow-water tsunami numerical code Tsunami-HySEA (de la Asunción et al., 2013), up to water depths of 50 m along a set of points of interest (POIs) spaced at about 20 km from each other (a subset of these points in the Mediterranean Sea is shown in Figure 1A). Offshore sea surface elevations are then transformed into maximum inundation height (MIH) through a simplified amplification factor (AF) method accounting for amplitudes, periods and polarities of the incident waves (Glimsdal et al., 2019).
[image: Figure 1]FIGURE 1 | Location of the points of interest (POIs, green dots) in the NEAMTHM18 tsunami hazard model for the Mediterranean area only [panel (A)]: the two POIs in front of Catania and Siracusa, used for the present case-study, are highlighted (red dots); the corresponding hazard curves [Catania, panel (B), and Siracusa, panel (C), respectively] are shown for different quantities: the mean (red line), the median (black line), the 84th percentile (orange line) and the interval 2nd–98th percentiles (blue area). For both POIs, [image: image] never exceeds 4 m for an average return period of 2,500 years (green lines). The curves can be downloaded from the NEAMTHM18 interactive hazard curve tool (http://www.tsumaps-neam.eu/neamthm18/).
The final results consist of a set of hazard curves (probability of exceedance in 50 years vs. MIH) at each POI. This set describes the epistemic uncertainty on the hazard, and it is summarized through the mean, median, and different percentiles (Figures 1B,C). NEAMTHM18 includes several sources of uncertainty, among which those related to the seismic recurrence modeling, to the simplified modeling of the seismic source, as well as to the tsunami modeling (generation, propagation and inundation). Noteworthy, several rather strong approximations exist, which can be considered appropriate for a regional-scale SPTHA. Full details can be found in Basili et al. (2021), in the TSUMAPS-NEAM project documentation (Basili et al., 2019), and in several studies dealing with specific aspects of the SPTHA methodology used therein (e.g., Molinari et al., 2016; Selva et al., 2016; Davies et al., 2017; Glimsdal et al., 2019; Scala et al., 2020; Taroni and Selva, 2020; Tonini et al., 2020).
Design of Italian Inundation Maps
Inundation maps in Italy feature two zones, corresponding to the advisory/orange and watch/red alert levels, respectively (Dipartimento della Protezione Civile, 2018). All the inundation maps are available through the Tsunami Map Viewer (http://sgi2.isprambiente.it/tsunamimap).
The extent of the advisory/orange zone is nominally set to 1 m elevation everywhere, to be consistent with the definition of advisory alert level (runup ≤1 m). Currently, to conservatively accommodate uncertainties of the DTM, the boundary of the advisory inundation zone is fixed where the DTM features a topography of 2 m above the average sea level.
The watch/red zone should define the inland extension of the potentially inundated area after an alert message forecasting a runup >1 m. To define an upper limit for the inundation distance the following procedure is adopted:
1. From NEAMTHM18, the MIH with the 2,500 years ARP at the 84th percentile of the epistemic uncertainty distribution is selected for each POI along the Italian coasts (among those in Figure 1A).
2. A design [image: image] value is associated with each point of the coastline point dataset (https://www.istat.it/it/archivio/137341) provided by the Istituto Nazionale di Statistica (ISTAT). These points have a spacing along the coastline on the order of hundreds of meters. Since the average inter-POI distance in NEAMTHM18 is about 20 km, a search radius of 40 km defines a circle around each of the coastline points and the design [image: image] for that point on the coast is the maximum among all the POIs falling in the circle. The result of the searching algorithm is shown in Figure 2. There are several exceptions to this algorithm, described in the Annexes to the “Indicazioni” (Dipartimento della Protezione Civile, 2018), due to specific local geomorphological features: the very shallow waters in the northern Adriatic Sea where no POI lies within 40 km from the coast; the need to avoid associating POIs offshore the opposite coasts of the narrow peninsula of southern Calabria; the need to associate more than one POI to small islands, for which a search radius of 80 km is chosen, to better characterize SPTHA variability.
3. The design [image: image] value is then converted into a design maximum run-up value [image: image]. This factor of three is based on the analysis of the ratio between the maximum simulated runup and the mean of the simulated MIH at six different coastal locations in the Mediterranean Sea, including a variety of coastal morphologies (Glimsdal et al., 2019). The inundation simulations were carried out taking into account tsunamis generated at different distances by earthquakes having different fault orientations and various magnitudes. Figure 3 shows that the 98% of such ratios are smaller than 3.
4. The design runup [image: image] defines the design inundation distance with the function [image: image] as the distance from the coast where the topography height over the sea level is [image: image] (Figure 4A). An exception is made when the coast is relatively flat (e.g., a coastal plain), which would result in a too large inundation given the dissipative character of inland propagation. An empirical dissipation factor is introduced to limit the maximum inundation distance (e.g., Leonard et al., 2008; Løvholt et al., 2012; Davies et al., 2017). The dissipation factor is derived from observed data collected during post tsunami field surveys (Fraser and Power, 2013, and references therein): an empirical rule featuring a 1 m reduction of the [image: image] every 200 m away from the coastline (1 m every 400 m along and surrounding a river mouth) is suggested. This rule is applied to the expected resulting maximum inundation distance [image: image] from the coast, which cannot exceed [image: image] (Figure 4B). [image: image] is obtained using a GIS-based approach to convert [image: image] into inundation lines over a DTM, through following a landward oblique line tilted down of an angle α defined by the attenuation coefficient as tg(α) = 1/200 or 1/400 (Figure 4). Summarizing, the actual design distance [image: image] is chosen as [image: image].
5. The local inundation zone is obtained for [image: image]. One meter is added for taking into account the uncertainty on the DTMs and the variability in the accuracy of the coast line mapping, both of which may be difficult to quantify.
6. To find the inundation zone corresponding to [image: image], a discrete set of possible inundation zones along the Italian coasts is first defined according to the classes [image: image], that is by constructing with the GIS-based procedure described above the inundation lines corresponding to the set of discrete input run-up values Rd = {2, 5, 10, 15, 20, 25} expressed in meters. Then, the [image: image] is rounded to the closest [image: image]. This defines the inundation zone.
[image: Figure 2]FIGURE 2 | Map showing the results of the searching radius algorithm described in Design of Italian Inundation Maps section. Each coastline point is associated to a value of [image: image] which is used to select the discrete runup class (among 2, 5, 10, 15, 20 and 25 m) and draw the inundation line. The segments of coast in front of the two POIs in Catania and Siracusa (red dots) have [image: image] higher than 5 m.
[image: Figure 3]FIGURE 3 | Empirical probability density function (EPDF, blue bars) and empirical cumulative density function (ECDF, orange bars) of the ratio between the maximum Run-up ([image: image]) and the mean of the maximum inundation height ([image: image]) at each POI.
[image: Figure 4]FIGURE 4 | Sketch of the method used to drawn inundation maps: [image: image] is the maximum estimated run-up value for a given stretch of coast, [image: image] is the inundation distance and, in the example, the dissipation factor is tgα = 0.005 (no rivers). The cartoon illustrates the two different behaviours when [image: image] crosses the topography before than the projected ray on the sea level (panel A) or vice versa (panel B).
This first generation of the Italian tsunami inundation maps for emergency planning was elaborated using a composite DTM combining elevation data from different sources. High-resolution LIDAR data (1 m and 2 m resolution with a vertical accuracy as good as 25 cm), provided by MATTM (Ministry of the Environment) for the coastal zone only, have been integrated with the best available mid-resolution DTMs (2, 5, 10 m), provided by single administrative Regions of Italy, in order to obtain the complete coverage of the potential inundation areas. Other input data are the trace of the main waterways (scale 1:10.000) as an update of the national river networks of ISPRA-SINAnet (http://www.sinanet.isprambiente.it/it/sia-ispra/download-mais/reticolo-idrografico/view), and the coast line derived from satellite and aerial images analysis available for the year 2009 at the Geoportale Nazionale (http://www.pcn.minambiente.it/mattm/), used only when applying the GIS-based procedure to achieve greater precision (item 6. above), while it was not deemed necessary to replace the less precise ISTAT coastline of (item 2.), since the latter is used in conjunction with search radii of 40 km. For both the segments of coast here considered as case-studies in south-eastern Sicily we used the hazard curves of the two nearest POIs to the locations (Figure 1) and the run-up design value approximated for excess to the next discrete values is [image: image].
Inundation Maps for the Case-Studies in South-Eastern Sicily
To test the performance of the method described in the previous section, in this study we produce several new inundation map versions.
A first version, coined GIS-based version, is obtained by repeating the procedure described in Design of Italian Inundation Maps section, but adopting a more accurate local DTM. More specifically, we used the same high-resolution DTM (10 m) implemented in the tsunami simulations to compute local SPTHA (see next section and also Gibbons et al., 2020). This DTM was produced by mosaicking rasters with different horizontal cell resolutions and then resampling them to a 10 m horizontal cell. For the land portion the used datasets were a 1 m cell resolution raster near the coastal zone (The Geology and Geotechnologies Laboratory, INGV, http://www.ingv.it/it/monitoraggio-e-infrastrutture-per-la-ricerca/laboratori/laboratorio-geologia-e-geotecnologia, provided the LiDAR dataset in the framework of an agreement with the Ministry of the Environment, Earth and Sea, http://www.pcn.minambiente.it - Italian National Geoportal, owner of the data) with the 25 m horizontal cell resolution EU-DEM Digital Elevation Model over Europe (EU-DEM-4258: 1 arcsec - 5 arcsec, EU-DEM-3035: 25 m, color shaded DEM derived from the EU-DEM-3035: 25m, produced using Copernicus data and information funded by the European Union - EU-DEM layers); for the offshore portion the DTM was obtained by interpolating the data available from the MaGIC project (foglio 32 e foglio 33, data from the MaGIC project, Dipartimento della Protezione Civile, http://dati.protezionecivile.it/) and then mosaicking the result to the EMODnet Digital Bathymetry raster (EMODnet Bathymetry Consortium, 2018). For both case-studies, we used the [image: image] values of 2, 5, 10 m, as defined for the current national administrative classification. The comparison between the inundation zones obtained with this DTM and the official ones shows some discrepancies resulting from the different characteristics of the DTM (resolution; ground filtering; different datasets used in the mosaic; different sources and data processing techniques for building the DTM from raw data) and from the different number and extension of the rivers considered in the analysis. While differences in the DTMs are responsible for relatively minor changes in the inundation maps, neglecting or including one or more rivers can impact significantly on the shape and the extent of the inundation line, since the assumed dissipation rate is halved in the presence of a river (Figure 5 and Figure 6).
[image: Figure 5]FIGURE 5 | The first generation inundation map of Catania [panel (A)] is compared with the GIS-based version inundation maps calculated for this work, using the more detailed DTM described in Inundation Maps for the Case-Studies in South-Eastern Sicily section, for different values of [image: image] and considering [panel (B)] or not [panel (C)] additional secondary river beds.
[image: Figure 6]FIGURE 6 | Same as Figure 5, but for Siracusa.
A second version of inundation maps is estimated adopting the same procedure, but using specific values of [image: image], derived in this study from the NEAMTHM18 hazard curves for the two closest target POIs (Figure 1), and without approximating for excess to the next bigger discrete value. The obtained values are [image: image] and [image: image], respectively for Catania and Siracusa (Figure 7).
[image: Figure 7]FIGURE 7 | Comparison between the Watch/Red areas designed for [image: image] (the gray area in Figures 5C, 6C) and the inundation maps obtained using the values obtained from the POIs in front of Catania [panel (A)] and Siracusa [panel (B)].
We anticipate that a third version is obtained for the values of [image: image] resulting by considering a rough quantification of the tsunami intensity uncertainty superposed onto the Non Linear Shallow Water (NLSW) results, for which a hybrid version of the inundation maps will be coined. We obtain [image: image] and [image: image] for Catania and Siracusa respectively, as explained in Results section.
Inundation Maps From Local High-Resolution NLSW-Based SPTHA for Catania and Siracusa
Another version of inundation maps, coined SPTHA-based inundation maps, is obtained using a classical approach (e.g., González et al., 2009) directly from the local SPTHA, based on explicit, high-resolution (NLSW) modeling of the tsunami inundation (Gibbons et al., 2020).
The use of a regional SPTHA as input for a higher-resolution local SPTHA allows for a pre-screening of the full variability of seismic sources, selecting only those which contribute significantly to the hazard at the site of interest. Reducing the number, or the computational cost, of high-resolution tsunami inundation simulations is often essential. In this respect, techniques based on cluster analysis (Lorito et al., 2015; Volpe et al., 2019; Williamson et al., 2020) or statistical emulators (Sarri et al., 2012) have been proposed. In the present work, given the availability of massive High-Performance Computing resources, a significant reduction of simulations is obtained with a hazard disaggregation approach (Gibbons et al., 2020).
The number of scenarios defined in NEAMTHM18 for the Mediterranean basin is of the order of 107, making the computational task potentially extremely demanding. However, the tsunamis from many of these scenarios are negligible at the sites of interest. A first significant reduction is obtained by selecting only the scenarios which produce a tsunami elevation greater than 0.01 m at the selected target POIs (red dots in Figure 8), resulting in little more than 106 scenarios, most of which in common between Catania and Siracusa, see Table 1. Then, hazard disaggregation is performed to select only the scenarios which reproduce a prescribed fraction of the total hazard (99%) simultaneously at the two POIs in the MIH interval between 1 m and 4 m (Figure 9). The reason for choosing this interval is that it should guarantee the inclusion of the scenarios which significantly contribute to the hazard curves around the design 2,500 years ARP and 84th percentile of the model uncertainty selected for planning, (Figures 1B,C). This is exactly the same approach followed by Gibbons et al. (2020), and most of the numerical simulations are the same as well. As already discussed by Gibbons et al. (2020), given that the selection and the hazard reproduction are operated at two offshore locations, we cannot expect to perfectly reproduce the hazard everywhere onshore, because the difference between two tsunami waveforms may change during inundation: for example, this can be due to non-linear effects such as wave breaking, energy dissipation during inundation, or because of co-seismic coastal uplift or subsidence. It is also worth noting that the regional hazard curve for Siracusa is significantly higher than that for Catania for the considered ARP (Figure 1). For this reason, while the MIH range between 1 and 4 m turns out to be suitable to produce the onshore hazard curves for Catania (Gibbons et al., 2020), to better reproduce the hazard for Siracusa, we also modeled the scenarios obtained from the disaggregation in the interval 4–8 m, in addition to the 1–4 m range. We may conclude that the disaggregation procedure and applied ranges turned out to be quite accurate while remaining remarkably efficient, since the scenarios to be modeled were reduced, in total, to about 46,000 (i.e., the amount of scenarios is reduced by ∼96%, see Table 1).
[image: Figure 8]FIGURE 8 | Extension of the computational domain [panel (A)] showing the selected POIs used to perform the disaggregation analysis (red dots, as in Figure 1); the target area [black rectangle in the panel (A)] is zoomed to illustrate the inner levels (2nd, 3rd and 4th) of the nested grids [panel (B)] for inundation modeling in Catania (red rectangles) and Siracusa (blue rectangles). Grid resolution is 640 m for the larger domain in the top panel and 160, 40 and 10 m for the inner levels shown in the bottom panel.
TABLE 1 | Number of scenarios resulting from the disaggregation procedure representing the 99% of the hazard for both Catania and Siracusa in their respective MIH intervals. The number of required simulations with respect to the total number of scenarios representing the hazard in the same interval of MIH is strongly reduced by about 96%.
[image: Table 1][image: Figure 9]FIGURE 9 | Number of scenarios needed to represent the 99% (Table 1) of the total hazard for both target sites [Catania, in panels (A) and Siracusa, in panel (B)] in the selected interval of tsunami intensity (range [1–4] m for Catania and ranges [1–4] and [4–8] m for Siracusa). The corresponding hazard curves [panels (C) and (D) for Catania and Siracusa, respectively] in the respective MIH ranges are overlapped with the ones representing the total hazard. For Siracusa results without the [4–8]m range are shown to illustrate the discrepancy with respect the total hazard curve [orange line in panel (D)] and the number of additional scenarios [blue dot in panel (B)] needed to well represent the total hazard.
For the sake of completeness, we recall that the tsunami scenarios are simulated with Tsunami-HySEA, a non-linear hydrostatic shallow-water multi-GPU code (GPU, Graphics Processing Unit; de la Asunción et al., 2013; Macías et al., 2017), exploiting a nested grid algorithm. Tsunami-HySEA models in a single code tsunami generation, open-ocean propagation and nested grid inundation using progressively finer grid resolution of the coastal areas (Macías et al., 2016). The code has undergone an intensive process of model validation and verification following, in particular, the benchmarking standards of the NTHMP, the National Tsunami Hazard and Mitigation Program, United States (Macías et al., 2017; Macías et al., 2020a; Macías et al., 2020b). Four-level nested topo-bathymetric grids were used here (Figure 8). Three of them are local grids with progressively higher resolution (160, 40, and 10 m) and one is a global grid with the coarsest resolution (640 m), ensuring the analysis of the source-to-target propagation in the open sea. The 640 m grid was derived from the GEBCO topo-bathymetry model. The finest local 10 m grid is the same presented in the previous section for the construction of the inundation maps. To guarantee depth compatibility between all the nested local grids, a bilinear resampling algorithm was then applied to the 10 m grid, producing the local intermediate grids with 40 m and 160 m cell resolution (Gibbons et al., 2020). Bottom friction is treated with a Manning’s coefficient of 0.03. The initial sea-level anomaly is obtained for each modeled seismic scenario through an elastic instantaneous dislocation model (Okada, 1992). The single-scenario Tsunami-HySEA simulation takes approximately 25 min on the MARCONI-100 supercomputer at CINECA, meaning that approximately 19,000 GPU hours were required to complete the set of selected scenarios. With 1024 simulations able to run in parallel, around 18 h of clock-time are needed to perform these calculations.
The simulation results obtained in the highest-resolution innermost grids at the two locations are then aggregated to calculate the hazard curves in each grid cell on land if reached by a minimum threshold of water (here, 0.01 m). Specifically, the hazard curves are obtained in each point x as
[image: image]
where dT is the exposure time (50 years as in NEAMTHM18), h is the threshold inundation height, [image: image] are individual scenarios with mean annual rate [image: image], [image: image] is an indicator function (sometimes called Heaviside step function) that is 1 if the intensity [image: image] computed by NLSW simulations for the scenario [image: image] in x is > h, and 0 otherwise, and [image: image] is the overall mean annual rate of exceedances of h. [image: image] represents the Probability of Exceedance (hereinafter PoE), that is the probability that h has been exceeded at least once during the time dT = 50 years. The use of indicator functions implies that no uncertainty is modeled into the propagation factor of the hazard, that includes the tsunami generation, propagation and inundation process (Selva et al., 2016; Grezio et al., 2017).
The same seismic model [image: image] used to create NEAMTHM18, which is at the base of the inundation maps described in Design of Italian Inundation Maps and Inundation Maps for the Case-Studies in South-Eastern Sicily sections, is also considered for calculating this local SPTHA. This source model includes epistemic uncertainty (Basili et al., 2021), represented through an ensemble of 1000 equally plausible models with alternative definitions of the scenarios and of their rates of occurrence. Collectively, this ensemble represents the seismic source variability as a function of many alternative but scientifically acceptable modeling choices (Selva et al., 2016; Basili et al., 2021). This epistemic variability propagates to hazard curves. Ideally, it should be combined with the epistemic uncertainty in the propagation factor (not modeled here). The resulting ensemble of hazard curves describes the epistemic uncertainty on the hazard model through different statistics such as mean or percentiles.
Inundation maps are then derived by selecting the tsunami intensity corresponding to a given value of the ARP, which is the reciprocal of the mean annual rate [image: image] in Eq. 1 and thus can be evaluated as a function of the PoE. Graphically, this means to intersect the hazard curves, at each grid point, with an horizontal plane having a constant PoE, corresponding to the selected ARP, and to draw a contour line corresponding to the wet area (maximum flow depth greater than 0.01 m, since this is the first threshold for which we calculated SPTHA; the tolerance for simulations with Tsunami-HySEA was instead set at 0.001 m). If needed, it is possible to draw different inundation maps for different ARPs, in the time span defined in the frame of the NEAMTHM18 model (up to about 100,000 years). Inundation maps can be obtained either from the mean hazard curve, or from any other hazard curve calculated for a different percentile.
Finally, it is important to remark that some uncertainties associated with the tsunami source (e.g., heterogeneous material properties, variability of fault dimensions, time-dependence, non-hydrostaticity), or with the tsunami propagation and inundation modeling (e.g., limits of the NLSW model, uniform Manning coefficient, wave dispersion, details of coastal morphology) are not quantitatively addressed in the present study. Neither is addressed the impact associated with potentially inaccurate bathymetry and topography models.
RESULTS
The main goal of our analysis was to compare the current strategy to define inundation maps, used to draw the evacuation areas for the Italian coasts and based on the regional hazard NEAMTHM18, with the hazard results obtained from local SPTHA models, hence evaluating the whole chain of adopted assumptions and approximations described in Design of Italian Inundation Maps section. This analysis was carried out in the two target areas of Catania and Siracusa.
We recall that the GIS-based inundation maps and those from the local SPTHA based on numerical simulations, which are compared to each other in this section, were obtained using the same DTM. In Inundation Maps for the Case-Studies in South-Eastern Sicily section, we have also qualitatively addressed the impact of using a different DTM and different treatments for the rivers onto the design of the inundation maps; we have observed that the latter is more influential than the differences between the DTMs (Figures 5, 6).
As described in Design of Italian Inundation Maps section, for national planning the [image: image] design value was selected by searching the maximum tsunami intensity in an area containing several POIs (at distances up to 40 km), leading to a value greater than 5 m for both locations (Figure 2). Given the rough discretization of the inundation lines in the GIS-based method, such a value is eventually rounded up to the 10 m and the corresponding contour line is used. On the one hand, it could be argued that the value of [image: image], corresponding to the specific POI located in front of each site of interest, could be a more calibrated solution to estimate the local inundation. On the other hand, the use of a regional assessment can be inappropriate for specific land use actions, since the tsunami behaviour in the near-field depends strongly on non-linear effects and detailed terrain morphology not explicitly treated at regional level. Moreover, the local sources may not be sufficiently finely discretized nor investigated closely enough. As a matter of fact, the closest POIs in front of Catania and Siracusa (Figure 8B) provide the two values [image: image] (as defined in Inundation Maps for the Case-Studies in South-Eastern Sicily section) equal to 3.6 m and 6.9 m, respectively. The first one is smaller than the value used for planning, which confirms that local effects are relevant, and not homogeneous from site to site. The inundation lines which correspond to these local values are shown in Figure 7 for both Catania and Siracusa, and compared to the line corresponding to [image: image] used for planning.
A first and direct comparison between the inundation maps from the local SPTHA at 2,500 years ARP for the 84th percentile (Inundation Maps From Local High-Resolution NLSW-Based SPTHA for Catania and Siracusa section) and the GIS-based inundation maps (Inundation Maps for the Case-Studies in South-Eastern Sicily section; the first version, with the same design values as for the national planning) has been performed (Figure 10). The choice of [image: image] for the national planning appears largely conservative, since the extension of the watch/red area exceeds greatly the inundation line calculated with local SPTHA for the same ARP and percentile. On a second glance, by comparing the inundation maps in Figure 10 to those of Figure 7, it appears immediately clear that the local SPTHA predicts an inundation even much more limited than that associated with the POIs at both locations.
[image: Figure 10]FIGURE 10 | Watch/Red areas designed for different values of [image: image] (2, 5 and 10 m, in red, orange, yellow and blue, respectively) compared to the local SPTHA inundation corresponding to 2,500 years ARP and the 84th percentile (blue) in Catania [panel (A)] and Siracusa [panel (B)].
Selecting different ARPs and/or different percentiles, we can quantify the extent of this discrepancy. Firstly, we compare the impact of the epistemic uncertainty modeled on the local SPTHA by using different percentiles while keeping the ARP of 2,500 years fixed (Figures 11A,B). As expected, the inundation zone for the 98th percentile extends farther than those for the 50th and the 84th percentiles. However, they remain well within the watch/red inundation area defined with [image: image] for both Catania and Siracusa. This can either mean that the discrepancy is greater than it could be explained by the epistemic uncertainty on the 2,500 years ARP, hence the GIS-based method leads to a large overestimation, or that there is a fraction of unmodelled epistemic uncertainty. Secondly, when longer ARPs are considered, the tsunamis from larger but rarer earthquakes progressively gain more importance. Figures 11C–F displays the inundation maps produced for ARPs = 25,000 and 100,000 years, considering the 50th, 84th, and 98th percentiles of the epistemic uncertainty. In this case, the watch/red inundation zone still contains the inundation lines in Siracusa, but it is overtaken at some locations in the Catania plain. This could be due to the very different morphology of the coastal area, where the large plain in the south of the harbour could facilitate the water invasion beyond the forecast capability of the empirical rules used for the GIS-based inundation maps. As a result of this comparison, according to the local SPTHA inundation maps, in Catania, the GIS-based inundation maps would correspond to a design ARP between 2,500 and 100,000 years, while in Siracusa to a design ARP >100,000 years.
[image: Figure 11]FIGURE 11 | Comparison between the Watch/Red areas designed for [image: image] and inundation maps obtained for different SPTHA’s percentiles (50th, 84th and 98th) and different ARPs (2,500, 25,000 and 100,000 years in both Catania [panels (A, C, E)] and Siracusa [panels (B, D, F)].
It is worthy to note that the effect of the epistemic uncertainty for the 100,000 years ARP is smaller than for shorter ARPs (Figure 11). The hazard curves for a single target point (Figure 1) show, as expected when dealing with relatively rare events, that the longer the ARP (smaller PoE), the larger the difference between the tsunami intensity obtained with different percentiles of the epistemic uncertainty. However, when we look at the inundation areas, we observe the opposite behaviour, with the uncertainty on the hazard intensity unexpectedly decreasing for longer ARPs. We then argue that this can be the result of an underestimation of the epistemic uncertainty of the local SPTHA, and that the discrepancy between GIS-based and SPTHA-based maps cannot be entirely due to an overestimation of the former. Indeed, we stress once again that the regional SPTHA includes the epistemic uncertainty associated with the source model (Basili et al., 2021), which is the same as in the GIS-based approach. This uncertainty relates to the earthquake mean annual rates, the difference between empirical scaling relations, the slip heterogeneity and depth-dependent features of subduction zones (Scala et al., 2020). Conversely, the local SPTHA does not include the further epistemic uncertainty treatment applied in NEAMTHM18 using amplification factors (Glimsdal et al., 2019), stemming from numerical modeling of the co-seismic displacement, tsunami generation, and tsunami evolution up to inundation. In our local SPTHA, this uncertainty is in principle reduced by the use of NLSW simulations in place of the stochastic inundation treatment included by the local amplification factors, provided that we are not introducing a bias. Several sources of epistemic uncertainty currently exist also when using numerical inundation simulations, as discussed at the end of Inundation Maps From Local High-Resolution NLSW-Based SPTHA for Catania and Siracusa section. Nevertheless, the development of a robust inclusion of epistemic uncertainty into NLSW-based SPTHA is beyond the scope of this paper. As an alternative, one could also forbear from making detailed simulations, and perform a finer-scale version of the NEAMTHM18 PTHA, with more closely-spaced POIs, to better represent the MIH uncertainty through the higher-resolution amplification factors. Here, as anticipated at the end of Inundation Maps for the Case-Studies in South-Eastern Sicily section, and similarly to Scala et al. (2020), we roughly and probably much more conservatively quantify these uncertainties following Davies et al. (2017), such as:
[image: image]
where [image: image] is the cumulative distribution function of a log-normal distribution with mean [image: image] and standard deviation [image: image], [image: image] is the tsunami intensity modeled by the NLSW simulation for the scenario [image: image], and [image: image] is a logarithmic bias. Based on the tables available in Davies et al. (2017) for four large tsunamis (1960 Chile, 1964 Alaska, 2004 Sumatra, and 2011 Tohoku earthquakes), we chose conservative values for parameters [image: image] and [image: image]. This uncertainty has been originally set by comparing modeled intensity and run-up along large portions of coasts, thus it is possibly not ideal for the application to our local case-study; it may also include the contribution from landslide sources for the Alaska 1964 event. We speculate that, if locally calibrated, at least via numerical experiments considering uncertainty in the bathymetry and topography, and with variable bottom friction, the uncertainty on local NLSW simulations is expected to be smaller than that implied by Eq. 2. That being said, and in the absence of any other more specific method, we use this approach in the attempt to quantitatively set an upper bound to the model's uncertainty, hence to the extension of the inundation zone. To apply the uncertainty model, we replace the identity functions of Eq. 1 with the expression in Eq. 2. We note that this correction does not affect the areas where each tsunami scenario did not propagate, being the log-normal distribution applicable only to strictly positive values, but it corrects the MIH estimations in the flooded area, for each scenario (Figure 12). In other words, adding the log-normal correction to the deterministic simulations cannot extend the inundated area. Thus, to evaluate the consequent inundation zones, we apply an approximated procedure mimicking the one described in Design of Italian Inundation Maps and Inundation Maps for the Case-Studies in South-Eastern Sicily sections for the determination of the maximum inundation distance, whose input is the design run-up [image: image], corresponding to the maximum expected run-up in the area. We estimate the maximum calculated inundation heights for the 2,500 years ARP and 84th percentile over all the simulation domain, finding [image: image] and [image: image] in Catania and Siracusa, respectively. Such values occur relatively close to the coast, before coastal dissipation may become important, reflecting the fact that the maximum inundation height above the sea level is greater or equal than the maximum run-up. These numbers are much larger than the ones obtained from the regional SPTHA, that is 3.6 and 6.9 m, respectively, confirming that the overall effect of the uncertainty model is to increase the hazard, as well known in seismic hazard (e.g. Bommer and Abrahamson, 2006), and as already noted by Gibbons et al. (2020). The last version of the inundation maps is obtained from these values, using the simplified attenuation method described in Design of Italian Inundation Maps and Inundation Maps for the Case-Studies in South-Eastern Sicily sections (Figure 13). In a sense, this is a hybrid version, using both the results of the local SPTHA, with the addition of the log-normal uncertainty on each scenario, and the GIS-based attenuation method for the determination of the maximum inundation distance. We observe that the GIS-based inundation line used for planning (red zone in Figure 13) is now generally exceeded by the one we obtain with the newly proposed approach (orange zone in Figure 13). We argue that the hybrid version provides an upper bound to the uncertainty on the inundation distance, due the conservative parameters we have chosen here for the log-normal. The lower bound for the uncertainty is constituted by the maps obtained with the deterministic NLSW inundation scenarios.
[image: Figure 12]FIGURE 12 | Example of hazard curves calculated on land through the local SPTHA without (red lines) and with (blue lines) the epistemic uncertainty. The selected curves are the ones corresponding to the maximum intensity in Catania (panel A, 13.2 m) and Siracusa (panel B, 15.1 m) at the ARP equal to 2,500 years (green dashed lines).
[image: Figure 13]FIGURE 13 | For both Catania [panel (A)] and Siracusa [panel (B)], the watch/red alert areas designed using the values of [image: image] obtained from the local SPTHA increased with the 20% of uncertainty (orange areas) and the [image: image] (red areas) compared to the local SPTHA inundation corresponding to 2,500 years ARP and the 84th percentile (blue areas).
We performed one last experiment, to check how inundation maps based on a worst-case scenario approach would compare with the GIS-based and the hybrid ones we have just introduced by adding uncertainty to the local SPTHA-based maps. We define the worst-case inundation scenario as a composite one from the envelope of all the wet grid points (with wave height >0.01 m), from all the scenarios modeled for the SPTHA, irrespective of the single scenario probability. Even though we have not traced back the scenarios contributing to the maximum inundation distance, we may argue that they are a limited number of relatively high magnitude earthquakes. Actually, such a worst-case corresponds to the SPTHA inundation map for an ARP tending to infinity, which includes all points where a non-identically-zero hazard curve exists (that is exceeding with non-zero probability the threshold of 0.01 m). This composite inundation distance from the envelope of all maximum inundation distances is shown in Figure 14, along with the other inundation maps. In the Catania plain, the worst-case inundation distance exceeds all the others with exception of limited zones along the rivers. In Siracusa, the comparison is more complex: in the northern area the worst-case inundation is similar to the extension of the [image: image] inundation map (in red), whereas, in the middle and southern areas, its extension reaches and, occasionally, exceeds the inundation map corresponding to [image: image].
[image: Figure 14]FIGURE 14 | Watch/Red areas designed for [image: image] compared to the SPTHA-based inundation maps (with uncertainty) and the worst-case inundation scenario in both Catania [panel (A)] and Siracusa [panel (B)].
DISCUSSION
The method for designing tsunami evacuation maps for the Italian coasts has been analyzed to understand its limits and advantages, and for addressing to what extent it can be updated through local SPTHA studies. Our findings highlight several important points that should be taken into account for both local high-resolution SPTHA and tsunami coastal and evacuation planning.
The GIS-based method is severely affected by how many secondary riverbeds (depending on their sizes or flow rates) are assumed to be relevant, also when using the same DTM (Figures 5, 6). The impact of less accurate DTM models had, at least in our case-study, a relatively smaller impact on the definition of inundation zones. However, the situation can be different in other cases depending on the extent of the discrepancies between the DTMs, so we cannot generalize this conclusion. It is noted that DTM uncertainty can be significant, and the treatment can be imposed based on the setting. In PTHA for landslides in Norway for instance, evacuation zones occur on very steep slopes, and here 10 m horizontal distance is added as an additional buffer to the computed hazard zones (e.g., Løvholt et al., 2020). This equals the resolution of the local DTM, and due to the steep slopes, this can involve additional safety factors of the order of 1 m or more.
Regional-SPTHA-informed, GIS-based, inundation maps (defined in Inundation Maps for the Case-Studies in South-Eastern Sicily section) were compared with those derived from a local SPTHA using high resolution inundation simulation, in two specific target areas. Two SPTHA models have been used: one without considering epistemic uncertainty specifically associated with numerical inundation simulations (Inundation Maps From Local High-Resolution NLSW-Based SPTHA for Catania and Siracusa section), and one, dubbed as “hybrid”, which includes a possible maximum estimate of this uncertainty (Results section). In a sense, we have defined an “error bar” for the inundation distance related to a given ARP and percentile from local SPTHA. In this way, we are preliminarily exploring the combination of deterministic tsunami modeling with the epistemic uncertainty in tsunami generation, propagation and inundation modeling. We recall that the superposition of uncertainty with deterministic simulations was already considered by some authors, yet in the context of a worst-case scenario approach (Tonini et al., 2011).
Our most important outcome is possibly that the inundation maps resulting from the GIS-based method used for national planning lie within the error bar bound by the NLWS-based model with and without uncertainty treatment. The GIS-based maps overestimated the extension of the inundation zone with respect to the maps obtained from local SPTHA with no uncertainty in the tsunami propagation model. Conversely, they underestimated the extension of the inundation zone when an upper bound of this uncertainty is considered in the hybrid approach.
Another significant outcome is that it results crucial to further characterize these uncertainties to reduce as much as possible this “error bar” or, in more classical terms, to reduce the epistemic uncertainty. Noteworthily, we find that ignoring the epistemic uncertainty of tsunami modeling may have a major impact on local hazard results, potentially producing severe underestimations. Thus, even if local SPTHA studies, in principle, reduce the uncertainty on the definition of local run-up maxima, disregarding completely the related uncertainty may be dangerous. We remark that the parametrization we used is a maximization of the epistemic uncertainty, derived from a global analysis. This highlights two main findings: 1) the important role played by the (usually neglected) uncertainty in tsunami modeling in hazard assessment and, consequently, in the definition of evacuation planning strategies and 2) the need of detailed local analyses based on local data to better calibrate the parametrization of the uncertainties. Nevertheless, it seems that in the absence of more detailed studies, the currently adopted choices for the national planning, which were the outcome of extensive discussions among the decision-makers and different scientific actors at the national level, remain fully justified.
Further considerations on such choices can be certainly made. The use of a regional SPTHA, as main input to determine the value of [image: image], may be not ideal for local hazard quantifications. Indeed, results of the regional hazard are projected from the 50 m isobath to inland with mainly 1D assumptions and models; thus, any lateral effect (i.e., parallel to the coast) is difficult to be captured. This source of uncertainty was accounted for by using a multiplicative factor set equal to 3, as explained in Design of Italian Inundation Maps section. This choice maximizes the level of safety since it roughly represents the 98th percentile of the uncertainty estimated for the amplification factor, with the objective of dealing with local “extreme” run-up values, that is with locally maximum inundation height and maximum run-up variability around the average inundation height. The maximum inundation distance depends also on the local topography and the hydrodynamics, which are not always simply related to expected/design height. This is for example emphasized by the effect of the possible coseismic displacement altering the coastal elevation for near-source coasts, which is not modeled in the regional SPTHA (Volpe et al., 2019). A predominant uplift was in fact observed at least for the Catania use-case (Gibbons et al., 2020), which to some extent limits the inundation probability. Conversely, in case of subsidence in the target area, inundation would be facilitated, worsening the impact inland. Moreover, different slope steepness, for example ranging from cliffs to plains, or different terrain types or different land use in the coastal areas may determine the extent of nonlinearity and dissipation during the inundation. Here, we have only considered the main river streams to differentiate the attenuation rate of tsunami waves inland, and overlooked minor rivers and waterways. The two considered target areas are very different from one another: the target area in the south of Catania is a flat, straight and long plain mainly characterized by beaches, uncovered terrain and few buildings, which is very different from the steep and rocky coast featured with dense urban infrastructures of Siracusa. Better results could be derived by introducing different coastal dissipation factors as a function of the land use and by acquiring high resolution LIDAR data that completely cover the whole potential inundation area. However, the adopted empirical dissipation rule, in combination with the other choices, seems to be quite robust, according to the comparisons we have presented.
A final remark would be that, as a further experiment, a worst-case inundation scenario was produced and compared to the other approaches. This worst-case is based on maximizing the estimated impact, rather than using the biggest earthquake magnitude available. This is similar to the definition of the 2,500-years Tsunami Design Zone in the United States (Wei et al., 2017), based on the PTHA offshore tsunami amplitude at 100 m depth, in which a “super-scenario” is defined according to the maxima of the maxima of all the simulated tsunamis in front of the coast and, then, the corresponding inundation is numerically calculated. As a result of the huge range of scenarios included in our seismic model, the variability for this SPTHA-based worst-case is more extensively explored than usually done for typical worst-case studies, based on a few earthquakes only. We argue that using such an approach may make sense for some critical infrastructures, yet complementing the worst-case effects by using some information from SPTHA about their ARPs. However, as for local-SPTHA, we note that the uncertainty associated with NLSW simulations is not considered also in the definition of this worst-case. On the other hand, if inundation uncertainty was introduced, the definition of worst-case would become even more difficult (e.g., log-normal are unbounded for large values), which challenges by itself the meaning of a worst-case approach not characterized by probability or ARP ranges. Without this, the meaning of the differences with an SPTHA-based approach may remain unclear.
CONCLUSION AND FUTURE DIRECTIONS
Tsunami evacuation maps designed for the Italian coasts have been evaluated and discussed using the results of a local SPTHA performed in the two target areas of Catania and Siracusa, Sicily, for which it was possible to run high resolution tsunami inundation simulations.
We demonstrated that, in lack of a local and detailed hazard analysis, the proposed procedure to define evacuation areas has a good degree of reliability, since the resulting maps are bound by the “error bar” defined by the outputs obtained from a local SPTHA performed with and without the estimation of its epistemic uncertainty.
The analysis underlines the importance to perform local studies using the proper level of data resolution, whenever available, to best serve specific risk mitigation actions, which may require a thorough site-specific uncertainty quantification. Nevertheless, strategies to improve the input regional assessment, such as using a higher density of POIs and/or a refinement of source parameters, would not only improve the regional analysis itself but also enhance the subsequent local analyses.
Awaiting for future site-specific PTHA studies, our results highlight the importance of quantifying the uncertainties that can affect numerical inundation modeling and are instead usually neglected. Not modeling these uncertainties can introduce important biases in the hazard evaluations. However, we have only scratched the surface here, and a specific definition of an uncertainty framework for tsunami inundation models and the calibration of site-specific SPTHA with local data is still required. A detailed local analysis, with massive simulations to explore the impact of the different assumptions and uncertainties is needed. The ongoing PRACE Project “Local Probabilistic Tsunami Hazard Assessment for HPC - TsuHazAP” (see https://prace-ri.eu/hpc-access/project-access/project-access-awarded-projects/projects-awarded-under-prace-project-access-call-21/) is providing us a framework to start dealing with the above identified issues, and in particular with the sensitivity to local seismic source mechanism discretization, the effects of uncertainty on bathymetry and topography, and treatment of onshore friction.
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Traditional tsunami catalogues are conceived as a collection of tsunamis classified by the generating cause, providing a general description of the effects observed for each tsunami. Those catalogues, even if they provide fundamental information, are not suitable for producing an exhaustive picture of the geographical distribution of the tsunami effects. In this paper we introduce the new Italian Tsunami Effects Database (ITED), a collection of evidence documenting the effects along the Italian coasts from historical times to present. The database comes forth the Euro-Mediterranean Tsunami Catalogue (EMTC) and focusses on the effects of tsunamis observed along the Italian coasts providing descriptive and quantitative information for each OP. The information reported in ITED does not only concern the effects produced by Italian tsunamis, but also those effects produced by tsunamis originated outside the Italian territory. ITED contains 318 OPs, related to 73 Italian tsunamis and to four tsunamis which occurred outside Italy. The database can be accessed through a WebApp that displays for each OP the description of effects, quantitative data (run-up, inundation, withdrawal, etc.) and tsunami intensity with the corresponding bibliographic references. The database also provides the tsunami intensity distribution along time (tsunami-history) for each site, allowing the end user to know how a place has been affected by tsunamis over the time. The information contained in ITED makes this database a useful tool to understand how tsunamis have affected the Italian territory and emphasizes the importance of studying the tsunami hazard along the Italian coasts.
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INTRODUCTION
Tsunami catalogues can contribute to identify the geographical areas that have experienced these kind of events, which can be a starting point for hazard and risk assessments. In addition, the data contained in such catalogues is also essential to validate those assessments. These catalogues can also help to increase public awareness contributing, in some ways, to reduce the impact of tsunamis. In the last decades, the growing interest in focusing on tsunami studies in the European region led to the compilation of the Euro-Mediterranean Tsunamis Catalogue (EMTC, Maramai et al., 2014), a collection of 290 tsunamis generated in the European and Mediterranean seas from 6150 B.C. to 2014, classified by the generating cause (earthquakes, volcanic activity, landslides) and providing parameters and information on the tsunamis as a whole.
According to EMTC, the Italian coast was struck by 71 tsunamis from 79 A.D. to 2002, placing Italy as one of the Euro-Mediterranean countries most prone to tsunami threat, as confirmed also by the probabilistic tsunami hazard assessment (PTHA) recently performed for the Euro-Mediterranean region (Basili et al., 2021). Regarding the triggering cause, the Italian tsunamis contained in EMTC are mostly generated by moderate magnitude earthquakes that occurred offshore or inland close to the coastline, nevertheless volcanic activity plays a significant role in tsunami generation, particularly Stromboli (Aeolian Islands) and Vesuvius volcanoes have triggered around ten tsunamis, mostly with local effects. The majority of the EMTC Italian tsunamis are ranked as high quality, being well documented. The quality of each event is given by the reliability, an index ranging from 0 (very improbable tsunami) to 4 (definite tsunami) (Tinti et al., 2004). According to the Sieberg-Ambraseys scale (Ambraseys, 1962), based on the effects observed along the coasts, most of the Italian tsunamis (about 75%) can be classified from low to rather strong intensity events, the rest caused severe damage and victims being assessed as high intensity events.
The existing tsunami catalogues currently available are based on the generating source (i.e., De Lange and Healy, 1986; Papadopoulos et al., 2000; Soloviev et al., 2000; Baptista and Miranda, 2009), listing its parameters and providing a general description of the effects observed. Even if they contain fundamental information, presenting this information only in a descriptive manner, do not allow an effective use of the data, as they do not provide a complete picture of the geographical distribution of the tsunami effects. In fact, the user can get a general overview of the effects produced by the tsunami but cannot easily get an idea of how the tsunami affected the different stretches of coast. Accurate information on the effects of tsunamis in terms of run-up and flooding values, could be a valuable resource for validating and tuning the inundation models used to assess tsunami risk (Kaiser et al., 2011). Considering the aforementioned gaps, based on the EMTC, a new database was compiled (ITED-Italian Tsunami Effects Database), starting from the general descriptions of the tsunamis that impacted Italy available in EMTC and focussing the attention on the sites interested by those tsunamis. ITED is an ancillary database and provides georeferred and detailed documented information on the effects (such as run-up, flooding, sea withdrawal, evidence of inundation, transport of sediment or objects on the coast, number of observed waves, tidal records, damage, casualties). The two databases, ITED and EMTC, are entirely interconnected and their information, available either as pop up display or tables, can be consulted and downloaded through a GIS WebApp (https://tsunamiarchive.ingv.it/ited.1.0/) that allows the user to switch from one database to another.
As described in Maramai et al. (2014), most of the data contained in EMTC has been assigned with high reliability value that was then transmitted to ITED. This characteristic makes ITED a tool that can provide a fundamental contribution to understand how tsunamis have affected the Italian territory and the importance of studying the tsunami hazard along the Italian coasts. Great effort has been made to extrapolate as much quantitative data as possible, arranging them in tabular form and allowing the user to easily download them.
MATERIALS
Italian Tsunami Effects Database (ITED) Characteristics and EMTC2.0
The Italian Tsunami Effect Database (ITED) has been compiled by selecting and analyzing the information already available in the portion of the EMTC dataset related to the Italian tsunamis, aiming to enhance the usability of the data.
Pointing to include on ITED new information on the effects observed at different locations an accurate research and analysis of the recent studies available in literature regarding Italian events was performed. Cross-checking with the recently published Catalogue of Strong Earthquakes in Italy (CFTI5Med, Guidoboni et al., 2018) was also carried out to produce a database as complete as possible.
The Italian tsunamis of seismic origin currently on ITED have been linked to the Parametric Catalogue of Italian Earthquakes (CPTI15, Rovida et al., 2016), adopted as the reference earthquake catalogue. This choice led to reappraise some Italian events that in EMTC had been classified with an unreliable seismic cause and to achieve the interoperability with CPTI15.
This process enabled to update also the Italian tsunamis in the EMTC, giving rise to the release of a new version, EMTC2.0. Compared to the old version, EMTC2.0 has undergone several changes. Additional information has enriched the knowledge on the tsunamis in the catalogue requiring leading to the revaluation of some parameters, such as reliability, intensity, generating cause, etc. Due to these relevant amendments, 63 Italian events were updated with respect to EMTC. The number of records has been increased since two events, not analysed in the first version, have been appended, namely the December 10, 1542 (Eastern Sicily) and the December 23, 1690 (Central Adriatic). The first one was triggered by a destructive earthquake (M = 6.7, Rovida et al., 2016) occurred during a seismic sequence in Southeastern Sicily, causing the destruction of some villages. Coeval sources referred that “… after the shock the city of Augusta was almost submerged by the sea and many people were drowned” (Guidoboni et al., 2018). As far as the 1690 event is concerned, a severe earthquake (M = 5.6, Rovida et al., 2016) hit the Central Adriatic region causing victims and severe damage at Ancona and in some neighboring villages. According to the coeval source Bonito (1691), “in the beach of Ancona the boats touched the sea bottom and then they lifted up being shaken due to the sea water agitation.”
ITED provides details on the effects of tsunamis observed/measured at several Observation Points (OP) that are geographically identifiable. When OPs cannot be exactly geo-localized, they are associated to toponymal coordinates of the nearest known locality, hereafter called Place Names (PNs), contained in the INGV internal Gazetteer, which is the unified geographical reference system for macroseismic observations of the Italian Macroseismic Database (DBMI, Locati et al., 2016). When the descriptions of effects were very detailed, it was possible to identify more observation points (OPs) related to the same PN. Currently, ITED contains 318 OPs at 189 PNs, providing quantitative and descriptive information.
For each OP the description of the tsunami effects found in literature, accompanied by the corresponding bibliographic references, can be accessed through a pop-up window, where quantitative data (run-up, inundation, withdrawal, etc. as shown in Figure 1) are also displayed. On the basis of the description, the estimated intensity of the phenomenon (local intensity) has been assigned to each point, assessed according to both the Sieberg-Ambraseys and the Papadopoulos-Imamura (Papadopoulos and Imamura, 2001) scales. These data populate an attribute table that can be retrieved by querying the database.
[image: Figure 1]FIGURE 1 | (A) Screenshot of the WebApp layer ITED_Obervation_Point. The complete Layer list is also shown. (B) Stromboli Island: the black dot indicates the PN (Stromboli-San Vincenzo), whereas the brown dots indicate all the nearby OPs, colored according to local tsunami intensity. By clicking on the OP a pop-up allow the user to get details about the tsunami effects at that point (Service Layer Credits: sources: ©Esri, HERE, Garmin, Intermap, increment P Corp., GEBCO, USGS, FAO, NPS, NOAA, NRCAN, GeoBase, IGN, Kadaster NL, Ordnance Survey, Esri Japan, METI, NASA, Esri China (Hong Kong), ©swisstopo, ©OpenStreetMap contributors 2019. Distributed under a Creative Commons BY-SA License).
Figure 1A shows the main screen of the ITED WebApp, displaying the geographical distribution of the 318 OPs, coloured according to their local intensity value. In Figure 1B the example of Stromboli Island (Aeolian Islands) OPs are coloured according to the local intensity value while PN are represented by black dots.
ITED allows the user to view the intensity map for each tsunami, i.e., to view all the OPs related to a single tsunami event, with their local intensity. The December 28, 1908 Messina tsunami is by far the most documented event in Italy having 119 OPs along the Italian coasts. The information mostly comes from the reports of Platania (1909) and Baratta (1910) that soon after the event performed, independently, detailed surveys along Sicily and Calabria coasts. The 1908 tsunami spread over a few hundred kilometers reaching the island of Malta to the South (about 250 km away) with a sea level rise of more than 1 m causing slight damage. Northernmost, the event was recorded at the tide gauge of Civitavecchia, located about 450 km away. In Figure 2A the snapshot of ITED WebApp showing the intensity map for the 1908 Messina tsunami is visible.
[image: Figure 2]FIGURE 2 | (A) Snapshot of the OPs where the 1908 tsunami was observed, OPs symbols are colored according to the local tsunami intensity (Service Layer Credits: sources: ©Esri, HERE, Garmin, Intermap, increment P Corp., GEBCO, USGS, FAO, NOAA, NPS, NRCAN, GeoBase, IGN, Kadaster NL, Ordnance Survey, Esri Japan, METI, NASA, Esri China (Hong Kong), ©swisstopo, ©OpenStreetMap contributors 2019. Distributed under a Creative Commons BY-SA License). (B) Example of tsunami history contained in ITED: Messina.
As far as run-up values are concerned, in ITED there are 91 OPs for which a run-up value is specified: 7 OPs show values higher than 10 m, all generated by the 1908 Messina and by the 2002 Stromboli (Aeolian Island) events. The 91 OPs for which run-up value is available count for four tsunamis of seismic origin, one event associated with a large landslide triggered by an earthquake (February 6, 1783) and of two events associated with the Stromboli volcano activity (1930 and 2002). The February 6, 1783 tsunami was generated by a 6 × 106 m3 landslide (Zaniboni et al., 2016; 2019) and caused more than 1,500 fatalities at Scilla (Tyrrhenian Calabria) where most of the people, frightened by the ongoing sequence of earthquakes, sought shelter on the beach close to the town and were surprised by the unexpected waves that reached the roofs of the buildings with a run-up of 9 m (Graziani et al., 2006). ITED also contains 70 OPs where inundation distances are specified, some of them are the same as those for which the run-up values are also available. For 32 OPs the inundation extent is greater or equal to 100 m. According to coeval sources, the maximum value was observed during the January 11, 1693 tsunami in Eastern Sicily where: “At Mascali the sea flooded the shore for about one mile inland” (Boccone, 1697).
The ITED WebApp allows the user to explore the tsunami intensity distribution along time (tsunami history) of all the PNs reported, and to know how many times a site has been hit by a tsunami in the past and how severe was the impact (Figure 2B). Among the 189 PNs included in the database, 51 experienced tsunami effects more than once. Details of each observation are supplied for every PN: the tsunami-history of the place is composed by a bar chart indicating the tsunami intensity vs the year of occurrence and by a table containing the detailed description of the observations. In Figure 2B the Messina tsunami history diagram is shown: as historical sources testify, Messina was hit by nine tsunamis, starting from the February 4, 1169 event that caused the flooding of the town. The February 5, 1783 and the December 28, 1908 were the strongest, reaching in Messina local tsunami intensity 5 according to Sieberg-Ambraseys scale.
Concerning the impact of the Italian tsunamis in terms of the geographical area involved, 14 tsunamis were observed at regional scale that indicates tsunami propagation for a distance greater than 100 km from the source. Besides the 1908 Messina tsunami, it is worth mentioning the January 11, 1693 Eastern Sicily event that was observed along the whole Ionian coasts of Sicily from Siracusa to Messina. Likewise, the February 23, 1887 Ligurian tsunami involved more than 200 km of coast, with run-up locally exceeding 1 m, and with remarkable sea withdrawals leaving boats stranded in many sites. All the regional events were generated by earthquakes, with the exception of the 2002 Stromboli Island tsunami, which was observed up to the coasts of Campania (about 140 km North). This event was triggered by a huge submarine (20 × 106 m3) and sub-aerial (4–9 × 106 m3) slides (Tinti et al., 2005) occurred during a relevant volcanic eruption on the Sciara del Fuoco, the steep flank of the Stromboli volcano. In the northern part of the island a maximum run-up of 10.90 m was measured (Tinti et al., 2006).
In order to have an exhaustive and complete collection of the tsunami effects observed along the Italian coasts, tsunamis generated outside the Italian territory have also been taken into account. As a result, two recent Greek events occurred in the Ionian Sea, respectively in November 2015 and October 2018 were appended to EMTC 2.0. The former was generated by a Mw = 6.4 earthquake near Lefkas Island and studied by (Ganas et al., 2015) and the latter occurred close to the island of Zakynthos, both were recorded at some Italian tide gauges (Papadopoulos et al., 2019). Other two events, already present in the EMTC, have produced effects on the Italian coast: the July 21, 365 tsunami, the most well-known and catastrophic event that has ever occurred in the Mediterranean, and the May 21, 2003 Boumerdès (Algeria) tsunami. In relation to the 365 event, the destructive tsunami was caused by a great catastrophic earthquake occurred in Crete, involving most of the Eastern and Central Mediterranean, reaching also the Southern Italy coasts and the Levantine coasts. Unfortunately, the information on the tsunami impact in Sicily is very little and too vague to consent the identification of the precise location where effects might have been observed. According to Putortì (1912), effects of the 365 tsunami in Reggio Calabria would have been documented by an inscription found during archaeological excavations. Finally, the tsunami generated by the May 2003 Algerian earthquake, causing damage in the Baleares, was recorded at some Italian tide gauges in the Tyrrhenian and Ligurian Seas.
ITED WebApp
The information contained in ITED has been made available to the public through the display of a web application that allows the users to visualize the georeferenced information on a map. The dedicated WebApp has been developed using the Esri ArcGIS online environment and can be freely accessed without the need of an Esri user account. The ITED WebApp (Maramai et al., 2019a), accessible through https://tsunamiarchive.ingv.it/ited.1.0/, hosts six layers containing the information available regarding all the tsunami effects observed at the Italian coasts. The layers loaded in the WebApp are listed in Figure 1A:
(1) ITED_Observation_Points_OP_, where the 318 OPs are visible and coloured according to the local tsunami intensity on the Sieberg Ambraseys scale;
(2) ITED_Place Name with the 189 PNs hit by tsunamis and their tsunami histories;
(3) ITED_inundation where the 70 OPs with reported inundation values are visible with symbols proportional to the extent of the metric;
(4) ITED_runup, where the 91 OPs with reported run-up values are visible with symbols proportional to the extent of the metric;
(5) EMTC 2.0 layer that hosts the new release of database of the tsunami events, including the two recently added events (November 2015 and October 2018);
(6) ITED_Intensity_Map layer, where it is possible to select an event of interest and show all the OPs related to it, with their local tsunami intensity (see Figure 2A).
Figure 3 shows the runup (ITED_runup, black bars) and inundation (ITED_inundation, blue halos) layers. Symbols refer to all values available in the database.
[image: Figure 3]FIGURE 3 | Screenshot of the WebApp showing ITED_runup (black bars) and ITED_inundation (blue halos) layers; symbols are proportional to the measured values (Service Layer Credits: sources: ©Esri, HERE, Garmin, Intermap, increment P Corp., GEBCO, USGS, FAO, NPS, NRCAN, NOAA, GeoBase, IGN, Kadaster NL, Ordnance Survey, Esri Japan, METI, Esri China (Hong Kong), ©swisstopo, ©OpenStreetMap contributors 2019. Distributed under a Creative Commons BY-SA License).
As said earlier, the ITED database is linked to the EMTC 2.0 catalogue, which is also displayed in ITEDWebApp as a point layer called EMTC 2.0 (seeFigure 1A). Similarly to the previous version EMTC still available at (http://www.arcgis.com/apps/StorytellingTextLegend/index.html?appid=8329c2ad9b7f43c18562bdddc6c1ad26), EMTC 2.0 contains information such as date, time, reliability, cause, intensity, magnitude (if seismic), coordinates, macroseismic intensity and a detailed tsunami description including a list of the related bibliographical references that is reachable from the pop-up generated when clicking on each point of the layer.
The ITED WebApp allows the user to customize which kind of information to retrieve; through five widgets the user can choose the layers to be displayed (Layer_List), filter information (Group Filter), select the intensity map by entering the event data (Tsunami Intensity Map), query each of the available layers (query) and print a selected extent of the map. The tabular information contained in each layer of the WebApp can be exported in csv format by using several group filters (i.e., selecting data from the extent viewed, or by date, reliability, cause, site etc.; or by a combination of several of these parameters). The print widget allows the user to export and print maps with the results of their specific queries or a general view of the database. Data contained in ITED WebApp are freely accessible at the link https://tsunamiarchive.ingv.it/ited.1.0/
DATA ANALYSIS
ITED contains tsunami observations related to 77 tsunamis, 73 being originated within the Italian territory and four triggered by sources located in neighboring Mediterranean countries causing slight effects on the Italian coasts. Following the pattern of the rest of the world, the majority of tsunamis observed or registered in Italy were caused by earthquakes (68%), see Figure 4. An important remark should be made regarding the activity of the Vesuvius and the Aeolian Islands volcanoes which has caused over the centuries a not negligible number of events (16%); in particular, the Stromboli volcano (Aeolian Islands) whose activity has generated the majority of the events of volcanic origin. On the basis of historical evidence and looking at the tsunami history, all these events have occurred since the 20th century, leaving open the possibility that the number could be even higher (Figure 5). Only two tsunamis were caused by mass failures due to mere gravity load events. Finally, for nine Italian events the reported description is typical of a tsunami but the generating mechanism has not been yet found, so that they are classified with an unknown cause, needing further investigation.
[image: Figure 4]FIGURE 4 | Distribution of the tsunamis in ITED by generating cause, with the number of tsunamis indicated for each cause.
[image: Figure 5]FIGURE 5 | Tsunami history of Stromboli.
Following the same criteria established for EMTC, in the new version EMTC2.0 tsunamis are classified according to their quality by means of their reliability index, the value can be considered by the end user as an indicator of the trustworthiness of the data retrieved. Including low reliability index events, allows inserting in the database historical tsunamis for which scarce information is available. This on one hand, enables the possibility to report the information available for the event and on the other hand warns the end user that the information related to that event is not as solid to be considered reliable. The number of unreliable tsunamis decreases over the years until the most recent time intervals in which almost exclusively reliable tsunamis are present, as shown in Figure 6. This is clearly an indication that data tends to be more abundant and more reliable in recent centuries and with the increasing use of sea-level instrumentation. The time period intervals in Figure 6 are variable, being fixed to 50 years from 1700 a.D. to today. According to Figure 6, about half of the entries in the catalogue are classified as definite tsunamis, having been attributed reliability value of 4. There are only three entries prior to 1300 a.D. and five prior to 1600 a.D. while in later times the total number of entries per century is rather stable (on average 16 events). This provides information for estimating the possible completeness of the database from the 17th century onwards, even if it must be stressed that the number of events do not allow to perform a robust statistical analysis.
[image: Figure 6]FIGURE 6 | Time distribution of the Italian tsunamis in EMTC2.0 per reliability classes, Rel 4: definite tsunami, Rel 3: probable tsunami, Rel 2: questionable tsunami, Rel 1: improbable tsunami, Rel 0: very improbable tsunami.
To have a picture of the severity of the Italian tsunamis and their impact along the coast, in Figure 7 a bar chart of intensities per Italian region is shown. More than 50% of the tsunamis with origin within the Italian territory have been generated in the Calabria and Sicily regions: excluding the 1627 tsunami that occurred in Apulia, the most destructive tsunamis, with intensities 5 and 6, originated in these two regions.
[image: Figure 7]FIGURE 7 | Regional distribution of Italian tsunamis per intensity classes.
Considering the local intensities assigned at the different OPs, the bar diagram in Figure 8 shows the distribution of local intensity per Italian provinces. For the sake of reducing the information to the essentials, only provinces with at least three intensity values assigned were represented. Blue bars enclose the provinces of the Italian regions that have the highest number of OPs. On the left side of the graph provinces of the Liguria region are shown: local intensities in this region do not exceed intensity value 3 and most of the OPs are related to the 1887 tsunami. Calabria and Sicily are definitely the Italian regions most affected by tsunamis, not only in terms of numbers of observations but also in terms of severity of effects. Messina (ME) and Reggio Calabria (RC) are the provinces with the highest number of OPs with the most severe effects.
[image: Figure 8]FIGURE 8 | Distribution of local intensities per Italian provinces with at least three Observation Points (OPs).
Finally, a further consideration on the impact of tsunamis generated by distant sources arises by looking at Figure 9 that shows the OPs related to the 4 external tsunamis. It can be seen that the coasts of Sicily and Apulia are exposed to the tsunamis generated by the subduction zone of the Hellenic Arc, while the coasts of Sardinia and Liguria may be affected by the tsunamis generated by the Algerian thrust zone.
[image: Figure 9]FIGURE 9 | Observation Points (OPs) related to the four tsunamis generated in the neighboring countries. Blue squares indicate the generating sources.
DISCUSSION
The ITED database comes forth from the information contained in Euro-Mediterranean Tsunami Catalogue (Maramai et al., 2014) related to effects of tsunamis observed or registered along the Italian coasts. ITED subdivides the general tsunami information contained on EMTC, geographically locating the specific information for each affected site and classifying the effects observed into intensity classes. The database is displayed through a WebApp, developed using the Esri ArcGIS online environment letting the user to retrieve information, to switch from ITED to EMTC 2.0 and vice versa, or consult them at the same time.
The ITED WebApp allows the user to query the database, export the data of interest, explore the tsunami history of all the main sites and print the information. The implementation of ITED also led to a new release of EMTC, called EMTC 2.0, that includes the updating of new information regarding some tsunami parameters, such as the reliability, intensity, generating cause, etc., as well as the appending of other two tsunamis, recently occurred within the Greek territory and whose effects were recorded along the Italian coasts. ITED was specifically built to meet the needs of the tsunami hazard community, thus providing useful information that can improve the knowledge of how much the Italian coasts are exposed to tsunamis. The database contains a great number of reliable data that can contribute to validate the models used for hazard assessment along the Italian coasts and can give useful indications for the realization of inundation maps and emergency plans. ITED can also be used as a tool for increasing public awareness and, therefore, for reducing the risk of tsunamis.
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The failure of hospitals in recent tsunami have caused extensive social and economic losses. A simple but quantitative approach is required to assess the resilience of healthcare systems to tsunami, which relates not only to hospital building integrity, but also to maintaining hospital functionality. This paper proposes a new tsunami relative risk index (TRRI) that quantifies the impact of tsunami on critical units, (e.g. Intensive Care Unit, Maternity Ward, etc) in individual hospitals, as well as the impact on service provision across a network of hospitals. A survey form is specifically developed for collecting of field data on hospitals for the TRRI evaluation. In its current form TRRI is designed for hospital buildings of reinforced concrete construction, as these are the building types most commonly used worldwide for housing critical units. The TRRI is demonstrated through an application to three hospitals located along the southern coast of Sri Lanka. The TRRI is evaluated for three potential tsunami inundation events and is shown to be able to identify issues with both the building and functional aspects of hospital critical units. Three “what-if” intervention scenarios are presented and their effect on the TRRI is assessed. Through this exercise, it is shown that the TRRI can be used by decision makers to simply explore the effectiveness of individual and combined interventions in improving the tsunami resilience of healthcare provision across the hospital system.
Keywords: tsunami risk, relative risk index, hospitals, tsunami engineering, disaster risk reduction
INTRODUCTION
Hospitals and healthcare facilities are vital assets to communities and play a key role in recovery from natural disasters. During emergencies, hospital units must provide uninterrupted critical services such as emergency care to the injured, laboratories, blood banks, ambulances, pharmacies and immunization services to prevent outbreaks of diseases (WHO, 2010). In recognition of the critical role played by hospitals in disasters, the Hyogo Framework for Action (UNISDR, 2005) and subsequent Sendai Framework (UNDRR, 2015), have as one priority the achievement of safe and resilient hospitals through structural, non-structural and functional risk prevention. This has resulted in major global initiatives for hospital safety and several guidelines have been issued for the design, assessment and strengthening of hospital buildings for different hazards (FEMA, 1997; FEMA, 2003; FEMA, 2007; PAHO, 2008; WHO, 2015). However, it is only relatively recently that tsunami design codes have been issued, e.g., FEMA 55 (FEMA, 2005), MLIT 2570 (MLIT, 2011), ASCE 7–16 Standard (ASCE, 2017a). These have not been implemented in the design of most healthcare facilities worldwide, and failures of hospitals in recent tsunami have caused extensive social and economic losses, (e.g. Kirsch et al., 2010; EEFIT, 2011). One means of disaster management for reducing life loss in tsunami is evacuation to sites outside the inundation zone or to upper levels in buildings considered strong enough to withstand the tsunami inundation (e.g. MHNI, 2015). Clearly, the vulnerable nature and reduced mobility of hospital patients makes evacuation difficult. Moreover, evacuation is only viable for locations that have tsunami warning systems in place and which are at a significant distance from the tsunami source.
Despite not being designed for tsunami, most hospitals are built to higher standards than normal residential buildings and present an enhanced resistance to natural hazards that may allow them to withstand small tsunami inundation without structural damage. However, hospital resilience relates not only to hospital building integrity, but also to maintaining hospital functionality. The latter depends heavily on the integrity of both non-structural elements and the lifelines supporting the hospital operation, such electricity, water and communications. The 2011 Tohoku tsunami presented several examples of hospitals that withstood the tsunami but had compromised functionality and ability to care for patients in the aftermath due to loss of lifelines and back-up systems in the tsunami inundation (EEFIT, 2011, EEFIT, 2013; ASCE, 2017b).
Hospitals can be considered as part of a network of healthcare provision, where only some parts of the network can be relied upon for the provision of any particular healthcare service, (e.g. not all hospitals have a trauma unit). As tsunami can affect large tracts of the coastline, they can damage several hospitals and/or supporting lifelines simultaneously. This not only disrupts the provision of healthcare locally but can result in the loss of particular healthcare services across large parts of the network, (e.g. if all hospitals with trauma units are affected over an extended region). Such scenarios result in affected people having to travel large distances and wait for excessive times to obtain specific treatments.
The inherent organisational complexity of hospitals, and the interactions and independencies of healthcare units makes the tsunami risk assessment of hospital services a challenging task. To date, several studies have investigated the performance of individual hospital buildings for different natural hazards using advanced engineering analysis, (e.g. Casarotti et al., 2009; Di Sarno et al., 2011). However, the use of advanced engineering analysis for the risk assessment of several hospitals is prohibitively expensive in terms of human and computational resources, as hospitals are typically composed of several buildings, built at different times and which do not follow a standard design. Furthermore, these studies rarely consider lifelines and back-up systems explicitly. As an alternative, several hospital safety indices (PAHO, 2008; WHO, 2015) and hospital safety checklists (WHO, 2008; WHO, 2010) have been proposed that offer rapid diagnostic tools for use by policy makers and hospital managers. These indices and checklists provide a qualitative estimate of the risk to hospitals from a set of hazards, i.e., natural and man-made hazards. The indicators can be applied to assess either single healthcare facilities or networks of hospitals, and generally account for the potential loss of critical infrastructure lifelines. These can be used to identify potential problem areas and for the prioritization of interventions to reduce the disaster risk to hospitals. However, these methods present two major shortcomings: 1) lack of quantitative approaches to support the assessment of the relative risk associated with the hospital facilities; and 2) little consideration of the nature of single hazards, (e.g. tsunami) and their interactions and interdependencies when impacting hospital infrastructure.
In order to improve both the safety and resilience of healthcare systems to tsunami, a simple but quantitative approach is required for assessing tsunami risk to healthcare services distributed across networks of hospitals. Such an approach needs to focus on healthcare service continuity, and go beyond hospital building integrity to consider the integrity of the lifelines and back-up systems that support the service provision and hospital functionality. This paper presents a new tsunami relative risk index [image: image] developed to meet this need. Firstly, the components and calculation rationale for the [image: image] are described. A survey form, specifically developed for collecting of field data on hospitals for the [image: image] evaluation is also presented in the Appendix. In its current form [image: image] is developed for hospital buildings of reinforced concrete construction, as these are the building types most commonly used worldwide for housing critical units, (e.g. Intensive Care Units). The [image: image] is demonstrated through an application to 3 hospitals located along the southern coast of Sri Lanka (Galle, Matara and Hambantota Districts), which were surveyed by a team of researchers from UCL and University of Moratuwa. The [image: image] is evaluated for three potential tsunami inundation events and is shown to be able to identify issues with both the buildings and functional aspects of hospital critical units. Three “what-if” intervention scenarios are selected and their effect on the [image: image] is assessed. Through this exercise, it is shown that the [image: image] can be used by decision makers to simply explore the effectiveness of individual and combined interventions in improving the tsunami resilience of healthcare provision across the hospital system.
Although the absence of numerical structural modeling to support the analysis can be seen as a limitation of this approach, the proposed relative risk index is based on objective engineering principles that are reflected in equations (and not merely expert opinions). The aim of using such an index is to be able to quickly assess a large portfolio of hospital facilities, identifying aspects of the facilities that require further detailed assessment, thus directing potential numerical modeling. For the case-study presented here, the inundation depths for the “what-if” intervention scenarios are based on limited onshore inundation scenarios based on the 2004 Indian Ocean Tsunami event, rather than on probabilistic data, since the latter is not available for Sri Lanka. Nevertheless, these scenarios give insight into the relative effectiveness of various mitigation measures that can be adopted by hospital administrators.
METHODOLOGY
The proposed Tsunami Relative Risk Index [image: image] aims to quantify the influence of the tsunami inundation on critical units, (e.g. Intensive Care Unit, Maternity Ward, etc) in individual hospitals, as well as the impact on service provision across a network of hospitals. The objective is to identify some of the drivers of risk to the hospital unit functionality, such that these can be prioritized for further investigation and intervention.
The proposed [image: image] considers both the structural and functional attributes of hospital critical units, e.g., Intensity Care Unit, Maternity Ward, etc. The ability of a hospital critical unit to function in the aftermath of a tsunami depends on: 1) the stability of the structure where the hospital critical unit is located; 2) the integrity of non-structural elements relevant to the critical units, particularly the medical equipment that is required to ensure unit functionality; and 3) the functioning of the critical lifeline systems supporting unit functionality e.g., electric power, water supply, telecommunications, etc. Therefore, the proposed TRRI, for a hospital unit is defined as:
[image: image]
where [image: image] considers the ability of the structural system to resist expected tsunami actions, [image: image] represents whether the location of the critical unit within the building puts it at high risk of loss of functionality under the expected tsunami inundation, and [image: image] describes the risk of back-up critical systems to supporting lifelines being inundated. Each [image: image] component varies in value between 0 (no risk) and 1 (high risk). Each of these [image: image] components are further described in the following sections.
Building Relative Risk Index, RRIbldg
Post-tsunami reconnaissance studies provide a spectrum of tsunami-induced damage mechanisms in buildings, that result from the actions of hydrodynamic forces, buoyancy, impact from floating debris and foundation scouring (EEFIT, 2006). Figure 1 shows a typical load time series as a tsunami passes a building. Initially, as the front of the tsunami arrives and passes the building, there will be a sharp rise in force, which will then plateau and be maintained for several minutes, depending on the period of the wave and the proximity of the building to the shoreline. During this phase, there may be several short sharp spikes in loading from debris impacting with the building. The capacity of the building to withstand the tsunami loading will decrease during the course of inundation due to buoyancy forces reducing axial compression in vertical elements (Del Zoppo et al., 2020), and due to scour undermining the foundations. The impact of scour around the building can also have a considerable impact on the structural capacity of the building, by exposing the foundations and potentially leading to local collapse of vertical structural elements when local inundation levels increase, or under the return flow of the tsunami toward the sea.
[image: Figure 1]FIGURE 1 | Typical qualitative time series of loading on a building during tsunami inundation (Yeh et al., 2014).
The relative risk index associated with the integrity of the hospital building, indicated as RRIbldg, looks to evaluate, in a simple way, the performance of a building subjected to the three main tsunami loading components, i.e., hydrodynamic loading, scouring and debris impact, as follows:
[image: image]
where RRIstruct. represents the ability of the structural system to resist the overall tsunami hydrodynamic force (including debris damming), RRIscour represents the ability of the building foundation system to resist scouring for the expected inundation, and RRIdebris represents the capacity and redundancy of the structure to resist debris impact from movable objects located within the hospital facility and in the surrounding areas. It is noted that each RRI component of RRIbldg takes values between 0 (no risk) and 1 (high risk).
A main difference between RRIbldg and other established tsunami building vulnerability indices for tsunami, is that RRIbldg is based on a simplified assessment of the building failure and damage mechanisms, evaluated using physics and engineering based formulations. This is significantly different from, for example, the well-established PTVA relative vulnerability index of Papathoma and Dominey-Howes. (2003) and Dall’Osso et al. (2016), which is constructed from a set of characteristics of the building that are thought to affect its tsunami resistance, combined through a weighting based on expert judgment.
Index for Structural Performance Under Hydrodynamic Loading RRIstruct
Tsunami hydrodynamic forces typically impact the lower floors of a building and generate large shear forces on the vertical elements of the structure, (i.e. the columns). Recent studies, (e.g. Alam et al., 2017; Petrone et al., 2017), have shown that in reinforced concrete (RC) structures this can lead to shear failure of columns at the ground storey, which precipitates global collapse if no strengthening measures are adopted. This failure mechanism is assumed in the development of the relative risk index for evaluating structural performance under hydrodynamic loading, [image: image], which is evaluated from a comparison between the overall lateral hydrodynamic force applied to the structure by the tsunami [image: image] and the shear strength of the ground floor columns [image: image] as follows:
[image: image]
The tsunami load on a structure [image: image] is estimated using the hydrodynamic drag equation in the ASCE 7–16 Standard (ASCE, 2017a), as:
[image: image]
where [image: image] is the minimum fluid mass density, [image: image] is the drag coefficient, [image: image] is the building width perpendicular to the flow, [image: image] is the tsunami inundation depth, [image: image] is the tsunami flow velocity, and [image: image] is the proportion of closure coefficient, (i.e. ratio of the closed facade to the total façade area), with a minimum value of 0.7, adopted in this study. The drag coefficient [image: image] varies based on the [image: image] ratio (ASCE, 2017a). The shear strength of the ground floor columns [image: image] is estimated as the sum of the nominal design shear strength of the ground floor columns, [image: image], as follows:
[image: image]
where [image: image] indicates the number of columns along the side of the building perpendicular to the tsunami flow. As this study focuses on RC structures, [image: image] is calculated for each column according to the formulae of ACI 318 (ACI, 2005) as follows:
[image: image]
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where [image: image] is the nominal shear strength, [image: image] is the strength reduction factor, [image: image] and [image: image] are the concrete and transverse reinforcement components of shear strength, [image: image] is the compressive strength of concrete, [image: image] is the section width, [image: image] is the effective depth, [image: image] is the area of transverse reinforcement, [image: image] is the transverse reinforcement yield strength, and [image: image] is the hoop spacing.
Index for Structural Stability Under Scour, RRIscour
In the aftermath of the 2004 Indian Ocean Tsunami in Sri Lanka, one of the main damage mechanisms observed for multi-story building was the undermining of foundations due to the scouring of sandy soils at the corners of buildings (Dias et al., 2006). This occurred for relatively low tsunami inundation depths, (i.e. 3 m) and resulted in the collapse of end bays of several RC buildings, such as schools. Such failure mechanisms have also been observed in several past events, with RC buildings composed of few frames and with shallow foundations being seen to be the most susceptible to this failure type (EEFIT, 2006; EEFIT, 2011; ASCE, 2017b).
Tsunami design guidelines (ASCE, 2017a) assume that foundations on rock or other non-erodible materials are at no risk of scour. For other types of soil, the scour depth [image: image] is related to the tsunami inundation depth [image: image], and is estimated from:
[image: image]
Equation 9 provides a simple empirical prediction based on observations of local scour depths and estimated flow depths for different sediment types in the aftermath of the 2011 Tohoku tsunami (Tonkin et al., 2014). In ASCE 7–16 the extent (length) of the scour hole around corner foundations [image: image] (see Figure 2) is dependent on the soil type and is calculated as follows:
[image: image]
[image: Figure 2]FIGURE 2 | Example sketch illustrating the effects around building with shallow foundations on noncohesive soils and the calculations for the second footing from the left corner.
This approach requires soils to be classified as cohesive or non-cohesive. No indication is however provided in the ASCE 7–16 Standard or accompanying commentary, as to the procedure to be followed for this classification. For the RRIscour it is proposed that a simple soil analysis, (i.e. particle size distribution analysis through sieving) be used as the basis for the classification, whereby: 1) Non-cohesive or granular soils, (e.g. gravels and sands), defined as those with less than 50% of fines content as per ASTM D2487–17 (USCS)–if the fines content is higher than 12% and less than 50%, then the soil is coarse grained though controlled by the fine soil nature, i.e., non-cohesive; 12% fines content is usually considered as a reference percentage below which soils are defined as purely granular; 2) Cohesive soils, (e.g. silts and clays), defined as those with more than 50% of fines content. If soil analysis data at the building site are not available, simple assumptions should be made to classify the soils based on local knowledge.
The calculation of [image: image] and [image: image] is instrumental for predicting how many of the building foundations are affected by scour and the corresponding loss of bearing capacity. The tsunami resistance of the foundations depends on the type of foundation, i.e., deep or shallow foundations, and the number of foundation elements affected. Empirical observations from past events indicate that deep pile foundations generally provide adequate tsunami resistance, while buildings with shallow spread footings are likely to experience failure, especially at the building corners. Hence, in the development of TRRI a focus is placed on characterizing the impact of scour on shallow foundations. An approximate but quantitative procedure is proposed for calculating RRIscour based on geotechnical engineering practice and is illustrated by the flowchart in Figure 3.
[image: Figure 3]FIGURE 3 | Flowchart for estimating RRIscour.
For simple pad foundations, the overall design load-bearing capacity of the system can be estimated by multiplying the ultimate bearing capacity of individual pad foundations [image: image] by the number of footings [image: image]:
[image: image]
where [image: image] is the weight of the building plus loads and [image: image] is the design safety factor. Typically, a large safety factor [image: image] is adopted foundation design in order to account for the uncertainty related to the soil properties and behavior. For example, a common safety factor for shallow foundations is [image: image]. Using Eq. 11, the design load-bearing capacity of a pad foundation normalized to the building weight, [image: image], can be estimated as:
[image: image]
when [image: image] is larger than the foundation depth [image: image], the foundations need to be checked for loss of bearing capacity. In this paper a minimum depth [image: image] of 1 m is considered for shallow foundations. Depending on the extent of the local scour [image: image] along both sides of the building (x and y directions), a number of foundation supports [image: image] might be affected. Foundation pads are assumed to be placed at a distance [image: image], which corresponds to the bay length. The depth [image: image] is assumed to occur at the corner of the building. As shown in Figure 2, half of the scour hole length [image: image] is assumed to extend from the point of maximum scour depth (in the corner). Due to the formulations used, the larger the value of [image: image], the larger the value of [image: image] and greater the number of affected footings [image: image]. A foundation is assumed to fail if, at the pad edges, the relevant scour hole depth equals or exceeds that of the foundation. This assumption considers the load bearing capacity of the soil beneath the foundation, (which is spreading the foundation loading outwards and downwards), to be compromised.
When subjected to scour, the load-bearing capacity of the foundation system is reduced and is estimated as that deriving solely from those foundations that have not been affected by scour, i.e.,:
[image: image]
In Eq. 13, [image: image] is the reduced design safety factor that accounts for the effects of local scour around the foundations, and can be determined as follows:
[image: image]
Having evaluated the reduced design safety factor, RRIscour can be determined following the flowchart presented in Figure 3, and from Eq. 15:
[image: image]
where [image: image] is the minimum value of [image: image] along both sides of the building. For [image: image], the foundations are unlikely to be able to carry the gravity loads, i.e., RRIscour = 1. This means that when the number of affected foundation supports, [image: image], along any side of the building is equal or greater than 50% of the total number of foundation supports [image: image] along that side of the building, the foundation system is considered at risk of failure, i.e., RRIscour = 1.
Index for the Capacity and Redundancy of the Structure to Resist Debris Impact, RRIdebris
Generally, tsunamis transport a large volume of debris, including trees, cars, containers, utility poles and wood-frame houses. The perimeter structural components that are oriented perpendicular to the direction of the flow are at the greatest risk of impact. For instance, the loss of a perimeter column may compromise the ability of a structure to support gravity loads. The ASCE 7–16 Standard (ASCE, 2017a) provides a framework for the calculation of the impact forces determined by debris. This includes the effects of the impact by floating wood poles, logs and vehicles, which should be taken into account when tsunami depths are larger than 0.9 m. RRIdebris is presented in this paper for the common case where debris consists mainly of logs (or similar). However, by changing the debris impact loads, RRIdebris can be modified to account for potential impacts from shipping containers, ships, barges and other large objects. Such sized debris should be considered if the hospital is in close proximity to a port or container yard.
In the RRIdebris evaluation, the maximum instantaneous debris impact force (Fni) is first calculated using the impulse-momentum based formulation in the ASCE 7–16 Standard:
[image: image]
where [image: image] is the orientation coefficient (given as 0.65 by ASCE 7–16), [image: image] is the maximum tsunami flow velocity at the building site. [image: image] is the effective stiffness of the impacting debris and [image: image] is the mass of the debris. A minimum weight of 454 kg and minimum log stiffness of 61,300 kN/m are nominal values assumed in the ASCE 7–16 Standard.
The debris impact of a log is a dynamic event. However, an equivalent static approach can be used by multiplying the debris force in Eq. 17 by a dynamic response factor [image: image]. The latter can be estimated based on the ratio of the impact duration to natural period of the impacted structural element. The impulse duration [image: image] is given in ASCE 7–16 as follows:
[image: image]
Considering an exterior column of a RC building, the natural period of the column (Tcol) can be estimated assuming fixed end boundary conditions:
[image: image]
where [image: image] is the unbraced column length, [image: image] is the column mass per unit length, [image: image] is the modulus of elasticity of concrete and [image: image] is the second moment of area of the column section (Robertson, 2020). ASCE 7–16 Table 6.11-1 gives the values of the dynamic response factor [image: image] based on the ratio [image: image]. The equivalent static load for debris impact [image: image] is calculated as:
[image: image]
The force given by Eq. 19 should not exceed the force from the alternative simplified impact load [image: image], given in ASCE 7–16 Standard as:
[image: image]
where [image: image] is the orientation coefficient, taken as 0.65 (ASCE, 2017a). Furthermore, the value obtained in Eq. 20 can be reduced by 50%, (i.e. 478 kN), if the site is not exposed to impact by containers, ships and barges. Therefore the debris impact force [image: image] is estimated as:
[image: image]
If [image: image] exceeds the shear strength of the considered column, [image: image] (calculated using Eq. 6), then the structural system is at risk of local collapse and potential loss of stability, i.e., [image: image].
The redundancy present in the structure can be beneficial to the stability of the building. In the context of RC structures, RRIdebris is calculated by taking the ratio between the number of impacted columns over the total number of columns present in the seaward side of the building. As the number of impacted columns cannot be predicted, it is assumed that two vertical columns (probably the corner columns) located within the seaward face of the building might fail due to debris impact. This assumption is based on observations that debris impact can be particularly common and severe for exposed corner columns of frames (EEFIT, 2006). Therefore, RRIdebris is calculated as follows:
[image: image]
Index Representing Risk to Critical Unit Functionality, RRIfunct
RRIfunct looks to represent the risk to continued function of a critical unit after a tsunami. The index is based on the location of the critical unit within the hospital complex with respect to the tsunami inundation. It is assumed that if the critical unit is inundated, the resulting damage to non-structural elements and medical equipment may prevent the unit from being fully operational in the aftermath of the event. RRIfunct is therefore binary, taking a value of zero if the critical unit lies outside the inundation zone or is located in a storey of the building above the local inundation depth, or 1 otherwise.
Index Representing Tsunami Risk to Lifeline Back-Up Systems, RRIbcs
The loss of essential lifelines such as power, water, wastewater, natural gas, can severely limit the functionality of hospitals and their critical units. For instance, one of the case-study hospitals presented later in the report, i.e., the Mahamodara Teaching Hospital, suffered the failure of backup generator, water supply and sewer systems when it was inundated during the 2004 Indian Ocean Tsunami (Harlan, 2016).
From PAHO (2008) and WHO (2015) it is possible to identify eight main lifeline systems that are required to ensure the functionality of hospital critical units: Power (P), Air conditioning (HVAC), Telecommunications (TLC), Water Supply (WS), Fire Protection (FP), Waste Water (WW), Medical Gas (MG) and Fuel and Gas reserves (FG). Where national or regional lifelines are compromised, as can be the case in a large tsunami, the presence of back-up systems can provide immediate continuity in the aftermath of a disaster, for a few hours or even days. Hence, the proposed index RRIbcs considers whether the back-up systems to lifelines needed for the functioning of critical units are 1) located within the hospital premises and 2) whether they are likely to be damaged under the expected inundation, as follows:
[image: image]
where [image: image], [image: image], etc. are the critical back-up systems and [image: image], [image: image], etc. are the corresponding weights. As for the case of the critical unit functionality, the back-up systems are assumed non-functional if inundated by the tsunami. Hence, P, HVAC, etc., take a value of zero if the relevant back up system is located outside the inundation zone or is in a storey of the building above the local inundation depth, or 1 otherwise. An appropriate evaluation of the back-up system risk requires an understanding of these systems within the local context, and visual surveys play a key role in this. For example, in many hospital complexes the main HVAC systems may be complex mechanical systems with significant plant located within a hospital building, or housed in their own building. Alternatively, the HVAC system can be a distributed system across the hospital, as is seen in hospitals in Sri Lanka, where ventilation and air-conditioning equipment are distributed along the exterior walls of the hospital buildings and localized in each unit.
Evaluation of the back-up system weights also accounts for the local context. The weights are determined by from a ranking of the back-up systems in order of importance for the continued functioning of the critical unit being assessed. This ranking is determined from a structured expert elicitation technique termed paired comparison. The paired comparison method is well established, and although simple, it is reproducible, accountable and neutral. In this method, participants are invited to complete a ranking exercise individually without being influenced by an in-depth prior discussion of how critical each back-up system is. Participants are invited to compare every two back-up systems (one in a row and another in the column in the table) and using their judgment to identify which is the more important for the continued functioning of critical hospital units. If they believe the system in the row is more important than the one in the column, they enter “R” in the relevant box. If they believe the contrary is true then “C” is entered into the box. Else if they believe both the back-up systems are of equal importance, “ = ” is entered into the relevant box (Table 1).
TABLE 1 | Fac-simile of the paired comparison questionnaire.
[image: Table 1]The participants’ opinions are treated with equal weights. Only the participants who are found to provide very inconsistent responses, such that they appear statistically random are excluded, (i.e. consistent answers are those for which if A > B and B > C then A > C is true). The paired comparison responses are then analyzed using the probabilistic inversion technique, as described in Kraan and Bedford (2005) and implemented in the free-software “UNIBALANCE” (Macutkiewicz and Cooke, 2006). This produces a mean score for each back-up system as well as the standard deviation around this mean score, which represents the level of disagreement within the expert group. These mean scores are adopted as the weights for the different back-up systems in the RRIbcs calculation.
The level of agreement among the participants is examined in three different ways. Firstly, the degree of agreement is estimated by measuring how closely the pattern of the participants pairwise preferences match. Secondly, the degree of concordance is examined by measuring how similar the rank orders are among the group of participants. Thirdly, a chi-square test is used to check whether the group ranking preferences are made at random. Here, p-values below 0.05 indicate that the group ranking preferences have a structure and are not random. By contrast, p-values above 0.05 suggest a lack of consensus within the group regarding the ranking preferences.
TRRI RAPID VISUAL SURVEY (RVS) FORM
The TRRI Rapid Visual Survey (TRRI-RVS) form is developed to assist surveyors in assessing existing health facilities in terms of the integrity of hospital buildings, lifelines and back-up systems that support the service provision and hospital functionality. The TRRI-RVS form is presented in the Appendix (see Supplementary Material). The Rapid Visual Survey consists of two sections:
1) Hospital Profile (“Form H”). Through this form, surveyors collect general information about 1) the hospital location; 2) hospital type and hospital capacity, e.g., catchment population; 3) tsunami evacuation plans and disaster response plans; 4) hospital building locations within the healthcare facility; 5) location of critical hospital units within buildings, e.g., ICU, Labor Rooms, Maternity Wards, Pediatric Wards, Operating Theaters; and 6) presence and location of back-up supply systems.
2) Building Structural and Non-Structural Assessment (“Form B”). Through this form, surveyors gather information about: 1) the hospital building, e.g., number of storeys, year of construction, inter-storey height, and location of critical units; 2) the building surroundings, e.g., presence of containers, perimeter walls and vegetation; 3) building layout and elevation; 4) structural and non-structural systems; 5) The dimensions and structural details of the main structural elements, e.g., RC columns. The technical information is gathered using equipment such as rebar detector, laser distance meter, tape measure, and 3D cameras.
The TRRI-RVS form is specifically developed for collecting the attributes of hospital surroundings, buildings, critical units, lifeline and back-up systems required to evaluate TRRI. This form is used in the survey of Sri Lankan hospitals used to test the TRRI in this paper.
CASE-STUDY APPLICATION: HOSPITALS IN SRI LANKA SOUTHERN PROVINCE
Sri Lanka provides universal healthcare to its people through an established and robust healthcare system. Thanks to this, no major disease outbreaks occurred after the 2004 tsunami (Carballo et al., 2005), which hit two-thirds of the coastline affecting one million people. However, over 17% of all healthcare institutions were severely damaged, causing an estimated £40 M worth of losses (Komesaroff and Sundram, 2006). Over the last 15 years some of the affected health infrastructure of Sri Lanka has been re-built further inland, but some significant hospitals still lie within 2–3 km from the coast and are at potential threat from tsunami inundation. The Sri Lankan Ministry of Health (MoH) in collaboration with World Health Organization (WHO) has been working to strengthen the health sector for emergencies, through the development of a comprehensive national disaster management plan (WHO, 2015). However, this plan comprises capacity building in emergency management and health financing, and does not yet look at the structural, non-structural and functional performance of hospitals in natural hazards. Furthermore, as Sri Lanka is threatened by distal tsunami generated either at the Sunda trench or Makran Subduction zone, the main disaster management approach considered to date is the evacuation of hospitals (DPRD, 2015).
In this case study application, three hospitals in Galle, Matara and Hambantota Districts in Sri Lanka are selected for testing whether the TRRI can be used to 1) identify weaknesses in the systems supporting the functionality of critical units in individual hospitals, and 2) as a tool for use in prioritizing interventions for improved functional resilience across a series of hospitals.
The three hospitals selected are the District General Hospital (DGH) in Matara and the base Hospitals (BH) in Balapitiya and Tangalle. These are chosen as they are key hospitals for the Southern Province, geographically distributed across the Province (Figure 4) and all located within 400 m from the coast (base Hospitals) or a litte further (approx. 600 m) but near a waterway that discharges into the sea (DGH Matara). The case study application focuses on the five critical units that were indicated as the most important in the case of a disaster by the Disaster Preparedness and Response Division (DPRD) of the Sri Lankan Ministry of Health, Nutrition and Indigenous Medicine. These are: 1) Intensive Care Units (ICU); 2) Operating Theaters (OT); 3) Labor Rooms (LR); 4) Maternity Wards (MW); and 5) Pediatric Wards (PW). In the three hospitals, 19 buildings were found to house these critical units, and were surveyed by a joint team from UCL and University of Moratuwa in April 2019 using the form described in TRRI Rapid Visual Survey (RVS) Form.
[image: Figure 4]FIGURE 4 | Case-study hospitals in Southern Province, Sri Lanka.
Thirteen of the buildings are reinforced concrete moment resisting frame structures of 2–4 storeys. These house 85% of all the critical units in these three hospitals. The remaining six buildings are one-storey load-bearing unreinforced masonry (URM) structures (Figure 5). These structures are highly vulnerable to tsunami and would not be expected to be in an operational state following tsunami inundation. Hence, this assessment concentrates on the assessment of the 22 critical units housed in the RC buildings. The survey of these buildings highlighted that most of the critical units are located at the ground floor and are therefore at high risk from damage if the tsunami inundation reaches the building. The soil type at each hospital is determined as non-cohesive from observational and borehole data analysis. Hence all buildings are susceptible to scour in this case study application. None of the buildings assessed were located near ports and harbors, and are therefore not exposed to impact from containers, ships or barges. Consequently, the assumption of logs as debris is appropriate for this case study.
[image: Figure 5]FIGURE 5 | Statistics of the hospital buildings and critical units.
The surveys showed the HVAC to be a local system of air conditioning units attached to the walls of critical units. Hence, they will continue to function if the critical unit is not inundated. The location of TLC systems is assumed to be in the hospital administrative offices. This is because Hospital Directors and administrative staff typically have access to the emergency systems for communicating with the national and district-level healthcare networks. Where back-up systems were not recorded during the field survey it is assumed they are missing. As this is detrimental to functional resilience, these back-up systems are still included in the calculation of RRIbcs and contribute to increasing its value. For example, no fire alarms, extinguishers or other fire protection systems were observed in any of the assessed buildings, hence a value of FP = 1 is applied for all buildings within the RRIbcs calculation.
Hazard Scenarios
A probabilistic tsunami hazard analysis for the Indian Ocean by (Burbidge et al., 2009) shows that tsunami wave heights along the Sri Lankan coast could reach between 2.9–3.7 m for a return period of 2000 years, with the south-east coast being associated with the highest hazard. However, this study does not provide the associated probabilistic tsunami onshore inundation depths (that would typically exceed the above) which would be what is required for the TRRI assessment.
A tsunami hazard map for Sri Lanka with associated inundation information was published by the Disaster Management Center (DMC, 2012), part of the Ministry of Public Administration and Disaster Management. This map is however not based on a probabilistic tsunami hazard assessment, but on deterministic inundations predicted by a numerical simulation of the 2004 Indian Ocean Tsunami by (Wijetunge, 2009). The DMC map identifies three distinct tsunami hazard zones along the Sri Lankan coast: 1) low hazard, where the inundation depth, [image: image], 2) moderate hazard, where [image: image], and 3) high hazard, where [image: image]. Figure 6 illustrates the tsunami hazard map for the city of Matara, where DGH Matara is located.
[image: Figure 6]FIGURE 6 | Tsunami hazard map for the city of Matara (DMC, 2012).
In the absence of probabilistic tsunami onshore inundation information and a detailed topographical map, this study employs a simplified approach for the development of three tsunami inundation scenarios to check the performance of TRRI for different hazard intensities. The first realization, indicated as Hazard Level 1, is derived directly from the DMC map and represents the 2004 Indian Ocean Tsunami. It should be noted that the DMC map only defines distinct inundation depths and geographical boundaries for the moderate tsunami hazard zone. Hence, this zone is adopted as a reference for estimating the inundation depth at the hospital building locations. This is done by first drawing a transect indicating the shortest distance between the coast and the building being assessed. A linear relationship is assumed to describe the change in inundation depth along the transect between the seaward and inland boundaries of the moderate hazard zone, as shown in Figure 7. The inundation depth at the building location [image: image] is then calculated from:
[image: image]
where [image: image] and [image: image] are the Hazard Level-based tsunami inundation depths at the edges of the moderate hazard band, D is the width of the moderate hazard zone along the transect, and d is the distance along the transect of the building to the edge of the moderate hazard zone.
[image: Figure 7]FIGURE 7 | Method for calculating the Hazard Levels.
The second and third tsunami inundation scenarios, indicated as Hazard Levels 2 and 3, are derived by increasing the inundation depths defining the DMC moderate hazard zone by 1.5 m and 3 m, respectively. By so doing, more severe inundations are produced at the hospital sites in terms of depth and inland extent, helping to demonstrate the methodology. A limitation of such an approach is that the hazard levels do not reflect a specific probability of occurrence. Table 2 lists the resulting tsunami inundation depths for each buildings.
TABLE 2 | Hazard data for the surveyed hospital buildings.
[image: Table 2]Weighting of Back-Up Systems for RRIbcs
A small pool of five hospital administrators (doctors) from Sri Lanka participated in the paired comparison of back-up systems for the evaluation of RRIbcs. Table 3 presents the resulting mean scores, standard deviation, overall ranking and weights for the back-up systems. The p-values of individual participants is found to be less than 0.05, indicating that no participant randomly ranked the back-up systems. The high values of coefficients of concordance (0.73) and agreement (0.47) suggest an overall agreement among the participants regarding the position of each back-up system in the ranking order. The p-value below 0.05 obtained for the chi-square test also indicates that the group ranking preferences have a structure and are not random. In particular, the water supply and electric power systems have the two highest best estimate ranking scores, while fire protection and air conditioning the lowest.
TABLE 3 | Summary of results for the performed rankings.
[image: Table 3]RESULTS OF THE ASSESSMENT OF CRITICAL UNITS FOR SRI LANKAN HOSPITALS
Table 4 presents the values of TRRI calculated for the five critical units of the three case-study hospitals, for the three hazard scenarios presented in Hazard Scenarios. Under Hazard Level 1, none of the buildings containing critical units in BH Balapitiya and BH Tangalle are subjected to tsunami inundation. Despite this, the [image: image] values for these hospitals are non-zero due to their both not having any fire protection system, and BH Tangalle missing power and water back-up systems. For DGH Matara, the values of [image: image] indicate that only building M15 would be likely to collapse due to scour ([image: image], see Table 5), with the other buildings not suffering major damage, (i.e. [image: image]). Despite the good building performance, five of the critical units would be directly inundated [image: image], and four more critical units would likely be non-functional due to compromised back-up systems [image: image]. The latter is due to the main back-up systems in this hospital being inundated. The consequence is that under this hazard scenario (and also for Hazard Levels 2 and 3), DGH Matara is predicted to lose functionality in all its critical units. Across the network of these three hospitals, this would mean a reduction of 40–45% in the number of ICU and MW units, and of 50% in the number of LR and OT units. Loss of critical unit functionality at DGH Matara would put particular stress on BH Tangalle, which is the closest hospital to it, and which has only two ICU units overall (only one in an RC building) and no Operating Theater.
TABLE 4 | Summary of TRRI calculated for the critical units under three hazard levels.
[image: Table 4]TABLE 5 | Summary of RRIbldg calculated for the critical units under three hazard levels.
[image: Table 5]Under Hazard Level 2, BH Balapitiya remains outside the inundation zone, but building T9 of BH Tangalle is subjected to a small inundation of 0.29 m depth. This inundation is insufficient to cause structural damage in this building but does compromise the functionality of one of the Maternity Wards, as this is located at the ground floor of T9. Moreover, all other critical units in BH Tangalle are seen to be at significant risk of functionality loss from damaged back-up systems. Hazard Level 2 imposes a larger inundation depth at DGH Matara, which results in three predicted building collapses [image: image]. Through analysis of the components of [image: image] (see Table 5), the risk of structural failure from hydrodynamic loading is significantly higher than in Hazard Level 1, but overall building failures are dominated by the effects of scour around the foundations. With almost all the critical units in both BH Tangalle and DGH Matara predicted to be non-operational (see Table 4), Hazard Level 2 sees a reduction across the three hospitals of 55% in the number of ICU units, 50% in the number of LR and OT units, and 80% in number of MW units.
When subjected to Hazard Level 3, all critical hospital units would likely be non-operational. As listed in Table 5, all hospital units in DGH Matara are located within buildings at significant risk of structural damage and severe scouring at the foundations. At BH Balapitiya, although power, water supply and medical gases would continue to function [image: image] (Table 4), two buildings (B7 and B11) would be at high risk of collapse due to effects of scour and debris impact (Table 5). This would make two ICUs and one MW non-operational, despite their being located on building storeys that would not be inundated by Hazard Level 3. For 64% of the units across the three hospitals [image: image], since the backup systems would be compromised. At BH Tangalle, the lack of power and water supply combined with damage to the rest of the back-up systems, results in [image: image] for all units. If this can be prevented, BH Tangalle would be able to operate 50% of its the Maternity and Pediatric Wards (since buildings T1 and T9 have [image: image], respectively, and their first floors have [image: image] even for Hazard Level 3–see Table 4).
The results of the analysis of TRRI for the three hospitals and Hazard Levels shows a high vulnerability of back-up systems and critical units under low levels of tsunami inundation. This is caused by most being located on the ground floor of inundated buildings (see Table 4). These two components of TRRI are seen to dominate whether or not critical units will be operational after a “small to moderate” tsunami event (Hazard Levels 1 and 2). Note that TRRI = 1.0 for nearly half of the units (45% of the total) at Hazard Level 2, although [image: image] only for 18% of them. Hence, re-positioning critical units and back-up systems to higher floors within the surveyed buildings would improve the functional resilience of the hospitals. Building failure plays an increasing role in the critical unit operationality for “moderate to high” tsunami events (Hazard Levels 2 and 3). At Hazard Level 3, all 22 units have TRRI = 1.0, of which 13 units (59%) also have [image: image]. In particular scour of foundations can precipitate building failure. Protection against scour would require the installation of piles or deeper foundations. This is more appropriate as a design improvement for future hospital buildings, since this can be disruptive and expensive as a retrofit intervention.
WHAT-IF SCENARIOS
Given the findings in Results of the Assessment of Critical Units for Sri Lankan Hospitals, this section presents a comparison of the effectiveness of three possible interventions in reducing the immediate loss of operationality of critical units after a tsunami. The intervention effectiveness is examined by running “what-if” scenarios, wherein the intervention is applied to all buildings and TRRI is recalculated. The effectiveness of the intervention on each critical unit type is represented as the ratio between the number of functional units for the intervention and baseline scenarios (Note: the baseline is the no-intervention scenario). The “what-if” scenarios considered are:
• What-if 1 (WI1) consists in the relocation of back-up systems to places that are not affected by the tsunami inundation, e.g., by either relocating or elevating the system to be outside the inundation zone. Within this scenario, any missing back-up system, other than Fire Protection and HVAC (as these are co-located with the critical unit) are installed.
• What-if 2 (WI2) consists in the relocation of critical units one storey up from their current position in the building that houses them. Where the unit is already located in the uppermost floor of the building, it is assumed to remain in its current position.
• What-if 3 (WI3) combines the effects of adopting WI1 and WI2, i.e., both relocation of back-up systems and critical units. In this case Fire Protection and HVAC are also installed if missing, and are assumed to be co-located with the newly positioned critical units.
Table 6 presents the TRRI resulting from implementation of the three “what-if” scenarios and the baseline (no intervention) scenario for the three Hazard Levels. Table 7 summarizes the effectiveness of each “what-if” scenario in increasing the number of operational critical units after a tsunami, as compared to the baseline scenario. In Table 7, the effectiveness of the “what-if” scenario, indicated as [image: image], is calculated for each critical unit type, as follows:
[image: image]
where [image: image] is the total number of units (for each type), [image: image] is the number of operational units in the “what-if” scenario, and [image: image] is the number of operational units for the baseline scenario.
TABLE 6 | Summary of TRRI for the critical units under three hazard levels: baseline scenario and three different What-If (WI) scenarios.
[image: Table 6]TABLE 7 | Summary of the effectiveness of each What-If (WI) scenario.
[image: Table 7]From Tables 6 and 7 it is observed that moving the back-up systems to a safe location (WI1) significantly improves the number of operational MW, OT and PW available after tsunami for all Hazard Levels, but is not effective in improving the number of operational ICU and LR units with respect to the baseline for tsunami above Hazard Level 1. This is because many critical units remain vulnerable to direct tsunami inundation.
Implementation of WI2 provides no/little improvement over the baseline scenario for Hazard Levels 1 and 2, as the failure of back-up systems in DGH Matara and BH Tangalle compromise their critical unit operationality and BH Balapitiya is not inundated at these Hazard Levels. However, for Hazard Level 3, despite inundation of BH Balapitiya, some of the back-up systems are not compromised and by elevating the critical units their risk of direct inundation is reduced and their operationality maintained.
An increased effectiveness is observed for What-If scenario 3, as compared to either WI1 or WI2 individually. The combined intervention on back-up systems and critical units is more beneficial than the sum of their individual effects. This is because in WI3 any missing back-up systems are added to the hospital buildings, and the HVAC and Fire Protection systems are moved to upper levels with the critical units, thus joining the other back-up systems in being in a safe location. This results in RRIbcs values close to zero, which when combined with the reduced risk of critical unit inundation, results in 95%, 82%, and 64% of all critical units being operational under Hazard Levels, 1, 2, and 3, respectively. It is highlighted that even in WI3, ICU and OT remain at significant risk from tsunami of Hazard Level 3, with only one quarter of the units predicted to remain operational. To further increase their tsunami resilience, interventions would be needed on the buildings that house these critical units, in order to improve their structural and foundation systems. The TRRI analysis prioritizes buildings M1, M15, and M27 in DGH Matara for such interventions, as these are predicted to suffer heavy damage and/or collapse under the tsunami hazard scenarios, even though the risk to back-up systems and critical units can be reduced through WI3.
The suggested interventions are not based on financial considerations or other constraints, and are applied to all three hospitals. However, it is clear that the TRRI and proposed efficiency measure [image: image] can be adopted for other What-If scenarios that could apply more targeted or different interventions on single hospitals or buildings to optimize the cost-to-benefit. The advantage of the TRRI is that such interventions can be explored across single or multiple hospitals in a manner that is not computationally expensive and does not require high levels of technical expertise.
CONCLUSION
This paper presents a new tsunami relative risk index [image: image] for the assessment of risk to critical units in hospitals exposed to tsunami inundation. The TRRI is a quantitative index that considers tsunami risk to 1) the hospital buildings housing critical units, with tsunami hydrodynamic loading, debris impact and scour considered, 2) the critical units themselves and 3) the critical back-up systems that support the functioning of critical units. Each component of tsunami risk is evaluated on a scale of 0 (no risk) to 1 (high risk), and the overall risk to the critical unit is taken as the highest value from the three components. A methodology is provided for the simple evaluation of the tsunami risk indices for each component that draws upon engineering principles and practice, physical interpretation of tsunami risk and expert elicitation. The TRRI approach is tested for a case study of three hospitals in Sri Lanka, wherein the TRRI is used to assess the number of critical units (that are housed in reinforced concrete buildings) remaining operational after tsunami inundations of three intensities. It is demonstrated that the TRRI approach allows the identification of the drivers of loss of operationality of critical units under the different hazard scenarios. The TRRI analysis for the three hospitals show a high functional vulnerability of back-up systems and critical units under low levels of tsunami inundation. These findings can inform decisions to be made as to interventions for improving the operational resilience of critical units within a single hospital complex, as well as across a network of hospitals to ensure health service provision. The latter is demonstrated by conducting a series of “what-if” scenarios for different interventions on the case study hospital network and re-calculating the TRRI values for each critical unit. Comparison of the number of critical units predicted to be functional after a tsunami under the baseline scenario, (i.e. no intervention) and the different “what-if” scenarios, allows the identification of individual and combined interventions in improving the tsunami resilience of healthcare provision across the hospital system. For the three hospitals in Sri Lanka, relocating back-up systems and units to safe locations would be an effective intervention; however, under large tsunami events the hospital buildings and their foundations are predicted to suffer heavy damage and/or collapse.
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Tsunami hazard is typically assessed from inundation flow depths estimated from one or many earthquake scenarios. However, information about the exact time when such inundation occurs is seldom considered, yet it is crucial for pedestrian evacuation planning. Here, we propose an approach to estimating tsunami hazard by combining tsunami flow depths and arrival times to produce a nine-level, qualitative hazard scale that is translated into a simple tsunami hazard map. To do this, one of the most populated regions of the coast of Chile is considered as the sample site, using a large set of 2,800 tsunamigenic sources from earthquakes with magnitudes in the range [image: image], modeled from generation to inundation at high resolution. Main outcomes show great dependency of the hazard categorization on the tsunami time arrival, and less to the flow depths. Also, these results demonstrate that incorporating different sources of variability such as different earthquake magnitudes and locations as well as stochastic slip distributions is essential. Moreover, this proof-of-concept exercise clearly shows that the qualitative hybrid categorization of the tsunami hazard allows for its more effective understanding, which can be beneficial for designing mitigation strategies such as evacuation planning, and its management.
Keywords: Tsunami hazard, microzoning, arrival times, flow depths, evacuation, slip distributions, earthquakes, central Chile
1 INTRODUCTION
Tsunamis are natural events that can have a range of disastrous consequences, such as loss of life (Doocy et al., 2013), damage to infrastructure (Charvet et al., 2017; UNISDR, 2018), and triggering morphological changes that can affect the sustainability of coastal environments and communities (Morton et al., 2011; Atwater et al., 2013; Catalán et al., 2015; Hoang et al., 2018; Imamura et al., 2019). Moreover, tsunamis can spread over large portions of the ocean basins where they occur, and their hydrodynamic behavior can vary significantly along the affected coasts. The triggering of a tsunami can be due to several processes, some of which are not yet fully understood, and the capability to forecast the inundation following a known tsunami source is still undergoing active research.
Partially due to recent tsunami-related disasters, tsunamis have been increasingly recognized by coastal communities throughout the world as potential hazards that need to be accounted for to mitigate the associated risk. The safest approach to minimize risk would be to relocate outside the inundation zone, which would yield zero exposure, yet would be a costly measure and is thus, to some extent, unlikely. Since redesigning coastal settlements is not usually a feasible option, evacuation planning is necessary for risk and loss of life minimization. Indeed, it has been shown that evacuation is the most effective measure to reduce casualties during tsunami events (McAdoo et al., 2006; Makinoshima et al., 2020). As demonstrated by past tsunamis, wave heights, inundation flow depths and inland extent, and arrival times can vary substantially over horizontal spatial scales of a few hundred meters. This means that risk, as a result of exposure and other dependencies, likewise varies over short spatial scales, and should thus be assessed with the corresponding resolution.
To characterize risk, the required first step is to obtain an estimate of the tsunami hazard, both in terms of its magnitude and recurrence. Aided by progressively increasing computational capacities due to new hardware and software, as well as novel numerical implementations, state-of-the-art tsunami numerical models allow for a large number of computations in shorter time, even when the modeling considers tsunami generation, propagation and inundation (e.g. Yamazaki et al., 2009; LeVeque et al., 2011; Macías et al., 2017). As a result of the improved numerical performance, the once standard method of estimating the tsunami hazard based on single (or small number of) worst credible scenarios (Scenario-Based Tsunami Hazard Assessment SBTHA, Tinti et al., 2011; Harbitz et al., 2013) is being gradually superseded by Probabilistic Tsunami Hazard Assessments that considers multiple scenarios with stochastically defined slip distributions (PTHA, e.g. Geist and Parsons, 2006; LeVeque et al., 2016; Park and Cox, 2016; De Risi and Goda, 2017; Davies et al., 2017; Volpe et al., 2019). In the latter, different sources of uncertainty can be included, especially those regarding recurrence rates, source variability and complexity (Grezio et al., 2017; Mori et al., 2018; Sepúlveda et al., 2018).
Regardless of the procedure to generate data, the tsunami hazard assessment follows two steps. First, it is based mostly on tsunami intensity metrics such as the tsunami peak coastal amplitudes (offshore) or inland flow depths. Ideally, other quantities such as tsunami momentum fluxes or velocities should be included also. Second, these tsunami intensity metrics are treated independently, and the focus is set on extreme values. The reason for this is obvious, considering that amplitude and flow depth can be correlated with the damage potential of the event. In some countries like Chile, evacuation plans are derived only from the information available on the tsunami hazard maps, which typically depict the flow depth in meters as a measure of the hazard, which can be difficult to interpret (Cubelos et al., 2019). Moreover, in the Chilean case, these maps are often derived from single scenario modeling (SHOA, 2012), and therefore, they may not consider the unavoidable uncertainties of the tsunami sources.
While considering hydrodynamic quantities such as the flow depths has implications for structural design, it can be less relevant for evacuation purposes, where the tsunami arrival time is of great significance. Yet, arrival times are seldom accounted for in tsunami evacuation maps (Wood and Schmidtlein, 2013), which possibly stems from the notion that evacuation should be instantaneous. While large flow depths obviously can seriously hamper evacuation, it should be noted that evacuation can also be affected when amplitudes or flow depths are small. Even flows of a few decimeters high can block routes, alter the psychological behavior of people, and even hurt them if the flow comes with debris and large speeds. Therefore, it could be argued that arrival time should be the only quantity of interest. However, flow depths are also relevant for the purpose of evacuation planning. Spatial information of flow depths is important for the design process of evacuation routes, (e.g. orientation and routing), or placement and design of potential vertical evacuation shelters. However, despite having detailed information about flow depths, current hazard maps tend to treat it in a binary way, that is, as a proxy to identify whether it is required to evacuate or not (León et al., 2018; Cubelos et al., 2019). Having a high level of detail for flow depths does not necessarily lead to improved insights, as they do not provide sufficient information for the decision on when to evacuate nor provide an estimate of how long it is required to remain outside the inundated area.
To overcome these deficiencies, evacuation studies resort to using agent-based modeling coupled with detailed, phase resolving tsunami modeling (e.g., León et al., 2020, among others). The downside is that, due to the high computational burden, only a small number of scenarios is usually considered, and the results become scenario-dependent and decoupled from the hazard map. Relying on single scenarios for evacuation planning appears to be a step back from the benefits gained by carrying out probabilistic tsunami hazard assessments that accounts for uncertainties of the tsunami sources. For purposes such as integral risk management, it will be useful to incorporate the tsunami arrival time as an additional intensity measure (Park and Cox, 2016; Park et al., 2018). However, providing hazard probabilities may hinder the ability to convey these results in a straightforward manner, which may lead to a lack of awareness or understanding of local tsunami risk by the population, thus hampering tsunami evacuation preparedness.
Tsunami arrival times also vary between events in the same region. The tsunamigenic zone width in Chile (distance between the trench and the coastline) is among the smallest in the world, resulting in very short propagation times. A country-wide assessment by Williamson and Newman (2019) yields times of 15–20 min or less. This has been observed empirically: during the 2010 [image: image] Maule event, the first arrival was reported to be of the order 20 min (Fritz et al., 2011), whereas during the 2014 [image: image] Pisagua tsunami, a 15 min arrival was measured at the Pisagua tide gauge (Catalán et al., 2015). Finally, anecdotal evidence indicates arrivals of about 8–12 min during the 2015 [image: image] Illapel tsunami (Aránguiz et al., 2016). This highlights the importance of conveying the notion of arrival time to the public, but has also emphasized the inevitable limitations and challenges of existing early warning systems. The Chilean tsunami warning system requires a period of at least 3–4 min after the onset of the earthquake to be able to first determine the preliminary source characteristics, based on seismic data (Catalán et al., 2020). This could leave little time to trigger evacuation, and emphasizes the need to account for tsunami arrival times in the mitigation strategies. For example, it has been observed that some coastal communities are unlikely to achieve a complete horizontal evacuation before the tsunami inundation arrives or reaches its maximum level, which can be attributed to a combination of the long distance to higher ground, early tsunami arrival, and spatial conditions that can contribute to an inefficient evacuation (León et al., 2019a, León et al., 2020).
Such challenges have been identified along the central zone of Chile (Zamora et al., 2020), an area that hosts a large coastal population and is highly exposed to large earthquakes (Martínez et al., 2020). From this follows the need to account for standard tsunami intensity metrics (such as flow depth) as well as very short expected arrival times (e.g., Williamson and Newman, 2019). The goal of the present study is to evaluate the benefit of coupling these metrics as a way to improve tsunami hazard assessment and mapping. This is done within the context of a proof-of-concept case study based on some aspects of seismic probabilistic tsunami hazard analysis (SPTHA; Lorito et al., 2015) and a hybrid aggregated-scenario approach (e.g., González et al., 2020). In particular, the aim is to introduce an approach to microzone tsunami hazards based on the hybrid distribution of flow depth and arrival time in the populated coastal cities of Viña del Mar and Valparaíso. For illustration purposes, a set of 2,800 synthetic earthquake ruptures was generated and used as input for numerical simulations of tsunami inundation along the region.
The paper is structured as follows: In Section 2, the methods and data used to achieve the objectives are described. In Section 3, results of the source characterization used for tsunami modeling and the numerical tsunami flow depth and arrival time outcomes are explained. Finally, in Sections 4 and 5, the discussion of the main findings and the conclusions are given.
2 DATA AND METHODS
Tsunami hazard assessment relies on the proper characterization of the potential tsunamigenic sources (e.g., earthquakes, submarine or subaerial mass movements, etc.,). In this paper, only tsunamis triggered by seismic sources along the subduction megathrust are considered. While this could limit the scope of the tsunami hazard assessment performed, it is considered sufficient for illustrating the proposed approach. The overall procedure follows the workflow shown in Figure 1. First, an area of interest is identified where earthquakes are expected to occur. Next, the seismic source is characterized, leading to the generation of multiple scenarios considering a stochastic distribution of slip and an appropriate range of magnitudes. For each scenario, the initial sea-surface displacement is computed from regularly used elastic dislocation models. These displacements are treated as initial conditions for tsunami numerical modeling, from propagation to inundation, using high-resolution topographic and bathymetric computational grids. From these numerical simulations, the tsunami flow depths and arrival times are obtained. These tsunami intensity metrics are analyzed and integrated into an hybrid tsunami hazard microzoning map. The quantitative categorizations of each metric, microzoning map evaluated independently, are then combined to produce a qualitative characterization of the hazard. The details of these steps and their implications are discussed below.
[image: Figure 1]FIGURE 1 | Flowchart summarizing the overall procedure used in this study.
2.1 Definition of Seismic and Tsunami Sources
A high tsunamigenic potential due to megathrust earthquakes exists offshore of the cities of Valparaíso and Viña del Mar, in Central Chile, where regions of high frictional strength have been identified (Sippl et al., 2020). The expected rupture zone roughly coincides with the most populated coastal zone of metropolitan Chile (Figure 2), including the cities of Viña del Mar and Valparaíso, which are home to about 40,000 people that live within the inundation zone. Their population increases significantly during the summer season, increasing risk (data available at http://siedu.ine.cl).
[image: Figure 2]FIGURE 2 | Tectonic setting, seismic source zone and study area. (A) Regional map of South America showing the subduction zone formed between the Nazca and South America plates that converge at 6–7 cm/yr (B) Seismic source zone. The black polygon demarcates the Zone 2 from Poulos et al. (2019), where 2,800 seismic sources with stochastic slip distributions were generated. For reference, thin grey lines show Slab 1.0 depth contours every 20 km (Hayes et al., 2012). Orange lines show the along-strike extent of selected earthquake ruptures from 1900–2020, and the 1730 rupture estimated by Carvajal et al. (2017a) is shown in red (C) Digital elevation model of Valparaíso and Viña del Mar coastal cities. The red lines show the official tsunami evacuation routes.
At least 11 earthquakes with magnitudes larger that [image: image] have ruptured near the area of interest since the mid-16th century when written history began. The largest of these is the mega-earthquake that occurred in central Chile in 1730, with an estimated magnitude of [image: image] (Carvajal et al., 2017a). Since then, at least three interplate earthquakes with magnitudes larger than [image: image] took place, in 1822 [image: image], 1906 [image: image], and 1985 [image: image], whose rupture extent is shown in Figure 2. The 1822 and 1906 earthquakes only triggered small tsunamis, which caused no damage along the coast (Carvajal et al., 2017b; NGDC/WDS, 2018). Similarly, the 1985 earthquake (Barrientos, 1988) produced a small tsunami, with an amplitude of less than 2 m, as locally measured in the Valparaíso tide gauge (Nakamura, 1992). These observations in the 1822, 1906 and 1985 events have been explained by deeper than average ruptures (Carvajal et al., 2017b; Bravo et al., 2019), highlighting that tsunami characteristics can vary significantly among different megathrust earthquakes in this region. Consequently, it has been suggested that the shallow part of the megathrust offshore Valparaíso, which was ruptured in 1730 but not in those that followed in 1822, 1906 and 1985, is highly coupled, and thus may generate a large tsunamigenic earthquake in the near future. Further to the north, the 1922 [image: image] Vallenar (Copiapó) earthquake, whose rupture extended for about 300 km (Beck et al., 1998), generated a tsunami that was recorded in the far field (i.e., Japan and New Zealand), and affected coastal cities from Callao (Perú) to La Serena, Coquimbo and the San Felix island (80.04° W, 26.37° S, not shown in Figure 2), yet it did not produce a large tsunami in Valparaíso nor Viña del Mar. Neither did the 2015 Illapel earthquake. Events to the south, such as the 1960 Valdivia and the 2010 Maule earthquakes, produced large tsunamis that caused no damage in these cities. Hence, it appears that tsunamis in this region are related to earthquakes with ruptures closer to these cities, with large tsunami inundation events occurring on average every 500 years (Dura et al., 2015).
While a complete SPTHA in this region is required, a recent study has estimated the tsunami hazard in central Chile based on the potential rupture of only very large magnitude events (Becerra et al., 2020), by generating seismic scenarios over a rupture area similar to or larger than that of the 1730 Valparaíso earthquake (Carvajal et al., 2017a). A broader range of magnitudes will need to be considered, which includes also smaller magnitudes, and a full range of uncertainties. It should be noted that the goal of this study is not to conduct a full SPTHA, which essentially follows other goals and takes into account additional uncertainties. However, future SPTHA efforts could follow the same basic approach as presented here.
For the present study, an extensive rupture area is considered, over which great earthquakes of magnitudes ranging from [image: image] 8.6 to 9.2 may occur. In particular, the domain is based on the Zone 2 defined in the study of Poulos et al. (2019), which is shown by a black polygon in Figure 2B. Ruptures located further north or south of it are not considered due to their minimal effect in the study area, as observed in past tsunamis. The source geometry extends from latitude 25° S to about 36° S along-strike, roughly 1,100 km, and has a varying width of around 200 km down-dip (Poulos et al., 2019). Source parameters are based on the subduction zone model of Hayes et al. (2012). Over this source zone, a set of 2,800 rupture scenarios with varying slip in both dimensions of the fault are generated, considering 400 scenarios for each of seven magnitude bins between [image: image] 8.6 to 9.2, with 0.1 magnitude unit increments. Each scenario does not necessarily use the whole extent of this region, and their individual sizing follows the scaling laws proposed by Blaser et al. (2010).
To generate the set of scenarios, the fault region is discretized into 505 rectangular sub-faults with dimensions of 22 × 22 km along strike and downdip. The Karhoenen-Loeve expansion is used to generate aleatory slip distributions (LeVeque et al., 2016; Melgar et al., 2016). This is done to account for epistemic and aleatory uncertainties due to intra-event variability, i.e., the range of possible slip distributions for events of the same magnitude. The approach departs from SPTHA in the sense that the recurrence, or the probability of a target magnitude earthquake to occur in a given time window, is not considered, and all scenarios have the same weight. It is not intended to address the probability of occurrence for a certain flow depth or arrival time, but the focus is on evaluating what to do in case it occurs.
For each rupture scenario, a tsunami initial condition is obtained based on its respective coseismic seafloor displacement, which is modeled to be equivalent to the free sea-surface displacement, under the assumption of incompressible water and instantaneous rupture (Kajiura, 1970). Although this simplification may not completely hold in reality, this approach should be a reasonable first-order approximation. Seafloor and land deformation were computed with the analytical solutions of a rectangular source given by Okada (1985). The total sea-surface displacements, which were used as the initial conditions for tsunami modeling, were approximated by superposing the displacements of each subfault. Although the horizontal displacement of the inclined seafloor may contribute to the total sea-surface displacement (Tanioka and Satake, 1996), here only the vertical deformation of the upper plate is considered, since it has been suggested to control the tsunami generation in the study area (Bletery et al., 2015). For the purpose of retrieving accurate arrival times, the use of an instantaneous rupture can introduce an error owing to the finite rupture propagation velocity. For the size of the sources considered here, it was estimated that the error would be at most [image: image], for the worst-case situation of a unilateral rupture propagating from the northern end of the domain. Including this additional scenario uncertainty introduces several unconstrained parameters such as rupture origin, rupture propagation speed and direction. While future implementations of the methodology presented here could address these additional uncertainties, for instance through Monte Carlo schemes, here the non-kinematic rupture assumption is retained for simplicity and illustration. No sensitivity analysis was carried out on alternative sub-fault dimensions (Li et al., 2016).
2.2 Tsunami Numerical Modeling
For each tsunami source, the inland flow depths and arrival times are computed using the tsunami modeling software Tsunami-HySEA (Macías et al., 2017). Tsunami-HySEA solves the two-dimensional shallow-water equations (NLSWE) using a high-order path-conservative finite volume method. Values of instantaneous water depth h, and momentum fluxes [image: image] and [image: image] at each grid cell are estimated with mass preserving properties, where a high order is achieved by a non linear Total Variation Diminishing (TVD) reconstruction operator. During the reconstruction procedure, the positivity of the water depth is ensured. For wet-dry front discretization and tracking, Tsunami-HySEA implements a 1D Riemann solver used during the propagation step that takes into account the presence of a dry cell. This allows tracking the wave front and therefore a quantification of the arrival time, by registering the time when a land grid cell first changes from a dry to a wet state. More information on the numerical scheme can be found at https://edanya.uma.es/hysea/.
High-resolution bathymetric and topographic computational grids were produced. A topo-batyhmetric elevation model was created using data from the General Bathymetric Chart of the Oceans (GEBCO, 2019), nautical charts from the National Hydrographic and Oceanographic Service of the Chilean Navy (SHOA, by its Spanish acronym), local cartography and ALOS World 3D-30 m (AW3D30) elevation data (Tadono et al., 2014). The coordinate reference system was in geographical coordinates referenced to ellipsoid WGS84, and the vertical datum was set to the local mean sea level. Due to the 1.8 m microtidal range, the tide level is kept constant for simplicity, although it could be considered an additional source of uncertainty. The computational grids were generated using triangular irregular networks, and Delaunay triangulation was used to interpolate to a uniform grid among different sources. Four nested regular grids were generated, with resolutions of 30, 7.5, 1.875 and 0.234 arc seconds (∼925, ∼230, ∼55 and ∼10 m), respectively, as shown in Figure 3. The finest grid covers the urban area of the cities of Valparaíso and Viña del Mar. A constant Manning’s roughness coefficient was set to [image: image]. The simulation time was set to 4 h, using a variable time step to satisfy the Courant-Friedrichs-Lewy’s (CFL) stability condition in each grid, with a common value of [image: image] for all of them.
[image: Figure 3]FIGURE 3 | Nested digital elevation models used in the numerical simulations. The colorbar stands for the terrain elevation with resolutions of 30 arcsec (grid 1), 7.5 arcsec (grid 2), 1.875 arcsec (grid 3) and 0.234 arcsec (grid 4). Red points show the points of interest where tsunami arrival times are analyzed.
2.3 Assessment of Tsunami Inundation Metrics
Time series of inundation flow depth [image: image] were obtained at each grid point [image: image], where the superscript i indicates a scenario, [image: image]. The flow depth was computed as the instantaneous free surface water elevation computed by Tsunami HySEA [image: image] minus the terrain elevation [image: image] at the time of the tsunami arrival. The latter differs among scenarios because each scenario produces different seafloor and land coseismic deformation. Since the goal was to assess the likelihood of a land cell to be inundated, zero values meaning no inundation were retained in the analysis. In addition to this, the arrival time was retrieved from the model by recording the first time a grid cell was inundated, denoted [image: image]. Instances of no inundation can be considered as an infinite arrival time. Since this could, however, negatively bias the results, they were removed for the analysis of arrival times. In defining the arrival time in this way, it becomes decoupled from the flow depth, and the two variables are considered independent.
This approach, at least initially, imposes constraints similar to simplified SPTHA methods that consider inundation (e.g., those of Lorito et al., 2015; Sepúlveda et al., 2018). But, unlike those, no subsampling to reduce the computational burden is applied because arrival times can be controlled by aspects such as relative orientation and relative distance to the slip patches. This may preclude clustering and linearization, and instead makes it necessary to perform inundation modeling with the complete catalog of synthetic scenarios.
The focus of the present study is to produce relevant information for evacuation planning. This goal definition controls the hierarchy among the variables, and also the rationale behind selecting a representative value among all scenarios and modeled quantities. For evacuation purposes, the earliest arrival at each cell among the set of scenarios is considered as the worst situation. Similarly, the worst case would be the maximum flow depth. Hence, each time series of flow depth [image: image] is reduced to its maximum, [image: image]. Next, the extrema among all scenarios are computed, yielding the final set [image: image] and [image: image]. At each cell, the shortest arrival time and the maximum flow depth do not necessarily correspond to the same scenario.
Tsunami hazard maps usually convey information about flow depth, measured discretely in length units, (e.g. meters) with some level of discretization. This can be counterintuitive and difficult to interpret as to its implications. In contrast, the approach used for some tsunami warning systems is to characterize the hazard based upon peak tsunami coastal amplitudes estimated closely offshore. The use of actual numerical values is discarded in favor of a categorization based on thresholds, as it is then possible to relate it univocally to an evacuation action to be performed by the population. This is the case, for instance, of the tsunami warning system in Chile, where the tsunami hazard analysis identifies four hazard levels that are associated with three different evacuation actions (Catalán et al., 2020): 
[image: image]
where [image: image] is estimated offshore, at a prescribed water depth. Of these hazard levels, both Watch and Warning prompt a complete evacuation of areas that are under the 30 m elevation contour, and the Advisory hazard level indicates evacuation of the closest 80 m (horizontally) to water bodies and the ocean. For the Informative hazard level, no action is required.
No equivalent metric or categorization exists for the inundation flow depth, as it has been implicitly assumed that any inundation level is hazardous enough to prompt evacuation. Moreover, no categorization exists for the arrival time either, as it has been assumed that evacuation needs to occur immediately, regardless of when the inundation takes place. Here it is hypothesized that coupling these parameters can produce relevant information for a more detailed analysis of evacuation strategies. Also, it could lead to maps that could be easier to interpret by the general public.
Therefore, as a first step, it is proposed to categorize the final set of flow depth and arrival time values, using a nine-level qualitative hazard scale, from A1 (least hazardous) to C3 (most hazardous), as shown in Table 1. These levels result from the combination of the hazard levels as established in the Informative, Advisory and Watch levels, defined in Eq. 1, now mapped as values 1, 2 and 3, respectively, with a new classification of the arrival time.
TABLE 1 | Classification of hazard levels.
[image: Table 1]The temporal thresholds presented in Table 1 were defined arbitrarily, and could be subject to modification depending on the location and/or objectives of the assessment. Here, we use as first reference the expected issuance of the first assessment by the Chilean Tsunami Warning System in Chile (about 8 min, which is rounded up to 10 min), and twice that time. These threshold values are consistent with arrivals observed during past tsunamis in Chile, and with observed and modeled evacuation times in the area (León et al., 2020). These are denoted by letters, from A to C (least to most hazardous). The applied hierarchy gives more relevance to the arrival time compared to flow depth. Hence, a very early arrival with small flow depth, (i.e. C1), is considered more hazardous for evacuation than an early arrival with large amplitude, (i.e. B2). This is based upon the consideration that even flow depths as low as 70 cm with 1.3 m/s flow speeds can already put under threat a pedestrian (Koshimura et al., 2006), and the tsunami fatality rate is highly increased when inundation depths exceeds 2 m according to fragility curves (Koshimura et al., 2009). While this hazard ranking is arbitrary, for the present goal it is proposed as a baseline scheme that could be further developed if deemed necessary. For completeness, alternative thresholds were tested and are shown in the (Supplementary Table S1, S2), which do not alter the main conclusions of this work.
3 RESULTS
3.1 Source Characterization and Tsunami Modeling
Before analyzing the resulting hazard maps, it is relevant to first evaluate the data that supports them. The statistics of the slip distributions used as initial conditions for the tsunami modeling are thus reviewed. In Figure 4A, a sample scenario is shown, where a relatively shallow and concentrated peak slip area is observed, with a maximum slip value that exceeds 15 m. This particular value is slightly lower than the 19 m estimate of offshore slip deficit accumulated since the last large earthquake in 1730 (Carvajal et al., 2017a), considering a convergence rate of about 6.5 cm/yr. This source does not feature slip in the entire considered seismogenic domain, which allows for the rupture size adjustment according to scaling laws (Blaser et al., 2010). This was the intended behavior of the scenario generation algorithm for producing earthquakes with different magnitudes.
[image: Figure 4]FIGURE 4 | Statistics of the slip distribution estimated at each cell including all seismic scenarios generated using the K-L expansion for the range [image: image] 8.6 to [image: image] 9.2 (A) One scenario ([image: image] 9.0) is shown as an example (B)[image: image] slip values (C)[image: image] slip values; and (D)[image: image], median slip values.
The randomness and variability of slip across all scenarios are illustrated in other panels (Figure 4B–D). Since slip is always positive, data are not Gaussian distributed. Hence, non-Gaussian statistics will be used. All data at each cell are sorted and normalized, and the local cumulative distribution function, [image: image] is estimated as the value of the variable a below which α % of the data are ranked. The a can stand for slip, flow depth or arrival time. The expected value is estimated by the 50-percentile [image: image] while the range of variability is estimated by the difference [image: image].
The spatial statistics for coseismic slip are shown in Figures 4B–D. The [image: image] value is presented as a proxy for the maximum value. It yields a relatively uniform distribution, highlighting that the generation method does not include areas of preferential slip, as intended. Similarly, the variability range shows a similar structure, although there is slightly larger variability close to the shoreline. The same structure is found for the median value, indicating that the source scenarios do not show a strong bias toward a certain subset of sources. Additional data and analysis can be found in the (Supplementary Figure S1).
Figure 5 shows the results of tsunami inundation at Viña del Mar and Valparaíso, in a way that aggregates information from all simulated scenarios. For instance, Figure 5A shows the envelope of maximum flow depths, [image: image]. In Viña del Mar, maximum flow depth reaches up to ≈[image: image] 15–17 m over a very narrow band near the shoreline (dark red color), which decreases to [image: image] 10–15 m in almost the entire river floodplain area, with larger values in the vicinity of the river mouth and in the low elevation areas of the city. The largest tsunamis among the set can propagate up to 4.0 km inland. On the northern end of Viña del Mar and in the section between Viña del Mar and Valparaíso, hills very close to the coast control the flow, leading to a minimal inundation extent, although maximum inundation depths can reach up to 25–30 m. Results for Valparaíso show a similar pattern, where the maximum flow depths in the low-lying areas can reach about 10–15 m. However, the inundated area is smaller, owing to the typical steep topography of the city. These results are consistent with the tsunami inundation chart provided by SHOA (available at http://www.shoa.cl/php/citsu.php), which was elaborated using a few seismic sources based on previous estimates of the 1730 earthquake ([image: image] 8.8–9.1), slightly lower than the most recent [image: image] 9.1–9.3 assessment based on near-and far-field tsunami evidence (Carvajal et al., 2017a).
[image: Figure 5]FIGURE 5 | Maps of inundation statistics at Valparaíso and Viña del Mar: integration of all scenarios between [image: image] 8.6–9.2 (A) Envelope of the maximum flow depth [image: image](B)[image: image] of the maximum flow depth of the set of scenarios (C) Fraction of events that inundate each cell; and (D) Minimum arrival time at each cell, [image: image]. Values of flow depth are provided in meters, arrival time in minutes and the fraction in percentage. In the Supplementary Figures S3–S9 similar maps are shown for each [image: image].
These results focus on the absolute maximum at each cell, which is usually the quantity of interest. Figure 5B shows the [image: image] value. In general, there is a reduction of about 50% in the flow depth values between the maximum and [image: image]. This is indicative of a heavy tail in the distribution at each cell, and shows that a small number of scenarios may control the distribution. Figure 5C shows the fraction of scenarios that inundate each cell. Typically, less than 20% of the modeled scenarios are capable of inundating beyond the shoreline in Valparaíso. In Viña del Mar, typical values are 30% of the scenarios inundating parts of the floodplain, and a few more inundate the river bed and propagate upstream. These results highlight that a relatively low number of scenarios are capable of inundating large parts of the domain. As 2,800 scenarios were used in this study, 10% of them represent 280 scenarios, which is still a large number in absolute terms. These scenarios inundate the domain with a wide variety of flow depths and spatial extents of inundation. This could indicate a large sensitivity of the inundation characteristics to the details of the source, such as the distance between concentrations of high slip and the studied cities.
Figure 5D shows the spatial distribution of the envelope of the minimum arrival time, [image: image], in minutes. A smooth evolution of arrival times is apparent, which may imply that arrivals are uniform among different scenarios, or perhaps controlled by a single scenario. Arrival times are short, ranging between 5 and 35 min, with typical values less than 20 min for most of the inundated area, which would put significant stress on a timely evacuation effort. Results for Valparaíso and Viña del Mar are similar, with the latter having slightly longer times due to the larger extent of the inundation zone.
3.2 Hazard Microzoning
Based on these data, the categorization and thresholds presented in Table 1 are applied to the ensemble of 2,800 scenarios. Figure 6, top row, shows the categorization (Cat.) based solely on the flow depth, where these flow values larger than 1 m (Cat. 3) cover most of the map, resulting in rather uniform maps. This may be taken to imply that the whole area should be treated equally, and that the same evacuation response should be triggered during an emergency. Hence, this map can be further simplified to a binary map for evacuation planning purposes. The use and categorization of arrival time leads to a similar result (middle panel), where most of the arrivals are Cat. B (between 10 and 20 min), again resulting in uniform maps. Just a small area near the river entrance in Viña del Mar, and west of the breakwater in Valparaíso, show very early arrivals (Cat. C, <10 min). Note that this breakwater is intended to protect the port from wind waves, and there were no tsunami considerations in its design. In fact, no coastal defenses that target tsunami mitigation exist in this area.
[image: Figure 6]FIGURE 6 | Application of categorization thresholds to qualify hazard (A) Hazard levels based on tsunami flow depth (B) Hazard levels based on tsunami arrival time (C) Hybrid categorization hazard levels. Thresholds for each case are defined in Table 1. Refer to Fig. S10 in the Supplementary Material where the fraction of events in each hazard level is shown, and Figs. S11‐S17 to see the categorization for each Mw.
The hybrid categorization proposed in this work is presented in the bottom row of Figure 6. The extent is the same as in the other maps, adding no information as to which locations need to be evacuated. However, the combined use of both parameters adds an extra layer of detail that can provide significant information. For example, some small areas that yield large amplitudes have been classified as Cat. A3 (dark green), because of the large inundation depths (>1 m) and relatively late arrival inundation times (>20 min). Regions of extreme hazard are identified as Cat. C3 (dark brown) near the river entrance and northwest of the port. However, most areas are classified as level B3 (pale brown). At first glance, it may seem as if this categorization is not sufficiently informative compared to the original maps. The B3 level likewise suggests that the tsunami is not only large but will also arrive slightly later (between 10–20 min). In the following, the consequences of the proposed mapping are analyzed.
4 DISCUSSION
4.1 Implications for Evacuation Procedures
Typically, tsunami hazard maps are presented in terms of flow depth values, consistent with the notion that flow depth is the main driver of tsunami damage, at least to first order. Yet, within the context of evacuation, the relevant variable is the time difference between evacuation and arrival time, which needs to be maximized. The premise of evacuation studies is that a person is considered under threat once the tsunami arrives first, (i.e. before evacuation is completed), regardless of its flow depth. While this concept may be debated, it is notably decoupled from the parameter flow depth. Evacuation strategies, on the other had, usually attempt to promote instantaneous evacuation, ideally triggered by the earthquake itself (self-evacuation) or by alarms issued by authorities. Within the context, it is relevant to know the extent of the inundation zone, and promote instantaneous evacuation inside it. A binary map could suffice for this.
Real-world evacuation processes, in contrast, cannot be accomplished instantaneously. Travel times to safe ground vary dramatically depending on several factors, such as topography, road connectivity, blockages, criteria to define “safe zones”, and others. For the study area, León et al. (2019b) and León et al. (2020) noted that many areas of Viña del Mar are too far away to reach the high ground defined as “safe zones” (up to 48 min). This is shown in detail in Figure 7, where official evacuation routes and safe zones are presented. National guidelines indicate evacuation sites have to be located above the 30 m terrain contour, shown in green in Figure 7. This contour is generally located relatively far from the inundation zone, thus requiring long travel times for some residents. To illustrate this, tsunami arrival time and the expected behavior of the population to an alert, in case that people are located close to the beach area, is examined for three starting points within the C3 zone. These starting points are denoted by orange squares in Figure 7, where dashed red lines highlight the suggested evacuation routes according to the evacuation map. If a person departs from starting point S15, the route along 15 Norte should be followed for 1.0 km to arrive at the M1 safe zone. A second person, located in S08 would be required to walk 1.9 km before reaching the M2 safe zone as per the current evacuation recommendations. Critically, a person located in site S02 would have to walk about 2.7 km in order to arrive at the M3 evacuation site. As shown by the tsunami arrival time (shown in black contour lines), after 15–20 min, maximum flow depths of [image: image] 1.5 m can be expected. Flow depths of [image: image] 0.5 m can occur 1.5 km inland just 20–30 min after the earthquake. If a person walks at an average speed of 1.1 m/s (Fraser et al., 2014), it is clear that the tsunami front would catch evacuating pedestrians. Using agent-based models to assess multi-scale evacuation (León et al., 2018; León et al., 2020) found successful evacuation rates of about 61% of the people if the current “safe zones” are used. Their data are presented in the color scale in 7, depicting the time required to reach a safe zone depending on the starting location: a person starting around point S02 could take about 48 min to reach safety, whereas the tsunami could arrive as early as 10 min.
[image: Figure 7]FIGURE 7 | Map comparing evacuation times (shown with the colored grid) and distances to tsunami arrival times for Viña del Mar. Black contours represent tsunami arrival time isolines. Orange squares show three example starting points (S02, S08, S15) for persons to be evacuated, for estimating their distances to the three corresponding meeting points M1, M2 and M3; Et: pedestrian evacuation times according to the shortest routes from León et al. (2019b). Evacuation route (red) locations have been retrieved from: https://www.onemi.gov.cl/mapas/region/valparaiso/.
Including tsunami arrival times in hazard estimation is thus essential, but it does not suffice to drive evacuation planning. Using time alone neglects the effect of the magnitude of the tsunami. When arrival times are combined with flow depths, as in the present proposal, a more detailed zoning arises. This allows for further analyzing the connectivity of evacuation routes, and even the placing of evacuation infrastructure (e.g., for vertical evacuation). In the example, some of the Cat. C3 areas are located near Cat. A1 or Cat. B1 areas. This is relevant, because it means that properly designed vertical evacuation infrastructure could be located in these Category. One zones. While these areas are still subject to inundation, it occurs with smaller flow depths and late arrivals, which could result in reduced pedestrian evacuation both in distance and time. Of course, this would require proper design of said infrastructure. Another alternative worth considering could be a shift of meeting points, with people traversing over zones not foreseen now. For instance, from the vicinity of point S02, to the nearby hill (see Figure 7), if the safeness of the evacuation route is previously guaranteed. These hybrid maps illuminate other viable options that may not be derived when only the flow depth is taken into account.
One apparent downside is that most of the area in the hybrid categorization map (Figure 6C) falls into a single category, B3. Although this is not ideal, it is also not a severe handicap. León et al. (2018) carried out an exercise where additional evacuation shelters were placed within the inundation zone, greatly improving safe evacuation. Their rationale for locating these additional vertical evacuation sites was based on structural and building type considerations. Based on our results shown in the hybrid map, additional vertical evacuation could have been carried out in locations close to the orange squares in Figure 7. For this purpose, it is not useful to locate additional evacuation sites in the A3 or B3 areas, but possibly in an A2 or B2 area, since there would be shorter pedestrian travel times, with less risk of damage due to the smaller flow depth. It is thus hypothesized that planning exercises can be greatly improved using this hybrid mapping approach, without the need to use costly single scenario models that do not cover all possibilities.
Note that the proposed map is not aimed to be used during an evacuation, but in advance of it. The design of the map is based upon considerations that need to be coordinated with decision and/or policy makers. The more clear the definition of thresholds of the hazard variables and time arrivals, based on elicitation with authorities, will ensure more practical use on decision making. Arrival times vary between locations, and early arrivals can be defined in accordance to local values and evacuation times. A second important aspect is the hierarchy that has been imposed on the data, with the proposed categorization giving precedence to arrival time over flow depth. The rationale for this is based on the understanding that even a small flow depth could hamper evacuation. Nevertheless, the matrix-style categorization used here may be rearranged upon further considerations and analysis, e.g., during a systematic process of elicitation with authorities. A sensitivity analysis on this regard was performed (refer to Supplementary Figures S18, S19), which results in changes to the map. Nevertheless, it was found that the usefulness of the presented methodological approach is not affected by these decisions.
Once thresholds and hierarchies are defined, the next step is to quantify the hydrodynamic variables. While the relevance and definition of maximum flow depth is well established and thus does not necessitate further analysis, time of arrival is a metric that has a relatively loose definition. For the present case, it was identified as the instance when a zero flow depth becomes non-zero for the first time, regardless of its amplitude. Other criteria could consider the first time a flow depth threshold is exceeded, or the timing of the maximum flow depth. To study the effect of these decisions, all 2,800 time series at a selected point in the region C3 are analyzed. Figure 8A shows individual flow depth time series normalized by their maxima, and their mean and standard deviation (after removing zero flow depth series). The time axis of each series has been shifted by subtracting the arrival time, so all series have a common time domain. The time series are characterized by sharp fronts once the wave first inundates the shoreline. Although the maximum does not necessarily occur during the first wave, the difference between the time of the maximum and the recorded arrival time is typically less than 3 min, as shown by the histogram in Figure 8B. Thus, for the present case, the definition of the threshold of inundation depths to determine the arrival time is not very important. However, choosing a lower amplitude threshold would make the method and the resulting map more conservative for evacuation planning, which is recommended.
[image: Figure 8]FIGURE 8 | Arrival times at point of interest (POI) ID 31 (A) Time series of the normalized flow depth of 2,800 scenarios recorded at POI 31 shown in the inset map. The assessment is done considering inland arrival with time relative to the first non-zero value. Black line shows the mean and darker grey shows the standard deviation (B) Frequency of the time difference between the maximum amplitude arrival and the first amplitude arrival at POI 31.
4.2 Scenario Contributions to the Hazard Mapping
The presented approach to producing hazard maps departs from a deterministic, scenario based framework by considering a large number of different scenarios. It is also different from PTHA, because recurrence and probabilities are not considered. This is justified since saving lives ought to follow a low-probability, high consequences approach Muhari et al. (2015); Langenbruch et al. (2020). The planning must thus consider low probability events that cause high potential damage to the people, to minimize loss of life (Ranghieri and Ishiwatari, 2014). While it is desirable to ensure that evacuation routes and safe zones are designed in this way, other elements such as vertical evacuation structures could follow a different approach for their structural design.
An apparent feature of the performed modeling is that even though the scenario dataset considers a broad range of magnitudes and hundreds of slip realizations per magnitude bin, the final results and maps appear to be defined by just a small number of events. This is depicted by the fraction of events inundating the domain (Figure 5C). Whilst a large variability of tsunami inundation metrics was found, only few events in each magnitude bin were capable of inundating large swaths of the coast, while the majority were not able to inundate beyond the coastline. This is interpreted as an appropriate response from the modeling, since the set of scenarios incorporates shallower and deeper rupture depths, consistent with knowledge about past earthquakes in the area. For example, although smaller in magnitude than the present target scenario, the two last local events in 1985 ([image: image]Barrientos, 1988) and 1906 ([image: image]Carvajal et al., 2017b) triggered small tsunamis not perceived by the population, suggesting they occurred at deeper than average depths on the plate interface (Carvajal et al., 2017b). The retrieved intra-event variability incorporates these uncertainties, which makes the assessment more realistic than in the case of using a maximum credible scenario. However, this could be interpreted as an unnecessary step of the procedure when evacuation and reducing loss of life are the driving objectives. A more cost-efficient approach could consider sub-sampling of the parameter space, for instance, by focusing on large magnitudes only.
To better understand this, the scenarios that produce the extreme value at each cell are identified (Supplementary Figure S2). Figure 9A shows that only 16 scenarios contributed to generate the maximum flow depth map. Two scenarios control most of the domain (IDs 2,551 and 2,558), but several others are relevant for the western end of the domain, west of the breakwater. This could indicate a large sensitivity to whether these scenarios are included in the analysis. However, when the percentage of events (among this set of 16) that inundate each grid cell is considered (Figure 9C), it can be seen that typically, 80% or more of these 16 events do inundate a large section of the domain. Hence, similar results would be obtained as long as any of those 16 events was included. Five of the above-mentioned events are capable of reaching the maximum inundation, and they significantly modify the overall extent of the inundation zone. This means that including intra-event variability is essential to account for all cases, and may preclude filtering or subsampling for extreme (but plausible) earthquakes beforehand. This is reinforced when arrival time is considered. Figure 9B shows scenarios that contribute to the minimum arrival time for each cell, resulting in a set of 32 scenarios (Figure 9). A less uniform distribution compared to inundation depths is observed, with two scenarios controlling the minimum arrival time (ID 2589 and 2,472). Notably, scenario ID 2472 was not part of the scenarios contributing to flow depth maxima. Again, this further shows not only the need to include a large number of scenarios, but also the importance to treat the inundation depth and arrival times independently, as proposed here.
[image: Figure 9]FIGURE 9 | Discrimination of extreme values among scenarios (A) Scenarios that contribute to the maximum flow depth. Left number shows the scenario Id and in parenthesis the corresponding moment magnitude (B) Scenarios that contributed to the arrival time (C) Fraction of those scenarios that inundate each pixel.
This analysis may lead to the impression that only those large magnitude scenarios contribute to the presented results. To check this, a scatter plot of maximum flow depth and arrival time from all 2,800 scenarios was computed at five locations within the inundated area. Results are classified by magnitude, and the category thresholds are also shown in Figure 10. A large number of scenarios of different magnitude is observed to fall into the extreme category, and these are more frequent in the set than previously suggested, which can be observed in the cloud of scenarios that are classified as Cat. B3 at POI 29 (Figure 10C). The scenario of the maximum flow depth does not coincide with that of the minimum arrival time. Maximum flow depths appear to be more sensitive to scenario selection, with one or two scenarios having extreme flow depths. In contrast, arrival time usually has a larger number of events with similar values, as shown by a flatter distribution of data points at the shortest times. Some of the presented locations highlight the need to include different magnitudes and scenarios in the assessment. POI 62 (Figure 10F) shows that the largest events have late arrivals (Cat. A3), but there are several smaller events of different magnitude that arrive significantly earlier (Cat. B3). POI 30 (Figure 10D) shows that events of different magnitudes can yield a large range of flow depths, but all of them occurring within 10–20 min after the earthquake. Remarkably, this point (POI 30) is located near the river mouth, the area previously identified as the one having longer evacuation times. This reinforces the need to decouple arrival time and flow depth. Figure 10 also highlights the sensitivity of the results to the choice of thresholds, especially those related to arrival time. At POI 30, a single event arrives in less than 10 min, which controls the C3 category. Had the threshold been chosen at 12 min, 3 scenarios would have been considered.
[image: Figure 10]FIGURE 10 | Scatter plots of earliest arrival time against maximum flow depth, color coded by [image: image] from blue [image: image] to yellow [image: image](A) Location of selected points of interest shown in red. The black line is the coastline, and the green line stands for the 30 m a.s.l. contour. The background color indicates the categorization for five selected points of interest shown with red circles in the map (B) Point of interest ID 27 (C) Point of interest ID 29 (D) Point of interest ID 30 (E) Point of interest ID 32; and (F) Point of interest ID 62.
A by-product of the presented analysis is that it is possible to identify the latest arrival (uppermost points in the scatter plots). This means that after evacuation has been issued, no safe return to the inundated area should be allowed before approximately 180 min. This also implies that if no inundation has been observed after 180 min, or with some extra time added to be conservative, it would be reasonable to assume that no inundation will occur. The inclusion of arrival times hence not only defines the necessary promptness of evacuation, but could also be used to define the time of issuance of safe returns. To our understanding, this aspect has been largely missing from tsunami hazard assessments, yet it is a key aspect to be considered in areas where evacuations might be recurrent, as in Chile, and the system is at risk of a loss of confidence by the population due to perceived false alarms. A more detailed modeling exercise should also contain the effect of resonance and edge waves (Catalán et al., 2015; Cortés et al., 2017; Aránguiz et al., 2019), by modeling the domain for a sufficient time for them to occur. This could also necessitate an expansion of the analysis to seismogenic areas located further away from the area of interest.
These results show that it is relevant to include a wide range of scenarios and magnitudes, although the categorization may not be as sensitive to the inclusion of extreme events. This opens the possibility to implement post-processing methods (Sepúlveda et al., 2018; Davies, 2019) in order to omit some scenarios that can be contributing as outliers (or erroneous numerical artifacts), while also keeping the distribution of the starting configuration of stochastic realizations. This has not been implemented here, but could be part of a further refinement of the method.
5 CONCLUSION
In this work, the hybrid use of tsunami arrival times and flow depths in the elaboration of a hazard map has been evaluated. To this end, 2,800 stochastic sources and their respective tsunamis were modeled from generation to inundation in two cities of central Chile. Different ways of arranging the tsunami hazard categorization were tested, with the goal of producing a map that can be useful for decision making in evacuation planning and management, while being easy to understand.
The main findings show that a small number of scenarios generate large tsunami inundation, but with variable arrival times not necessarily associated to the same event. In contrast, similar tsunami arrival times can be the result of multiple events of different magnitudes. This result stresses that when evacuation is considered, reliance on the maximum flow depth alone does not suffice, and the inclusion of multiple events and magnitudes is essential, highlighting the need to incorporate intra-and inter-event variability. In the present study, aspects such as recurrence were not included, and ought to be subject of subsequent research. The approach used herein used the hazard envelope, under a low probability, high consequence framework.
Combining these two intensity metrics into a 9-level categorization that gives more weight to arrival time while acknowledging the maximum hazard as presented by the tsunami flow depth, yields maps that allow a better understanding of the hazard, especially when having evacuation as its main purpose. The hazard scale is built on a priori decisions such as the definition of thresholds, which could affect the details of the final map, and could be defined locally with authorities.
It was found that the map conveys relevant information as intended. Among the benefits found is the capacity of providing support for improving evacuation routes and safe zone placement, based on a very simple representation of the hazard. In addition, the arrival time-based maps allow for introducing the notion of safe return time windows after an evacuation has been issued.
At the local level, assessing tsunami hazard due to future Chilean megathrust earthquakes (and in the far-field) must be a multidisciplinary and comprehensive approach based on the current knowledge of tsunami source specification, propagation and inundation, that should include arrival times as a key parameter.
This will help reducing tsunami risk along coastal communities with education and outreach programs based on the scientific knowledge especially in regions with a false notion of low tsunami hazard and risk (Bernard and Titov, 2015; Zamora et al., 2020). It is hypothesized that these simpler maps, even though considering more information, can be better interpreted by the general public and enhance people’s awareness.
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Tsunamis are unpredictable and infrequent but potentially large impact natural disasters. To prepare, mitigate and prevent losses from tsunamis, probabilistic hazard and risk analysis methods have been developed and have proved useful. However, large gaps and uncertainties still exist and many steps in the assessment methods lack information, theoretical foundation, or commonly accepted methods. Moreover, applied methods have very different levels of maturity, from already advanced probabilistic tsunami hazard analysis for earthquake sources, to less mature probabilistic risk analysis. In this review we give an overview of the current state of probabilistic tsunami hazard and risk analysis. Identifying research gaps, we offer suggestions for future research directions. An extensive literature list allows for branching into diverse aspects of this scientific approach.
Keywords: tsunami, probabilistic method, hazard, risk, research gap
INTRODUCTION
Tsunamis are rare but potentially devastating natural hazards. With often limited available data, a coherent framework that incorporates data, physical assumptions (i.e., the general model of the system), and statistical methods for hazard and risk analysis is necessary to assess consequences affecting different layers of societies. To further develop, standardize and document such a framework is the underlying objective of COST Action AGITHAR (Accelerating Global Science in Tsunami Hazard and Risk Analysis; AGITHAR, 2020) and this article forms one outcome of the Action.
Probabilistic tsunami hazard and risk analyses (PTHA and PTRA, respectively) offer structured and rigorous procedures that allow for tracing and weighting the key elements in understanding the potential tsunami hazard and risk in globally distributed applications (e.g., Basili et al., 2021). Because of this, PTHA are becoming a standard basis for tsunami risk assessment around the world. Significant challenges in this analysis method are 1) the choice of hypothetical events and assigning “correct” probabilities, and ii) the impact of source regions distributed throughout an ocean basin and, conceivably, unifying distinct types of sources in a homogeneous probabilistic framework with a comprehensive treatment of uncertainty. The great importance of PTHA is due to its practical implications for society providing information for long-term planning and coastal management in areas where potential tsunamis may occur. Conversely, PTRA are still less abundant and standardized than PTHA, as elaborated in this review.
Few mega-tsunamis have been observed in the instrumental period, a timeframe spanning from approximately the 1960s to today. Thus, it is challenging to confidently assess the rate at which consequential tsunamis will occur. Predominantly seismically triggered tsunamis comprise about 80% of all tsunamis worldwide (e.g., Harbitz et al., 2014) with the remainder caused by landslides, volcanoes, or meteorological phenomena.
The sparsity of background data and requirements in engineering applications have driven the development of probabilistic methods for assessing tsunami hazard and risk aiming for unbiased comparisons of different hazards (natural and anthropogenic) as well as their uncertainty quantification. In recent years, the probabilistic framework has been increasingly applied. However, broadly accepted approaches are not yet defined, and potentially incompatible implementations of probabilistic methods are used in different regions across the world, and different tsunami source types are often treated separately and are rarely combined.
In this study, we have documented current gaps and open research questions related to PTHA and PTRA. We have organized this review into two main sections, one focused on tsunami hazard and the other on risk. We preface these topics with a brief introduction to the probabilistic framework underlying both PTHA and PTRA. Note that we grouped the gaps in numerical modeling in the hazard analysis related section, even though modeling may also be considered a cross-cutting topic. We believe, however, that the mentioned gaps are more related and addressed in a similar way as the other hazards related research gaps.
While PTHA and PTRA allow for including uncertainty in a consistent way, it is necessary to point out that it is not always simple to describe the knowledge gaps formally, for example through alternative models, and quantify their impact on hazard and risk models in terms of epistemic uncertainty (i.e., caused by lack of knowledge or data, Kiureghian and Ditlevsen, 2009). Overall, the research gaps identified in this study are “known unknowns” (e.g., Logan, 2009) and deserve more thorough research efforts, in order to determine their influence on the overall outcome of the PTHA or PTRA workflow.
This fact makes it hard to determine quantitatively the importance of each of the research gaps. Nevertheless, we tried to assess—in a qualitative way—the relative priority of research gaps and discuss this in the last section of this report.
PROBABILISTIC FRAMEWORK
In this section, we present a structure for probabilistic hazard and risk analyses. An overview is given in Figure 1. More in-depth reviews of identified gaps related to the individual probabilistic framework components are discussed in sections “Probabilistic Tsunami Hazard Analysis” and “Probabilistic Tsunami Risk Assessment”.
[image: Figure 1]FIGURE 1 | Roadmap of PTHA and PTRA frameworks: The entire process of risk evaluation needs to interact with the (risk-informed) decision-making process. Composite multi-dimensional risk and vulnerability indicators (“Probabilistic Tsunami Hazard Analysis” section) are shown as defining the context for the complex tsunami risk evaluation. The exposure modeling (“Probabilistic Tsunami Risk Assessment” section) defines groups of individuals and assets at risk. The horizontal flowchart at the bottom of the figure shows the PEER-like workflow for risk assessment. Probabilistic hazard analysis (“Probabilistic Tsunami Hazard Analysis” section) discusses estimation of the mean annual frequency (rate) of exceedance of a given value (im) of an intensity measure (IM, Eq. 1) commonly visualized as a hazard curve. The IM can be a vector or a scalar that describes the intensity of a tsunami. Examples of IM’s are flow depth, maximum tsunami inundation height, etc. M refers in a generic manner to the size of various tsunami sources (e.g., earthquake magnitude, landslide volume). The tsunami sources, probability and modeling (earthquake, landslide, volcanic and meteotsunami) are discussed in “Probabilistic Tsunami Hazard Analysis” section. s denotes the vector of source parameters. N denotes the number of tsunamigenic sources. [image: image] denotes the mean annual frequency of tsunamigenic events exceeding Mmin from source i. “Gaps in Hydrodynamic Tsunami Modeling, Generation, Propagation, and Run-up” section discusses hydrodynamic tsunami modeling, generation, propagation and run-up. The physical vulnerability (“Gaps in Physical Vulnerability” section) discusses the estimation of the probability distribution for a damage measure (DM, specific value dm) given IM (specific value im), known as the fragility function. The most common example of a DM is the physical damage state. The risk and resilience metrics section (“Gaps in Risk and Resilience Metrics” section) discusses the estimation of various decision variables (e.g., fatalities, repair costs, downtime) denoted as DV (specific value dv). More specifically, it discusses the probability distribution for DV given DM also known as the consequence function. The vulnerability function (Eq. 3) describes the (mean and standard deviation) of the probability distribution for DV given IM and is obtained by integrating over the entire domain of DM. One way to show the PTRA results is through visualizing the mean annual frequency of exceeding a specific value dv of DV (e.g., the loss exceedance curve (LEC) or the annual average loss (AAC)) shown in Eq. 2, referred to generically as the risk curve.
The purpose of PTHA is to find the probability for a tsunami intensity measure (IM) to exceed a given threshold in a predefined time interval. Note that, in the PTHA framework, “Intensity Measure” is used with a meaning that differs from the “tsunami intensity scale” used, for instance, in tsunami catalogs to define the “size” of a tsunami or the effects it produces inland. In the PTHA context, an IM is a physical observable strictly connected to the physics of the process. Common IMs are wave amplitude, flow depth, current velocity, momentum flux, or maximum inundation height, depending on the problem setting (Grezio et al., 2017).
Different probabilistic framework alternatives for computational PTRA exist. One option, rooted in seismic risk analysis, is performance-based risk assessment, presented by PEER (Pacific Earthquake Engineering Center) in 2000. The term performance-based is often used in contraposition to traditional prescriptive assessment procedures for seismic-resistant building design (Fardis, 2009). The performance-based framework aims to provide a practical yet rigorous workflow and has also been used for risk assessment for hurricanes (e.g., van de Lindt and Dao, 2009; Barbato et al., 2013), floods (De Risi et al., 2013; Jalayer et al., 2016), and tsunamis (Chock et al., 2011; Chock, 2016; Attary et al., 2017). This framework can be organized in different modules; for example, hazard and vulnerability or hazard, fragility and consequence. Modules communicate with each other through intermediate variables and their conditional probabilities. Examples of intermediate variables are intensity measure (IM), damage measure (DM) and decision variable (DV). IM serves as an intermediate variable between hazard and vulnerability. DM connects vulnerability with fragility and describes physical damage. DV connects fragility with consequences and reaches out to decision-makers with numbers of casualties, repair costs, or downtimes. Interestingly, several risk-informed decision-making processes related to tsunamis are based on PTHA information only (e.g., hazard-based evacuation zones, hazard-based land-use planning). As an example, the criterion “flow depth (IM) larger than a threshold (im)” can be used as a basis for decision-making (e.g., assigning evacuation zones). In other words, an IM can act as an intermediate variable (intensity measure) as well as a decision variable.
To illustrate the framework, suppose a finite set of N hypothetical tsunamigenic sources representing all possible tsunami events affecting the site of interest. Each event occurs randomly in time and independently of all others (i.e., as a Poisson process). The tsunami hazard curve–the main outcome of PTHA–describes the mean annual rate of a tsunami event affecting location x with an intensity measure IM(x) greater than some threshold im, denoted as λ(IM(x)≥im). This can be expressed as:
[image: image]
where [image: image] is the mean annual rate of occurrence of tsunamigenic events from source i (e.g., earthquakes, landslides, etc.) having magnitudes M exceeding Mmin, [image: image] is the conditional probability density function for M[image: image]Mmin,i, and [image: image] is the probability density function of the set of source parameters S given magnitude M. The aleatoric uncertainty associated with variable source characteristics can be represented by probabilistic prediction models of the source parameters. Finally, p(IM(x)≥im|s,m) is the complementary cumulative distribution function of IM given S = s and M = m, and can be evaluated through tsunami simulations. Note that Eq. 1 can be used only if sources are independent; a counterexample being a landslide generated from the same earthquake that amplifies the ensuing tsunami’s destruction.
Epistemic uncertainty in PTHA is often accounted for using logic trees or, more recently, ensemble modeling, which allow alternative hypotheses for uncertain parameters, each of which is assigned a weight reflecting confidence in the respective parameter value (e.g., Geist and Parsons, 2006; Selva et al., 2016; Grezio et al., 2017). Equation 1 is computed for each logic tree ‘end branch’.
Building on tsunami hazard, the tsunami loss curve at any location is calculated by convolving vulnerability and hazard over the entire span of IM:
[image: image]
where [image: image] is the mean annual rate of occurrence of DV larger than a threshold dv. Vulnerability is expressed through the complementary probability distribution function denoted as [image: image], for DV given IM, and is itself calculated by integrating fragility and consequence functions (see also Figure 1):
[image: image]
with
• [image: image], the tsunami fragility function, predicts the probability of incurring a particular value (dm) of damage measure DM (e.g., damage states) for a given IM = im;
• [image: image], the tsunami consequence function (e.g., the damage-loss function), expressed as the complementary cumulative distribution function of DV given DM.
Strictly speaking, Eqs. 1 and 2 do not consider multi-hazard and multi-risk aspects such as cascading effects, combined damage due to tsunami loading and earthquake shaking. Assuming a Poisson process, the rate of exceedance λ is often transformed the first excursion of a specific value dv for a generic decision variable DV in the time Δt (e.g., 1 year, 50 years):
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PROBABILISTIC TSUNAMI HAZARD ANALYSIS
This section discusses gaps in PTHA, focusing on those in tsunami sources and hydrodynamic modeling. Each subsection includes a summary of the present state-of-the-art, followed by an in-depth discussion of the gaps.
Gaps in Earthquake Source Representation
Existing Methods
Seminal Seismic PTHA (SPTHA) was performed using crude source and tsunami representations (Lin and Tung, 1982; Rikitake and Aida, 1988; Tinti, 1991). Since then, the methodology has evolved dramatically (Geist and Parsons., 2006; Annaka et al., 2007; Power et al., 2007; Thio et al., 2007; Burbidge et al., 2008; González et al., 2009; Sørensen et al., 2012; Hoechner et al., 2016; Miyashita et al., 2020), also in the framework of large programs (e.g., Horspool et al., 2014; Davies et al., 2018; Davies and Griffin, 2018; Basili et al., 2021).
SPTHA methodology for spatio-temporal and kinematic source treatment and the basic uncertainty framework were mostly transcribed from Probabilistic Seismic Hazard Analysis (PSHA, Esteva, 1967; Cornell, 1968; a historical perspective: McGuire, 2008). Due to tsunami data scarcity, it is challenging to derive hazard estimates directly from historical records (Geist and Parsons, 2006; Grezio et al., 2017). Consequently, numerical modeling is a distinctive characteristic of SPTHA where seafloor displacement and tsunami evolution from generation to inundation are simulated for each scenario (Geist and Parsons, 2006; Geist and Lynett, 2014). Source parameters can be inferred from past seismicity or from balancing the seismic moment across a fault zone, potentially constrained by geodetic strain rates (Grezio et al., 2017). Often only major subduction zones are considered in SPTHA, assuming that they are the main hazard drivers (e.g., González et al., 2009; Davies et al., 2018). In this case, spatial characterization provides geometrical and kinematic constraints, such as the fault geometry, preferential slip direction, and other source zone properties. Crustal and general seismicity from unconstrained or unknown faults is treated with a larger uncertainty (e.g., Selva et al., 2016; Basili et al., 2021). Earthquakes are usually simplified to having either uniform (e.g., Horspool et al., 2014) or heterogeneous instantaneous slip (e.g., De Risi and Goda, 2017). Seafloor deformation is predominantly computed analytically assuming an elastic homogeneous half-space (Mansinha and Smylie, 1971; Okada, 1992; Meade, 2007; Nikkhoo and Walter, 2015).
State-of-the-art seismic source representation for tsunami simulations is reviewed by Geist and Oglesby (2014) and Geist et al. (2019). Additionally, we note some innovative efforts for complex, yet computationally affordable, approaches to source simulation (Melgar et al., 2016; Murphy et al., 2016; Sepúlveda et al., 2017; Scala et al., 2020), and methods for handling source modeling uncertainties and sensitivity including temporal aspects and recurrence (Grezio et al., 2010; Basili et al., 2013; Lorito et al., 2015; Selva et al., 2016; Lotto et al., 2017; Davies, 2019; Goda, 2019; Davies and Griffin, 2020).
Identified Gaps
Limited Past Events and Data to Inform Hazard Models (S1)
Completeness and quality of historical earthquake data, needed to constrain seismic source parameters, varies greatly depending on the history of the investigated geographical region (Stucchi et al., 2004; Albini et al., 2014). Event catalogs are generally too short to account for the source frequency needed to model large average return periods in PTHA. The description of earthquake recurrence and of the tail of the frequency-magnitude distribution is highly uncertain (Kagan, 2002; Geist and Parsons, 2014; Rong et al., 2014; Bommer and Stafford, 2016). In the attempt of constraining this uncertainty, seismic source parameters have been estimated globally using seismic or geodetic data or both (e.g., Bird and Kagan, 2004; Bird et al., 2015; Bird and Kreemer, 2015); however, these types of input data are not always considered by PTHAs. Moreover, a framework for constraining PTHA directly from tsunami observations exists (Geist and Parsons, 2006; Grezio et al., 2017), while treatment of incomplete catalogs is described by Smit et al. (2017). Where possible, other data types should also be considered. Paleo-seismic and paleo-tsunami catalogs may help constrain or validate at least large event recurrence (e.g., Priest et al., 2017; Paris et al., 2020), while GPS-constrained strain accumulation can indicate the total seismic moment rate (e.g., Hayes et al., 2018). Care should be taken of potential biases coming from overweighting evidence of large tsunamis in the past (Geist and Parsons, 2006).
Fault Identification, Fault and Source Zone Parameterization and Tsunamigenic Potential Characterization (S2)
Tsunami sources are often constrained from infrequent offshore geologic studies investigating very large areas. Therefore, geologic fault data are often incomplete, causing a wide range of source knowledge levels (Basili et al., 2013). Seismic source characterization for SPTHA generally refers to properties of pre-existing large faults, and often only to great subduction zone sources. All other–mostly crustal–faults are seldomly considered in PTHA, although non-subduction earthquakes may control tsunami hazard, especially when located near the target site (Selva et al., 2016). Despite overall good constraint of subduction interface geometries (e.g., Hayes et al., 2018), along-strike trench segmentation and its impact on rupture propagation remains uncertain, limiting rupture forecasts and hindering estimates of subduction earthquake maximum magnitude (e.g., Bilek, 2010; Kopp, 2013; Grezio et al., 2017). Whenever fault knowledge is incomplete, more randomized “background” seismicity modeling is needed, with less predictable geometry and seismic behavior compared to subduction interfaces (Sørensen et al., 2012; Selva et al., 2016). Fault slip rates can constrain seismicity recurrence parameters; these can vary both spatially (Zechar and Frankel, 2009) and temporally (e.g., Ota and Yamaguchi, 2004; Ramírez-Herrera et al., 2011; Tiberti et al., 2014) but usually only averages are considered due to a lack of information. Kagan and Jackson (2014) pointed out that more research would be needed for focal mechanism forecasting; identifying the prevailing faulting mechanism is a critical task particularly in tectonically complex environments. This is expected, in turn, to exert a strong influence on tsunami hazard.
Variety, Complexity, and Dynamics of Fault Mechanics (S3)
Source simplification represents a dominant uncertainty in SPTHA (Geist and Oglesby, 2014). Its effect on seafloor deformation needs to be investigated better, concerning deformation models that incorporate complex material properties, geometrical complexity, varying depth-dependent fault conditions, dynamic simulations including off-fault damage and near-surface amplification, which all may increase tsunami hazard (Masterlark, 2003; Ma, 2012; Kozdon and Dunham, 2013; Ryan et al., 2015; Murphy et al., 2016; Lotto et al., 2017; Murphy et al., 2018; Scala et al., 2019; Scala et al., 2020; Tonini et al., 2020). Secondary ruptures including splay faulting may happen as an independent source or as part of a large earthquake on the subduction interface (Wendt et al., 2009; Li et al., 2014; Hananto et al., 2020).
Tsunami earthquakes produce excessively large tsunami intensities compared to their moment magnitude (Polet and Kanamori, 2016), and their global and local frequency is unconstrained. A simplified characterization of tsunami earthquakes, which is sometimes adopted, assumes larger slip associated with less rigid materials at shallow depths to preserve the seismic moment (e.g., Bilek and Lay, 1999; Geist and Bilek, 2001). These and other very complex ruptures, potentially containing fault branching, rupture jumping, and mixed-mode slip (e.g., Ulrich et al., 2019a; Ulrich et al., 2019b), are not well represented in PTHA. On a larger scale, rupture area may be shared by more than one subduction interface, like in the case of triple junctions (e.g., Solomon event 2007, Lorito et al., 2016). Due to a lack of observations the likelihood of such events is uncertain and quantification of their relative contribution to SPTHA therefore difficult.
Due to all these uncertainties and the extreme computational demand for dynamic computation, numerical simulations are de facto replaced with heterogeneous stochastic slip modeling (e.g., Herrero and Bernard, 1994; Mai and Beroza, 2002; Davies et al., 2015; Sepúlveda et al., 2017), and less frequently with stochastic stress modeling (e.g., Wendt et al., 2009). Because source observations are relatively scarce, more statistical tests (Davies and Griffin, 2019) are needed for source model validation.
Empirical Scaling Relations (S4)
Several different empirical scaling relations are used to define earthquake rupture properties, such as length, width, average slip, and earthquake magnitude (e.g., Wells and Coppersmith, 1994; Murotani et al., 2008; Blaser et al., 2010; Strasser et al., 2010; Murotani et al., 2013; Goda et al., 2016; Skarlatoudis et al., 2016; Allen and Hayes, 2017; Thingbaijam et al., 2017). These relationships quantify appreciable uncertainties that are seldomly accounted for in SPTHA. These relations imply stress drop and time-dependent rupture characteristics and self-similarity of earthquakes across scales, but this is apparently violated in some cases. For example, the 2011 Tohoku earthquake released a huge amount of slip in a relatively small portion of the subduction interface compared to the Sumatra 2004 or Chile 1960 earthquakes (Okal, 2015); scaling relations are not directly applicable to abnormally slow and unusually large shallow slip occurring in low-rigidity zones during tsunami earthquakes.
Complex, Non-stationary Seismic Cycle (S5)
Even in the simplest subduction environment, the seismic cycle over co-seismic, inter-seismic and post-seismic phases is complex and non-stationary, for example due to visco-elastic rheology and the role of fluids (Wang et al., 2012; Moreno et al., 2014; Melnick et al., 2017). Time-dependent models could potentially be used to estimate the stress transfer from one earthquake to the neighboring faults (King et al., 1994). Stress transfer from megathrust earthquakes triggering outer-rise ruptures or possibly even the opposite are such examples (e.g., Lorito et al., 2016). Based on seismic catalogs, it is possible to infer non-Poissonian earthquake recurrence, for example earthquake clustering (Kagan and Jackson, 1991). A time-dependent model, which could better describe the probability of earthquake occurrence for some specific applications or timeframes, is taken into account by only a few PTHAs (e.g., Goda et al., 2017; Goda, 2020).
Other Constraints (S6)
It is reasonable to assume that high seismic coupling correlates with future slip location. Under simplifying assumptions, along-strike geodetic coupling variation can be inferred from geodetic strain (Métois et al., 2012). Large uncertainty remains, particularly regarding the near-trench region (Loveless and Meade, 2011). Recent developments in seafloor geodesy and modeling techniques are offering improved constraints (e.g., increasing offshore coupling resolution, Bürgmann and Chadwell, 2014; Foster et al., 2020), and slow slip events and consequently the stress evolution on the fault (e.g., Araki et al., 2017). High seismic coupling combined with stress accumulation in areas of seismic inactivity is described as a seismic gap. The possibility of using seismic gaps to identify zones of enhanced seismic hazard has long been debated (e.g., Bilek and Lay, 2018). Attempts to obtain physically motivated constraints on the maximum magnitude utilizing convergence rate, age of the oceanic crust and sediment thickness have been rather unsuccessful (Okal, 2015). Ongoing research explores these and other controlling factors of subduction zone seismicity, including small- and large-scale roughness of the subduction interface, static friction coefficient, upper plate strain and rigidity, dip angle and curvature (e.g., Heuret et al., 2012; Bletery et al., 2016; Sallarès and Ranero, 2019; Rijsingen, et al., 2019; Muldashev and Sobolev, 2020). Additionally, rupture cycles and supercycles over multiple segments controlled by geological asperities have been proposed (Philibosian and Meltzner, 2020). Similar to some of the previously discussed items in this section, no consensus has been reached on the statistical meaning of such information and on how to frame it within SPTHA.
Gaps in Landslide Source Representation
Existing Methods
Landslide tsunami PTHA (LPTHA) was introduced less than a decade ago (Geist and Lynett, 2014). Its application is often similar to SPTHA (e.g., ten Brink et al., 2006; Lane et al., 2016), but can also be based on geotechnical interpretations with a strong emphasis on expert judgment (e.g., Grilli et al., 2009; Hermanns et al., 2013; Løvholt et al., 2020). Salamon and Di Manna (2019) derive empirical scaling relations for landslides triggered by onshore earthquakes. In LPTHA, the landslide volume is used analogously to the seismic moment in SPTHA as a rate of occurrence. The slide volume is generally also the most influential factor on tsunami genesis (Snelling et al., 2020). Landslide motion has a strong influence too (Løvholt et al., 2015b; Yavari-Ramshe and Ataie-Ashtiani, 2016). LPTHA source models are coupled to numerical tsunami models in Monte Carlo simulations. Methods for simulating both the landslide dynamics and tsunami generation range from block models (Harbitz, 1992; Tinti et al., 1997; Watts, 2000; Grilli and Watts, 2005; Tinti et al., 2006; Løvholt et al., 2015b), depth-averaged rheological models of viscoplastic or granular nature (e.g., Kelfoun and Druitt, 2005; Jop et al., 2006; Løvholt et al., 2017; Kim et al., 2019), to computational fluid dynamics (CFD) based approaches with different landslide complexity (e.g., Crosta et al., 2016; Abadie et al., 2020). Submarine landslide tsunamis are mainly characterized by the Froude number (landslide velocity over wave celerity) measuring the degree of critical landslide velocity, the landslide acceleration, and the rate of landslide mass mobilization (e.g., Ward, 2001; Løvholt et al., 2015b). Subaerial landslides are characterized by the landslide frontal area, along with the Froude number, landslide density, and slope angle (e.g., Fritz et al., 2003; Heller and Hager, 2010; Bullard et al., 2019).
Identified Gaps
Lack of Understanding and Likelihoods for Tsunamigenic Landslide Volumes (L1)
For submarine landslides, we refer to the reviews of Huhn et al. (2019) and Harbitz et al. (2014). The challenge can be attributed to several factors:
• Limited or insufficient mapping of past landslide occurrences. Their characteristics and lack of dating prevent constraining the age of the sediments without excessive uncertainty ranges (e.g., Geist et al., 2013). The new global landslide database initiative (Clare et al., 2019) is a good starting point for standardizing, but not yet complete enough for feeding LPTHA. Good data coverage exists for certain regions such as the Mediterranean (Urgeles and Camerlenghi, 2013), Gulf of Mexico (Pampell-Manis et al., 2016) and the US East Coast (Chaytor et al., 2009, Geist et al., 2014).
• Limited understanding of how past landslide recurrence can be projected into the future hazard, including time and geological context dependency. For example, we cannot yet generally link climatically driven trends to past landslide frequency (Urlaub et al., 2013). However, it is concluded that the last ice age affect present landslide probability offshore US (Lee, 2009) and Norway (Bryn et al., 2005).
• Limited available geological and geotechnical data inhibit identification of failure-prone sediments and discrimination from stable areas, including weak failure zones, pore pressure conditions or fractures, as well as obstacles or structures. When data exist, they may be proprietary, and a challenge is related to the need for covering very large geographical and heterogeneous regions. A methodological gap exists in bridging geotechnical data and slope stability models (e.g., Carlton et al., 2019) to volume-frequency relationships.
• Limited data and knowledge on triggers of landslides, such as meteorological or seismic events, impedes the quantitative assessment of potential landslide magnitude.
Difference of Onshore and Offshore Landslides (L2)
The specific character of subaerial and submarine landslides is often vastly different. Potential direct or indirect trigger mechanisms are sometimes not fully understood or difficult to embed into the probability of failure (e.g., precipitation-induced landslides, weak zones and fluid overpressure, range of failure propagation and cascading failure propagation spread). Understanding and estimating the annual probability of landslide failure in rock slopes with complex fracture patterns and stress conditions is associated with large uncertainty. Extensively monitored rock slopes in Norway (e.g., Blikra et al., 2005) show large motion over decades before failure takes place, rendering assessment of failure probability difficult. Matching expert judgment (e.g., Hermanns et al., 2013) to observed landslide magnitude frequency statistics (e.g., Nes, 2018) will help aggregate understanding of landslide frequencies and help link knowledge on failure-prone areas to probability. While epistemic uncertainties in the described situations are large, current LPTHA models do not incorporate them.
Limited Constraints on Landslide Dynamics and Material Behavior (L3)
The interplay of diverse tsunamigenic landslide parameters makes the generation complex, implying that much less voluminous landslides may be more effective tsunami generators than respectively larger ones. As an example, we note that the approximately 500 km3 Trænadjupet Slide that occurred 4,500 years BP likely produced a moderate coastal impact possibly of just a few meters (e.g., Løvholt et al., 2017), while the 100 times less voluminous 1998 Papua New Guinea landslide induced more than 10 m run-up locally (e.g., Tappin et al., 2008). Because tsunami genesis is tightly linked to landslide acceleration as well as rate of mobilization of the landslide volume (e.g., Løvholt et al., 2005), quantifying the rate and nature of the slope failure is important. Just a few studies discuss the effect of initial failure rate on tsunami generation (e.g., Trapper et al., 2015; Germanovich et al., 2016; Puzrin et al., 2016) and related aspects such as remoulding and cascading failures on the landslide tsunami generation (e.g., Løvholt et al., 2017; Kim et al., 2019; Zengaffinen et al., 2020). How to include these factors and their associated probabilities in PTHA is not resolved. While advanced numerical models for landslide dynamics exist (e.g., Tinti et al., 1997; Jop et al., 2006; Savage et al., 2014; Si et al., 2018a; Si et al., 2018b; Kim et al., 2019; Wang et al., 2019; Gallotti and Tinti, 2020), their complexity and variety obfuscate understanding on which models are most suitable to be used. Furthermore, some models (e.g., Savage et al., 2014; Si et al., 2018a; Si et al., 2018b) are presently too comprehensive to be used in PTHA. Procedures for linking them to measured material properties and geological settings are not in place. Finally, fluid resistance forces (pressure drag, skin friction, and added mass) may be as important as the landslide properties, in particular for submarine landslides and further investigating physical understanding is necessary to constrain epistemic uncertainty.
Limited Availability of Benchmarks (L4)
Suitable benchmarks have recently been made available (e.g., Huang and Garcia, 1998; NTHMP, 2018; Kim et al., 2019), but are arguably less mature and fewer than their hydrodynamic modeling counterparts (e.g., Pedersen, 2008; Synolakis et al., 2008). A challenge is a transition from simplified laboratory tests to real-world landslide representation. Moreover, while numerous empirical lab experiments exist, they are significantly influenced by scale effects (Heller, 2011). Neither complex rheological behavior nor real-world complexity is covered in the benchmarks. Complex laboratory experiments (e.g., Rondon et al., 2011) can be used for validating CFD models, but CFD models are presently too computationally expensive for tsunami hazard analysis modeling.
Limited Past Events to Inform Hazard Models (L5)
Information about past landslides and tsunamis can be used to infer landslide dynamics uncertainty. This can be done using landslide run-out information alone (e.g., Salmanidou et al., 2017), which consequently yields broad epistemic uncertainties in LPTHA. By using tsunami information, such uncertainties can be drastically reduced (e.g., Gylfadóttir et al., 2017; Kim et al., 2019; Løvholt et al., 2020). In practice, however, very few landslide tsunami data are available.
Gaps in Volcano Source Representation
Existing Methods
Volcanic PTHA, coined VPTHA here, is even less developed than LPTHA (Grezio et al., 2017). Among the few examples are the VPTHA framework developed in Ulvrova et al. (2016) and Paris et al. (2019) for underwater explosions at Campi Flegrei, and Grezio et al. (2020) for pyroclastic flows of Vesuvius. Given that risk reduction measures at volcanoes are often related to the identification of precursory patterns preceding eruptions or to recognizing unrest episodes with increased volcanic activity, the volcanic hazard is often computed conditional to eruptions or unrest, and without an explicit quantification of long-term probability. For example, in Paris et al. (2019), the hazard analysis (Campi Flegrei, Naples, Italy) is confined to conditional tsunami intensity probabilities, due to probabilistic realizations of eruptions with different vent size and location.
Identified Gaps
Variety of Potential Volcanic Sources (V1)
Tsunamigenic volcanic events are diverse and they include both eruptive and non-eruptive triggering phenomena, such as underwater explosions, pyroclastic flows, lahars, slope failures, volcanic earthquakes, shock waves from large explosions, and caldera subsidence (Latter, 1981; Kienle et al., 1987; Begét et al., 2005; Day, 2015; Paris, 2015; Grezio et al., 2017). A large range of wave characteristics is typical for volcano tsunamis, even if most such sources are localized and generate mainly short-period waves with greater dispersion and limited far-field effects compared to earthquake-generated tsunamis (e.g., Yokoyama, 1987; Nomanbhoy and Satake, 1995; Le Méhauté and Wang, 1996; Choi et al., 2003; Watts and Waythomas, 2003; Bellotti et al., 2009; Maeno and Imamura, 2011; Ulvrova et al., 2016; Selva et al., 2019, 2020). However, tsunamis are among the farthest propagating volcanic perils, often generating regional impact (e.g., Krakatau, Stromboli, Ischia, etc., see for example Paris et al., 2014; Rosi et al., 2018; Selva et al., 2019; Gallotti et al., 2020). Notably, some of the tsunamigenic volcanic events overlap with those recorded for seismic and landslide tsunami: flank collapse, slope failure and even pyroclastic flows are related to landslides (Løvholt et al., 2015b; Paris, 2015); volcano-tectonic earthquakes occur with high frequency in volcanic areas (Paris, 2015). Such frequency information as well as understanding material properties and transformation during flow should draw upon volcanological expertise. It is often difficult to define a single generation phenomenon since different potentially tsunamigenic processes can occur during the same volcanic episode, especially during large caldera-forming eruptions (Paris, 2015).
Difficulties in Constraining Recurrence Rates (V2)
Since volcanic tsunami generation is so diverse, constraining recurrence rates for the different source types as eruptive phenomena (Walter et al., 2019), unrest episodes (Tinti et al., 1999; Selva et al., 2020), and triggered subaerial landslides (Selva et al., 2019) is difficult. The integration into a multi-source VPTHA is further complicated by the need for accounting for the complex interdependencies that may exist among the different source mechanisms. The hazard is often nonstationary through time (e.g., Bebbinghton, 2008; Bebbinghton, 2010), which represents another challenge.
Gaps in Modeling Tsunami Generation and Propagation (V3)
Extensive reviews on existing strategies to model volcanic sources are found in Paris, (2015), Grezio et al. (2017) and Paris et al. (2019). Given the complexity, an important part of the hazard analysis is oriented toward understanding the physical mechanism of generation, and how to represent this probabilistically. Similar to landslide generated tsunamis, volcano tsunami modeling suffers from the difficulty of coupling the complex dynamics of the generating event and its interaction with wave propagation. For example, pyroclastic flows are complex, multi-phase phenomena involving the interaction of high-temperature gases and volcanic clasts covering a very large range of granulometric dimensions (Freundt, 2003; Bougouin et al., 2020). This difficulty leads to simplified modeling schemes (e.g., Bevilacqua et al., 2017; Sandri et al., 2018). These simplified strategies may be too reduced for an effective constraint of their tsunami potential (Grezio et al., 2020). Some phenomena may be represented by empirical models (for submarine explosions, see Paris et al., 2019, and for caldera collapse, see Ulvrova et al., 2016). Experimental and numerical simulations coupled with field data increased understanding of the physics and main parameters of volcanic tsunamis (Grezio et al., 2017).
Lack of Data From the Geological Record (V4)
Tsunami is often not dealt with in the volcanological community, although it may be more fatal than other volcanic hazards such as lava flows or ash falls (Auker et al., 2013; Brown et al., 2017). Consequently, a systematic investigation of tsunami-related data in geological surveys at volcanoes is often missing. Because different volcanic phenomena may trigger tsunamis, even when tsunami data exist, attributing the observation to a specific mechanism is difficult (e.g., Krakatau 1883 eruption: Paris et al., 2014). Therefore, a systematic collection of available volcano-generated tsunami data and linking to potential volcanic generating processes is required. This will imply defining a strategy of tsunami-oriented monitoring around coastal volcanoes. It would be useful to combine such efforts with existing data collections such as the Global Volcanism Program (Global Volcanism Program, 2013).
Limited Availability of Well Recorded Past Events or Benchmark Studies (V5)
Only a few past events are well constrained in terms of both the source and of the subsequent tsunami (e.g., Unzen 1792, Karymskoye Lake 1996; Montserrat 1997 and 2003, Anak Krakatau 2018; Stromboli 2002 and 2019). The lack of consensus in modeling procedures for each type of tsunamigenic volcanic event, along with the tendency to consider all sources as “unique”, complicates the task of defining benchmarks for volcano tsunamis.
Gaps in Meteorological Source Representation
Existing Methods
Meteotsunami PTHA, coined MPTHA here, was developed only recently (see Grezio et al., 2017). A framework for MPTHA development is proposed by Geist et al. (2014). The dynamics of meteotsunamis are fairly well-known (e.g., Monserrat et al., 2006; Sibley et al., 2020), related to unusually strong and rapid atmospheric pressure fluctuations and resonance effects causing strong waves closely associated with the behavior of tsunamis. The source mechanisms of meteotsunamis are also well understood (Monserrat et al., 2006; Pattiaratchi and Wijeratne, 2015) with a major driver a Proudman resonance (Proudman, 1929). Because meteotsunamis are strongly linked to (un)favorable combinations of pressure fluctuations, shallow (shelf) bathymetry, and directivity of the weather system, they take place more frequently in specific geographical areas, such as in the Adriatic Sea (Vilibić and Šepić, 2009), the Baltic Sea (Pellikka et al., 2020), and the East Coast of the United States (Pasquet et al., 2013). The main input data for meteotsunamis include meteorological pressure data, preferably with full spatial and temporal characteristics of the pressure field for given meteorological events. Such data can be used to provide synthetic probabilistic source scenarios as input to an MPTHA, where an example for the Northeast US coastline is given by Geist et al. (2014). While this field does not share the data sparsity issues that are associated with volcanoes and landslides, large uncertainties persist, as briefly discussed below.
Identified Gaps
Lack of Understanding the Potential and Likelihood for Tsunamigenic Meteorological Patterns (M1)
A systematic assessment of potential source areas and exposed coastal regions is not available. Some regional studies can serve as a preliminary indication (e.g., Dusek et al., 2019; Šepić et al., 2012; Šepić et al., 2016), but a rigorous catalog is missing. Climatological information is likely available, but a systematic extraction of data concerning meteotsunami potential has not been performed. It is not clear whether the resolution of available climatological data (e.g., from reanalysis) is sufficiently fine to allow for the extraction of corresponding relevant meteotsunami source patterns.
High Sensitivity to Several Parameters and Lack of Understanding of Local Amplification Factors (M2)
Whitmore and Knight (2014) demonstrate the high sensitivity of typical tsunami impact to source parameters and hence a large gap in knowledge on relevant localized parameters. The size, speed, amplitude, directivity, and duration of an atmospheric disturbance resonating with the water column in a specific topographic setting need to be known to assess the hazard. Therefore, such parameters need to be derived for all tsunamigenic regions, then applied to available climatological data sets, and finally fed into corresponding models for assessment of hazard. An assessment of amplifying tidal conditions in each of such regions is also missing.
Limited Availability of Benchmark Studies (M3)
While there are many individual meteotsunami events described in the literature (e.g., Churchill et al., 1995; González et al., 2001; Pasquet et al., 2013; Vilibić et al., 2014), no truly validated benchmark data are available for meteotsunami benchmarking. In principle, a similar methodology as described in Synolakis et al. (2008) could be followed. However, only very little unification of source modeling has been achieved and except for preliminary simplified tests (as in Vilibić, 2008), there exists no widely accepted test suite. This applies in particular to verification and validation of the probabilistic workflow of MPTHA.
Limited Past Events and Data to Inform Hazard Models (M4)
There is no consistent catalog of occurrences, although regional studies have been performed (e.g., Haslett et al., 2009; Woodruff et al., 2018). As stated before, there are no unified parameterizations of meteotsunami sources, which could be entered into such a catalog. Even though many individual events are described in the literature (see subsection above), these are by no means representative or complete to be used in hazard models. More rigorous collection of data with the special focus on meteotsunamis–background climatology, meteorological situation, ocean state, topo-bathymetry–for the diverse areas of interest would be desirable.
Gaps in Hydrodynamic Tsunami Modeling, Generation, Propagation, and Run-up
Existing Methods
Hydrodynamic tsunami modeling includes numerical simulation of tsunami generation, propagation as well as coastal and onshore impact. It is an essential part of any PTHA or PTRA analysis. Reviews of commonly applied methods are available (e.g., Pedersen, 2008; Synolakis et al., 2008; Behrens and Dias, 2015). The pre-eminent challenge is the need to bridge a broad range of scales. First, in the probabilistic regime, a comprehensive PTRA must consider a very large number of scenarios to cover all relevant tsunamigenic sources, explore wave physics, and quantify uncertainties. Second, for each individual scenario source, large-scale propagation and coastal inundation modeling (optimally at scales of 1–10 m) need to be represented to quantify tsunami-related on-shore damages and losses. However, the fastest HPC simulation workflows (e.g., de la Asunción et al., 2013; Oishi et al., 2015; Macías et al., 2017; Musa et al., 2018) still require typically 10–60 min to simulate tsunami inundation at a scale of tens of meters, rendering them unsuitable for extensive PTRA studies with up to millions of scenarios (Basili et al., 2021). To overcome this “challenge of scales”, modeling approximations are presently necessary for PTHA feasibility and can either involve 1) largely reducing the number of inundation scenarios (e.g., González et al., 2009; Lorito et al., 2015; Volpe et al., 2019; Williamson et al., 2020), 2) use of approximate models or statistics such as amplification factors (e.g., Løvholt et al., 2012; Kriebel et al., 2017; Gailler et al., 2018; Glimsdal et al., 2019), or 3) machine learning-based tsunami emulators (e.g., Sarri et al., 2012; Salmanidou et al., 2017; Giles et al., 2020).
Identified Gaps
PTHA Uncertainty Treatment for Tsunami Inundation Processes (H1)
At present, we lack well tested local PTHA benchmarks where the sources of uncertainties are effectively characterized, in a way that allows their formal propagation along the PTHA/PTRA assessment chain. Moreover, the effect of coseismic coastal displacement due to near field sources (e.g., Volpe et al., 2019), which affects tsunami inundation, should be investigated more deeply, especially when using techniques for reducing the number of scenarios. For this purpose, a large number of inundation scenarios are needed to quantify the epistemic uncertainty and bias caused by simplifications introduced through approximate methods. A local PTHA application using more than 40,000 earthquake sources (Gibbons et al., 2020) is only a start.
Tsunami Generation (H2)
Unit source models (Kajiura, 1963; Nosov and Kolesov, 2007; Molinari et al., 2016) of varying computational cost and complexity approximate the volumetric deep-water source displacements. While Lotto et al. (2019) clarified that the horizontal momentum does not effectively contribute to tsunami generation in deep-water sources, an extensive sensitivity analysis of how such simplifications affect PTHA has not been carried out. Incorporating time-dependent and moving sources, be it earthquakes (e.g., Ulrich et al., 2019a), landslides (e.g., Løvholt et al., 2015b) or volcanoes, will involve much higher computational burden. How to limit the number of source time steps for time-dependent source modeling is sparsely studied (e.g., Zengaffinen et al., 2020). For landslide tsunamis, closed-form models (e.g., Watts et al., 2003; Cecioni and Bellotti, 2010) represent a simple alternative but can introduce biases when conveyed to real geographical settings, due to oversimplification or inadequacy for the real situation. Subaerial landslides and volcanoes are often simplified because the required consideration of full 3D hydrodynamics (e.g., Abadie et al., 2020) into PTHA poses too high computational demand. Hence, more research is needed for developing simplified time-dependent sources compatible with PTHA demands, while quantifying the epistemic uncertainty and bias caused by the simplification. New methods may facilitate more detailed characterization of past inundation scenarios and their sources (e.g., Chagué-Goff et al., 2012; Sugawara et al., 2014; Paris et al., 2020).
Uncertainty and Variability due to Numerical Model for Tsunami Propagation (H3)
Most non-linear shallow water (NLSW) simulation codes produce similar results in the propagation phase, in particular in controlled benchmark cases (e.g., Synolakis et al., 2008). However, clear model differences can appear due to varying components (applied numerical method, workflow, sources, setup etc.) in practical applications. Comparing different numerical forecast models in the Indian Ocean, Greenslade et al. (2014) found large variations, attributed to differences in the workflow and source representation rather than to the tsunami model itself. Testing how such kinds of uncertainty quantification relate to “heterogeneous modeling practices” has not been carried out systematically. Moreover, a rigorous investigation of the performance of far-field propagation is sparse (Dao and Tkalich, 2007; Davies and Griffin, 2020). Differences in numerical dissipation and discretization can also contribute to modeling deviations. As there is no standardized test case for far-field propagation that could reveal the differences in performance of different approaches, it is pressing to address these issues more systematically. Due to the computational burden, most PTHA applications today employ shallow water type models, neglecting frequency dispersion, which can lead to bias. Dispersion can be incorporated through conventional dispersive wave solvers (e.g., Bellotti et al., 2008; Løvholt et al., 2008; Kim et al., 2009; Shi et al., 2012), or through manipulating numerical schemes in NLSW codes (like MOST, e.g., Wei et al., 2008), although the general applicability of the latter is presently not clear. A systematic investigation quantifying the effect of dispersion (as in Glimsdal et al., 2013) on PTHA for practical source configurations would be desirable.
Nonlinearity and Resonances (H4)
Most tsunami simulations to date start from an ocean at rest and assume that interaction of currents with gravity waves is negligible. Androsov et al. (2011) demonstrated that significant alterations of the wave height can be attributed to tidal activity. A quantitative sensitivity analysis of this effect, its dependence on bathymetry, and its correlation to the choice of model (NLSW) is necessary. Huthnance (1975) described the phenomenon of trapped waves on continental shelves that may trigger edge waves and other amplified phenomena. Tsunami resonance effects in Chile and the Balearic Islands are studied in Aranguiz et al. (2019) and Vela et al. (2014). Pattiaratchi and Wijeratne (2015) describe the effect of such phenomena as amplifying factors for meteotsunamis. It is currently unclear how such amplifying phenomena can be represented in the numerical model, nor if the strength is captured adequately.
Quantifying the Influence of Modeling Assumptions and Scaling (H5)
A hierarchy of modeling approaches, from shallow water assumption, over dispersive long wave solvers, to Navier Stokes type models, can be used to numerically treat tsunami hazard analysis in varying complexity. Due to ever-increasing computational resources, a trend toward more involved model equations can be observed. However, a clear quantitative assessment of the difference has only partly been performed. Lynett et al. (2017) use extensive benchmarking to study and compare modeling approaches to currents induced by tsunami waves. While this study is enlightening and provides very good benchmarking tools, further assessment is necessary to quantify the influence of higher fidelity modeling techniques. Generally, we note that current benchmarking (e.g., Synolakis et al., 2008) stays behind current high-fidelity modeling capabilities. Additionally, some benchmarks based on laboratory experiments have issues with scaling (see Heller, 2011; Pedersen et al., 2013), and related bias and accuracy have not been investigated systematically.
Modeling Situations With Complex Tsunami Inundation (H6)
NLSW models are predominantly used to simulate tsunami inundation. However, real inundation situations involve features too complex for NLSW approximate modeling, such as urban structures, or damage and erosion due to debris transport. At present, these topics are only partly represented, often using heuristic model formulations. Examples include spatially variable friction mapping (e.g., Gayer et al., 2010; Kaiser et al., 2011), or porous body equivalent friction models representing buildings (e.g., Yamashita et al., 2018). Bottom friction parameterization is almost insensitive for offshore modeling (see Arcos and LeVeque, 2015). However, variable bottom friction parameterizations may pose a viable tool for simulating detailed inundation, but large uncertainties still prevail (e.g., Griffin et al., 2015; Macías et al., 2020). While small scale laboratory tests exist (Park et al., 2013), the heuristic nature of named models and the difficulty to perform controlled tests, implies potentially large epistemic uncertainties. Debris impact and transport are predominantly addressed through post-disaster surveys and experimental analysis of data so far (e.g., Nistor et al., 2017a; Nistor et al., 2017b; Stolle et al., 2019), and is mostly embedded in only vulnerability analysis (see below), and not in hydrodynamic modeling or PTHA to our knowledge. Extending the modeling dimensions and physical complexity is desirable (e.g., Marras and Mandli, 2021). Open and related to this issue is the influence and potential bias of the accuracy of topo-bathymetric grids, including filtering of structures and vegetation, on the accuracy of inundation simulations (see Griffin et al., 2015; Goda and Song, 2019). Unphysical bias can also be introduced when coupling high resolution (nested) models to large-scale propagation models as shown in Harig et al. (2008).
PROBABILISTIC TSUNAMI RISK ASSESSMENT
This section discusses identified gaps in PTRA. We go through current state for exposure modeling, physical vulnerability, and risk and resilience metrics, as they naturally follow each other in a consequence-based risk workflow (Figure 1). Methods characterizing the complex social, organizational, and economic context in a tsunami risk assessment are discussed subsequently.
Gaps in Exposure Modeling
Existing Methods
Exposure data provide information about the characteristics and location of people and assets at risk. There are several techniques for the acquisition of exposure data, with different degrees of resolution and precision (Pittore et al., 2017). Data from governmental agencies are most commonly used, as they are open and available in most developed countries. These data often provide coverage for the entire building inventory (e.g., physical assets) and are regularly updated for asset management (e.g., national technical maps) and fiscal reasons (e.g., cadastral data). Different exposure databases exist. The Global Exposure Database—GED (De Bono and Mora, 2014; De Bono and Chatenoux, 2015) developed for GAR13 and updated later for GAR15 (UNISDR, 2013; 2015) provides a global dataset at 5 km grid resolution at inland and 1 km at coastal locations, including data for buildings, their use, and exposed value. The 2013 and 2015 versions of the GED served as the exposure databases for the global risk model by the United Nations Office for Disaster Risk Reduction, which considered earthquakes, hurricanes, tsunamis and riverine floods as hazards. The DRMKC Risk Data Hub WebGIS tool (Antofie et al., 2019) has been developed to provide access and sharing of EU-wide information relevant for disaster risk management. Initiatives such as the Open Exposure Data (OED) with roots in proprietary catastrophe modeling and reinsurance industry, provide the opportunity to generate exposure data, including those relevant to tsunami risk, with interoperability between different modeling tools. These databases mainly contain data from census or remote sensing. A recent interview-based approach, relying on local practicing engineers with knowledge of building features, has been adopted for the compilation of building inventories at regional scales (Polese et al., 2020). Careful validation needs to address possible heterogeneity in data. At present, the only guidelines and tools that exist for capturing and classifying exposure data for a tsunami are the multi-hazard exposure taxonomy, and associated tools, provided by GED4ALL (Silva et al., 2018b).
Identified Gaps
Lack of Detail (E1)
Most available exposure data have not been collected for the purpose of tsunami risk assessment and may be missing important information for modeling tsunami fragility or vulnerability. For instance, population cadastral data are often collected at the municipal, district or residential unit level, requiring extra assumptions to determine the geographical distribution. Tsunami hazard intensities can vary considerably between two nearby locations. Accurate geo-localization of the exposed assets and people is needed to obtain robust results, necessitating a minimum resolution level for the exposure databases. While main building construction characteristics are often known, tsunami relevant features (e.g., building lateral load resistance, foundation) are missing (Rivera et al., 2020). Exposure data for critical structures and infrastructure should include functionality information for the exposed asset. This would allow for proper modeling and hence assessment of community resilience, considering different services such as healthcare and education. In other cases, data gaps and uncertainties are associated with regulatory and privacy limitations or outdated sources.
Lack of Exposure Data (E2)
In many developing countries, where cities have rapid urbanization processes and long-term planning is not consistently enforced, exposure data are not always available or updated. Such data may be inferred from satellite and aerial imagery, from freeware data made available from international projects (e.g., NASA’s EOSDIS), from volunteered geographic information systems (e.g., Huyck et al., 2011; Huyck and Eguchi, 2017; OpenStreetMap, 2020), or through intergovernmental organizations (e.g., JRC Risk Data Hub, 2020).
Lack of Tsunami Exposure Model and Taxonomy (E3)
Significant efforts have been made in the earthquake risk community to define a common exposure taxonomy (e.g., GED4GEM, Silva et al., 2018a; METEOR, Huyck et al., 2019). However, these taxonomies do not contain all the required structural attributes for estimating tsunami risk such as geomorphological, land use, and land cover datasets, or number and size of openings in buildings. A recent development is GED4ALL, a multi-hazard taxonomy (Silva et al., 2018b), which considers tsunami as a hazard. GED4ALL also discusses multiple asset types like buildings, people, infrastructure systems and crops. Common taxonomy and attributes are fundamental to avoid heterogeneity, especially when considering multiple asset types.
Spatio-Temporal Variability (E4)
Most exposure models are static in time and do not consider the spatio-temporal variability of exposure components. This aspect is critical when modeling human exposure since there can be daily and seasonal variations. For example, coastal regions often attract tourists, visitors and seasonal workers, leading to significant seasonal fluctuations in the population (Fraser et al., 2014). Spatio-temporal variation in exposure heavily influences the tsunami risk.
Gaps in Physical Vulnerability
Existing Methods
As tsunami losses are closely connected to damages to buildings and infrastructure, the vulnerability component is often cut into two parts: a tsunami-to-damage fragility function, and a damage-to-loss consequence function (Figure 1). Advancements in tsunami vulnerability models have significantly lagged behind those of tsunami hazard, with almost no studies found to precede the 2004 Indian Ocean Tsunami (Charvet et al., 2017). However, with the recent devastating tsunamis providing a large quantity of observed damage and loss data to develop and validate fragility and vulnerability models, this field of study has rapidly grown. Several empirical fragility functions for the assessment of buildings (Koshimura et al., 2009; Mas et al., 2012; Suppasri et al., 2014; Charvet et al., 2015; Chock et al., 2016) and infrastructure (Eguchi et al., 2014; Hatayama, 2014) have been derived from observed damage in the 2004 Indian Ocean, 2009 Samoa, 2010 Chile, and 2011 Tohoku tsunamis. Recently, analytical fragility functions were derived from numerical simulations of building response under tsunami inundation (Petrone et al., 2017; Alam et al., 2018; Karafagka et al., 2018; Páez-Ramírez et al., 2020), and under sequential earthquake and tsunami impact (Park et al., 2012; Attary et al., 2019; Petrone et al., 2020). Only a few studies exist that move from fragility to vulnerability modeling (De Risi et al., 2017). There is a lack of consensus on many aspects of physical fragility and vulnerability modeling.
Identified Gaps
Limitation in Asset Types and Geographical Scope (P1)
The vast majority of existing tsunami fragility and vulnerability models relate to buildings, few exist for bridges, fuel tanks, or other types of infrastructure. The main reason is that most fragility functions are empirical, and few observational damage or loss data are available for infrastructure components. Even for buildings, the geographical scope of existing vulnerability and fragility models is limited. Most empirical fragility functions are based on data from the 2004 Indian Ocean and 2011 Tohoku events, and hence represent non-engineered buildings in countries surrounding the Indian Ocean and engineered buildings typical of Japan. With analytical fragility functions only covering a small number of building types, large portions of the world’s exposure remain unrepresented by current studies.
Effect of Multiple Hazard on Empirical Tsunami Fragility Mode (P2)
Tsunamis are commonly triggered by large earthquakes. Near-source, observational data on asset damage and loss collected after the tsunami often include the combined effects of earthquake ground shaking and tsunami inundation. Hence, empirical fragility and vulnerability models derived from such data inherently comprise the effects of both hazards. Therefore, corresponding empirical fragility models may be regarded as inappropriate for use in a tsunami-only risk assessment. Pure tsunami damage data is rare and currently limited to non-engineered structures (Charvet et al., 2017).
Lack of Consensus Regarding Best Tsunami Intensity Measure (P3)
The intensity measure IM (Figure 1) links the hazard and vulnerability components within risk models. Traditionally, tsunami inundation maps are presented in terms of inundation depth. While the majority of fragility and vulnerability models adopt inundation depth as IM, other tsunami IM have also been used such as the flow velocity or momentum flux. The absence of inundation velocity measurements in field data requires running tsunami inundation simulations to use such IM (Koshimura et al., 2009; Song et al., 2017). More recently, force-based IM (e.g., flow velocity, momentum flux) were used in fragility functions for engineered buildings yielding better correlation to observed damage than inundation depth (Macabuag et al., 2016). However, no consensus on the most appropriate IM could be reached. As a consequence, mismatches between representations of hazard and vulnerability in risk modeling may exist.
Gaps in Building Analysis and Assessment for Use in Analytical Tsunami Fragility (P4)
Buildings are often used as vertical evacuation shelters and an assessment of their structural fragility is therefore an important information in the risk assessment workflow. Tsunami engineering being a younger discipline than earthquake engineering has adopted approaches from the latter community. This was supported by the physical similarity of both hazards applying predominantly horizontal loads to structures. However, there are fundamental differences in how earthquake and tsunami loads are applied to buildings. For example, tsunami loads affect the lower floors of a high-rise building, whereas seismic loads are inertial forces usually causing increasing magnitude for higher floors (Baiguera et al., 2019). Thus, earthquakes induce large bending moments in structural elements, whereas tsunamis typically induce large shear. Since typical structural modeling approaches tend to prioritize flexural effects, the bias in tsunami fragility assessment may be large. Furthermore, seismic loads are dynamic, whereas loads from tsunami inundation can be considered quasi-static, and Rossetto et al. (2018) have shown that building ductility is often not crucial in the tsunami response of structures. Although no consensus has been reached in this regard, more fragility functions based on static rather than time-dependent non-linear approaches are derived now (Petrone et al., 2017; Rossetto et al., 2019). As a tsunami applies direct pressures to a structure, non-structural components like infill walls (and their openings) are seen to play an important role in determining tsunami forces (Del Zoppo et al., 2021). Furthermore, buoyancy, foundation scour and debris impact, which significantly affect building damage from tsunami inundation are rarely modeled (Del Zoppo et al., 2019). These effects are still to be investigated; therefore, published analytical tsunami fragility functions are subjected to large modeling uncertainties. Progress towards more comprehensive and reliable analytical fragility and vulnerability models is needed.
Gaps in Risk and Resilience Metrics
Existing Methods
Tsunami risk assessments typically reflect the impact on the exposed population and infrastructure. The most commonly used decision variables (or metrics) are the number of fatalities, injuries, affected people, besides the direct and indirect economic losses. Direct economic losses represent the repairing/replacement costs of damaged assets, whereas indirect losses reflect costs as down-time, partial loss of functionality of buildings and infrastructure, loss or reduction in network connectivity, flow and/or capacity. These metrics can be used in alternative approaches such as worst-case scenarios, scenario-based for a prescribed return-period, and fully probabilistic. A review of early methods for tsunami risk assessment can be found in Jelínek and Krausmann (2008).
Fully probabilistic risk assessments require the integration of hazard estimates (PTHA) with vulnerability functions (see Figure 1, Løvholt et al., 2015a; 2019). Since the results of PTHA are not always available, tsunami risk assessments are often performed considering selected (worst-case) scenarios as hazard input (e.g., Triantafyllou et al., 2019), which sometimes represent past disasters (e.g., Daniell et al., 2017). Having the results of PTHA available, tsunami risk assessment can also be performed for a limited number of scenarios (e.g., Nadim and Glade, 2006; Okumura et al., 2017). When the PTHA results are available in the form of stochastic event sets, a fully probabilistic tsunami risk assessment (PTRA) can be performed (Ordaz, 2000; Strunz et al., 2011; Salgado-Gálvez et al., 2014), although these types of analyses usually demand an extensive computational effort (e.g., Løvholt et al., 2015a; Jaimes et al., 2016; Goda and Song, 2019; Ordaz et al., 2019).
In a fully probabilistic tsunami risk assessment workflow, risk results are obtained in terms of exceedance frequencies for the above-mentioned metrics (Figure 1). For instance, loss exceedance curves (LEC) provide the relationship between loss values and their exceedance frequencies (Løvholt et al., 2015a; Jaimes et al., 2016; Attary et al., 2017; Ordaz et al., 2019). The area under the LEC corresponds to the average annual loss (AAL), a metric that provides a long-term overview of risk and accounts for the contribution of large and infrequent events as well as small and more frequent ones. From the LEC, loss values associated with a given return period can be obtained, such as loss values estimated by Løvholt et al. (2015a) at a global level representing direct losses. The Hazus tsunami loss estimation methodology provides state-of-the-art decision-support software for estimating potential losses from tsunami events (FEMA, 2017a; FEMA, 2017b).
Risk assessment is not necessarily limited to quantifying the direct and indirect impact on exposed populations and infrastructures. The evaluation of safety and reliability of physical systems is of interest too and for this, fragility functions (“Gaps in Physical Vulnerability” section) can be integrated with hazard to obtain the frequency of exceeding a given damage level (see Figure 1, e.g., Park et al., 2019; Fukutani et al., 2019). The risk metrics provide valuable data also for the assessment of quantitative resilience (also denoted as engineering resilience), which aims to estimate the resilience of a network, an infrastructure, or even an urban ecosystem to a specific natural hazard (see Mebarki et al., 2016 for industrial plants, Akiyama et al., 2020 for bridges). Quantitative resilience should not be confused with coastal community resilience which is discussed in detail in the following section.
Identified Gaps
Gaps Related to Characterization and Propagation of Uncertainties (R1)
Most existing PTRA models rely on a homogeneous Poisson process as the probabilistic backbone for the occurrence process (Eq. 4). The Poisson model, strictly speaking, should be used for propagating only those uncertainty sources that renew with the occurrence of each new event (Kiureghian, 2005). This means that propagation of other sources of uncertainties in a PTRA framework (i.e., those that lack renewal properties), such as the uncertainties in modeling, analysis method, and in general epistemic uncertainties, need more research (Goda and De Risi, 2018; Goda, 2020). One possible direction could point to Bayesian methods (Jalayer and Ebrahimian, 2020).
Challenges in Characterizing Vulnerability Functions (R2)
PTRA lacks a clear distinction and definition of the different loss components that are quantified through the vulnerability functions. On the one hand, direct economic losses can be estimated with a good degree of confidence using existing methodologies (Pagnoni et al., 2019). Long-term direct (e.g., cost of maintenance) and indirect losses (e.g., down-time and reduced functionality including business interruption) typically represent a significant component of the total economic loss (direct + indirect) yet require better quantitative approaches.
Lack of a Tsunami Consequences Database (R3)
There is a lack of tsunami-specific consequence databases accounting for casualties and losses (Yamao et al., 2015). These types of databases exist for disasters in general (e.g., EM-DAT) and more specifically for earthquakes (So et al., 2012; Cardona et al., 2018). They are useful not only to keep a consistent record of past events and the affected regions but to disaggregate the impacts of large events in terms of losses (direct and indirect) and casualties (fatalities and injured), besides assessing the consequences in particular sectors (e.g., road networks, heritage sites, etc.) at different resolution levels. The information included in the consequences databases provides valuable data to validate and calibrate different components of the models (e.g., fragility curves, vulnerability functions). Some data can be partially acquired from collections of documented eyewitness accounts (Santos and Koshimura, 2015), or other sources (e.g., ITIC, 2020).
General Lack of Risk Studies for Networks and Lifelines (R4)
Current implementations of PTRA are mainly focused on residential buildings and emergency planning activities such as the definition of evacuation routes. However, the resilience of coastal areas relies on conventional and strategic infrastructures (Akiyama et al., 2013; Pitilakis et al., 2019). Conventional infrastructure such as roads, bridges, power, water, sanitation and communication networks, underpin economic and social activities in most urban areas (Salgado-Gálvez et al., 2018). Schools and hospitals support the provision of education and health services, which are essential to recovery. Critical infrastructures in coastal areas include harbors (nuclear) power plants, gas and oil storage, and early warning infrastructure, such as tidal buoys and offshore bottom pressure gauges (De Risi et al., 2018). Such infrastructures are complex, often interconnected and geographically distributed systems involving multiple sectors (Duenas-Osorio and Vemuru, 2009; Argyroudis et al., 2019), where further research is needed to quantify their resilience to tsunamis.
Assessing Tsunami Risk in a Multi-Hazard and Multi-Risk Framework (R5)
As triggered events, tsunamis fit naturally within a multi-hazard framework. Moreover, there can be several cascading consequences associated with the occurrence of tsunamis, such as technological disasters induced by natural hazards known as NATECH risks (e.g., the Fukushima Disaster), disruption to supply chains, and societal impacts. Therefore, management and decision-making for tsunami risk should be framed in a multi-risk context. To be able to make risk-informed decisions considering tsunamis, it is important to model the interaction of tsunamis with other phenomena at the level of hazards, vulnerabilities, and socio-economic consequences. An important gap related to risk assessment for tsunamis (and in general) is the lack of a streamlined and standard workflow for modeling the multi-hazard and multi-risk aspects. Currently, most studies consider the different hazards to be independent or “simultaneous” (e.g., earthquake and tsunami as independent events); whereas, few works consider interacting hazards such as coupled simulation of tsunami and earthquake (De Risi and Goda, 2016; Goda et al., 2017; Goda and De Risi, 2018; Ordaz et al., 2019; Park et al., 2019), the cumulation of tsunami and earthquake damages and losses (Ordaz, 2015; Attary et al., 2019; Park et al., 2019; Petrone et al., 2020), and interaction of tsunami and aging infrastructure (Akiyama et al., 2020).
Lack of Understanding and Quantification of Mortality (R6)
Strikingly, the 2004 tsunami with more than 226,000 dead and missing people (EM-DAT, 2020) caused an order of magnitude higher fatalities than the 2011 Tohoku tsunami with 19,846 (EM-DAT, 2020). Hence, past major disasters indicate that the vulnerability to tsunami mortality of a population is much more sensitive to demographic factors (Løvholt et al., 2014) than to physical vulnerabilities (“Gaps in Physical Vulnerability” section). Correlations of tsunami flow depth and number of fatalities following the 2004 Indian Ocean, 2006 Java and 2011 Tohoku tsunamis reveal much larger scatter than those observed in physical vulnerability functions, even when derived from the same events (Reese et al., 2007; Koshimura et al., 2009; Suppasri et al., 2016). As human behavior influences mortality strongly (Johnston et al., 2016; Blake et al., 2018), deriving simplified vulnerability charts based on single tsunami intensity measures may not be appropriate. Tsunami awareness and availability of tsunami early warning systems and infrastructure are important (Gregg et al., 2006; Fraser et al., 2014), as well as proximity to source areas. Our understanding and ability to quantify and assess the effect of all these factors on tsunami mortality is still very limited.
The Weakness of Capturing Multi-Faceted Aspects of Vulnerability (R7)
Quantitative risk assessments typically address several socio-economic parameters (e.g., safety, downtime, direct and indirect economic losses, and even human behavior and response) as dimensions of consequences to disruptive tsunami events. However, PTRA falls short in modeling some dimensions of vulnerability that are part of a given context and not directly caused by a disruptive event (e.g., governance-related issues, adaptation and coping capacities, societal inequalities). There are no established methodologies, within the context of the PTRA framework (Equations 1–4), for characterizing context-based impacts of tsunami on the social, political and economic dimensions, leaving it unclear how to address these dimensions. Integrated and heuristic approaches such as "MOVE" (Birkmann et al., 2013) or holistic approaches as those proposed by Carreño et al. (2007) or Aguirre-Ayerbe et al. (2018), have strived to address the context-based and multi-dimensional nature of vulnerability and risk and could be adapted to be used as physical risk indicators in the outcomes of PTRA.
Gaps in Social Vulnerability, Multi-Dimensional Vulnerability and Risk Indicators
Existing Methods
Although not directly addressing tsunami risk, Jasanoff (1993) pointed out the urge to bridge the two cultures of quantitative and qualitative risk assessment, stressing the importance to view risk in a larger context of social justice (who should we protect, from which harm, at what cost, and by foregoing what other opportunities). The societal factors impacting vulnerability and risk are mainly rooted in a complex and diverse aggregate, which varies over time and space. Qualitative vulnerability investigations use models and frameworks considering several dimensions (e.g., economic, demographic, psychological, political or physical), summarized by composite vulnerability and risk indices. These indicators can be distinguished from the risk and resilience metrics discussed in the previous section (“Gaps in Risk and Resilience Metrics” section) since some of them cannot be directly integrated into a computational PTRA procedure. Examples of existing multi-dimensional vulnerability and risk indicators are: The community resilience (e.g., Lam et al., 2016; Saja et al., 2019), the urban disaster risk index (Carreño et al., 2007; Salgado-Gálvez et al., 2016), the social vulnerability index (Cutter et al., 2003; Flanagan et al., 2011), the Coastal vulnerability index (McLaughlin and Cooper, 2010), Metropolitan Tsunami Human Vulnerability Assessment (Tufekci et al., 2018).
Identified Gaps
The Difficulty of “Quantifying” Social Vulnerability (I1)
Social vulnerability describes combinations of social, cultural, economic, political, and institutional processes that determine differentials in the experience of hazards and recovery from dangerous events (Spielman et al., 2020). Experts may construct meaningful indicators to include a social component in hazard planning, preparation, and response. Integrating social vulnerability research into emergency and disaster risk management is essential, but caution is required to assign quantitative elements. Integration of social factors may allow planners and decision-makers to better identify problems in case of destructive events and provide insights into addressing recovery solutions (Cardona, 2001; Chakraborty et al., 2005; Schmidtlein et al., 2008). Social Vulnerability Index (SoVI) is a single quantitative indicator which was developed through a review of hazard case studies by Cutter et al. (2003) examining the spatial patterns of social vulnerability to natural hazards at the county level in the United States. Because of the complex and multidimensional nature of factors contributing to vulnerability, no variable has yet been identified to fully validate SoVI. An alternative approach to assess its reliability is to identify how the changes in the SoVI algorithm construction may lead to the changes in the outcome. Schmidtlein et al. (2008) investigated the sensitivity of quantitative features of the SoVI such as the scale of application, the set of used variables, and various geographic contexts.
Ambiguities in Definition of Community Resilience (I2)
Resilience is a frequently used term to discuss the capacity of a society or ecosystem to recover quickly from a disaster. The United Nations Office for Disaster Risk Reduction has defined resilience as “the capacity of a system, community or society potentially exposed to hazards to adapt, by resisting or changing in order to reach and maintain an acceptable level of functioning and structure. This is determined by the degree to which the social system is capable of organizing itself to increase this capacity for learning from past disasters for better future protection and to improve risk reduction measures” (UNISDR, 2007). A comprehensive review of various definitions of resilience can be found in Davoudi et al. (2012) and Ayyub (2014). The definition of coastal resilience is hindered by varying definitions and non-unified terminology, difficulties in selecting and combining different resilience indicators, and lack of data for validation (Lam et al., 2016). In fact, resilience is still lacking rigorous measurement methods (Bozza et al., 2015), especially in the context of tsunami hazard (Genadt, 2019).
Lack of Tsunami Vulnerability Index (I3)
A specific tsunami Disaster Risk Index (TDRI), similarly to the Disaster Risk Index (DRI) developed by the UN Development Program to compare disaster risk between countries exposed to hazards (UNDP, 2004) or the Urban Seismic Risk Index by Carreño et al. (2007) should be developed.
Integrated Approaches to Consider the Multi-Dimensional Aspects of Tsunami Risk (I4)
Vulnerability and risk are multi-faceted concepts and encompass various assets, physical, organizational, and institutional dimensions (e.g., Herslund et al., 2016). Vulnerability and risk assessment considering these different facets often requires different scientific backgrounds and approaches (Hufschmidt et al., 2005). A consequence-based approach to risk assessment (e.g., the PEER framework, or computational PTRA in general) has its roots in engineering. The approach follows a logical flow from causes associated with a disruptive event toward quantifying its direct and indirect socio-economic consequences. This approach focuses on the physical dimension of vulnerability, acting as a “container” of functions and services and thereby invokes–directly or indirectly–other dimensions of vulnerability such as social, economic and organizational vulnerability. On the other hand, the context-based approach (e.g., approaches based on integrated indicators) has its roots in the humanities and social disciplines. This approach deals with the context and the interactions between different actors, the respective territory, the different drivers (climate, societal changes) and how decisions can affect the overall context and the complex interplay between actors and drivers. Needless to say, the two approaches complement each other and have to be taken into account in policymaking for DRR in an integrated manner (O’Brien et al., 2007).
Considering Community Response and Organizational Capacities (I5)
Recent tsunami events worldwide have highlighted the need to critically revisit how human behavior in tsunami evacuation, and more generally, the human dimension of preparedness for tsunamis is addressed within the risk assessments. The lessons from Japan 2011, Chile 2010 and Indonesia in 2010 and 2018 events highlight such needs. Questions arise on how and if the different and seemingly inconsistent human behavior can be addressed in tsunami risk assessments. Moreover, atypical events such as the Krakatoa, Indonesia 2018, do not allow for conventional prevention, warning and mitigation strategies. In most cases, aid and help arrive late due to limited organizational capacities, leaving the affected communities in even more vulnerable conditions, especially during the first critical hours and days after the event. Events with growing levels of complexity are likely to continue to occur in the future and this calls for a more in-depth consideration of how different communities respond and how those variations can be integrated within the risk assessment framework.
Incorporating Risk Perception in the Formulation and Analysis of Complex Risks (I6)
Perceptions are dynamic and socially constructed. Perceptions can change abruptly or gradually, depending on the context. Understanding evacuation behavior requires an understanding of risk perceptions. This can help explain why the response to tsunami drills may be different than when responding to a real event. It is quite challenging for risk methodologies to consider the dynamic, complex and subjective aspects of risk perception. Only by understanding the subjective meanings of perceived risks allows risk communication to be designed and applied more effectively.
CONCLUSIONS AND DIRECTIONS
In this review, we discuss a large number of research gaps in PTHA and PTRA. It becomes obvious that methods have substantially improved over the past decades, but also that open questions remain in the physical description, conceptualization, modeling, as well as the social and psychological dimensions of the topic.
The physics and geological complexity of tsunamigenic sources are still not captured nor understood adequately, leading to large uncertainties. For SPTHA, neither all earthquake faults nor their exact location, geometry, boundary and initial conditions (e.g., stress, friction) are fully constrained. Statistical models of recurrence constitute the largest uncertainties in large and rare events, including tsunami earthquakes. Uncertainty may become excessive for landslide tsunamis, where statistics on past events often are absent, and our understanding of slope failure probability is limited. The need for covering vast geographical scales, source diversity and related uncertainties, render LPTHA extremely challenging. For VPTHA additional difficulties arise due to the complexity of tsunamigenic volcano sources and triggers, but they are constrained spatially. MPTHA may benefit from a large meteorological data network allowing for (prototypical) forecasting as well as PTHA applications, but sensitivity to source parameters is still unconstrained.
While modeling and parameterization of individual phenomena are possible, they are often excessively computationally expensive or highly uncertain due to missing constraints on input parameters. The multiple scales involved in PTHA from far-field propagation over oceanic distances to the need to resolve small scale inundation features while capturing physics and resolving uncertainties still represent an open challenge. Yet, this solution is needed to convey PTHA information properly into risk analysis.
Even more challenging is the situation in PTRA, where gaps exist in the transformation of physical hazard to risk and quantifying the uncertainties in the assessment of risk and resilience. Key concepts, such as physical vulnerability and mortality and their related uncertainties, are less developed than the main PTHA elements. There are gaps regarding selection of IM, limited observed damage asset- and location-wise, and limited experimental validation.
Furthermore, tsunami science is immature concerning embedding issues with intrinsically multi-hazard and multi-risk aspects, such as the cascading events that are entangled with tsunami hazards. A weakly developed link between quantitative PTRA and the social sciences is a clear gap. At this point, it is worth noting that terms “vulnerability” and “resilience” are multi-dimensional concepts that are used both in the consequence-based–natural sciences inspired–as well as context-based approaches–motivated by social sciences. Therefore, they may have quite different interpretations depending on the analysis context.
The overarching issue is integrating all the above components and developing an overall consistent sensitivity and uncertainty quantification framework, to understand tsunami risk and identify risk drivers, from the probability of the sources causing hazards to the probability of their physical consequences and societal impact. This understanding must be developed and prioritized in future research.
To guide such efforts, we have performed an expert judgment exercise that we discuss in the following subsection. It may help to identify most pressing research needs as well as prioritize research efforts.
Prioritizing Research Gaps
A scientific sensitivity analysis of the impact of each research gap, as conducted for individual sources in Sepúlveda et al. (2017) or Davies and Griffin (2020), on the overall result of a PTHA or PTRA is certainly out of the scope of a single review paper. However, some guidance on prioritization of efforts is certainly desirable. Since we focused our description on research gaps, we suggest two important metrics for the prioritization: The susceptibility of PTHA and PTRA results on uncertainty due to the research gap (sensitivity) and the difficulty or amount of research effort needed to fill that respective gap (tractability).
In order to assess these two metrics, we conducted a first-pass expert judgment among the more than 50 co-authors of this article–all experts in one or more of the aspects of our review. A questionnaire was designed that asked three questions for each of the 47 research gap subsections that we have described before. The first two questions addressed the two metrics just mentioned. The third question asked if experts were of the opinion if the research gap existed because of a missing theoretical understanding, a lack of data, or both. While this somewhat ad hoc prioritization is not as solid as a rigorous expert elicitation (e.g., Cooke, 1991; Budnitz et al., 1997; Morgan, 2014; for tsunami hazard see an application in Basili et al., 2021, or the discussion in Grezio et al., 2017) and hence could be somehow biased, we believe it still provides a valuable starting point for future efforts. It is a qualitative broad-brush answer to the question, which research gap may be of highest importance. More details on this exercise are given in the Supplementary Material.
The result of this exercise is visualized in a priority matrix (Figure 2). It may appear natural to respond first to those research gaps that are located in the left upper quadrant of the matrix, since these gaps are considered less difficult to solve, while they are expected to influence the risk considerably. It can be noted that most of the research gaps are judged hard to solve but with a highly sensitive impact on the overall result. This seems natural, since high impact but simple problems would have been solved already.
[image: Figure 2]FIGURE 2 | Priority Matrix for all the 47 research gaps identified. Letters indicate seismic source gaps (S), landslide source gaps (L), volcanic source gaps (V), meteorological source gaps (M), hydrodynamical modeling gaps (H), exposure related gaps (E), physical vulnerability related gaps (P), resilience related gaps (R), social vulnerability and risk indicators related gaps (I). The size of each marker relates to the agreement of experts, larger marker size means less spread in the answers. Colors are used to indicate if the gap is caused by missing theoretical understanding (blue), a lack of data (red), or both (cyan).
Based on our qualitative assessment, we can therefore identify some overall trends. First, we see some common challenges related to establishing annualized source probability of occurrence, which tend to cluster in the upper right corner of Figure 2. This means that they are considered relatively most important, yet hardest to solve. Of these, obtaining landslide related annual source probabilities (L1) is considered both the largest yet most important obstacle, while a just slightly lower similar prioritization is evident for earthquake and volcano sources (S1 and V2). Another aspect that is considered important (and challenging) is the multi-hazard and cascading hazard aspect (R5). On the other hand, the research gaps that appear to be least sensitive and also easy to be filled are related to the numerical modeling of wave propagation (H3), as well as lack of joint intensity measures (I3) and gaps related to earthquake scaling relations (S4). Finally, we also note Figure 2 allows us to analyze several instances of components with similar sensitivity but with clearly different tractability. For instance, the lack of tsunami exposure data (E2) is considered as important as modeling complicated aspects of inundation (H6), but the former is assumed by the authors of this paper to be more easily achieved. Several other similar examples can be analyzed from Figure 2.
It is noteworthy that most of the research gaps that most experts find consensus on are highly sensitive in their impact (all located at the upper margin of the point cloud). It is also worth noting that most research gaps are considered to relate to data and theory gaps and that those that relate to only a missing theoretical understanding are considered of relatively low sensitivity. This may be related to the fact that when we don’t understand a phenomenon, we cannot really judge whether it affects our results or not. In other words, this may be an “unknown”. Whereas a data related research gap may already have proved to be sensitively influential by a specific example, but due to a lack of data cannot be involved concisely into the workflow.
This priority matrix is just a very first approach. Since tsunami research eventually aims at protecting life from natural hazard, one could also prioritize those research gaps with direct impact on this goal. These would be in particular those topics mentioned in sections “Gaps in Physical Vulnerability,” “Gaps in Risk and Resilience Metrics,” and “Gaps in Social Vulnerability, Multi-Dimensional Vulnerability and Risk Indicators” (marked with P, R, and I; respectively).
Final Considerations
We have described and prioritized a comprehensive list of research gaps in PTHA and PTRA. While our approach to prioritization and the metric used to do so are to some extent subjective, it remains for the scientific community and further investigation as well as future incentives to decide, which directions to choose from. Nevertheless, our priority matrix will serve as a first impression on the weight of each of the identified research gaps.
An important part of the future puzzle will be exploring how uncertainties propagate to risk across disciplines. While uncertainties are more extensively explored in earthquake-related hazard analysis, non-seismic hazard, vulnerability, exposure and risk are lagging behind. On the other hand, different levels of maturity of methods and understanding will always exist. Hence, it is imperative to develop PTRA standards and guidelines to appropriately merge all risk analysis components considering their different uncertainty exploration and maturity level.
While validation of individual components has been addressed in several of the sections in our text, validating the PTHA and PTRA workflow as a whole is still ongoing research. Marzocchi and Jordan (2014) propose a methodology for a meaningful test of general probabilistic hazard models and an example of a successful application can be found in Meletti et al. (2021).
Certainly, research gaps exist also outside of the scope of PTHA and PTRA. New computational methods, like fuzzy methods, machine learning techniques and even advances in classical computational methods have to be considered. Rigorous, information theory inspired approaches to validation may also be explored.
Considering the goals of the Sendai Framework for Disaster Risk Reduction and acknowledging the vast number of challenges outlined in the sections before, a concerted interdisciplinary effort to close the most pressing gaps is required. Attempts to gather expertize, facilitate exchange and development, and coordinate community efforts are represented by the Global Tsunami Model (GTM, 2020) and the COST Action AGITHAR. A thorough consolidation of available sources of information in openly accessible databases, documentation of standard workflows, unification of terminology and metrics, as well as information hubs need to be established.
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We present a benchmark study aimed at identifying the most effective modeling approach for tsunami generation, propagation, and hazard in an active volcanic context, such as the island of Stromboli (Italy). We take as a reference scenario the 2002 landslide-generated tsunami event at Stromboli simulated to assess the relative sensitivity of numerical predictions to the landslide and the wave models, with our analysis limited to the submarine landslide case. Two numerical codes, at different levels of approximation, have been compared in this study: the NHWAVE three-dimensional non-hydrostatic model in sigma-coordinates and the Multilayer-HySEA model. In particular, different instances of Multilayer-HySEA with one or more vertical discretization layers, in hydrostatic and non-hydrostatic formulation and with different landslide models have been tested. Model results have been compared for the maximum runup along the shores of Stromboli village, and the waveform sampled at four proximal sites (two of them corresponding to the locations of the monitoring gauges, offshore the Sciara del Fuoco). Both rigid and deformable (granular) submarine landslide models, with volumes ranging from 7 to 25 million of cubic meters, have been used to trigger the water waves, with different physical descriptions of the mass movement. Close to the source, the maximum surface elevation and the resulting runup at the Stromboli village shores obtained with hydrostatic and non-hydrostatic models are similar. However, hydrostatic models overestimate (with respect to non-hydrostatic ones) the amplitude of the initial positive wave crest, whose height increases with the distance. Moreover, as expected, results indicate significant differences between the waveforms produced by the different models at proximal locations. The accurate modeling of near-field waveforms is particularly critical at Stromboli in the perspective of using the installed proximal sea-level gauges, together with numerical simulations, to characterize tsunami source in an early-warning system. We show that the use of non-hydrostatic models, coupled with a multilayer approach, allows a better description of the waveforms. However, the source description remains the most sensitive (and uncertain) aspect of the modeling. We finally show that non-hydrostatic models, such as Multilayer-HySEA, solved on accelerated GPU architectures, exhibit the optimal trade-off between accuracy and computational requirements, at least for the envisaged problem size and for what concerns the proximal wave field of tsunamis generated by volcano landslides. Their application and future developments are opening new avenues to tsunami early warning at Stromboli.

Keywords: landslide, tsunami, volcano, Stromboli, numerical simulation, benchmark, hazard assessment


1. INTRODUCTION

The generation of large tsunamis is a relatively rare phenomenon at volcanic islands on a decadal scale (Latter, 1981; Béget, 2000; Tinti et al., 2003a), but it represents a remarkable risk, in reason of the catastrophic impact it may have along the nearby coasts (Auker et al., 2013; Paris et al., 2013; Paris, 2015). The most common phenomena capable to generate tsunami on volcanic islands are submarine and subaerial landslides (Harbitz et al., 2013; Løvholt et al., 2015; Yavari-Ramshe and Ataie-Ashtiani, 2016). Landslides are particularly frequent at active volcanoes during periods of intense eruptive activity, resulting in overloading and instability in both the submarine and subaerial portions of the volcano flanks (cf. Tibaldi, 2001; Pistolesi et al., 2020), especially on the parts of the edifice characterized by unconsolidated pyroclastic deposits and steep slopes (Bisson et al., 2007; Pistolesi et al., 2020). Rapid pyroclastic avalanches are a special type of subaerial mass flow composed of air and hot pyroclastic particles (ash, lapilli, and blocks produced during explosive eruptions). They are peculiar of volcanic settings and differ from other subaerial landslide by their generation mechanism, which can be associated with the collapse of eruptive jets and/or lava domes, or by the impulsive directional ejection of pyroclasts (Branney and Kokelaar, 2002). Moreover, they are characterized by an initially higher momentum, finer granulometry, and higher temperature, facilitating the built-up of pore pressure (Roche et al., 2011; Lube et al., 2020). For these features, the tsunamigenic capacity of pyroclastic avalanches is still only partially understood (De Lange et al., 2001; Freundt, 2003; Walder, 2003; Watts and Waythomas, 2003; Bougouin et al., 2020).

At Stromboli Island (Aeolian Islands, Southern Tyrrhenian Sea, Italy), the generation of tsunamis represents one among the several relevant hazards associated with ordinary and extraordinary volcanic activity (Rosi et al., 2013) for the shores of the island, for the nearby Aeolian Archipelago, and for the Southern Tyrrhenian Sea (Figure 1).


[image: Figure 1]
FIGURE 1. (A) Topo-bathymetry of the Southern Tyrrhenian sea, with the Aeolian archipelago and the island of Stromboli (dashed inset frame). (B) Map of proximal topographic and bathymetric slopes of the Stromboli volcano.


All known tsunami events at Stromboli were associated with intense explosive and/or effusive eruptions and subsequent landslides associated with gravitational instabilities of the Sciara del Fuoco (SdF) (Tinti et al., 2008; Casalbore et al., 2011; Pistolesi et al., 2020) (Figure 2). At least eight events of tsunami have been recognized since 1900 CE (Maramai et al., 2005b; Rosi et al., 2019; Pistolesi et al., 2020). The largest one was initiated on 30 December 2002 by two landslides (with total volume of the order of 10 × 106 m3 Chiocci et al., 2008) that detached from the submarine and subaerial flanks of the SdF scar (Bonaccorso et al., 2003; Maramai et al., 2005a; Tinti et al., 2006; Marani et al., 2008). The 2002 event is presently taken as a reference for emergency planning by the Italian Civil Protection. Two smaller but more recent events were associated with the July 3rd and August 28th, 2019, paroxysmal events (i.e., eruptions with exceedingly high mass eruption rate, with respect to the ordinary Strombolian activity; Rosi et al., 2013; Giordano and De Astis, 2020; Giudicepietro et al., 2020). Both events generated pyroclastic avalanches along the SdF, whose entrance into the sea triggered two sequences of tsunamis (INGV, 2019; LGS, 2019a,b). Although they did not have significant impact on the island shores (with maximum surface elevation of a few centimeters), they provided first-hand evidence of the capability of relatively small rapid pyroclastic avalanches to trigger water waves (Freundt, 2003; Watts and Waythomas, 2003; Bougouin et al., 2020). The analysis of the witnessed cases of the 20th century suggests in any case a dominant submarine component of the tsunami source mechanism at Stromboli (Maramai et al., 2005b; Rosi et al., 2013). Although probability of occurrence of submarine/subaerial landslides at SdF is not rigorously established yet, in this work we preliminary address submarine landslides and leave the study of subaerial landslides and pyroclastic avalanches for a future work.
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FIGURE 2. Topography and bathymetry of the island of Stromboli. Stars indicate the positions of the actual (1 and 2) and virtual gauges (3 and 4), where simulated waves are sampled. The initial position of the 2002 submarine landslide identified by Fornaciai et al. (2019) is indicated by the circle.


Modeling of tsunamis generated by submarine landslides entails different levels of complexity. Modeling of the tsunamigenic source requires description of the mechanisms of landslide triggering (Harbitz et al., 2006, 2013; Masson et al., 2006; Clare et al., 2018), propagation (Hungr et al., 2005; Pudasaini and Mergili, 2019), and deformation (Løvholt et al., 2015). These difficulties are common also for volcanic mass flows, whose capability to transfer energy to water waves, involving complex multiphase processes and dissipative phenomena, is still largely unknown (Tinti and Bortolucci, 2000; Ruff, 2003; Watts and Waythomas, 2003; Bougouin et al., 2020). For what concerns wave dynamics, volcanic tsunamis share some of the complexities that make the assumptions underlying the wave equations at the open sea fail: the source of the tsunami is almost always close to the shore, where non-linear shoaling effects are significant (cf. Guyenne and Grilli, 2003); the interaction with the coast and with a steep and rapidly varying bathymetry induces significant reflection and refraction effects (cf. Glimsdal et al., 2013); non-hydrostatic effects (i.e., frequency dispersion) are significant due to steep slopes and for the high-frequency component of generated waves on the shallow bathymetry (cf. Grilli and Watts, 2005). For these reasons, non-linear, non-hydrostatic wave dispersive models are recognized to be essential components to simulate landslide-generated tsunamis, including those at volcanic islands (Yavari-Ramshe and Ataie-Ashtiani, 2016).

At Stromboli, numerical modeling of tsunamis has been carried out and reported in a number of previous works, for the 2002 event (Tinti et al., 2006) and for potential scenarios generated outside the SdF area (Tinti et al., 2008), including considerations about extremely large volume landslides with tsunami (Tinti et al., 2000). These simulations have been carried out by means of a Lagrangian block model to compute the motion of the collapsing mass, and a finite-element, shallow water (hydrostatic) model to compute the propagation of the tsunami. The impact on Stromboli Island, on the Aeolian Archipelago and on the Southern Tyrrhenian Sea have been addressed (Tinti et al., 2003b) with a scenario approach based on the knowledge of past volcanic and tsunamigenic activity at Stromboli. However, the use of shallow-water models for landslide-generated tsunamis is nowadays known to suffer severe limitations, due to non-dispersive features and because of relevant three-dimensional effects associated with propagation along steep slopes (Yavari-Ramshe and Ataie-Ashtiani, 2016). For these reasons, Fornaciai et al. (2019) proposed a new numerical simulation work of the 2002 event at Stromboli, in which several landslide scenarios were studied by coupling a rigid landslide with a non-hydrostatic wave model to study the near-shore wave generation and propagation, including wave dispersion, shoaling and diffraction effects. To compute further wave propagation in the Southern Tyrrhenian Sea and the potential inundation, Fornaciai et al. (2019) have used a depth-averaged, dispersive Boussinesq wave model. That study allowed setting further constraints to the magnitude of either submarine and subaerial landslide phases for scenarios compatible with the 2002 event at Stromboli, and highlighted the importance of shoaling and diffraction phenomena which can increase the waves heights locally, with initial wave as large as 10 m and runups on the shores as high as 5–10 m. However, the high computational cost of the used three-dimensional solver (even when run on clusters of parallel processors) made its use for hazard assessment purposes problematic, limiting its use to single scenario analysis and to relatively small computational domains.

In the tsunami community there has been a continuous effort to identify criteria and appropriate validation experiments for the assessment of numerical model reliability. This was aimed especially to seismically induced tsunamis (Synolakis et al., 2007; Horrillo et al., 2015; Lynett et al., 2017), but the need of better understanding landslide-generated tsunamis recently stimulated a comparable effort. In this context, a set of experiments have been proposed as benchmarks for landslide-induced tsunami by Kirby et al. (2018). For conical islands, a specific benchmark based on laboratory experiments has been proposed by Romano et al. (2016), to be used for validation of numerical models (Montagna et al., 2011). Analysis of experimental data allowed Romano et al. (2013) and Bellotti and Romano (2017) to accurately characterize the physical properties of the wave generated by a subaerial, rigid landslide, the inundation mechanism (controlled by the trapped edge-wave) and the energy content of the radiating waves. However, it is still challenging to compare models against natural phenomena, due to the scarcity of the observations, the uncertainty on initial and boundary conditions and complex interactions between subsystems.

In this paper, we present a synthetic benchmark (or model inter-comparison) study aimed at quantifying the impact of different physical and numerical approximations on the resulting waveforms and tsunami inundation patterns at Stromboli, and identifying the most effective trade-off between computational cost and model accuracy. The Material and Methods section describes the landslide and wave models used for the benchmark and the simulation conditions. We take as a reference the 2002 scenario described by Fornaciai et al. (2019) and assess the relative sensitivity of numerical predictions to the landslide and the wave models. In the Results section we present the model results, emphasizing the comparison among proximal waveforms, sampled at the same locations of the two elastic gauges recently installed by Università di Firenze and the Italian Department of Civil Protection near the shoreline of the SdF (http://lgs.geo.unifi.it/; Lacanna and Ripepe, 2020). We also discuss differences in the inundation patterns at Stromboli village, by comparing the maximum wave height on the shoreline with the field data collected after the 2002 event, for different landslide volumes and models. In the context of the development of an early warning system, it is of primary importance to provide a reliable and effective (from the point of view of accuracy and computational time) model able to interpret proximal wave signals, and to potentially assimilate them into a predictive wave propagation model. Such aspects are addressed in the Discussion section, where we also discuss our results in the framework of the recent scientific literature. Finally, in the Conclusion section, we provide a short summary of the main results and an outline of future work.



2. MATERIALS AND METHODS

The two models used in our study (named NHWAVE and Multilayer-HySEA) and shortly described below have been tested against validation laboratory experiments proposed by Kirby et al. (2018) during the Landslide Tsunami Model Benchmarking Workshop (LTMBW, 2017). Their formulation, implementation and validation are documented in the referenced literature. Both numerical codes include a wave generation mechanism describing the landslide and its interaction with the water (Table 1) and implement different approximations of the wave dynamics (Table 2). Their implementation is here described and summarized in Table 3.


Table 1. Different modeling approaches used in this work for the description of the landslide.
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Table 2. Acronym and hierarchy of the different approaches to the modeling of water waves, ordered from top to bottom by decreasing complexity.
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Table 3. Numerical codes and modeling approaches tested in this work.
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2.1. Rigid Landslide Model

In most of the presented numerical results, we adopt a simple conceptualization of the landslides, which considers a rigid sliding mass whose center of mass has prescribed kinematics. The slide has a nearly elliptical footprint on the slope and vertical cross sections varying according to truncated hyperbolic secant functions in the two orthogonal directions (the analytical expression is reported in the Supplementary Material), and it is identified by its length, width and maximum thickness, defining its volume (Enet and Grilli, 2007; Fornaciai et al., 2019). The Rigid Landslide model (abbreviated by the acronym RL in Tables 1, 2) considers the balanced effects of inertia, gravity, buoyancy, Coulomb friction, hydrodynamic friction, and drag forces. These are described by the equation of motion defined by Enet and Grilli (2007) and proposed by Kirby et al. (2018) at the Landslide Tsunami Model Benchmarking Workshop (LTMBW, 2017). They have been adopted by Fornaciai et al. (2019) for the study of the 2002 scenario at Stromboli:

[image: image]

where s is the spatial coordinate, θ is the slope angle, Cm is the added mass coefficient, [image: image] is the landslide over water density ratio, Cd is the global drag coefficient, Cn is the basal Coulomb friction coefficient, g is the gravity acceleration, Ab and Vb are the landslide cross section and volume, calculated from the analytical expression reported in the Supplementary Material. Analytical integration of this equation on a constant slope and for large times gives the semi-empirical prognostic equation proposed by Grilli and Watts (2005) and Enet and Grilli (2007),

[image: image]

In this expression s0 and t0 are the characteristic distance and time, defined as [image: image], and [image: image], with ut (terminal velocity for large slides) and a0 (initial acceleration) defined as in Grilli and Watts (2005). On the 3D topography, we solve Equation (1) numerically by integrating the x and y components in time with a backward Euler scheme. With the RL model, coupling between landslide and water is essentially due to the transient modification of the bathymetry.



2.2. Granular Landslide Model

The Granular Landslide (GL) model (Savage and Hutter, 1989; Fernández-Nieto et al., 2008), describes the landslide as a deformable, incompressible granular medium with constant average density (i.e., constant porosity) which moves under the competing effect of gravity and frictional forces (Ma et al., 2013, 2015; Macías et al., 2015; Macías et al., 2020b; González-Vida et al., 2019). With the GL model, the landslide-wave coupling is two-way: the bottom landslide movement affects the water column by changing the bathymetry, and the two fluids (the landslide and the water) are coupled through friction terms. On the contrary, the fluctuation of pressure due to the variations of the free-surface can be neglected in the momentum equation of the granular material, thus simplifying the system of equations (Macías et al., 2020b). The comparison between the RL and GL model is carried out by imposing that the granular volume has the same initial shape of the rigid slide and using friction coefficients and density contrast within a comparable range. The rheology of the granular landslide is the most difficult part of the model to calibrate. In this work, we only analyze the results of a granular landslide with one of the two codes, Multilayer-HySEA. The model assumes a Coulomb rheology, with the friction coefficient depending on the landslide Froude number (Pouliquen and Forterre, 2002; Macías et al., 2020b). The friction law is thus characterized by three parameters (three friction angles) μ1, μ2, μ3. We set μ1 = μ3 and as a preliminary study we assessed the sensitivity of the results to variations of μ1 (static friction) and μ2 (reduced friction) in the ranges 0.02–0.18. The uncertainty of the resulting wave amplitude is always <10%. However, it is worth remarking that NHWAVE also includes the possibility of using a deformable granular model (Ma et al., 2013, 2015). Its most recent version (Zhang et al., 2021a,b) includes the possibility to simulate arbitrary bathymetry, viscous or granular slides, and also has non-hydrostatic pressure included in the slide layer.



2.3. Water Wave Models

In our study, we compare results of the two numerical solvers, run with the same initial and boundary conditions, to assess the influence of different physical and numerical approximations, for the specific natural case of Stromboli. Part of our analysis is dedicated to a comparison between hydrostatic and non-hydrostatic approximations. In the former, the condition of pressure being everywhere hydrostatic derives from the assumption of negligible vertical acceleration in the equation of vertical momentum. This is usually a good approximation for shallow-water (thin) flows (having horizontal wavelengths much larger than the flow thickness) and on mild slopes. It is nowadays recognized that non-linear, non-hydrostatic wave dispersive models are essential components to forecast landslide-generated tsunamis (Yavari-Ramshe and Ataie-Ashtiani, 2016), because their wavelengths are smaller and they are generated on steep slopes. However, legacy shallow-water models are still widely used by practitioners and researchers for assessing tsunami risk and impact (e.g., Liu et al., 2020). For this reason, we analyze the hydrostatic limit at Stromboli, in order to quantify the uncertainty associated with such an approximation.

NHWAVE is a 3D shock-capturing non-hydrostatic wave model developed by Ma et al. (2012), which solves the incompressible Navier-Stokes equations using a small number of vertical, boundary fitted, σ-layers. NHWAVE simulates wave generation by either rigid or deformable slides (Ma et al., 2012, 2013, 2015; Zhang et al., 2021a,b), including frequency dispersion effects (associated with vertical acceleration and non-hydrostatic pressure distribution). Terms describing the viscous and turbulent stress can be included in the NHWAVE model, but they were set to zero in the presented simulations. The code has been modified by Fornaciai et al. (2019) with respect to the original landslide treatment (imposing that the rigid body only follows straight trajectories on a constant slope and therefore with a fixed kinematics) in order to solve the landslide motion equation along the bathymetry. NHWAVE has been widely applied to simulate the wave generation stage of some real landslide-generated tsunami events with a RL model (Tappin et al., 2014; Grilli et al., 2015; Fornaciai et al., 2019). More recently, NHWAVE has been used to simulate the 2018 collapse of Anak Krakatau volcano and subsequent tsunami (Grilli et al., 2019), the 1908 Messina (Schambach et al., 2020), and the 2018 Palu (Schambach et al., 2021) tsunamis with a GL model. The NHWAVE model is parallelized using Message Passing Interface (MPI) with non-blocking communication, with domain-decomposition using ghost-cells.

The Multilayer-HySEA model implements one of the multilayer, non-hydrostatic models of the family introduced and described in Fernández-Nieto et al. (2018), in which the three-dimensional model equations are depth-averaged across a number of vertical layers. The governing equations, obtained by a process of depth-averaging, correspond to a semi-discretization for the vertical variable of the Euler equations and are mathematically equivalent to those of the NHWAVE model. The total pressure is decomposed into a sum of hydrostatic and non-hydrostatic pressures. In this process, the horizontal and vertical velocities are assumed to have a constant vertical profile. The proposed model admits an exact energy balance and, when the number of layers increases, the linear dispersion relation of the linear model converges to the same of Airy's theory (Fernández-Nieto et al., 2018). The motion of the bottom surface can be taken into account as a boundary condition. Therefore, this model can simulate the interaction with a slide in the case that the motion of the bottom is prescribed by a function, given by a set of data, or simulated by a numerical model. In the latter case, the bottom layer can represent the motion of either a rigid (RL) or granular (GL) landslide. The new version of Multilayer-HySEA incorporates the possibility of simulating the generation of tsunami produced by subaerial or submarine deformable landslides. The GL motion is modeled by a shallow-water Savage-Hutter type (Fernández-Nieto et al., 2008) model that is weakly coupled with the non-hydrostatic multilayer model through the boundary conditions (i.e., the modification of the pressure term associated with the wave height is neglected). Model description and validation tests are detailed in Macías et al. (2020a,b). The Multilayer-HySEA model can also be run in hydrostatic approximation (in which case, the multilayer formulation is equivalent to the non-linear shallow-Water equations). The Multilayer-HySEA numerical code is designed to run on Graphic Processing Unit (GPU) accelerated High-Performance Computing (HPC) architectures (Escalante et al., 2018, 2019).

Table 2 presents a list of the modeling approaches considered in this study, defining a hierarchy based on the complexity of the underlying physical model and highlighting the approximations and limitations. Table 3 shows the numerical codes tested in this study and the different computational approaches implemented.



2.4. Computational Efficiency

The evaluation of the computational efficiency in the numerical simulation of a tsunami is a fundamental component, together with the accuracy of the approximations and of the numerical solution algorithm, for the choice of the strategy and the numerical model for early warning. Evaluating the suitability of a numerical application requires the identification of specific metrics to compare different models, considering three main factors: (1) accuracy of the model in the description of the phenomenon (physical problem); (2) accuracy of numerical approximations (mathematical problem); (3) efficiency of algorithms (implementation problem). It is indeed always possible to obtain extremely fast computational models by sacrificing the accuracy of the physical representation and/or by using coarser numerical methods, both in terms of spatial/temporal resolution and in terms of mathematical accuracy. In the present case, we make the choice of comparing execution times of the different solvers with the same physics, and on the same physical problem representing a real case. It is worth remarking, however, that such a comparison might be incomplete, because the models might have a different convergent rate to the solution (at decreasing grid size). To check this, a comparison with an analytical test solution should be done, which is left for a future study.

In Table 4 we compare the execution time of the models described above for the simulation of the tsunami generation and propagation in the proximal domain around the Stromboli island. As expected, the hydrostatic models, with the same resolution, are much faster (by a factor of almost 10), since they can exploit efficient computational techniques for hyperbolic systems and do not require the solution of the more complex Poisson equation for the pressure. As for multilayer models, a linear dependence is observed between the number of layers and the execution time. Although MPI-based parallelization has the potential advantage of being more scalable for larger, memory-intensive applications, intrinsic speed-up limits are always associated with the overhead of the MPI, especially for relatively small-size problems. On the other hand, while GPUs are known to perform extremely fast for HPC problems, this is achieved at the price of a more complex programming paradigm and less flexibility in terms of memory usage. For the type and size of problem addressed in this work, resolution on GPU-based accelerated architectures is significantly more efficient. For this reason, we base most of the model sensitivity analysis on Multilayer-HySEA on GPUs.


Table 4. Computational effort for the benchmark test using different numerical models and grid resolutions.
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2.5. Simulated Scenarios

We compare the simulation results with different wave and landslide models. Although a complete study on landslide modeling and parameterization is beyond the scope of the present work, we emphasize the importance of the source model in tsunami predictions, and we present a comparison of the influence of the landslide model on the resulting tsunami. The benchmark has been designed to ensure consistency with previous studies by Fornaciai et al. (2019). It relates to the initiation and propagation of the tsunami due to a submarine landslide, described as a rigid body of fixed volume propagating along the trajectory of maximum bathymetric slope, with a kinematic law prescribed by Equation (1). It is worth remarking that, although the volume of the rigid landslide remains the same during propagation, its shape may locally slightly vary because of the bathymetry changes on its bottom. As part of the work, the RL model was implemented in the Multilayer-HySEA code to ensure compatibility with the scenarios simulated by Fornaciai et al. (2019), in which the reference scenario for Stromboli was produced using the NHWAVE (3 layers) model. The geometric and physical parameters used to characterize the landslide kinematics are reported in Table 5. More details can be found in Fornaciai et al. (2019) and in the Supplementary Material. Please notice that the volumes reported in Table 5 are those actually implemented in the simulation model. The values computed with the analytical formula proposed by Enet and Grilli (2007) in Fornaciai et al. (2019) (who reported 6, 10, and 15 × 106 m3), were underestimated by about 15%. It is worth remarking that Enet and Grilli (2007)'s analytical formula has been recently corrected by Schambach et al. (2019).


Table 5. Geometric and physical parameters characterizing the three scenarios of a submarine landslide studied by Fornaciai et al. (2019).
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Most of the numerical benchmark tests have been performed on a 10 m resolution mesh on a 9.2 × 6.6 km2 domain, but the effect of the numerical resolution has also been tested. In particular, the error in maximum wave height moving from a horizontal resolution of 20–10 m was <5% in all simulated cases, whereas a grid of 40 m can lead to underestimate the wave height by about 30%. In Table 4, a list of tested resolutions is reported.

For each scenario, and for each model, the following outputs were compared: (1) the sampled waveforms at four different positions, corresponding to the two gauges installed in Stromboli offshore of Punta dei Corvi (gauge 1) and Punta Labronzo (gauge 2) and to two virtual gauges located one in front of Porto dei Balordi (gauge 3) and one near the Strombolicchio reef (gauge 4); (2) the runup, i.e., maximum height reached by the wave in the stretch that goes from Spiaggia Lunga to Porto; (3) the code execution time. The positions of the sampling points are indicated in Figure 2 and reported in Table 5.




3. RESULTS


3.1. Waveforms

Because we take as a reference for our benchmark the scenarios discussed and simulations performed by Fornaciai et al. (2019) with the rigid landslide model, we first analyse the sensitivity of the numerical results to the wave model with the same rigid landslide source. Figure 3 reports the simulated waves at the Punta dei Corvi proximal gauge (gauge 1), for the three simulated volumes of the rigid submarine landslide (7.1, 11.8, and 17.6 × 106 m3). We first observe that the waveform amplitude is directly correlated with the landslide volume, whereas the frequency content is almost independent, showing almost identical sequences of local maxima and minima in the three scenarios. Independency of the wave form on the landslide volume is also observable at the more distal gauge (gauge 4 at Strombolicchio; Figure 4). Waveforms at gauges 2 and 3 are shown in the Supplementary Material.


[image: Figure 3]
FIGURE 3. Wave forms at gauge 1 simulated with different wave models with a rigid landslide (A) V = 7.1 × 106 m3, (B) V = 11.8 × 106 m3, and (C) V = 17.6 × 106 m3.



[image: Figure 4]
FIGURE 4. Wave forms at gauge 4 simulated with different wave models with a rigid landslide (A) V = 7.1 × 106 m3, (B) V = 11.8 × 106 m3, and (C) V = 17.6 × 106 m3.



3.1.1. Effect of the Algorithm and Implementation: NHWAVE vs. Multilayer-HySEA With 3 Layers

As described above, NHWAVE and Multilayer-HySEA models are equivalent from the point of view of the physical formulation (both for the wave and for the source). In particular, the viscous and turbulent viscosity terms (not present in Multilayer-HySEA) are set to zero in this application of NHWAVE. The numerical approximations can also be demonstrated to be mathematically equivalent (cf. Fernández-Nieto et al., 2018; Escalante et al., 2019). Differences between the results are therefore attributable mostly to the different numerical implementations, the accuracy of the discretization and the resolution algorithm.

Continuous black and red lines in Figures 3, 4 compare the results obtained, at a resolution of 10 m, with both models using 3 layers (as in Fornaciai et al., 2019), sampled at gauges 1 and 4. The waveforms obtained with the NHWAVE 3-layers and Multilayer-HySEA 3-layers models are very similar both in amplitude and over time, at least as regards the first peaks and the absolute maximum/minimum, for the three simulated triggering volumes. The same is observed for the two other sampling points shown in the Supplementary Material. This result was expected since the two models are mathematically equivalent. Differences observable in the rest of the wavetrain are possibly associated with reflections and the combined effect of the threshold of minimum depth for wet/dry condition, which was 1 m for NHWAVE and 0.01 m for Multilayer-HySEA. This is especially true at gauge 1, close to the shoreline. At gauge 4, wave oscillations are less influenced by near-shore effects but are influenced by diffraction by the corner of the island (at Punta Labronzo, near gauge 2—Figure 2).



3.1.2. Vertical Resolution Effects: Non-hydrostatic Multilayer-HySEA 1 vs. 3 Layers, With a Rigid Landslide

The comparison between the results of the Multilayer-HySEA non-hydrostatic model with different numbers of layers is aimed at evaluating the physical approximations (in particular, that of “long waves”) in the presence of steep bathymetric slopes where three-dimensional effects and dispersive terms should be relevant. Indeed, adding more layers usually allow to relax the shallow-water approximation (Macías et al., 2020a). Figures 3, 4 show the comparisons obtained with the high-resolution models (10 m). Simulations with 20 layers (computationally more demanding) are carried out only at low resolution (40 m) to ascertain the numerical convergence of the models to almost indistinguishable waveforms for N > 3 (cf. the Supplementary Material). Changing between 1 and 3 layers, differences in non-hydrostatic model results are relatively small for the first positive and negative peaks, but slightly increase for the subsequent oscillations in the proximal and more distal regions (for t > 300 s).

All non-hydrostatic models display a growing water crest above the submarine landslide, which moves at the same velocity and along the same trajectory of the landslide, without propagating in other directions. This effect is associated with the deepening of the bathymetry along the landslide trajectory, which makes the long-wave approximation weaker. It is due to the approximate dispersion laws in the dispersive, non-hydrostatic model, occurring for short wavelengths (H/λ > 1) (Escalante et al., 2019; Macías et al., 2020a). The phenomenon is greatly reduced by the use of a higher number of layers and, in this case and for the simulated domain, it almost disappears for N > 5.



3.1.3. Dispersive Effects: Multilayer-HySEA 3 Layers, Non-hydrostatic vs. Hydrostatic

The comparison between Multilayer-HySEA non-hydrostatic vs. hydrostatic, both with three vertical layers, is aimed at assessing the suitability of the hydrostatic model (which is much more efficient from a computational point of view and attractive in the perspective of early-warning applications) for the simulation of near fields and waveforms. It should be noted that simulations with the 1, 3, or 5 layers hydrostatic model produce identical results, as regards to both the inundation height and waveforms. As expected, the waveforms generated by the hydrostatic models are significantly different from those obtained with the non-hydrostatic models. In particular, a significant increase of the first relative maximum of the leading crest is observed for the hydrostatic models (at about 40 s at gauge 1; Figure 3). This maximum is progressively amplified and becomes the absolute maximum at the most distal sampling points (Figure 4). Moreover, a general divergence of the waveforms is observed for longer times, as associated with the different phase velocity with respect to non-hydrostatic models.

To quantify the effect of the hydrostatic/non-hydrostatic approximation on the proximal (near-shore) waveforms (where monitoring gauges are installed), we have extracted the amplitude of wave minima and maxima and their time of arrival after the triggering of the landslide. In this analysis, we have not considered the positive local maximum of the first crest, since we have already noticed that hydrostatic models have the tendency to largely increase its amplitude. Moreover, to avoid considering all the local amplitude fluctuations, we have set the minimum amplitude fluctuation to 0.66 m (0.55 m for hydrostatic models), which is approximately equal to the amplitude of the last maximum. Table 6 reports the values of the first negative minimum and first positive maximum, and the amplitude and half period of the first, second, and third waves oscillations. Inspection of the results suggests that, beyond increasing the amplitude of the leading positive crest, the hydrostatic model overestimates the period of the first and largest oscillation, and it significantly decreases the amplitude of the second and third ones at the proximal locations.


Table 6. Wave minima and maxima with respect to the average sea level at gauge 1, characterized by the time after landslide release (t) and surface elevation (h).
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3.1.4. Source Effects: Multilayer-HySEA Hydrostatic/Non-hydrostatic With Rigid or Granular Landslide

Figure 5 shows the comparison between waveforms obtained with either a RL or a GL model coupled with either the hydrostatic and non-hydrostatic Multilayer-HySEA wave model, at gauge 1, close to the landslide source. The initial geometric conditions (the volume and shape of the sliding mass, initially at rest) and vertical discretization (3 layers) are the same for the two models, and the friction and density contrasts are set within a comparable range: the differences between the simulated waveforms are only due to the different slide dynamics. For the RL model, the kinematics is prescribed by Equation (1) whereas the GL model computes the motion of a deformable granular fluid with Coulomb rheology.


[image: Figure 5]
FIGURE 5. Wave forms at gauge 1 simulated with a hydrostatic and non-hydrostatic Multilayer-HySEA model with either a rigid or a granular landslide, and three vertical layers. The three subplots are for different landslide volumes: (A) V = 7.1 × 106 m3, (B) V = 11.8 × 106 m3, and (C) V = 17.6 × 106 m3.


The difference associated with the landslide (rigid or granular) source model is comparable to (but somehow larger than) that between the hydrostatic and non-hydrostatic results. At the most proximal gauge (Figure 5), the outcoming wave features a small leading crest followed by an intense depression, typical of submarine landslides. As expected, the leading crest is amplified by the hydrostatic model, more pronouncedly for the rigid landslide case. For the granular model, the first wave depression is deeper, but it is followed by a lower positive peak, resulting in a comparable wave height during the first oscillation. The main wave period appears to be comparable between the two models. As already discussed for Figure 3, the hydrostatic approximation, in both cases, produces a strong amplification of the leading crest.



3.1.5. Vertical Resolution Effects: Non-hydrostatic Multilayer-HySEA 3, 5, 10 Layers, With a Granular Landslide

As for the RL model, the use of many layers N > 3 for the GL model does not significantly change the waveform and the wave height, although some variations in the amplitude of minima and maxima can be noticed. Table 7 reports the amplitude and time of the relative and absolute maxima and minima. To better quantify the influence of the vertical discretization on the wave features, in the Supplementary Material we show the waveforms obtained with Multilayer-HySEA with a granular landslide at gauge 1, with different vertical discretization from 3 to 10 layers. Amplitude of the first maximum can be up to 30% higher using 10 layers, but this is partly balanced by a slightly higher negative minimum. On the contrary, the time of the first maximum/minimum is almost identical in the three cases.


Table 7. Wave minima and maxima with respect to the average sea level at gauge 1, characterized by the time after landslide release (t) and surface elevation (h).
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Figure 6 displays a rendering of the wave propagation and landslide position from 100 to 400 s, for the 17.6 × 106 m3 granular landslide. The comparison among the three different volumes can be seen in the animated results provided in the Supplementary Material.


[image: Figure 6]
FIGURE 6. Sea surface elevation and landslide thickness simulated with the Multilayer-HySEA-GL model, with a landslide volume of 17.6 × 106 m3 and three vertical layers. At t = 400 s the landslide has reached its maximum runout and has almost completely stopped.





3.2. Maximum Surface Elevation and Potential Inundation

The simulation of the inundation process and the actual tsunami runup is very sensitive to the topo-bathymetric resolution, to sub-grid models describing turbulent processes at a scale smaller than the grid size (in our model, this is not considered), and to the minimum thickness threshold specified for the resolution of the wet/dry threshold. The use of a high threshold parameter (1 m thickness) was necessary in our study to ensure the convergence of the NHWAVE model on the complex topo-bathymetry of Stromboli, whereas the Multilayer-HySEA model converged with a thickness threshold of 0.01 m. Figure 7 reports the maximum tsunami runup (i.e., the maximum surface elevation along a transect perpendicular to the coastline) along the coastline, simulated with Multilayer-HySEA and NHWAVE with a rigid landslide, for the three analyzed scenarios. The comparison between the maximum surface elevation simulated with NHWAVE 3 layers and Multilayer-HySEA 3 layers shows a good consistency in their average values. However, these models present some local differences where Multilayer-HySEA 3 layers, with respect to NHWAVE, seems to predict lower values.


[image: Figure 7]
FIGURE 7. Tsunami maximum runup along the stretch of coastline represented by the white solid line in Figure 8, obtained with different wave models with a RL model (A) V = 7.1 × 106 m3, (B) V = 11.8 × 106 m3, and (C) V = 17.6 × 106 m3.


At a qualitative level, it is observed that in both cases the best agreement with the observations on the field data (Maramai et al., 2005a; Tinti et al., 2005) is obtained with a volume of 17.6 × 106 m3 (Fornaciai et al., 2019), consistent with the field estimates (Chiocci et al., 2008). In this region of the island, just behind Punta Labronzo headland, the wave height is very sensitive to the mechanism of reflection/diffraction, which in turn depends sensibly on the wet/dry threshold. Uncertainty of the results is therefore difficult to estimate. A detailed future study of the runups near the coast will clarify the role of this phenomenon in the runup estimates in Stromboli.

Results obtained with hydrostatic and non-hydrostatic formulations are comparable in amplitude and average value even if they are partially out of phase. The non-hydrostatic 1-layer model, compared to the 3-layer model in Figure 7, produces higher runups, probably due to inaccurate approximation of the phase velocity for short wavelengths onshore (Escalante et al., 2019; Macías et al., 2020a).

The GL model predicts smaller waves than the RL model, and a minor coastal inundation. To reproduce the inundation data reported by Fornaciai et al. (2019), a higher landslide volume of 25 × 106 m3 was necessary. Figure 8A presents a map of maximum surface elevation and arrival times for a granular landslide of 17.6 × 106 m3, to be compared with Figure 4 by Fornaciai et al. (2019). Figure 8B reports the maximum surface elevation at the coastline, together with the sampled runup at a number of sites (Maramai et al., 2005a; Tinti et al., 2005). Accordingly to this result, the best agreement with the observations is obtained with a volume of 25 × 106 m3 (Fornaciai et al., 2019), slightly larger but still consistent with the field estimates (Chiocci et al., 2008).


[image: Figure 8]
FIGURE 8. (A) Maximum surface elevation of the tsunami generated by a submarine granular landslide of volume V = 17.6 × 106 m3. (B) Maximum runup obtained with Multilayer-HySEA and granular landslide volumes of V = 17.6, 20.0, and 25.0 × 106 m3, with 3 layers. Red points represent the measurements reported by Tinti et al. (2006) of the tsunami runup for the 2002 event at Stromboli.





4. DISCUSSION

The comparison study carried out in this work is aimed at identifying the most effective modeling strategy to simulate the waveforms generated by submarine landslides occurring at the SdF, a necessary preliminary step to calibrate a warning system based on proximal sea level measurements. In the case of a tsunamigenic event, this approach would be used to reconstruct the source of the detected waves, and to quickly forecast the subsequent impact on the Island of Stromboli, on the nearby Aeolian Archipelago and on the Southern Tyrrhenian Sea shores.

The observation of a correlation between wave height and landslide volume is consistent with some historical observations (Murty, 2003) and theoretical predictions of landslide-generated tsunamis. In particular, Ruff (2003) demonstrated that submarine landslides produce wave heights related to block height, and have wavelengths that scale with block width. By considering a block with uniform thickness moving on a horizontal seabed with constant velocity, Haugen et al. (2005) also showed that the length of the block affects only the wavelength, while the wave height is determined by the thickness of the block, the landslide velocity, and the wave speed (which depends on the water depth). The same dependency was found by Løvholt et al. (2005), for landslides characterized by slow propagation or occurring in sufficiently deep water (i.e., low Froude number; Harbitz et al., 2006). The new results indicate that such a correlation might hold also for deformable (granular) landslides, whose dynamics is governed by gravity, internal and bottom friction, and interaction with the water column. In particular, the wave height scales with the landslide volume (or initial thickness), as predicted by simpler theories, whereas the wavelength is almost independent of the volume. The influence of the initial submergence of the slide, which is a key parameter for the tsunami generation (Løvholt et al., 2005), has not been addressed in this work (the initial position was fixed following the indications given by Chiocci et al., 2008, for the 2002 event).

Differently from subaerial landslides, which produce a first large positive wave, submarine slides produce a first negative wave that propagates as an edge wave around the island causing water to first withdraw (Romano et al., 2016). The animations provided in the Supplementary Material clearly show, as expected, a first negative wave propagating around the island, followed by the arrival of positive waves. The analysis of the waveforms indicates that non-hydrostatic models produce coherent predictions among each other, and that the use of more than 3 layers does not significantly change the features of the proximal waves. The hydrostatic model predicts a first minimum and maximum of the wave at the proximal gauges (which is usually the first peak) consistently with the non-hydrostatic models, but on the contrary it delays the wave propagation, producing different waveforms at later times and lower amplitudes. In addition, the hydrostatic model predicts a larger leading crest, whose amplitude increases with the distance. Although, a priori, it is difficult to evaluate which solution is physically better in a comparison study, the tests carried out on the LTMBW (2017) model benchmark (Macías et al., 2020a) confirm that the form of landslide-generated waves cannot be accurately reproduced by a hydrostatic model (shallow water equations) or even with a one-layer non-hydrostatic model. Schambach et al. (2019) also compared the landslide tsunami simulations with and without dispersion (i.e., hydrostatic vs. non-hydrostatic results for both NHWAVE and FUNWAVE) in the near- ad far-field. For the very large slide volumes considered, they showed moderate dispersive effects in the near-field but very large differences caused by dispersion in the far-field. In our simulations, non-hydrostatic models can introduce spurious shoaling phenomena when the water depth changes in response to bathymetric variations, due to the increase of the relative error in the phase dispersion relations when H/λ increases. This phenomenon (which locally causes wave maxima) is however greatly reduced by using more than 5 layers, reducing the error to about 0.1% for kH up to 15 (k being the wavenumber), or H/λ < 2.4 (cf. Macías et al., 2020a) and it almost completely disappears with 10 layers.

The maximum surface elevation near the coastline is strongly affected by refraction and diffraction processes, and by shoaling effects (Ma et al., 2012), which justify the use of non-hydrostatic models able to account for a vertical component of the velocity (Zijlema and Stelling, 2008; Young and Wu, 2009). However, accurate modeling of near-shore dynamics might require the introduction of a turbulent stress term, to represent three-dimensional shear cascade and breaking of the fronts (Grilli and Watts, 2005). This will be the subject of future investigations.

The main comparisons in this work were made using a RL model. However, comparison of the results obtained with the RL and GL models shows that the two landslide models are not equivalent (although describing the same mobilized volume), and that the uncertainty associated with the trigger model is as relevant as that introduced by the water wave model (cf. Figure 5). The kinematic model for the rigid landslide was originally proposed by Watts (1998) not only for solid landslides but also for a deformable granular mass, with laboratory experiments (e.g., Grilli and Watts, 2005) suggesting that the center of mass motion in a deformable landslide moves in the same manner as a solid block. More recent results however report that RL models generally predict higher waves (Yavari-Ramshe and Ataie-Ashtiani, 2016; Schambach et al., 2019). Also in our simulations, for both the hydrostatic and non-hydrostatic cases the GL model shows a lower tsunamigenic potential. However, it is worth remarking that the amount of energy available to excite the wave obviously depends on the prescribed kinematics of the submarine rigid landslide. Analogously, for submarine granular landslides the rheological parameters (the angle of friction, the Manning coefficient; Table 5) would require prior calibration. Whereas, for subaerial granular flows several experimental (Fritz et al., 2004; Heller and Hager, 2011; Mohammed and Fritz, 2012; Heller and Spinneken, 2013; Bougouin et al., 2020) and numerical (Ruffini et al., 2019) works exist, systematic studies on subacqueous deformable granular landslides are less developed (Yavari-Ramshe and Ataie-Ashtiani, 2017). Grilli et al. (2017) presented and modeled lab experiments for underwater granular flows. They and Schambach et al. (2019) compared the generation of tsunamis by solid and granular slides of same initial geometry and compared also their center of mass motion. They showed that solid slides cause larger waves and runup. Although it is likely that the granular model provides a better representation of flow processes potentially generated by submarine landslides at Stromboli, it is still difficult to define a priori (in the absence of direct measures on the real phenomenon) which one is more realistic. For this reason, current line of research for future studies has been oriented toward developing validation studies for both the RL and GL models implemented in Multilayer-HySEA (Macías et al., 2020a,b).

Distal wave fields (>10 km) have not yet been addressed in this work. Extension of the domain to the whole Southern Tyrrhenian Sea would require nesting of different computational approaches, models and grid resolution to be effective (Fornaciai et al., 2019; Grilli et al., 2019). Simple scaling considerations suggest that the non-hydrostatic model would be necessary also to simulate the wave propagation stage of landslide-generated tsunamis from Stromboli. Indeed, it is generally considered (cf. Bowden, 1983) that the long-wave approximation leading to the shallow-water (hydrostatic) model can be applied to regimes of H/λ < 0.05, i.e., in the case of the Southern Tyrrenian sea (with depths as those of Figure 1), a wavelength larger than 50–100 km. As seen, e.g., in Figure 6, a landslide from the Sciara del Fuoco would generate tsunamis with shorter wavelengths, increasing up to about 6 km on the domain boundaries. Even considering the further development of long-wave components by the effects of bathymetric variations and frequency dispersion, most of the wave propagation in the Southern Tyrrhenian Sea would likely occur in an intermediate regime 0.05 < H/λ ~ 1. Fornaciai et al. (2019) estimated that waves generated by landslide at the SdF would be able to reach the first Stromboli populated beaches in just over 1 min and the harbor in <7 min. After about 30 min the whole Aeolian Arc would be impacted by maximum waves. After 1 h and 20 min, waves would encompass the whole Southern Tyrrhenian Sea arriving at Capri island. This leaves very little time for evacuating the coastal population, and makes it difficult to design an effective Tsunami Early Warning Systems (TEWS) (Selva et al., 2021).

Possible alternative approaches to the three-dimensional solution of the water equations and the granular landslide have been proposed by others, especially in the light of designing effective TEWS for landslide-generated tsunamis, also for volcanic islands. Ward (2001) has first proposed a linear solution for landslide-generated tsunami, based on the superposition of many small simple “square” slides for which a Green's function can be calculated analytically. This has been applied also to potential collapse of the Cumbre Vieja volcano (Ward and Day, 2001). A similar approach has recently been adopted by Wang et al. (2019) to reproduce the tsunami induced by the 1792 Unzen-Mayuyama mega-slide in Japan. Cecioni and Bellotti (2010) have proposed a near-field extension of the Bellotti et al. (2008)'s far-field propagation model based on the Mild Slope Equations, applied to tsunami propagation at Stromboli. Such an approach, based on the inclusion of a new wave source term representing the moving bottom boundary, has the advantage of giving an accurate solution in the far-field without needing many layers and to be accurate enough in the near-field. This is constrained by the approximate description of the source model and it has been tested only for a rigid landslide model. Another alternative approach is to use analytical models to describe the tsunami source, and using single layer wave models for the distal propagation (Liu et al., 2020). However, nowadays, numerical solvers exploiting GPUs allow to achieve unprecedented simulation speed-up and make it possible to approach three-dimensional (multilayer) simulations of tsunamis generated by a granular landslide at Stromboli, and their propagation across the Southern Tyrrhenian Sea. At the same time, three-dimensional simulations will potentially provide a way to interpret proximal waveforms registered by the two elastic gauges installed offshore the Sciara del Fuoco.

Data presented in Table 4 are relative to simulations performed at high resolution and on a relatively small domain of a few square kilometers encompassing the island of Stromboli. Despite execution times are still too large for early-warning (real-time) applications, recent developments of multi-GPU computing for the numerical tsunami models (Escalante et al., 2018) have allowed to significantly speed-up the code execution. These developments will likely make the faster-than-real-time simulation of volcano-landslide-tsunami generation and propagation possible in the future, opening new avenues to urgent tsunami computing, probabilistic tsunami hazard assessment and tsunami early warning (Løvholt et al., 2019; Macías and de la Asunción, 2019).



5. CONCLUSION

We have presented a synthetic benchmark (or model inter-comparison) study aimed at quantifying the impact of different physical and numerical approximations on the resulting waveforms and tsunami inundation patterns at Stromboli, and identifying the most effective trade-off between computational cost and model accuracy. We have taken as a reference the 2002 scenario described by Fornaciai et al. (2019) and assessed the relative sensitivity of numerical predictions to the landslide and the wave models. Present results and comparison with previously published data clearly indicate that dispersive non-hydrostatic models are better suited to reproduce proximal wave forms of landslide-generated tsunamis, and that using multiple layers (three being the optimal compromise in our tests) improves the quality of predictions. To extend numerical prediction to larger domains (characterized by deeper water), different strategies should be adopted. Further studies and technological developments are needed to address this point. In any case, it is apparent that the uncertainty of numerical model predictions associated with the landslide source model is as large as that of the wave model approximation: the comparison between a RL and GL model produces sensibly different results, in terms of wave amplitude, frequencies and attenuation. In the perspective of assimilating in a numerical model the measurement of sea level at the two gauges near the shore of the SdF, to trigger a Stromboli Tsunami Early Warning, it would therefore be important to adopt a coupled non-hydrostatic, multilayer wave model (implemented on GPU to reduce the time of simulation) with an accurate GL model. Future research should particularly focus on validation and calibration of the latter. The results of numerical simulations can be used as a preliminary calibration of the detection system currently operating at Stromboli Island, when direct measurements of waves generated by submarine landslides are not available.

During the course of this study, on July 3rd and August 28th 2019, two paroxysmal events (Giordano and De Astis, 2020; Giudicepietro et al., 2020) generated a sequence of pyroclastic avalanches along the SdF, which entered the sea. Water waves as high as 1 m near the entrance point were detected by the two gauges operated by Università di Firenze, and by a low-frequency mareometer off the coast of the Ginostra village. In a forthcoming work, we will report about the use of the results of the present study to analyze the waveforms produced by the entrance in the sea of pyroclastic avalanches.
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Tsunami hazard can be analyzed from both deterministic and probabilistic points of view. The deterministic approach is based on a “credible” worst case tsunami, which is often selected from historical events in the region of study. Within the probabilistic approach (PTHA, Probabilistic Tsunami Hazard Analysis), statistical analysis can be carried out in particular regions where historical records of tsunami heights and runup are available. In areas where these historical records are scarce, synthetic series of events are usually generated using Monte Carlo approaches. Commonly, the sea level variation and the currents forced by the tidal motion are either disregarded or considered and treated as aleatory uncertainties in the numerical models. However, in zones with a macro and meso tidal regime, the effect of the tides on the probability distribution of tsunami hazard can be highly important. In this work, we present a PTHA methodology based on the generation of synthetic seismic catalogs and the incorporation of the sea level variation into a Monte Carlo simulation. We applied this methodology to the Bay of Cádiz area in Spain, a zone that was greatly damaged by the 1755 earthquake and tsunami. We build a database of tsunami numerical simulations for different variables: faults, earthquake magnitudes, epicenter locations and sea levels. From this database we generate a set of scenarios from the synthetic seismic catalogs and tidal conditions based on the probabilistic distribution of the involved variables. These scenarios cover the entire range of possible tsunami events in the synthetic catalog (earthquakes and sea levels). Each tsunami scenario is propagated using the tsunami numerical model C3, from the source region to the target coast (Cádiz Bay). Finally, we map the maximum values for a given probability of the selected variables (tsunami intensity measures) producing a set of thematic hazard maps. 1000 different time series of combined tsunamigenic earthquakes and tidal levels were synthetically generated using the Monte Carlo technique. Each time series had a 10000-year duration. The tsunami characteristics were statistically analyzed to derive different thematic maps for the return periods of 500, 1000, 5000, and 10000 years, including the maximum wave elevation, the maximum current speed, the maximum Froude number, and the maximum total forces.

Keywords: tsunami, PTHA, montecarlo, tsunamigenic-sources, numerical modeling


INTRODUCTION

The mitigation of marine hazards on threaten coasts is a challenging scientific and engineering topic. Addressing such a challenge requires extensive preparation through the development of hazard and risk assessment methods. Tsunami is one of these marine hazards, for which the assessment methods have significantly progressed over the past 2-3 decades. However, as the tsunami historical catalogs are often inherently incomplete, obtaining a purely empirical hazard assessment remains difficult to achieve (Davies et al., 2018). Alternatively, methods combining data and numerical modeling have been developed (Geist and Lynett, 2014), gaining increasing improvement in the aftermath of the 2004 Indian Ocean tsunami (Grezio et al., 2017).

Existing tsunami hazard assessment methods for earthquake sources are basically developed in an analogous way to the seismic hazard assessment. They include the deterministic tsunami hazard assessment (DTHA) and the probabilistic tsunami hazard assessment (PTHA, or SPTHA from seismic probabilistic tsunami hazard assessment). Prior to the 2004 Indian Ocean tsunami, the DTHA method was the widely used among the tsunami scientific community (e.g., Tinti and Armigliato, 2003). Nevertheless, some few PTHA studies could also be found in the literature (Lin and Tung, 1982; Rikitake and Aida, 1988). The DTHA employs particular source scenarios (i.e., worst-case scenario) to numerically predict and map selected tsunami intensity measures (e.g., maximum wave height, flow depth, current velocity) (Tinti et al., 2005; Lorito et al., 2008). Although the DTHA is considered simple to conduct and provides easily interpreted results, it is very sensitive to the selection of the source scenario (Geist and Lynett, 2014). The PTHA, on the other hand, determines the likelihood of exceeding a tsunami intensity measure (e.g., wave height, runup height) at a particular location within a given time period by integrating the modeled hazard from all considered events (Geist and Parsons, 2006; Power et al., 2007; Grezio et al., 2017). In comparison to DTHA, PTHA is relatively complex and computationally demanding. The complexity of PTHA relies on the treatment of uncertainties that often leads to generate a large number of possible events. Annaka et al. (2007) distinguished two categories of PTHA uncertainties: aleatoric referring to the random nature of tsunami generation and its effects, and epistemic related to the insufficient knowledge on data and modeling accuracy. Covering all sources of uncertainties in PTHA remains highly challenging being the incorporation of uncertainties on the tsunami source one of the main difficulties (Basili et al., 2013; Lorito et al., 2015; Lorito et al., 2015; Sepúlveda et al., 2019; Behrens et al., 2021).

A framework for modern PTHA was first presented in the pioneering work of Geist and Parsons (2006). This framework formed the basis for developing numerous PTHA research works (e.g., Burbidge et al., 2008; Otero, 2008; Taubenböck et al., 2008; Suppasri et al., 2012; Yadav et al., 2013; Horspool et al., 2014; Omira et al., 2015; Shin et al., 2015; El-Hussain et al., 2016; Griffin et al., 2016; Hoechner et al., 2016; Zamora and Babeyko, 2020). 7 years after the 2004 event, the massive 2011 Japan tsunami raised the need to consider the complexity of the earthquake rupture in the PTHA. Subsequently, PTHA studies incorporating heterogeneous slip distribution on the earthquake fault (Li et al., 2016; Sepúlveda et al., 2019) or rigidity depth-dependence (Davies and Griffin, 2019) have been conducted.

Probabilistic tsunami hazard analysis applies to different geographic scales. These scales include global-scale PTHA (Davies et al., 2018), regional-scale PTHA (Thio et al., 2007; Sorensen et al., 2012; Power et al., 2013; Lorito et al., 2015; Omira et al., 2015; Li et al., 2016; Zamora and Babeyko, 2020; Basili et al., 2021), national-scale PTHA (Grezio et al., 2012; Suppasri et al., 2012; Horspool et al., 2014; De Risi and Goda, 2016; El-Hussain et al., 2016; Davies and Griffin, 2019; Kotani et al., 2020), and local-scale PTHA (González et al., 2009; Omira et al., 2016; Volpe et al., 2019). Detailed PTHA of a specific coastal segment community (local-scale) often involves high-resolution inundation modeling and treatment of uncertainties from local effects, such as the tidal stage (Omira et al., 2016). Commonly, the sea level variation and the currents forced by the tidal motion are either disregarded or considered and treated as aleatory uncertainties in the numerical models (González et al., 2010; Omira et al., 2016). In some other cases, tidal elevations are added linearly to the maximum tsunami heights, without considering the non-linear shoaling and topo-bathymetry local effects. However, in zones with a macro and meso tidal regime, the effect of the tides on the probability distribution of tsunami hazard can be very important.

In this study, a PTHA methodology and its application to a costal site of the NE Atlantic, Cádiz Bay in Spain, is presented. Cádiz is characterized by a meso tidal regime (higher than 2 m and lower than 4 m, as defined in Davis et al., 1972) and, therefore, the study considers a combined statistical treatment of both tsunami hazard and sea level variation improving the existing mentioned approaches (sea level add linearly or a constant sea level). As a result, inundation maps expressing the likelihood of exceeding tsunami intensity measures (maximum wave elevation, maximum current speed and maximum wave forces) are derived at given return periods.


Test Site Selection

The November 1st, 1755 Lisbon event is probably the earliest well documented tsunami, with references to all over the Atlantic basin, and one of the largest in European historical times. The tsunami was possibly generated by one of the many faults present in the area of the Gulf of Cádiz (Medialdea et al., 2004; Terrinha et al., 2009; Zitellini et al., 2009). This area is tectonically deformed by a slow (3.5 - 4 mm/year) ESE-WNW oblique convergence between the African and Eurasian lithospheric plates (Argus et al., 1989; Stich et al., 2006), which is translated into a relatively low seismic activity distributed over a wide deformation area. Although there are several seismic sources capable of generating major earthquakes, the slow strain rate causes a low frequency of large earthquakes. The historical record of tsunamis, therefore, is very limited in the area, although there are records of paleotsunamis with similar characteristics to that of 1755 (Luque et al., 2001, 2002; Ruiz et al., 2005; Morales et al., 2008; Baptista and Miranda, 2009).

The Bay of Cádiz is geographically located between the longitudes 6° W and 6° 25′ W and latitudes 36° 20′ N and 36° 40′ N, in the Southwest of Iberian Peninsula (Figure 1). It faces West to the Gulf of Cádiz and is landlocked around its Southwestern, Southern and Eastern margins by the mainland. This area is a natural protection zone with large tidal flats, tidal channels (mean spring tidal range ∼ 3.7 m) and several beaches. Cádiz city constitutes the municipality with the highest population in this area, with approximately 130 000 inhabitants. This city (Figure 1) occupies a small peninsula connected by a tombolo (a sandy isthmus or spit that connects the island to the mainland or to another island) to the Leon Island, where the San Fernando municipality is located. The main economic activities in Cádiz are related to tourism, naval construction and harbor activities. Due to its long and nice beaches, the warm weather and its historic heritage, tourism has increased considerably in the last decades.


[image: image]

FIGURE 1. Geographical localization of the Cádiz Bay and its main municipalities. Pale yellow polygons represent urban areas; red lines are the main roads and the gray line is the railroad.




Probabilistic Methodology

Probabilistic tsunami hazard analysis methods generally follow the PSHA (Probabilistic Seismic Hazard Analysis) method, originally developed by Cornell (1968). The PSHA is a widely used method for assessing the seismic hazard and has been described and extensively reviewed, as stated in various reports and documents (National Research Council, 1988, 1997; Senior Seismic Hazard Analysis Comittee, 1997), and several authors have discussed various aspects of it, such as the distinction between aleatory and epistemic uncertainties, the use of synthetic earthquake catalogs (Ward, 1991, 1996, 2000), the Monte Carlo methods (Savage, 1991, 1992; Cramer et al., 1996; Ebel and Kafka, 1999), and the use of Logic Trees (Coppersmith and Youngs, 1986).

Since the seismicity, and consequently the seismic generation of the tsunami is a stochastic phenomenon, it is necessary to use probabilistic analysis to estimate the hazard of these phenomena and their impact on the coast. The approach we used here is based on Monte Carlo techniques, which comprises the following steps:

• Building a database of numerical simulations of tsunamis for different variables: faults, seismic magnitudes, epicenter locations and sea levels.

• Generating a set of scenarios from synthetic seismic catalogs and tidal conditions based on the probabilistic distributions of the involved variables.

• Mapping the maximum values of the selected tsunami intensity measures to assess the hazard for a given probability.

Methods based on Monte Carlo techniques allow the processing of the work variables and their respective uncertainties in a robust way. The variables are treated by their probability density functions (PDF) and different values can be sampled from the distribution function for each simulation.

In the framework of the European FP6 TRANSFER project1, we developed a PTHA methodology based on the generation of synthetic seismic catalogs and the incorporation of the sea level variation into a Monte Carlo simulation. In this work, we present the application of this methodology step-by-step to one of the project test-sites, the Bay of Cádiz area in Spain. The main novelty of the work is the combined statistical treatment of both tsunami hazard and tidal variation by incorporating the tidal state into the PTHA. The tide is included using a discrete set of constant sea level elevations, and the tsunami tidal current interaction is neglected.

This paper is structured as follows: first, the characterization of the seismic sources and the statistical analysis are presented. Second, the sea level characterization and statistical analysis are performed. Third, the methodology based on the Monte Carlo approach, which has been applied to obtain the synthetic seismic catalog, is described in detail. Fourth, the numerical database and the methodology to generate the probabilistic thematic maps are presented. Finally, the probabilistic thematic maps for the Bay of Cádiz area are derived from the application of the developed methodology.



TSUNAMIGENIC SOURCES CHARACTERIZATION

The tsunami origin accounts for a major source of uncertainty in PTHA. The importance of the seismic source characteristics into tsunami hazard has been shown in a number of works (Okal and Synolakis, 2004; Gica et al., 2007; Basili et al., 2013; Knighton and Bastidas, 2015; Davies and Griffin, 2019) and some approximations to deal with them from a probabilistic point of view have been proposed (e.g., Sørensen et al., 2012; Knighton and Bastidas, 2015; Lorito et al., 2015). The incorporation of variable or stochastic slip distribution functions (e.g., Goda et al., 2015; Li et al., 2016), as well as improved 3D geological rupture models (e.g., Yamada et al., 2013), into probabilistic analysis are part of the current development of the PTHA methodology.

Here, the characterization of tsunamigenic sources basically consists of identifying the seismic faults that can affect the studied region, and the probabilistic analysis of their parameters. This analysis is based on the historical earthquake data in the zone and can be divided into the following elements:

(1) Seismic zonation and identification of the main tectonic structures based on historic seismicity and geology. This zoning can include far-field and local sources.

(2) Determination of statistical parameters based on the Gutenberg-Richter Law.

(3) Determination of the geometrical parameters for the main fault ruptures and of the scaling relationships between the seismic moment and the source parameters.


Tectonic Structures

Tectonically, the study area can be defined as a diffuse plate boundary (Sartori et al., 1994), where the deformation is taking place by means of different structures distributed along a broad area. This area comprises the eastern edge of the Gloria and Tydeman transforms (where the deformation is mainly concentrated in these shear corridors), the Gorringe Bank, the Horseshoe Abyssal plain, the Portimao and Guadalquivir banks, and the western termination of the arcuated Gibraltar Arc (Medialdea et al., 2004; Zitellini et al., 2009). This deformation zone is the eastern edge of the Azores – Gibraltar seismic zone, being the present-day boundary between the Eurasian and African plates. Here, the strain is mainly compressive or transpressive, and changes to almost pure strike-slip along the Gloria Fault (Laughton and Whitmarsh, 1974; Borges et al., 2001). The relative motion between the two plates in this area is of the order of 3.5 - 4 mm/year (Argus et al., 1989; Stich et al., 2006).

Most damaging earthquakes and tsunamis that affected the coasts of Portugal, Morocco and Spain were probably generated in the SWIT (SW Iberian Transpressive Domain) zone, being the main active tectonic zone and plate boundary in the area (Zitellini et al., 2009; Martínez-Loriente et al., 2013), including the November 1st, 1755 massive tsunami. In the present study only the tsunamigenic areas in the SWIT region have been considered. This area of tectonic deformation is responsible for the offshore seismicity of Southwestern Iberia (Figure 2). The largest instrumental earthquake was the February 28th, 1969 Horseshoe Ms 8.0 (Mw 7.8) event (Fukao, 1973; Grandin et al., 2007) and the respective tsunami was recorded all over the North Atlantic (Gjevik et al., 1997; Baptista, 2019). Moreover, the SWIT was the place of several moderate size events that have been recorded in the last decades. Focal mechanisms and slip vectors show the coexistence of two different processes of deformation, on one hand the presence of mainly reverse and reverse-oblique faulting with N-S to NNW-SSE compression and on the other hand the occurrence of mainly strike-slip faulting with an associated direction of compression approximately NW-SE (Geissler et al., 2010; Stich et al., 2010). These characteristics are explained by the occurrence of strain partitioning in this area of diffuse deformation (Rosas et al., 2009; Terrinha et al., 2009).
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FIGURE 2. Map of seismicity and geological structures used as sources in the present study. GBF, Gorringe Bank Fault; MPF, Marques de Pombal Fault; HSF, Horseshoe Fault; PBF, Portimao Bank Fault; CWF, Cádiz Wedge Fault. Circles show the epicenters of the Spanish National Seismic Network instrumental catalog, with the size proportional to the event magnitude. The colormap shows the SWIM high resolution bathymetry (Zitellini et al., 2009).


As depicted in Figure 2, the seismicity can be grouped in clusters associated with the main geological structures. These structures are the main tsunamigenic sources in the Gulf of Cádiz and they are used in this work as maximum earthquake ruptures. These fault traces are parameterized in Álvarez-Gómez et al. (2008); Omira et al. (2009), Lima et al. (2010) and are described in greater detail in Zitellini et al. (2009). The seismicity associated with these structures is used to define its statistical parameters, basically the Gutenberg-Richter Law, as shown in the next section.



Statistical Analysis of the Seismicity

The Gutenberg-Richter Law relates the earthquake magnitude with its frequency:
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where N represents the accumulated frequency of the earthquakes with a magnitude higher or equal to Mw. The a coefficient establishes the seismic activity in the zone, while the parameter b is related with the difference between the frequency of small and big earthquakes. The annual rate of earthquakes with a magnitude higher or equal to Mw (λMW (N/T), where T refers to the time),

is given by the following equation:
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where α = a ln(10) and β = b ln(10).

From the Gutenberg-Richter Law the following distribution function FM0 (M0) can be derived for the seismic moment M0:
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The associated density function fM0 (M0) is the following:
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where m0l represents the lower limit of the considered earthquake seismic moment and m0u represents the upper limit of the considered earthquake seismic moment. For each fault m0u should be equal to the worst-case scenario seismic moment.

We have selected the time period between 1900 and 2002 in the IGN seismic catalog IGN (2011). In this interval the used magnitude mb Lg (Mezcua and Martínez-Solares, 1983) is homogeneous. After 2002, the method to obtain the magnitude in the Spanish seismic network changed, and no direct relationship between them has been calculated. This magnitude has been transformed to Mw using the relationship published by Rueda and Mezcua (2002) for Iberian earthquakes:
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The number of events increases exponentially with time, denoting the increase in sensitivity of the seismographs. To avoid this effect on the statistical framework, we have calculated the magnitude of completeness evolution through time using Gutenberg-Richter fits with a mobile window of 200 events. We obtained a magnitude of completeness of MW > 3.2 since 1975, which was tested analyzing the cumulative distribution of events. To compute a synthetic catalog assuming a Poissonian model, all the “non-independent” events must be eliminated. We have used the declustering methodology of Gardner and Knopoff (1974), with time and space windows predefined as function of the event magnitude to eliminate the aftershocks. With the catalog filtered and declustered, we calculated the values a and b by means of a maximum likelihood method. The obtained values were b = 1.05 ± 0.07, and a = 4.31 (Figure 3A). We used the software ZMAP (Wiemer, 2001) to perform these statistical analyses.
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FIGURE 3. (A) Gutenberg-Richter fit of the instrumental catalog after declustering of the catalog shown in Figure 2 (see details in the text). Triangles show discrete frequencies while the squares show the cumulative distribution. (B) Plot comparing the Gutenberg-Richter Law fitted with instrumental data (thin line) and the historical data. Squares are the mean annual frequencies, light-gray downward triangles are minimum frequencies and dark-gray upward triangles are maximum frequencies. The fitted Gutenberg-Richter Law to the historical data is shown as a thick line. The intersection between both fits takes place on the magnitude value MW = 5.28.


Although the fit is quite good, the magnitude interval in which the values are computed is very limited and we have no control over the fit for bigger earthquakes. To evaluate the validity of this relation for tsunamigenic earthquakes, we have estimated the annual frequency of great earthquakes from the historical data. We have used magnitudes estimated from the bibliography (Luque et al., 2001, 2002; Ruiz et al., 2005; Garcia-Orellana et al., 2006; IGN, 2009, 2011) and the minimum, maximum and mean annual frequencies have been computed.

In Figure 3B historical data are plotted over the previously calculated Gutenberg-Richter fit. As can be seen, the distribution of the mean frequencies can be fitted confidently by a Gutenberg-Richter Law (R2 = 0.998) with values: a = 1.72, b = 0.56; intersecting the instrumental fit in the magnitude MW = 5.28. This type of two-branch distribution has been proposed in different environments regarding the distribution of great earthquakes and implying for some authors a characteristic earthquake model (Schwartz and Coppersmith, 1984; Davison and Scholz, 1985; Wesnousky, 1994; Main, 2000; Zielke and Arrowsmith, 2008). In our approximation to the PTHA we are interested in earthquakes capable of generating tsunamis, in big and great earthquakes; and in our case, the second branch better describes the occurrence of the tsunamigenic earthquakes in the Gulf of Cádiz.

Once these parameters are known, the annual rate of earthquakes greater or equal to a given value can be obtained from the Gutenberg-Richter Law. For the SWIT zone we are constraining the minimum seismic moment magnitude for tsunamigenic earthquakes to 6.5. Therefore, earthquakes with smaller magnitudes have not been considered.



Geometrical Parameters and Scaling Relations

To define a set of potential earthquake ruptures with different magnitudes on the same fault, we have obtained first the aspect ratio of the largest rupture scenario in the synthetic catalog for each source and from its characteristics and the scaling relations we have derived those of the smaller events. The worst cases, as well as the fault traces that we used for the Cádiz Bay area, are similar to the ones described in Lima et al. (2010); but accounting for maximum earthquake magnitudes of Mw = 8.6 in the Cadiz accretionary Wedge Fault (Figure 2). For the rest of the events, we have maintained constant the strike, dip and rake of the fault, as well as the length (L) - width (W) relation in order to have enough constraints to define the rest of the parameters from the event magnitude (Mw).

The scalar seismic moment equation (Aki, 1966) relates the size of the earthquake with the elastic properties of the media where the event is taking place, the dimensions of the rupture and the amount of slip on the fault plane:
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where μ is the shear modulus of the upper lithosphere involved in the fault rupture, S is the area of the rupture that generates the earthquake, and D is the average displacement over the fault surface. In this study we have used a shear modulus of 3 × 1010 Pa, which is widely used for this area in the literature (Grandin et al., 2007; Gutscher et al., 2009; Omira et al., 2011; Roger et al., 2011), although higher values have also been proposed. To obtain the seismic moment we used the Kanamori (1977) relation:
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To obtain the source dimensions from the earthquake magnitude the common practice is the use of an empirical relation adequate for the tectonic environment (Stirling et al., 2013). Some of the most commonly used empirical relationships are mainly developed for earthquakes occurred in continental lithosphere (e.g., Wells and Coppersmith, 1994; Leonard, 2010) or subduction context (Blaser et al., 2010; Strasser et al., 2010; Murotani et al., 2013), while for oceanic lithosphere the empirical relations are scarce and related to normal faulting events (Strasser et al., 2010; Álvarez-Gómez et al., 2012). Scholz (2002) proposed a relation between the length of the fault (L) and the average slip of the rupture (D) as a function of the ratio L/W and the tectonic environment. We have maintained this ratio constant for each fault and assumed an oceanic intraplate environment, which is coherent for a distributed deformation boundary. The relation proposed by Scholz (2002) takes the form:
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The average displacement for the maximum magnitude event is obtained once the length of the fault is defined. The maximum length of the fault is constrained from the sea bottom mapping (Figure 2) while the width is limited by the maximum seismogenic depth. This depth varies from 50 km in the western area of the Gulf of Cádiz, where the oceanic lithosphere is coupled (Stich et al., 2005; Cunha et al., 2010; Geissler et al., 2010), to 25 km on its eastern edge where detachment levels exist at shallower depths in transitional or continental lithosphere (Medialdea et al., 2004; Pereira et al., 2011; Silva et al., 2017).

Once the L/W ratio is defined for each fault, combining eq. 8, L/W = constant for a fault and S = W.L in eq. 6, W can be obtained. All the parameters scales in relation with the source area defined from the earthquake magnitude (eq. 6).



SEA LEVEL STATISTICAL ANALYSIS

In this study the statistical treatment of the tidal variation is incorporated towards a PTHA. Based on the data measured by the tidal gauge closest to the study zone, the sea level probability distribution function is obtained. The net sea level variation is due to atmospheric processes, such as atmospheric pressure changes, the effect of wind and due to the astronomical effects. The former contribution has a random nature, while the astronomical tides are deterministic. Therefore, from the tide gauge data, conducting a harmonic analysis both contributions can be separated and treated as different processes.

The astronomical tide is characterized once the main tidal components are identified and their amplitudes and phases are known. The longest frequency that we are able to consider is the one corresponding to the nodal cycle, which has a period of 18.6 years. With the information derived from the harmonic analysis, 18.6 years of astronomical tide elevations (covering a nodal cycle) with a 1 h resolution are reconstructed.

The 20-year sea level data to perform the statistical analysis has been obtained from a tidal gauge located in Bonanza (Figure 1). The Bonanza tidal gage is part of the REDMAR network from Puertos del Estado, it is located just at the end of harbor breakwater in the mouth of the Guadalquivir river. The Bonanza station is selected for several reasons: (1) it is the closest station to Cadiz (30 km away), it has records of more than 25 years, it is a high-quality station taking measurements of sea level every 1 minute, it is a station included in the Spanish Tsunami Early Warning System in the IGN for tsunami detection, this is why its high temporal sampling in taking sea level data. The other two nearest tide stations are the one in Huelva, 90 km away from Cádiz, located also in a mouth of the Odiel river, just in the directional dike, and the Tarifa station at 85 km located in the Strait of Gibraltar, where it is already affected by the tidal wave of the Mediterranean and the Atlantic; (2) Given the large scale of spatial and temporal variation of the tidal wave, the tide is almost the same in Huelva as in Bonanza, there is only a slight temporal lag; (3) In regards the meteorological tide (storm surge) slight variations in the storm surge regime was obtained between the three gauges; and (4) The effect of Guadalquivir river floods in the sea level is really small, the river is being regulated by upstream dams, the average flow discharge is less than 5 m^3/s, and in floods in rain storms the flow discharge is controlled with maximal 40 m^3/s, being the effect on the sea level very small at the mouth. Therefore, the collected sea level records at the Bonanza station have high quality to characterize the harmonics of the tidal wave and the storm surge regime.

The main components arising from the harmonic analysis, after applying the Tide software, are shown in Table 1.


TABLE 1. Main components (amplitude and phase) in Bonanza.

[image: Table 1]On the other hand, the meteorological tide needs a statistical treatment in order to apply this information in a Monte Carlo method. The distribution function of the meteorological tide can be fitted to different theoretical distribution functions, such as the Gumbel distribution, given by the following expression:
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where Fp represents the exceedance probability of a given meteorological tide Smm, Λ represents the localization parameter and Δ the scale parameter.

Once the localization and scale parameters of the selected distribution function are obtained, all the information needed in the Monte Carlo simulations is known.

To derive the meteorological tide, the astronomical tide has been reconstructed along the same tidal gauge data series period. Reconstructed data has been subtracted from the total sea level variation measured by the tidal gauge. The residue corresponds to the meteorological tide. The distribution function of the meteorological tide and the fit to a Gumbel distribution function is shown in Figure 4. As can be seen, two different tendencies are apparent in the meteorological distribution function. Because of that, two different Gumbel distribution functions have been fitted, one in the upper part representing the extremal regime and the other in the mean and lower part, representing the mean regime. In Table 2, the values corresponding to the location parameters and to the scale parameters for both regimes are shown.
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FIGURE 4. Meteorological tide distribution function and its fit to a Gumbel distribution function. Open circles indicate the empirical distribution function of the meteorological tide and straight lines represent the two fitted Gumbel distribution functions.



TABLE 2. Gumbel distribution function, localization, and scale parameters.
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MONTE CARLO SIMULATION PROCEDURE

Based on the probabilistic characteristics of the sources, and by applying the Monte Carlo method, synthetic earthquake series are obtained for each of the considered faults. The time series corresponding to each fault are integrated to generate a global tsunamigenic earthquake and sea level catalog for the study region. The length of the time series in the present study was selected to 10000 years. To derive confidence bands, for each thematic map, we performed 1000 Monte Carlo simulations for each fault.

The steps followed in the Monte Carlo simulation for each fault (i) are the following (Figure 5):
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FIGURE 5. Summary of the algorithm used to generate the synthetic catalog of tsunamis.


(a) Generation of a random number for the probability of the seismic moment and computation of M0 (Eq. 3).

(b) Computation of the fault dimensions, rupture width (Wi), length (Li) and Area (Si = WixLi) using the selected scaling relations (Eqs. 6, 7, 8).

(c) Computation of the focal depth (hf) assuming surface rupture:
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where δ is the fault dip and Wi the rupture width.

(d) Computation of the epicenter. For a given rupture length Li a random number of locations is generated along the rupture zone, leaving a distance of Li /2 on both sides of the rupture (Figure 6). Once the point along the rupture zone has been generated, and assuming that the rupture reaches the surface, the location of the epicenter is computed with the following equations:
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FIGURE 6. Fault parameters. (A) Map view; (B) Cross section B - B′.
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where X0i and Y0i represent the longitude and the latitude of the middle point along the fault trace with length Li; Xei; and Yei represent the longitude and latitude of the epicenter for an earthquake with seismic moment Moi (Figure 6); σ is a random number between 0 and 1 (with uniform distribution); δ is the dip angle and θ is the strike angle and Lmax is the maximum rupture length for the fault. Thus, le (le = Lmax - Li) is the effective distance along the trace (see Figure 6), where the point (X0i,Y0i) associated to the epicenter can be located in a random way, for a given rupture length (Li). If the fault length Li = Lmax then only one point in the fault trace is possible and therefore only one epicenter location.

(e) Computation of the time interval from the last tsunamigenic earthquake event to the next. In the present methodology, earthquakes are assumed to be Poissonian processes; therefore, the probability P(T) of having the next earthquake in a time interval of t or higher is given by the following equation:
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Generating a random number for the probability, the time of the interval between two consecutive earthquakes can be obtained. λ is the annual rate of tsunamigenic earthquakes of magnitude MWi or higher. Eq. 13 can be expressed as a function of P(T) to obtain the time t between two consecutive events:
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(f) Generation of a random number for the time along a period of the 18.6 year astronomical sea level series. The astronomical tidal level corresponding to this random moment is considered as the tidal level coinciding with this earthquake event.

(g) Generation of a random number between 0 and 1 for the probability of the storm surge. With this random number, the storm surge Smm can be derived according to the following expression (see Eq. 9):
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where F(x) is the cumulative probability.

(h) Computation of the net tidal level. In this step, the astronomic tidal level and the storm surge are linearly added.

We believe that the assumption of rupture to the surface in steps (c) and (d) concerns magnitudes higher than 6.5 is reasonable taking into account the mechanics of fracture of the schizosphere (the elasto-frictional upper layer of the crust). It is well recognized that major earthquakes nucleate at depth, where the strength of the rocks is higher due to thermo-mechanical conditions (Sibson, 1982). When an earthquake ruptures at depth, overcoming the high frictional strength of the faults, the amount of energy liberated during the earthquake is enough to allow the lateral and vertical propagation of the rupture, reaching the surface and propagating laterally (Scholz, 1998, 2002). Nevertheless, some of the modeled events, especially those with smaller magnitudes, where the surface rupture assumption could be more arguable, do not necessarily reach the surface in nature. Consequently this assumption could be a conservative bias in these cases. Nevertheless, being these events the smaller ones, and as we are using average uniform slip over the fault, this potential bias is reduced and is counterbalanced by the threat posed by the bigger events.

Steps “a” to “h” are repeated for each fault until a simulation of an established number of years is obtained (10000 years in our simulations). Once the synthetic earthquake series are derived for each fault, they all are joined in a single global synthetic catalog.

1000 different 10000-year long tsunamigenic seismic catalogs have been created for each fault. As an example, Figure 7A shows the evolution of one time series (10000-year) of the earthquakes (seismic moment magnitude) considering all the source regions. In Figure 7B, the sea levels corresponding to each of the simulated earthquake scenarios are represented. This figure shows that there are earthquakes that coincide with high sea levels, while others occur during the mean or low tide. These scenarios can create very different impacts on the coastal region.
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FIGURE 7. Example of one time series of Moment magnitude (10000 years) for seismic events greater than 6.5 in all source regions (A) and associated sea levels (B).


The distribution of the total number of synthetic events from all sources, in the 1000-year series is shown in Figure 8A; it is worth noting the maximum generated magnitude MW = 8.55. The epicenter location for each scenario is represented in Figure 8B.
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FIGURE 8. (A) Distribution of all synthetic generated magnitudes Mw in discrete (squares) and cumulative(circles) form, and (B) location of the synthetically generated epicenters for all the tsunamigenic earthquake scenarios.




NUMERICAL DATABASE

Once a synthetic catalog is generated (magnitude and epicenter location) based on (1) the synthetic earthquake series (magnitude and epicenter location) for each of the considered faults; and (2) the synthetic sea level series, it is necessary to assign for each synthetic tsunamigenic event in the catalog a flooding scenario on the coast. Thus, a numerical database of scenarios is needed. These scenarios should cover the entire range of possible tsunami events in the synthetic catalog (earthquakes and sea levels). Each tsunami scenario is propagated using a tsunami numerical model, from the source region to the coast (study zone). In this section the numerical model and the simulated scenarios are described.


Numerical Model

We used the C3 (Cantabria-Comcot-Tsunami-Claw) numerical model to simulate the wave generation, propagation and coastal flooding (Olabarrieta et al., 2011). This model integrates finite difference and finite volumes model schemes, and solves the conservative form of the Non-Linear Shallow Water equations (NLSW), considering a Cartesian coordinate system.

These equations constitute a hyperbolic system that can be expressed by the following general conservation equation:
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where q represents the vector of the conserved variables, f and g are the numerical flux vectors and s represents the source terms. These vectors are expressed in function of variables such as the water depth H = (h + ξ) and the vertically integrated flow velocities (u, v)
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where ξ is the free surface elevation; x, y represent both components of the Cartesian coordinate system; g is the gravitational acceleration; ρ is the water density; h is the water depth at rest and τx, τy are the terms that represent the bottom shear stress.

The model solves the differential form of the mass and momentum conservation equations, applying a leap-frog scheme, based on the COMCOT numerical model of Liu et al. (1995). In the inner (detailed) nested grids a finite volume method (George and LeVeque, 2006) is applied to solve the integral form of the conservative equations. The C3 model (Olabarrieta et al., 2011) has been validated in the framework of the European Project TRANSFER using the standards and guidelines proposed by Synolakis et al. (2007).

The datasets used for the bathymetry and topography reconstruction are the Weatherall et al. (2015) database for the regional grids improved with the SWIM database (Zitellini et al., 2009). For the internal, more detailed bathymetric grids, we digitized the nautical charts of the Navy Hydrographic Institute of Spain. The topography and the geographical data used is from the National Geographic Institute of Spain (Figure 9).
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FIGURE 9. Topo-bathymetric grids. GEBCO data, SWIM: Zitellini et al. (2009) bathymetric data (The red line is the limit of the high resolution SWIM bathymetry), IHM: Instituto Hidrográfico de la Marina (Navy Hydrographic Institute) data (the black square is the limit of the high resolution local bathymetry IHM), IGN: Instituto Geográfico Nacional (National Geographic Institute) data. Labels in italic font type show the locations commented in the text: R, Rota; RNS, Rota Naval Station; PSM, Puerto de Santa María; V, Valdelagrana; C, Cádiz; CP, Cádiz Port; LCB, La Caleta Beach; SMB, Santa María Beach; LVB, La Victoria Beach; CB, Cortadura Beach; PR, Puerto Real; SF, San Fernando; CH, Chiclana; SP, Sancti Petri.


Three different nested grids have been used to run the numerical model. From the regional bathymetry used to propagate the wave from the source, with a resolution of 864 m, to the detailed grid that includes the topography and local bathymetry with a cell size of 50 m. Between them we used an intermediate grid with a resolution of 216 m.

The submerged profile of the beaches in the area is characterized by the existence of a rocky slab at a water depth of about 5 m and several sandy shoals. In front of the Cádiz urban area there are several elongated shoals and rocky bars (Figure 9). These morphological features play an important role in the local tsunami wave propagation.



Simulated Scenarios

A set of tsunami scenarios are considered for tsunami propagation and for the creation of the tsunami datasets. These cases cover the entire range of possible tsunami scenarios in each zone (potential sources, earthquake magnitudes, and epicenter locations), together with all the possible sea levels.

To establish the tsunamigenic earthquake scenarios in each fault, the relation between the seismic moment magnitude and the rupture area has been taken into account. The width of the fault (W) is constrained by the L/W constant ratio for each fault and the momentum magnitude (eqs. 6-8). The relation between the momentum magnitude and the rupture area for each fault is shown as example for CWF Fault. A sensitivity analysis was carried out to define the minimal area of rupture that generates the earthquake and it was defined as 500 km2. Based on a geological analysis of each fault, the maximal rupture area in this case for CWF fault was defined as 15.000 Km2. Thus, the definition of moment magnitudes was obtained for areas between 500 km2 and 15.000 km2 each ΔS = 500 km2, with minimal moment magnitude of 6.5 and maximal of 8.4, generating 31 magnitude events. As the magnitude increases, the area also increases exponentially. It is noteworthy that moment magnitudes selected are not equidistant, a change in the magnitude generates a higher variation in the area when the magnitude is large. Therefore, a larger number of scenarios have been considered for the big magnitudes.

On the other hand, in each fault, up to 4 different epicenter locations have been considered for each magnitude. The number of epicenter locations for a specific magnitude event, in a specific fault, depends on the moment magnitude (it defines the source size) and the maximal size of each fault. In the case of smaller magnitude events the size of the source is also small and more epicenter locations can be distributed along the fault. In the case of CWF fault, the largest fault in the area, 4 possible epicenters distributed along the fault were selected for magnitudes between 6.5 and 7.2, 3 for magnitudes 7.3 to 7.6, 2 for magnitudes 7.7 to 8.0 and just 1 epicenter location is possible for magnitudes larger than 8.0. The combination of magnitudes and epicenter locations on CWF fault led to 53 possible earthquake scenarios.

A sensitivity analysis was carried out to evaluate the sea level ranges based on numerical simulations and taking into account the computational time constraints. This analysis allowed considering 4 sea level ranges (Δsl = 1.0 m). In Table 3 the selected tidal levels are indicated where the reference level corresponds to the mean low spring tidal level.


TABLE 3. Considered tidal level scenarios (the reference level corresponds to the mean low spring tidal level).

[image: Table 3]Finally, the combination of magnitudes, epicenter location and sea levels for the CWF fault requires the simulation of 212 scenarios.

A total of 619 scenarios have been modeled (Table 4) using the C3 numerical model. The numerical simulations were performed in the Altamira Supercomputer which is part of the Spanish Supercomputation network. This supercomputer is operated by IFCA (Cantabrian Physics Institute) and it has 512 processors able to manage 4.5 billion of operations per second.


TABLE 4. Number of considered scenarios in each fault.
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PROBABILISTIC THEMATIC HAZARD MAPS

Once the 1000 time series of tsunamigenic earthquake events, coinciding with a given sea level, are created in the Monte Carlo computation, the effect of each tsunami on the coast is obtained using the numerical database generated in the previous steps. An algorithm written in Matlab® was used for this purpose. For each scenario in the synthetic catalog, the closest case (sea level + earthquake) in the numerical database was identified. For the interpolation of the events of the synthetic catalog, we start from the basis of a 3D matrix of numerically modeled scenarios, with three inputs: magnitude, location of the epicenter and sea level. For a synthetic event of a given magnitude, the closest modeled magnitude is searched in the matrix, for this closest magnitude, the closest modeled epicenter to the synthetic catalog is searched among the modeled epicenters, and finally, the corresponding event with the closest sea level is searched in the matrix. Thus, the event of the synthetic series is associated with the closest simulated event in magnitude, location of the epicenter and sea level. The tsunami intensity measures corresponding to this numerical case (maximum current speed, maximum water depth, maximum wave elevation, maximum Froude number, and maximum force) are assigned to the tsunamigenic earthquake in the synthetic catalog. Total forces, consider hydrostatic and hydrodynamic forces as defined in FEMA (2000), and are associated with a drag coefficient CD, which represents the shear coefficient which depends on the bottom roughness, on the Reynolds number and on the geometry of the structures in the flooding area. CD is based on FEMA (2000); Synolakis (2003); Yeh (2006), which provided recommended shear coefficient values for various obstacle geometries.

The time series of the tsunami intensity measures can be derived for the whole coastal region following the described procedure. Therefore, these time series of the maximum value can be used to perform a statistical analysis of the selected tsunami intensity measures and derive maps with an associated return period.

Once the time series are reconstructed in each high-resolution grid node, these data are sorted in an ascendant order. The cumulative probability is assigned to each organized scenario. This is given by its position, i:
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where i represents the data position and m represents the total number of data. The distribution function of the analyzed parameter vi is given by the following expression:
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where FZi (v) is the annual exceedance probability and λ is the tsunamigenic earthquakes annual rate. For the computation of return period Tr the following expression is used:

[image: image]

where Tr represents the mean number of years in which the variable vr exceeds a given value.

For each return period and each synthetically generated catalog, a value of the study variable is obtained in all the grid nodes. Therefore, for a given return period, the analyzed variable can be mapped in the high-resolution grid. If several synthetically generated earthquake and sea level catalogs are used, the value of the analyzed parameter for a given return period will present a mean value and a variance. Computing the distribution function of the values obtained for the given return period, the value for a given return period with a given confidence can be obtained.

For a given return period it is possible in each grid point of the detailed mesh (the flooding area) to obtain the desired parameter (e.g., maximum water depth) using the grid point distribution function. The representation on a map of this parameter for all the grid points allow us to produce thematic maps for specific return periods.

In the present study, return periods of 500, 1000, 5000, and 10000 years with a confidence band of 99% have been considered. This confidence band is representative of the mean extreme events. Other confidence bands can easily be derived.



RESULTS

The probabilistic methodology applied to the Cádiz test-site enables the generation of different thematic maps in the study region. These maps do not represent the impact generated by a single tsunamigenic earthquake but the combined effect of different earthquakes in the area. For example, it is possible that an earthquake scenario generates a big impact in La Victoria beach but has a minor impact in Rota. However, another earthquake can generate a big impact in Rota and yet has a small effect in La Victoria. In these maps both Rota and La Victoria will appear to have a great impact, merging the effects of both earthquakes.

The maximum tsunami wave elevation is plotted only in those areas covering the intertidal zones and in those areas above this zone that are flooded due to tsunamis (Figure 10). For a 500-year return period the effects due to tsunamis are very low, and they are restricted to very specific areas. The area showing the highest sea surface elevations corresponds to the harbor of Cádiz and Rota. As expected, as the return period increases, the flooded area also increases, especially in the inner zone of Cádiz Bay as well as in the Sancti Petri zone. In Cádiz city, several beaches such as La Caleta, Santa María del Mar, Victoria, and Cortadura, are affected by the combined effect of sea level (tides) and tsunamis.


[image: image]

FIGURE 10. Maximum wave elevation for different return periods. 99% confidence interval.


In Figure 11, the maximum current speed for different return periods has been plotted. For a return period of 500 years only the zone of Rota presents velocities exceeding the value of 0.5 m/s. For a return period of 1000 years, velocities higher than 4 m/s are achieved in the urban beaches of Cádiz and Rota. For higher return periods most of the coastal area present maximum current speeds higher than 9 m/s.


[image: image]

FIGURE 11. Maximum current speed for different return periods. 99% confidence interval.


Figure 12 the maximum total forces, including the hydrostatic and hydrodynamic contributions with a drag coefficient of 2, have been plotted. For a 500-year return period the net force does not exceed the value of 1 ton/m in the study area. For the 1000-year return period the maximum observed net force increases to 4 tons/m. Rota and the urban beaches in Cádiz (Caleta, Santa María del Mar, Victoria and Cortadura) are the zones with the highest net forces. For higher return periods values of 5 tons/m are reached in large areas. In Rota and in the urban beaches of Cádiz, values of up to 10 tons/m are possible.


[image: image]

FIGURE 12. Maximum forces for different return periods, per unit area of exposed element. 99% confidence interval.




DISCUSSION


Method and Limitations

The PTHA methodology proposed here treats aleatoric uncertainties on the seismic source and tidal stage through a Monte Carlo type framework. It, however, overlooks the epistemic uncertainties such as those related to the modeling of tsunami generation, propagation, and inundation and also those related to the accuracy of the bathymetric-topographic data. Our methodology allows deriving probabilistic coastal hazard maps (wave heights, current speed, and total force) for different return periods. It deals only with tsunamis of tectonic origin and can be applied to any tsunami-threatened coast where high-resolution DEM and records of tidal variations are available.

The PTHA developed here adopts a simple approximation to the source definition fixing some parameters of the earthquake faults (strike, dip, and rake angles) to constrain the variability of the models. This approximation is common in regional PTHA (e.g., Cheung et al., 2011; Heidarzadeh and Kijko, 2011; Power et al., 2012; Davies et al., 2018) but our methodological approximation can be extended to fully incorporate the aleatory uncertainties on the source definition by means of probability density functions using the Monte Carlo approach. Although the incorporation of these branches into the Monte Carlo approach would increase exponentially the number of simulations to compute, the use of GPU-optimized models can overcome this difficulty.

An important source of aleatoric uncertainty in the PTHA concerns the sea level when the tsunami waves reach the nearshore areas. However, this source of uncertainty is commonly disregarded in tsunami hazard assessments. On the other hand, tsunami-tide interaction has been a discussion topic in the literature. Several studies have been carried out to understand whether tide-tsunami interactions enhance/reduce tsunami elevation, flow speed, and arrival times. Based on observations and/or numerical experiments, various authors have found that tsunami inundation in rivers, inlets, harbors, and estuaries is strongly affected by tidal conditions (e.g., Kowalik et al., 2006; Kowalik and Proshutinsky, 2010; Zhang et al., 2011; Lee et al., 2015; Ayca and Lynett, 2016; Shelby et al., 2016; Tolkova, 2016; Ayca et al., 2017). Causes of tide-tsunami interaction are attributed to tidally induced currents and changes in the depth altering the background conditions during the propagation of the tsunami from its source (Weisz and Winter, 2005), both effects are small in the open ocean but increase as the tsunami shoals, mainly in coastal and bathymetric particular configurations as energetic tidal channels communicating large bodies of water or coastal configuration that can induce resonance effects between large scale shallow shelfs, narrow channels, islands, etc. The hydrodynamic pattern of tsunamis occurring under strong tidal regimes can be assessed using different approaches with increasing levels of complexity, depending on the scope of the study and local conditions of the site. Our PTHA approach accounts for the uncertainty of the tide level when the tsunami reaches the coast off Cádiz by incorporating four tidal stages (0.5 m, 1.5 m, 2.5 m, and 3.5 m) into the Monte Carlo simulations. The sensitivity related to these tides levels has not been tested, and it is subject to future studies. The reference for the selected tidal levels corresponds to the mean low spring tidal level. While this approach allows reducing the computational time, it has the limitation of overlooking the non-linear interaction between the tsunami wave, the tidal wave and their induced currents, which could be important on a large spatial and temporal scales. However, in the city of Cádiz that is exposed to the open sea, there are no relevant bathymetry features to generate tsunami-tide interactions, that together with the very large dimensions and periods of the tide (1000 kms and hours) and the tsunami (100 kms and minutes), we assume a small tsunami-tide interaction. Thus, the tide is a boundary condition that can be assumed as instantaneous due to its low speed of variation (in hours), compared to the tsunami speed (in minutes). On the other hand, inside the bay a tsunami-tidal interaction could occur mainly in current speeds that have not been considered here. The study of this tsunami-tide interaction is a challenge that requires further investigation beyond the scope of this work.



Coastal Tsunami Impact

The impact of tsunamis generated in the SW Iberian Transpressive Domain is significant on the Bay of Cádiz and increases, as expected, with the increase of the return period as shown in the results. It is also expected that the incorporation of the sea level variation due to the local tide highly influences the tsunami hazard results on the Bay of Cádiz. To evidence the relevance and the influence of the sea level incorporation, numerical simulations conducted for an example of a large tsunami generated in CWF (Cadiz Wedge Fault) with a Mw = 8.4 in the study area of Cadiz are presented (Figures 13A-C). Figure 13A presents the maximum tsunami wave elevation for a simulation in a low tide sea level. Figure 13B shows the result of the same scenario but incorporating the sea level to the propagation (spring tide 3.5 m, characteristic of the area). And finally, Figure 13C depicts the resulting flooded area for the same scenario executed in low tide condition, and then adding linearly the tide sea level (3.5 m) after the numerical simulation, which is a common approximation to include the tidal effect in PTHA analysis. Two main remarks can be drawn from these results. First, the incorporation of the tide is relevant because the flooded area is larger, and second, this incorporation was made using different initial levels, not just adding tidal levels linearly. Thus, in order to reduce the uncertainty of the sea level in meso and macro tidal areas in a probabilistic analysis, it is required to include the sea level as another variable taking into account its probability of occurrence.
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FIGURE 13. Importance of using tides in the simulations. (A) low tide propagation. (B) high tide propagation. (C) low tide propagation and tide added linearly.


Another important issue concerns the use of deterministic and probabilistic thematic tsunami hazard maps. Whether deterministic (conservative scenario) or probabilistic analysis serves better increasing the tsunami resilience of coastal areas depends on the scale and scope of the study. Figure 14 depicts a comparison of the aggregated results (envelope of the worst credible cases in each fault) for the high tide level obtained in a deterministic analysis with those obtained for the probabilistic results for a return period of 10000 years (confidence interval 99%). The comparison clearly indicates that the deterministic approach is very conservative. It is also noticeable that the aggregated results from the worst-case scenarios for each source of the deterministic approach (parameterized in Álvarez-Gómez et al., 2008; Omira et al., 2009; Lima et al., 2010) is associated with a return period longer than (Tr = 10000 years), as expected. Therefore, deterministic maps could be used to define those zones with no probability of being affected by a tsunami.


[image: image]

FIGURE 14. Comparison of the aggregated maximum wave elevation obtained for the high tide condition in the deterministic and in the probabilistic approaches (Tr = 10000 years and a confidence interval of 99%).


Both approaches can address different objectives in the analysis of the affected zone in a tsunami–prone area. Deterministic maps are more subjective but they are useful to establish inundation limits in areas where special infrastructures (nuclear plants, inflammable materials, pipelines) could be built or to assign the evacuation zones. On the other hand, the probabilistic maps are more valuable for vulnerability and risk assessments as well as for insurance purposes, as they provide a more complete picture of the hazard for a given zone with an associated return period. Additionally, building and infrastructure engineering design include probabilistic risk scenarios and risk return periods in the design.

To summarize, despite the limitations of the proposed PTHA methodology in dealing with limited sources of aleatoric uncertainty and disregarding the epistemic uncertainties it interestingly allows combining uncertainties in the generation parameters with the those of sea level in meso and maro tidal areas and performs high-resolution probabilistic tsunami hazard assessment. We believe that the method could highly benefit from further improvements. Particularly, the implementation in a specific case can be improved, with better probabilistic description of the different involved variables (definition of sources, geometrical parameters and scaling relations, Mw distribution, epicenter location in each fault, sea level distributions), and also, with higher resolution of the number of numerically modeled scenarios and higher grid resolutions inland taking into account the different source and sea level parameters, using more powerful and faster models using for example GPU techniques. However, the proposed methodology allows obtaining a reduction of the uncertainties for probabilistic flooding maps, achieving a distribution function of different tsunami intensity measures (max. water depth, max. wave elevation, max. current sped, max. forces, etc.) in each nodal grid point inland.



CONCLUSION

Deterministic or scenario-based approaches are based on tsunami events that could happen in the future, but have occurrence probabilities that are not well understood. In most deterministic assessments the tsunami scenario represents the worst tsunami case that can take place in the study region, often inferred from historical data. The most difficult task in this approach is to assign a return period to the considered scenario, which sometimes is impossible because of the time span of the seismic catalogs. Nevertheless, the results obtained from scenario-based approaches have been used for several applications, such as the establishment of inundation zones, evacuation maps (Geist and Parsons, 2006) and urban planning.

In this study, a new probabilistic method for the tsunami hazard estimation has been presented and its application to the Cádiz area has been described. This probabilistic method is combined with the application of high-resolution numerical simulations for tsunami propagation and inundation (in the present case the C3 model, Olabarrieta et al., 2011) to derive inundation and hazard maps for given return period and confidence interval. A novel characteristic of the present methodology, based on Monte Carlo simulations, is the statistical treatment of both tsunami hazard and sea level variation, including both astronomical and meteorological effects. Therefore, the present method does not assume that the tsunamigenic earthquake occurs at a given tidal level condition.

The application of the PTHA method described here requires a priori zoning of the source region and the identification of the different faults in each source region. In the specific case of the Cádiz area, only the tsunamigenic areas in the SWIT region were considered. The main tsunamigenic sources in the Gulf of Cádiz were identified as clusters of seismicity in the SWIT region, which represent the maximum earthquake ruptures. GBF (Gorringe Bank Fault), HSF (Horseshoe Fault), MPF (Marques de Pombal Fault), PBF (Portimao Bank Fault), and CWF (Cádiz Wedge Fault) were the five main earthquake ruptures identified in the analysis region. The a and b parameters of the Gutenberg-Ritcher Law for the SWIT region were obtained from the study of the instrumental and historical seismic catalog of the IGN. The tidal level probability distribution function and the characteristics of the main tidal harmonic constituents were obtained from a tidal gauge located near Cádiz. 1000 different time series of combined tsunamigenic earthquake and tidal levels were synthetically generated using the Monte Carlo technique. Each time series had a 10000-year duration.

The C3 model was used to propagate the tsunami from the source region to the coast. The tsunami characteristics were analyzed statistically to derive different thematic maps for the return periods of 500, 1000, 5000, and 10000 years. The derived thematic maps include the maximum wave elevation, the maximum current velocity, the maximum Froude number, and the maximum total forces. The thematic maps obtained for a return period of 10000-year (confidence interval 99%) were compared to those derived from the aggregated deterministic worst-case scenarios for the Cádiz region. This deterministic scenario assumed that the worst-case scenarios for each considered source coincided with the maximum water level measured by the tidal gauge, which means that the probability of occurrence of this extreme event is very low. Thus, the deterministic approach was very conservative. Deterministic maps could be used to define those zones with a very low probability or with no probability of being affected by a tsunami. This is a useful information for visualizing the hazard and the establishment of the maximum limits of flooding, which is necessary for planning the evacuation zones and for defining those areas in which critical infrastructures (e.g., nuclear plants, flammable materials, pipelines) can be built. Ideally, deterministic approach should be linked to the probabilistic study. The probabilistic maps are more valuable for vulnerability and risk assessment and also for insurance proposes.
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Rock falls and landslides plunging into lakes or small reservoirs can result in tsunamis with extreme wave run-ups. The occurrence of these natural hazards in populated areas have encouraged a recent sharp increase of studies that aim to mitigate their impact on human lives and assess infrastructure lost. This paper amalgamates in a novel fashion and at an unprecedented detail in situ historic measurements, geological data and numerical modeling of a rock fall event and associated tsunami wave that occurred in Lake Lovatnet (western Norway) in September 1936. Historical records report an event that released ca. 1 million m3 of rocks and debris from Ramnefjellet Mountain at an altitude of 800 m above Lake Lovatnet. The fragmented material plunged into the lake, causing a tsunami that reached a maximum run-up of 74 m and killed 74 people. In fact, the settlements of Bødal and Nesdal were wiped out as a result of the catastrophic wave. Sediments resulting from the 1936 rock fall and associated tsunami were identified in the subsurface of Lake Lovatnet by shallow geophysical investigations and were retrieved using gravity coring equipment. A set of high resolution physical and geochemical measurements were carried out on the cores with the aim of reproducing a highly detailed reconstruction of this catastrophic event in order to better understand and learn about the processes involved. The cores were retrieved in the northwestern sub-basin of the lake and its chronology was constrained by 210Pb and radiocarbon dating. A specially tailored physically based mathematical model was applied to better understand the tsunami event. Integration of the geophysical record, the sedimentological data and numerical modeling provide a comprehensive background to better understand the effects of such event in a deep fjord-like lacustrine basin and to generate information for better mitigation of similar events elsewhere.

Keywords: mass transport deposits, geohazard, numerical modeling, tsunami deposit, lacustrine sediments, shallow geophysics, cryogenic processes


INTRODUCTION

Subaerial and subaqueous landslides, rock falls and associated sediment mass movements in or near aquatic bodies have been responsible for many tsunamis in high-relief coastal areas around the globe. While these events represent an important landscape-forming factor and serve as major conduits for sediment transport from elevated topography to sedimentary basins, the associated tsunamis pose a considerable hazard to human lives and they have the potential to cause major loss of infrastructure (e.g., Nadim et al., 2006; Shipp et al., 2011; Tanikawa et al., 2014). When the descending masses strike lakes or fjords, the resulting wave activity may last for hours, increasing the hazard and destructiveness (Clague et al., 2003; Pelinovsky, 2006; Harbitz et al., 2014; Mountjoy et al., 2019). In fact, the resulting catastrophic waves occurring in lakes (e.g., Bussmann and Anselmetti, 2010; Kremer et al., 2012, 2015; Gylfadóttir et al., 2017; Leithold et al., 2018) can be comparable to their marine counterparts in terms of both magnitude and strength. A well-documented example for the great ferocity of such hazards is given by the July 9 1958 Lituya Bay tsunami event in Alaska (Fritz, 2001; among others). This event was produced by a magnitude 7.9 earthquake that triggered the detachment of a ca. 5–10 × 106 m3 subaerial rockslide into a fjord inlet. This generated a tsunami with a maximum run-up height of 524 m, which probably stands as the most prominent event recorded in modern history (Miller, 1960; Lander, 1996).

Mass-movement induced tsunamis occurring in lakes differ from their open ocean counterparts as they (a) affect areas near the wave source, (b) have higher run-ups, (c) strike more rapidly, and (d) pose a greater local hazard, as the degree of confinement of the water body prevents the tsunami energy from escaping, while concurrently inducing stronger and longer seiche (Siegenthaler et al., 1987; Chapron et al., 1999; Schnellmann et al., 2006). Although rock fall- or landslide-generated tsunamis are more localized than those generated by earthquakes (Ruff, 2003), they can produce remarkably high waves, particularly when trapped within small lakes, fjords, semi-enclosed bays or narrow inlets, such as Lituya Bay. Aside from earthquakes, a range of other conditioning factors may trigger landslides or rock falls, including physicochemical deterioration of the substratum by thermal and cryogenic forcing (Draebing et al., 2017), variability in ground humidity (Whiteley et al., 2019) or variability in the precipitation gradients (Hong et al., 2006; Jakob and Lambert, 2009), evaporite dissolution or disintegration of carbonate rocks at depth (Gutiérrez et al., 2008; Benac et al., 2009), biological intervention (Jahn, 1988; Scheidl et al., 2020) and subsurface degassing associated with volcanic complexes (Luckett et al., 2002; Hibert et al., 2011).

Previous studies have shown that the fjords of western Norway are prone to generate major rock falls and landslide events with a magnitude similar to that of Lituya Bay (Furseth, 2006; Jaedicke et al., 2009). In fact, the degree of destruction caused by devastating mass wasting-generated tsunami events in Norwegian fjords and lakes is the highest in the world, as a large percentage of the country’s population inhabits the coastline (Hermanns et al., 2014). Although not a tsunami, the largest natural event known to have impacted the population in Norway appears to be the landslide dam burst and associated flood catastrophe that occurred in September 1345 in the Gauldalen valley (Figure 1A). Contemporaneous written reports, oral tradition and geological interpretations express divergent opinions about both its exact location and development. However, all agree that the amount of people killed in that disaster was estimated to ca. 500 (Rokoengen et al., 2001). Historical records of tsunami events associated with rock falls include the 1756 Tjellefonna event (Sandøy et al., 2017), the 1934 Tafjord event (Kaldhol and Kolderup, 1936) and the 1905, 1936, and 1950 series of events in Lake Lovatnet (Grimstad, 2006; Figures 1A,B). Other identified events in Loen include snow avalanches that destroyed settlements at Breng and Hellsete in 1500 and 1755, respectively, and a series of rock falls that hit settlements at Raudi in 1614 and 1743, with a destructive event on March 2nd 1885 at Kvithammaren (Furseth, 2006; Figure 1C). The latter caused the final abandonment of the settlement. Historical records indicate that the fjord region of western Norway has undergone about two to three large-scale catastrophic events every century (Blikra et al., 2006). Thus, for mitigation purposes and in order to study the impact of such an event in generation of possible tsunamis, the Norwegian government has put large efforts during the past decade into studying and monitoring unstable rock slopes such as the Åkneset cliff on the western side of the Sunnylvsfjorden fjord (Sćlevik et al., 2009; Figure 1B).
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FIGURE 1. (A) Map of southern Norway, the study area of inner Nordfjord and surrounding region is marked. (B) Location of Lake Lovatnet marked by a black square in inner Nordfjord. Sites with known records of rock fall events and associated tsunamis are marked by black dots (see text for more details). (C) Swath bathymetric map of Lovatnet showing pinger- (red) and airgun (black) seismic profiles. Sites of cores LOG216 and LOG116 are shown as a white circle in the NW sub-basin. The Ramnefjell slide scar is indicated with an arrow. Lake Lovatnet occupies the entire area of Lodalen Valley. (D) Picture of Ramnefjell with the location of the rock fall (Normann, 1963).


In many aspects, the most notorious and devastating series of rock fall and rock-avalanche events imprinted in modern Norwegian history are those that occurred in Lake Lovatnet. The stained reputation of this site comes from the fact that not one, but a series of events occurred at the same location (Ramnefjellet Mountain; Figure 1D), with the most destructive of them occurring in 1905 and 1936 summing a combined death toll of 134 human lives. Despite the numerous events that have struck the fjord area of western Norway, the severity and destructive pattern of these two events coupled with the fact that they occurred at the exact same locality, resulted in a wide-scale repercussion through national broadcasting services, leading to a deeply carved memory in modern Norwegian history.

It is the purpose of the present study to improve the understanding of mechanisms and processes involved in the 1936 rock fall-tsunami event in Lovatnet, through amalgamation of a variety of datasets that include sub-surface imaging, sediment coring and analyses, and numerical modeling based on the shallow water equations. The insight gained here may help to raise awareness concerning similar catastrophes both in Norway and elsewhere in the world.



LAKE LOVATNET


Geological and Hydrological Setting

Lake Lovatnet [ca. 10 km2 and 52 m above mean sea level (msl)] is a freshwater glacier-fed lake situated in the Lodalen Valley at the head of Nordfjord (Figures 1B,C). Given that the local marine limit is at least 80 m above msl (Rye et al., 1997), the Lovatnet basin was part of the fjord for some time following deglaciation. The over-deepened character of the basin, with up to 1,000 m high steep valley sides and a typical U-shaped basin floor, was formed by repeated carving of the local glaciers during the Pleistocene glaciations into Cambrian-Silurian schists (e.g., Nesje et al., 1991). The catchment of Lake Lovatnet is 235 km2 in extent, of which 33% is glaciated, with the lake itself featuring three main river inlets (the Bødalselva, Kjenndalselva and Utigardselva) and a single outlet (Loelva) that drains the lake waters toward Nordfjord. The lake’s incoming rivers are fed by three main glaciers: Bødalsbreen, Kjendalsbreen, and Ruteflotbreen, which are all tongues of the major Jostedalsbreen icecap (Figure 1B). Previous studies have measured combined sediment and water discharges in the nearby Erdalen valley, pointing to an average of 3.5 m3/s, with peak flows reaching up to 30 m3/s (Beylich and Laute, 2015; Beylich et al., 2017).

Previous works using a high-resolution sonar data show that Lake Lovatnet is divided into two sub-basins separated by a morphological high (Figure 1C; Hansen et al., 2016). The central part of the lake floor in each sub-basin is nearly planar, with 90 and 140 m water depth in the northern and southern sub-basins, respectively. Steep marginal slopes rim each sub-basin and are characterized by the total absence of sediments or by a thin sedimentary cover that is directly deposited over the metamorphic bedrock. High-resolution sonar reveals a lake-floor morphology characterized by signs of historic and prehistoric rock falls and landslides (Hansen et al., 2016), pointing to an active source-to-sink lacustrine system with vigorous mass wasting activity. A recent study carried out on a neighboring lake shows that suspended sedimentation with a singular main source (the adjacent glaciers) dominates the limnic depositional system (Storms et al., 2020). Moreover, a study from nearby Lake Oldevatnet shows that the active source-to-sink processes of avalanches and flood activity is more widespread than previously thought, contributing more than 50% of the total lacustrine sedimentation budget at sites located near active avalanche tracks (Vasskog et al., 2011).



The History of Rock Falls in Lake Lovatnet

The event of 1905 happened in the night between January 15th and 16th, when a total volume of 350,000 m3 of rocks and glacial debris collapsed into the lake from an altitude of ca. 500 m at the eastern side of Mt. Ramnefjellet (Reusch, 1907; Grimstad, 2006). A maximum height of the devastating wave was measured in Nesodden (40.5 m) and reached 14.5 and 15.5 m in the villages of Bødal and Nesdal, respectively (Reusch, 1907; Figure 2A). It appears that the tsunami wave wiped clean an entire strip of land along the shoreline of Nesdal and killed 61 from the original population of 122 people (Nesdal, 1983). The wave seiche affected the whole lake reaching a maximum height of 5.8 m at the outlet, which according to historical records caused the destruction of a local bridge over Loelva. A number of subsequent rock falls occurred in the following months, although no lives were lost (Bjerrum and Jørstad, 1968). The mass movement events caused major morphological changes in some parts of the lake. For example, as Sundet (at the southernmost end of the lake), the bathymetry was covered with 5.5 m of debris over an area of ca. 62,500 m2 (Reusch, 1907). Studies showed that the 1905 rock fall was a consequence of extremely low temperature conditions that caused the water trapped in the sub-vertical joints to freeze and thus to expand and crack, promoting detachment and further collapse of the cliff (Bugge, 1937). Several days after the Loen disaster Aftenposten (Norway’s largest printed newspaper at the time) chose to use the disaster to make a political statement during a period of constitutional crisis that eventually led to the dissolution of the union with Sweden and creation of the Kingdom of Norway, later in October the same year (Svensen, 2009).
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FIGURE 2. (A) The settlement of Bødal in CE 1890. (B) The Mt. Ramnefjelll slide scar following the 1936 rock fall, with remains of Bødal in the foreground. (C) Remains of the settlement Bødal following the rock fall and tsunami event in CE 1936. Following the two events, the settlement was rebuilt 50 m above its past location in order to avoid destruction from a future event. All pictures are from Martinussen and Berg (1937).


The second event occurred on September 13th 1936, at 5:00 a.m., when a ca. 1 million m3 block was detached from an altitude of 800 m above Lake Lovatnet, from the same area of Ramnefjellet Mt. (Furseth, 2006; Figures 1C, 2B). The block fragmented and plunged into the lake causing a tsunami wave that reached a maximum run-up of 74 m near the rock-fall site (Jørstad, 1968). The towns of Nesdal and Bødal that were rebuilt after the previous tsunami of 1905 (Figure 2C), were again wiped out by the surging catastrophic tsunami wave, leading to a death toll of 74 victims (Hatledal, 2014). In fact, historical records show that only a few houses in the village of Bødal (a dairy and some farm barns) were not affected by the rising waves, probably because they stood further up the hill (Nesdal, 1983). Several verbal narratives were transmitted in local families, such as that of Mr. Anders Bødal, who was 12 years old at the time of the catastrophe. Anders later wrote in a school essay that he was in the garden of his house when he saw the wave arriving over Nesodden. Anders survived, according to his story because he took shelter behind a large rock that protected him, yet the rest of his family members who stayed in the house perished (Hatledal, 2014). The rescue team that was gathered following the 1936 event meticulously mapped the maximum height of the tsunami wave around the entire coastline of Lake Lovatnet (Jørstad, 1968; Figure 3) producing an undisputable highly valuable historical documentation of the event that is rarely seen for other sites around the world.
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FIGURE 3. Historical map of Lake Lovatnet with the run-up information measured at high precision following the 1936 tsunami event. Map modified and adapted from Jørstad (1968).


Following the disaster of September 13th, 1936, three additional, smaller landslides were recorded in the same year: (1) on the 21st of September when ca. 105 m3 of rocks fell down and generated a wave that washed up to 40 m in height above the lake; (2) on the 6th of October when an unknown volume of rock fell and generated a wave that sunk several boats; and (3) on the 11th of November with an unregistered volume of rock and no recorded destruction. It is estimated that the total volume of rocks that fell in these three rock fall events was far greater than 1 million m3 (Grimstad, 2006). The last recorded event occurred on the 22nd of June 1950 at 4:00 p.m., when the crack formed at Mt. Ramnefjellet following the 1936 rock falls expanded and consequently released an estimated volume of ca. 1 million m3. Considering the shallow water environment below Mt. Ramnefjellet (8–10 m water depth), the wave reached a maximum height of only 15 m (Jørstad, 1954). The settlements of Nesdal and Bødal, which were destroyed twice during the previous events, were built at higher grounds and therefore were situated beyond the wave impact. Historical records show that the 1950 tsunami wave reached a height of 7–8 m at Vassenden at the lake mouth, causing minimal destruction to local infrastructure, including a road and a 30 m long bridge (Jørstad, 1968).



Proposed Triggering Mechanisms for the Lake Lovatnet Rock Falls

During the early Paleozoic Caledonian orogeny, the rocks that are now part of western Norway were intensely deformed, resulting in a series of complex parallel to sub-parallel faults, fractures and lineaments. These features have been continually reactivated through time, and they appear to have played an important role in controlling the location of slope instabilities in more recent times. Equally important with respect to slope instabilities is the Quaternary period during which the region was intensely glaciated, and the steep-sided valleys were formed. As the Scandinavian ice sheet retreated following the last glacial period, the region has undergone significant isostatic uplift, which has provided additional relief along fjords and lakes. Together with the destabilizing effect of glacial debuttressing (e.g., Ballantyne, 2002), this has made the region of western Norway even more susceptible to mass wasting.

The inherited structural framework of the Caledonian orogeny dominates the Ramnefjellet region and has served as an important modulator for slope instabilities and landscape evolution (Redfield and Osmundsen, 2009). A first set of fractures can be followed for several km to the S of the mountain in an often discontinuous fashion, with a spacing ranging between 0.5 and 2 m (Grimstad, 2006). In several cases the vertical protruding fractures run several tens of m below the surface widening toward their tops, from a few cm to > 2 m. A second set of fractures has a NE-SW orientation, a spacing of 0.1 and 0.5 m and dips varying from ca. 35–40° to 22–36° in the northern and southern parts of the fracture, respectively. A less frequent third fracture set can be identified in a vertical direction, almost perpendicular to the mountain side and with a spacing of 30 m to more than 100 m. Historical documents provide valuable information from eyewitnesses during the 1936 event that describe “sudden outbursts of water under high pressure occurring from certain places just above the fractures that delimit the uppermost boundary of the 1905 slide” (Bugge, 1937). Moreover, the documents portray as well “a pulsating water outburst cycle, with each pulse lasting for 1–2 and at 6–7 min intervals.” It is estimated that the fractures served as conduits for ground water, which pulsated under increasing high water pressure conditions (Grimstad, 2006). Moreover, it appears that the morphology of the sub-vertical fractures allowed for the storage of large amounts of water during heavy rainfall or snow melting periods, which consequently froze at low temperatures and induced their expansion, further promoting the consequential destabilization of the wall and imminent collapse (Figure 4). The rock fall of 1905 provoked the formation of an overhanging shaped edge of ca. 100 m above the bottom of the scar, which consequently fell during the rock fall events of 1936 and 1950 (Table 1).


TABLE 1. List of historical rock fall events occurring in the Lovatnet Valley (Jørstad, 1968).
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FIGURE 4. Simplified cross-section across Mt. Ramnefjellet in a W-E direction, describing the general inherited fracture patterns and development of associated series of rock fall events [figure modified from Grimstad (2006)].




APPROACH

In order to better understand the degree of destructiveness associated with a rock fall and accompanying tsunami event in a relatively small but deep lacustrine basin, we carried out a high-resolution study of the event that struck Lake Lovatnet in 1936. A detailed description and analysis of the sedimentary unit (tsunamite) identified in the subsurface of the lake by both shallow geophysical mapping and piston cores was done. Moreover, a description of the processes behind its formation is proposed, while concurrently producing a numerical model of the generated tsunami. The results of this study are framed by historical records hence providing a comprehensive examination of the 1936 rock fall and tsunami event with implications to understand previous events such as the one that occurred in 1905.


Swath Bathymetry

High-resolution bathymetric data was collected in 2005 from Lovatnet using a 125 kHz GeoSwath interferometric side-scan sonar from GeoAcoustics, which was mounted on a locally rented boat. Data was collected at a speed around 4 knots and with a general line spacing of 100 m. Sound velocity profiles (SVP) were measured using a Valeport 650 SVP. Water level during the survey was measured digitally using a submerged Valeport 740 instrument. A base station was used for a positioning on dm-scale (RTK) and a gyroscope was used to adjust navigation. In locations with poor signal coverage, primarily due to the high relief, a differential GPS was used for positioning, giving a horizontal accuracy of ±1 m. The accuracy of depth measurements during data acquisition was on dm-scale. Processing was conducted using the GeoSwath software and included sound velocity correction and calibration to reduce signal-to-noise ratios. Merging of data and calculation of a 1 m grid was also carried out in the GeoSwath software.



Seismic Survey

The seismic survey was carried out in summer of 2006, simultaneously combining a multi-channel airgun (Sercel) and a single channel high-resolution 3.5 kHz pinger profiling system (Geoacoustic), both attached to a local trawler boat (to the stern and port side, respectively, navigation grid shown in Figure 1C).

The deployed airgun used a dominant frequency of 400 Hz and a nominal pressure of 80 bar, with data recorded using a 12-channel streamer (1 hydrophone per channel), a 24-bit seismograph (Geometrics Strataview), and positioned by an onboard GPS with an average accuracy of ± 5 m. The survey was conducted with an average constant boat speed of ca. 4 knots, allowing the airgun to fire at 5 m horizontal intervals under the control of a computer-driven triggering system that adjusts the firing rate according to the boat’s velocity (Pugin et al., 1999). Receiver, shot, and offset spacing were all 7 m, which yielded a nominal sixfold data coverage and a nominal common depth-point (CDP) spacing of 3.5 m. Following acquisition, processing of the data was carried out utilizing the open system Seismic Unix utility (developed by CWP) and considering parameters as described in Beres et al. (2008).

For the pinger system, an Octopus acquisition unit was used for imaging the obtained seismic signal on board and for later processing. The pinger data was band-pass filtered (2–6 kHz) and gained with an Automated Gain Control (AGC; 100 ms). For both airgun and pinger data, seismic profiles were digitally recorded in SEG-Y format, and a water bottom mute was applied with constant shallow noise digitally removed. Acoustic velocities of 1,470 and 1,500 m/s were assumed for the water column and the sedimentary infill, respectively. All seismic data was interpreted using Kingdom Suite software packages, developed by Information Handling Services (IHS, Inc.).



Core Retrieval, Sedimentology, and Chronology

Based on the seismic data interpretation, two gravity cores were retrieved (LOG116 and LOG216) from Lake Lovatnet in autumn of 2016 utilizing an Uwitec gravity corer (Figure 1C). Both cores were retrieved from the NW sub-basin utilizing a rigid aluminum raft supported by two inflatable Zodiac boats. Core LOG116 was obtained at water depths of 89 m near the main depocenter and core LOG216 was retrieved more distal to the rock fall area and closer to the western shore at water depths of 92.5 m (see location in Figures 1C, 5B). Following fieldwork, the cores were transported to the University of Bergen to be stored under 4°C in dark conditions. The cores were analyzed at the University of Bergen EARTHLAB laboratory facilities, where they were first cut lengthwise into halves, photographed, and visually described in detail, prior to carrying out further analytical measurements. One of the core halves was stored for future reference (archive halves), while the other (working halves) was scanned with a GeotekTM multi-sensor core logger (MSCL) to obtain gamma-ray attenuation (γ-ray) density and surface magnetic susceptibility (MS), and an ITRAX core scanner (Croudace et al., 2006) to obtain geochemical X-Ray Fluorescence (XRF) data. XRF measurements were performed at 500 μm (LOG116) and 200 μm resolution (LOG216) using a molybdenum X-ray source at 30 kV and 50 mA for an exposure time of 10 s. Geotek measurements were performed with a downcore resolution of 0.5 cm in LOG116 and 0.2 cm in LOG216.

In order to determine sediment accumulation rates in the recent sedimentary sequence, natural and artificial radionuclides (241Am, 210Pb, and 137Cs) were measured at the Department F.-A. Forel for Environmental and Aquatic Science, University of Geneva (Switzerland). The samples were subsampled from core LOG116 every half cm down to 10.5 cm depth and every cm between 45.5 and 54.5 cm. Each sample was weighed, freeze-dried and weighed again to measure water content and ensure a dry weight between 2 and 5 g (minimum weight 2.75 g, maximum 4.99 g). 137Cs, 210Pb, and 241Am activity profiles were obtained using a HPGe well gamma spectrometer (Ortec EG&G) measuring gamma emissions at 46.5 and 662 keV. Prior to 210Pb analysis, samples were sealed in a glass tube to prevent any loss of 222Rn and stored for a period of 3 weeks to ensure secular equilibrium between 226Ra and 214Pb. Excess 210Pb was calculated as the difference between total 210Pb and the supported 210Pb determined by 214Pb measurement (Appleby, 2001). The detection efficiency was corrected for geometry and density using Monte Carlo simulation software (Gespecor 4.1, Sima et al., 2001). 210Pb ages were calculated considering the Constant Rate of Supply model (CRS, Appleby, 2001). Sediment accumulation rates (g cm–2 y–1) were calculated using sediment bulk dry density (Sanchez-Cabeza and Ruiz-Fernández, 2012). The radioactive fallouts from nuclear weapon tests in the atmosphere and from the Chernobyl accident were used as markers to test the 210Pb chronological model (Appleby, 2001).

A single sample of terrestrial plant macrofossils was extracted from a depth of 77.5–80 cm depth in core LOG216, in order to constrain the full age range covered by the cores. The sample (Poz-93757) was submitted to the Poznan Radiocarbon Laboratory (Poland) for AMS radiocarbon dating, and calibrated in OxCal using the IntCal20 atmospheric calibration curve (Reimer et al., 2020).



Tsunami Modeling

We modeled the wave propagation associated with the 1936 rock fall in Lake Lovatnet using the shallow water equations in two dimensions (Simpson and Castelltort, 2006). The paleo-bathymetry for the model was estimated by interpreting high resolution seismic profiles. Modeling the processes involved when a rock fall enters a lake is a complex task that requires different specific tools, such as full 3D CFD techniques (e.g., Chen et al., 2020; Romano et al., 2020; Rauter et al., 2021) or 2D-3D experimental models (Fritz et al., 2004; Evers et al., 2019), both not presently used as our study is based on a simpler and less computationally demanding approach. Here we treat only the movement of an assumed known volume of material within the lake, while we neglect effects related to the impact of the slide mass on the surface. Thus, our models are expected to significantly underestimate wave heights. We also treat the edge of the lake as a solid boundary, which does not permit us to compute inundation and run-up distances, as done by others (Lindstrøm et al., 2014; Heller and Spinneken, 2015; Løvholt et al., 2015a,b; Bellotti and Romano, 2017). This solid boundary approximation might be a reasonable along steep portions of the lake, but it will tend to exaggerate boundary reflections relative to a model that treats run-up correctly. Reflected edge waves tend to be dispersive and are expected to slow the lateral propagation of the wave. Nevertheless, we expect our model to provide a reasonable first order estimate of lateral propagation of the first wave across the lake.

The wave in our models was generated by instant adding of a mass of sediments and rocks to the base of the lake, thus locally modifying the bathymetry near the rock fall. Please note that we did not treat the impact of the slide mass on the surface of the lake, since this would require a more complicated 3d model. The area and volume of the mass movement were constrained from historical data, but we considered a range of volumes from 105 to 107 m3. The mass movement is initiated in the lake at the base of Mt. Ramnefjellet where the water depth is currently 122 m. The velocity at which the rock mass moves within the lake was computed using a simple empirical relationship (Ward and Day, 2002):
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where Lc is the slide length and α is the initial angle of the slide surface.

This relationship is certainly a strong simplification of the complex processes involved in subaqueous mass-movements as it tends to overestimate the velocity, ignores frictional deceleration and neglects the influence of the possible contribution of additional dislocated sediments as a consequence of seiche waves (Thorpe, 1998). Nevertheless, it provides a first order estimate of the slide velocity and its dependence on mean slope angle and run out distance.



RESULTS


Bathymetric Data

The floor of Lake Lovatnet displays several debris lobes from failures along the lateral slopes (Hansen et al., 2016), with the most prominent identified around the area between Ramnefjellet and Nesodden (Figure 5A). The whole deposit appears to extend ca. 1.8 km northwards, including ca. 1 km along the basin floor plain. Here, two major debris lobes make up a total volume of at least 1.2 × 106 m3 (Hansen et al., 2016). Some debris are also present along the lateral slopes to the west and near Bødalsdelta to the east (Figure 5A). In the area of the lake’s outlet, furrows appear at the bottom that can be followed from the Vassenden area into the deep basin. Here, minor lobes occupy the basin floor, and an array of small debris mounds can be followed far into the lake (Figure 5B). The distance from Vassenden to the southernmost tip of the debris is ca. 1.5 km. One of the southernmost debris mounds includes a 15 m long and 1 m high feature, which could potentially be the remains of the vessel Lodølen that disappeared during the 1936 event (Hansen et al., 2016).
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FIGURE 5. Detailed shaded-relief images from the southern and northern ends of Lake Lovatnet. The images are based on high resolution topographical data from LiDAR and high-resolution swath bathymetry (modified from Hansen et al., 2016). (A) The escarpment at Ramnefjellet is highlighted in red. The path of landslide debris from the rock-slope and into the lake is shown by the large white arrows, with the front of distinct interpreted MTD lobes shown in white lines. Additional debris was entrained from the lateral slopes (small white arrows). (B) The northern part of Lovatnet displays an array of minor lobes and debris. North of the array are furrows that can be followed to shallow water near Vassenden. Location of core LOG216 is marked.




Seismic Reflection Data

The airgun survey provided excellent imaging of the deeper units, including the bedrock morphology, while the pinger survey offered seismic stratigraphic information of the shallow subsurface sediments (up to a depth of ca. 10 m). Based on the seismic stratigraphy analysis of the airgun data acquired in Lake Lovatnet, six seismic units were identified: LOV-S1 to LOV-S6, from bottom to top, respectively (Figure 6A). At 250 ms [two-way travel time (TWTT)] seismic energy faded and prevented good visualization of possible deeper substratum units. Unit LOV-S1 is characterized by chaotic and discontinuous internal refractions, bounded on top by discontinuous high-amplitude shattered reflections with a prominent rough surface of irregular morphology. The overlying LOV-S2 unit can be occasionally identified as discontinuous internal strong refractions that onlap the top of LOV-S1 in a clear truncation. The unit is not prominent and was identified only on scattered areas of the basin. Seismic units LOV-S3 to LOV-S6 show a much clearer internal morphology, and indicate the initiation of a different sedimentation pattern, probably pointing to a limnic- (or glacio-marine)-style basin infill. LOV-S3 is characterized by semi-transparent to transparent facies with occasional medium-energy parallel discontinuous internal semi-parallel to parallel reflections. The overlying seismic unit LOV-S4 shows continuous internal reflections occasionally changing spatially to more chaotic closer to the central promontory that divides the basin into two sub-basins. The LOV-S5 unit, however, is chaotic with significant lateral thickness variations that ponds toward the deeper basin depocenter. The topmost seismic unit LOV-S6 drapes all previous units and consists of very clear and strong continuous reflections that intercalate with low-amplitude to transparent ponded intervals, which greatly increase in thickness toward the deeper parts of the basin. Seismic units LOV-S5 and S6 are clearly identified in the pinger seismic profiles (Figures 6B,C,F), where a great increase in thicknesses (up to 10 m) is revealed in the central parts of both sub-basins. In this areas, LOV-S6 includes internal sub-units characterized by stacked, chaotic and transparent seismic facies divided by clear strongly undulated and rough reflectors (Figures 6B–F). At least five of these stacked chaotic and semi-transparent sub-units are well identified and named LOV-S6a to LOV-S6f, although more of these units can also locally be recognized. Some of such intervals locally increase in their thicknesses (e.g., LOV-S6e, Figures 6D,E), which might reflect contribution from local processes.
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FIGURE 6. (A) Longitudinal airgun seismic profile across the lake axis (NW-SE). Location of the airgun line is marked in the map. (B) Pinger profile P29 across the SE sub-basin, with location marked in (A) by a black square. Internal stacked sub-units are marked (LOV-S6a to LOV-S6f) and stands for a series of rock falls and debris flows (see discussion for more detail). (C) Pinger profile in the shallow sub-basin (location in A). (D) Zoomed area in (C) near the lake’s outlet highlighting the local increase in thickness of LOV-S6f, probably as a result of the seiche effect and local contribution to the debris. (E) Zoomed area in the location of the cores retrieved in the lake, with highlight of LOV-S6f. (F) Pinger profile P2 across the NW sub-basin, location marked in the inlet figure. Location of core LOG216 is marked, as well as the stacked subunits of LOV-S6 (LOV-S6a to LOV-S6f).




Sedimentological Data

Both cores LOG116 and LOG216 show a very similar lithostratigraphic pattern, with alternating dark and light gray laminae, occasionally disturbed by thicker dark brown units of variable thickness topped by light gray mud caps (Figure 7). Three main sedimentary facies were recognized in core LOG116 and LOG216, here numbered as Facies I–III:
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FIGURE 7. (A) Photographs of LOG216 (left) and LOG116 (right) with corresponding measurements of gamma ray density, Magnetic Susceptibility (MS), and Zr/Rb-ratios from the XRF scanning. (B) Age-depth model for the upper section of LOG116 based on 137Cs, 210Pb, and 241Am.


• Facies I consists of a light gray, laminated, highly minerogenic, clayey silt, interpreted to reflect the continuous “background” pelagic-type sedimentation in Lovatnet. As about one third of Lake Lovatnet’s catchment is covered by glaciers, a large part of the background sedimentation may thus come from contemporaneous glacier erosion. However, a significant part may also be derived from re-mobilization of different kinds of unconsolidated materials in the catchment, such as till or colluvium. Some of the lamina are several mm in thickness, and might be related to episodic sedimentation events.

• Facies II appear as dark gray to brown layers, ranging in thickness from 1 to 3 cm. The dark, brownish color is due to high organic content, mainly in the form of plant macrofossils, although in some cases the organic detritus can be very fine, similar to gyttja. Most of the facies II layers contain coarser minerogenic grains than the background sediments, either scattered in a matrix of organic material or as massive sand layers that are usually overlain by more organic-rich layers. Facies II layers are interpreted as Mass Transport Deposits (MTDs) resulting from (snow-) avalanches, flood events, and sub-aquatic slope processes, similar to what was found in nearby Lake Oldevatnet (Vasskog et al., 2011). In core LOG216 some of the facies II deposits are capped by a light gray layer of clayey silt.

• Facies III represents a more complex sedimentary succession found between 43.5 and 10.5 cm depth in core LOG116 and 28–9 cm in core LOG-216, and has therefore been divided into three sub-facies (Figure 7). Facies IIIa is only found in LOG-116, and comprises a normally graded unit that is fining upwards from very fine gravel (2.5 mm) at the base to medium sand in the top. The overlying facies IIIb features a dark brown layer of concentrated plant macrofossils in the base, overlain by a lighter brown, organic-rich silt with a high content of small plant macrofossils throughout. The uppermost facies IIIc consists of a light, clayey silt. Facies III is interpreted as a more complex MTD than facies II. Two repeating sequences of facies IIIb–IIIc is recognized in both cores, separated by a 3–5 cm section of facies I. This facies I-section, together with the lowermost facies IIIc layer, is strongly deformed in core LOG116, probably due to disturbance during coring.

Facies II and III layers, here interpreted as episodic sedimentation events or MTDs, are well captured by the MS and XRF data (Figure 7A) with particularly distinct spikes seen in the Zr/Rb ratio. This ratio is thought to reflect grain-size, as resistant Zr minerals are typically enriched in coarser grain-sizes and consequently known to peak in turbidites (Rothwell et al., 2006).

A radiocarbon age of 235 ± 30 a BP was obtained for the sample at 78–77.5 cm depth in LOG216 (Poz-93757), which produced multiple modes of possible ages after calibration due to large fluctuations in the calibration curve over the last few hundred years (Reimer et al., 2020). The two most likely calibrated age ranges returned at a 95% confidence level were 1634–1684 CE (48.4% likelihood) and 1735–1804 CE (39.7% likelihood). Broadly speaking, this indicates that the LOG216 core covers the period from somewhere between 1634 and 1804 CE until present, and by lithostratigraphic correlation LOG116 should cover a similar age range. Thus, the radiocarbon dating indicates that the sedimentary signals of the historical rock fall and tsunami events of 1905, 1936, and 1950 should be captured within the retrieved cores. Using the average facies-I bulk dry density measured in LOG116 (0.84 g cm–3), and the most likely age range of the radiocarbon date (1634–1684 CE), an average dry Sediment Accumulation Rate (SAR) of 0.11 ± 0.01 g cm–2 y–1 can be calculated for LOG216 background sedimentation (facies I).

An age model based on 210Pb indicates an average SAR of 0.055 ± 0.006 g cm–2 y–1 for the upper 6 cm of LOG116, and 0.04 ± 0.011 g cm–2 y–1 between 7 and 10.5 cm, i.e., below the facies II layer at 6–7 cm (marked as turbidite in Figure 7B). The measured 137Cs-content in the uppermost sediments shows two spikes at 2.75 and 5.25 cm, which are inferred to reflect fallout from the Chernobyl accident (1986 CE) and peak nuclear bomb testing (1964 CE), respectively. A corresponding peak in 241Am at 5.25 cm supports the inferred age of 1964 CE for this depth. From this, the artificial radionuclides agree well with the 210Pb model in the upper 2.75 cm of LOG116, where they indicate a SAR of 0.054 ± 0.005 g cm–2 y–1. Below this level, however, they deviate, with 137Cs and 241Am suggesting a SAR of 0.075 ± 0.007 g cm–2 y–1 for the period between the Chernobyl accident and peak nuclear fallout. Figure 7B shows an age model based on the artificial radionuclide tie-points between 0 and 6 cm, and extrapolation of the same SAR further downwards to 10.5 cm. With these assumptions, the model indicates an approximate age of 1956 (1951–1962) CE for the facies II layer at 6–7 cm depth and an age of 1914 (1904–1924) CE for the facies III succession below 10.5 cm.



Simulation of the 1936 Tsunami Event

As stated in section “Tsunami Modeling,” the simplicity of our numerical model does not permit to compute run-up distances or realistic wave amplitudes. However, our model is of use to estimating how the first wave spreads across the lake with time. Our models show that lateral propagation of the wave is mainly controlled by the geometry and bathymetry of the lake, both of which are quite well constrained with geophysics. In such a small mass of water, wave arrival times are extremely short, often on the order of minutes for sites located close to the initiation site. In Lake Lovatnet, the most distal sites appear to have received the first wave after a little more than 10 min (Figure 8). This estimate is consistent with eyewitness accounts of the Tsunami.
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FIGURE 8. Maps of Lake Lovatnet showing the result of the numerical model reconstruction of the 1936 tsunami waves caused by the rock fall at different modeled times (time = zero). The model corroborates historical records conserving the time that passed since the first tsunami wave was generated until it reached the other extreme of the lake (10 min). Please note that the vertical scale of the tsunami is not shown on purpose, since the model is too simplified to provide an accurate prediction.




DISCUSSION

The primary objective of the current contribution is to study the sedimentary imprint and model the rock fall and associated tsunami wave that occurred in Lake Lovatnet in September 1936. The amalgamation of geophysical imaging (pinger), with results obtained from the sediment cores and framed by a robust chronology, allows us to model the impact of the 1936 tsunami and to correlate with the historical records.


Seismic Interpretation

The qualitative construction of an event stratigraphy record based on our pinger sub-bottom profiler is constrained by some limiting factors, which needs to be taken into account. This includes both external elements (such as the nature of the slide and resulting sedimentary facies) and internal elements (such as decisions taken during retrieval of the seismic data). While some of these factors were partially addressed during processing of the seismic data, others such as the vertical resolution of a specific event layer (dm scale) or the survey grid density (few hundred m), impede detection of very thin and/or spatially limited MTDs. Thus, a record of MTDs based solely on subsurface geophysical imaging may lack several types of events, such as those that left a limited sedimentary imprint on the lake bottom or those with the same lithology as the surrounding pelagic environment. Moreover, the density of the seismic grid influences the mapping and volume calculations of the identified MTDs (Clare et al., 2018). Possible improvements include a densification of the dataset and post-processing of high-quality seismic data, such as the one acquired by 3D sub-bottom profiler (Vardy et al., 2017). Moreover, a secondary component that needs to be taken into account is the low signal-to-noise ratio and signal masking in deeper parts of the sedimentary infill due to the gradual decrease of transmitted (and reflected) seismic energy with depth and the potential presence of gas-rich levels. These two depth-related factors have a major effect in the calculated amount of MTDs in the lower parts of the seismic profiles.

The lithology produced at the lake floor as a consequence of the rock fall event may also generate some restrictions when producing a rigorous stratigraphy. For instance, increase in grain size may impede proper imaging of the unit boundaries and prevent the acoustic signal to penetrate the layer (Girardclos et al., 2007). Moreover, the presence of repeated events can lead to the generation of stacked MTDs with unclear boundaries (e.g., Lindhorst et al., 2016), which is especially true in case of erosive events that impede the proper separation of each generated unit. In those cases, the proper identification is carried out on the distal part of the basin, where the units are typically non-erosive and bear fewer fluid escape features. The last factor which needs to be considered is the operator prejudice in the assignment of stratigraphic levels and identification of MTDs. In several cases, the interpretation of the seismic profiles leads to grouping some MTDs on a single level, whereas in reality they may relate to closely spaced levels. Such bias is difficult to account for, but may be reduced by allowing different persons to interpret the data or by a standardized protocol (e.g., Oswald et al., 2021).

In Lake Lovatnet, the signal penetration is restricted to only few dm beneath the lake floor in the areas near Ramnefjell where the rock fall originated (Figure 6A), probably as a result of the local presence of slide debris composed of coarser material, which inhibit the acoustic signal to return a clear image of the subsurface. Moreover, the seismic architecture of unit LOV-6S is characterized by a series of irregular stacked MTDs across the whole deep part of the SE basin (Figure 6B), which in turn complicates any attempt to properly identify and separate each single event. We identify six MTDs in the deeper LOV-S6 sequence (sub-units LOV-S6a to LOV-S6f), which should be considered a minimum estimate, as some events might have been missed and left unidentified due to methodological restrictions. Nevertheless, we propose that sub-unit LOV-S6f corresponds to the 1936 tsunami event, as it is estimated by merging our seismic interpretation with the information retrieved from the two cores and their respective chronologies. Unfortunately, an accurate volume calculation for sub-unit LOV-S6f (and thus for the 1936 event) could not be generated. This exercise might have led to misinterpretations as disentangling between the 1905 and 1936 events in the seismic data is below the resolution of the acquisition system. Yet, our event stratigraphy model proposes that the 1936 catastrophe might have not been the sole to occur in Lake Lovatnet that has left a meaningful impact in the deep lacustrine environment, yet we do not have the sufficient information to propose their chronologies or triggering mechanisms.



Chronological and Sedimentological Interpretations

We have analyzed two short gravity cores from Lake Lovatnet (LOG116 and LOG216) to investigate whether the major rock fall and tsunami event of 1936 CE left a distinguishable sedimentary imprint in the lake deposits. Dating results from 137Cs and 241Am were only in agreement with 210Pb down to a depth of 2.75 cm in LOG116, after which they deviate, with the artificial radionuclides suggesting an increasing SAR with depth and 210Pb suggesting the opposite. Here, we have chosen to rely more on the artificial radionuclides, because an increasing SAR with depth seems most reasonable. This argument is based on the regional glacier history, which indicates that glacial activity and associated erosion and delivery of glacio-fluvial sediment to Lake Lovatnet should increase as we move back in time toward the local “Little Ice Age” period (Vasskog et al., 2012). A detailed reconstruction of the Briksdalsbreen glacier in the neighboring Oldedalen Valley shows a distinct retreat phase between 1934 and 1950 CE (Nesje, 2005), and it is reasonable to believe that the glaciers draining into Lake Lovatnet followed a similar pattern, although with small variations based on different response times of individual glaciers. The SAR indicated by artificial radionuclides at depths of 2.75–5.25 cm (0.075 ± 0.007 g cm–2 y–1) is also approaching the overall SAR for the entire LOG216 core based on radiocarbon dating (0.11 ± 0.01 g cm–2 y–1), further supporting the idea of an increasing SAR downcore. As we no longer have tie-points from artificial radionuclides below 7 cm, our extrapolated age model (Figure 7B) might still overestimate the age of the facies III layer at 10.5 cm at 1904–1924 CE, given the probability of a further increasing SAR. If we employ the most likely radiocarbon-based SAR in the extrapolation, however, we obtain an age of 1939–1923 CE for the upper facies-III succession in LOG116. This allows for the possibility that this succession was deposited by the historical 1936 CE rock fall and tsunami event, and we will further argue that this is the case based on sedimentological evidence.

Clearly, episodic MTDs form an important part of Lake Lovatnet’s sedimentation budget, with facies II and III making up almost half of the sediments contained in LOG116 and LOG216. Facies III layers are distinguished from facies II layers because they are thicker and have a clear internal succession of sub-facies, in addition to the fact that the facies IIIb and IIIc-layers appear near identical in the two cores, which are separated by a distance of 1.6 km. Tentative correlations can be made between some of the smaller facies-II layers, but they do not appear identical in both cores, and are therefore more likely to represent locally sourced MTDs, possibly from (snow-) avalanches, floods and subaqueous slope failures. The events that deposited the two repeating successions of facies IIIb–IIIc must, on the other hand, have affected the entire northern sub-basin of Lake Lovatnet in a similar manner during emplacement of these MTDs, which together with the thickness of these deposits suggest events of a considerable magnitude. Facies IIIa is only identified in the lower succession of LOG116, which suggests the contribution of local sources at this site during this event. Normally graded sand layers similar to that of facies IIIa are common units following tsunami events with contributing material sourced from the coastal areas that are hit by the wave (Dawson and Shi, 2000). Similar layers have been previously identified in several lake settings in western Norway and correlated with the Storegga tsunami (Bondevik et al., 1997b; Vasskog et al., 2013). Similarly, facies IIIb might be analogous to the organic detritus found in deposits from the Storegga tsunami, termed facies 7 by Bondevik et al. (1997a), which also represent material washed into the lake from onshore areas. Facies IIIc (light gray mud capping the sequence) has been attributed to suspension fallout following subaqueous density flows (Mulder and Alexander, 2001), but have also been correlated with seiche effects following tsunami events (e.g., Waldmann et al., 2011; Vasskog et al., 2013; Kempf et al., 2015; Nigg et al., 2021). Based on the above points, we suggest that the facies III successions represent major tsunami events that affected the whole lake basin. While the reasons facies IIIa only occurs within the lowermost event are still unclear, we postulate that these sediments originated from a local source (e.g., exposed sandy glacio-fluvial deposits), which might have not been present when the latter event occurred.

To summarize: we interpret the facies III succession found at 43–25 cm and 28–22 cm in cores LOG116 and LOG216, respectively, as deposits from the 1905 CE rock fall and tsunami, whereas the succession found at 20–10.5 cm and 20–9 cm in cores LOG116 and LOG216, respectively, to correspond to the 1936 rock fall and tsunami. As far as we know, the 1905 and 1936 events are unparalleled in magnitude over the period covered by our sediment cores, and from the sedimentological evidence it therefore seems likely that these two prominent facies III successions indeed reflect the historical events. While the chronology of the cores is not sufficiently precise to pinpoint the exact age of these deposits, it places them roughly within the correct age bracket, thereby strengthening our sedimentological interpretation.



Modeling the Tsunami of 30 September 1936

Determination of arrival times modeled for the Lake Lovatnet 1936 tsunami is critically important for proposing early warnings, for planning evacuation efforts, and for mitigation avenues. Moreover, these calculations serve as example for prevention of similar catastrophes in comparable lacustrine basins elsewhere in the world. The arrival times are determined by wave celerity, which in case of a linear wave propagation velocity is controlled by the wave-length and the water depth, taking into consideration a linear dispersion relation (Mohammed and Fritz, 2012). In the present numerical model, while the first and second basin-wide waves fall into a linear regime, the near field waves are non-linear due to the very shallow depth of the water (few meters) and the extreme volume of the added rock mass (1 M m3). Moreover, it should be considered that individual crests and troughs of the rock fall-generated tsunami wave have independent wavelengths and propagate with different velocities. Interestingly, despite the limitations of our model, results show that the arrival time of the first wave generated by the 1936 tsunami event to the lake’s outlet happened 10 min after its initial generation by the rock fall (Figure 8). This suggests a mean linear wave velocity of 13.3 m s–1, which is in concordance with previous observations elsewhere (Truong, 2012) and taking into consideration the confined, deep and narrow basin that characterizes Lake Lovatnet. The arrival time of the first wave at different sites in the lake shoreline seems to be in good concordance with historical records (Bugge, 1937). Together, these results imply that early warning is extremely challenging in small water bodies. Although the current model does not address the impact of the tsunami wave and associated seiche on the lake surroundings, we believe that our model results could be merged with the historical record (Figure 3) and produce a more complex 3D fluid dynamics model as a potential topic for future studies.



SUMMARY AND CONCLUSION

In the current study, we present a wide spectrum of information that includes geological, geophysical, and historical datasets concerning the 1936 rock fall and associated tsunami event that occurred in Lake Lovatnet. The following points summarize our study:

• A series of rock fall events associated with tsunamis occurred in Lake Lovatnet (inner Nordfjord region, western Norway) in 1905, 1936, and 1950, with the first two events being catastrophic and causing a combined loss of 134 human lives.

• A high-resolution shallow geophysical survey (pinger) was carried out in the lake aiming to identify the imprint of the 1936 event in the sedimentary infill. Meticulous seismic stratigraphy analysis allows to identify a series of units down to tens of dm in thickness, which are interpreted as MTDs. Among these units, two appear to correspond to the 1905 and 1936 rock fall and tsunami events.

• Based on high resolution seismic stratigraphy interpretation, two gravity cores (LOG216 and LOG116) were retrieved in the shallower NW sub-basin of the lake aiming to penetrate these MTD units. The cores lithology shows intercalations of alternating dark and light gray laminae, in which events layers are occasionally identified as thicker dark brown units topped by light gray mud caps (interpreted to results from the seiche effect following the tsunamis).

• The cores were logged for geochemistry and petrophysics and subsequently sampled for constraining their chronology through amalgamation of radiocarbon and radionuclides measurements (137Cs and 210Pb). Only through the combination of these dating techniques, were we able to constrain the ages of the MTD events identified in the cores and to provide explanations for the processes that were involved in their formation.

• A numerical model was produced combining the geophysical and historical data in order to reproduce the tsunami generated by the 30 of September 1936 rock fall. Our model, based on the shallow water equations, shows that the size and magnitude of the 1936 event is comparable to similar events that have occurred in other similar settings. Thus, our study provides valuable data that help to better understand the mechanisms and processes involved in rock fall-tsunami events. Finally, we expect that the current study will provide valuable information that in the long perspective, might help to raise the awareness and mitigate similar catastrophes both in western Norway and elsewhere in the world.

• The current study provides valuable information concerning the relative short time the tsunami wave generated during the 1936 rock fall traveled the whole length of the lake (10 min). This information is in concordance with measurements carried out in similar settings elsewhere and enlighten with valuable information on how to mitigate for possible generation of similar geohazards in Norway and in worldwide similar settings.
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This paper describes the evolution through three generations of pneumatic Tsunami Simulators for physical model tests of realistic tsunami. The pneumatic method, originally developed for tidal modeling in the Fifties, has been modernized to generate extraordinarily long waves in a controlled manner, with accurate reproduction of recorded free-surface tsunami field data. The paper describes how the simulator designs were developed and how they performed in the laboratory. Example results are presented from selected research studies that have validated their performance and then used to quantify tsunami effects. Having described each of the first, second, and third generation Tsunami Simulators, the paper discusses how to calibrate the wave generation control to model tsunami with model periods 20–240 s duration (equivalent to 2–20 min duration in prototype at 1:50 scale), many of which are far too long to “fit into the test flume.” The evolution of a composite approach to wave calibration is described with examples from second and third generation devices, demonstrated by successful simulation of both the 2004 Boxing Day, and the 2011 Great Eastern Japan (Tohoku) Tsunami at 1:50 scale.
Keywords: tsunami, physical modeling, wavemaker, tsunami simulator, N-waves
INTRODUCTION
Accurate modeling of tsunami propagation and interaction with coastlines is vital to develop informed tsunami defense, public advice and warning systems, and to manage disaster relief. Tsunamis are generated by an earthquake, a landslide (above or below the ocean), a volcanic eruption, or a major debris slide, any of which caused a rapid displacement of a large body of water, generating a long gravity wave. Tsunami are parameterized according to period (T), wavelength (L), wave height (H) and the components of the wave height positive and negative amplitude (a+ and a−).
Tsunami waves reach the coastline in a variety of different shapes due to the long distance propagation, complex bottom and coastal bathymetry and their initial shape (Sriram et al., 2019). Tsunami reaching the shore may be broadly classified in the following three categories (e.g. Shuto, 1985):
• Non-breaking waves that act as a rapidly rising tide, often observed during small and moderate tsunami events;
• Breaking bore or hydraulic jump, observed as a result of wave breaking during large tsunami events;
• Undular bore, sometimes observed after long distance propagation (in terms of wavelength) caused by the disintegration of the tsunami into a series of solitons.
It is therefore vital for researchers to understand which type of tsunami they are representing within their experiments. The few field measurements of tsunami free-surface elevation that have been recorded in recent years, (e.g. the trace recorded by the yacht “Mercator” of the 2004 Indian Ocean Tsunami at a water depth of 14 m) show that the solitary and N-wave approximations are poor representations of real tsunami signals. This is demonstrated clearly in (Figure 2 of Schimmels et al., 2016) where they compare the trace recorded by the yacht “Mercator” and one from the 2011 East Coast tsunami with a solitary wave.
A unique advantage of the pneumatic tsunami generation method for physical modeling described here is that it enables the displacement of very large volumes of water in a controlled manner. This method makes it possible to generate waves of very long wavelength and, crucially, has been shown to accurately reproduce free surface profiles from recorded tsunami field data. This paper aims to draw together the lessons learnt from over ten years of research, designing, constructing and testing world-leading pneumatic Tsunami Simulators for scaled laboratory modeling.
This paper documents the development of a laboratory modeling technique that can reproduce at appropriate scales, subduction zone tsunami, for example, those measured in the 2004 Indian Ocean and 2011 Japan East Coast tsunami. This paper will concentrate on the pneumatic tsunami generation method, describing how designs were developed, how they work, and presenting research results validating their performance to quantify tsunami effects.
PREVIOUS WORK TO GENERATE TSUNAMI IN LABORATORIES
Testing of tsunami in hydraulics laboratories has been relatively rare, so advances in tsunami generation at laboratory scale are similarly few. Previous tsunami simulation approaches can be grouped under four main headings:
• those that generate waves by reproducing the physical triggering mechanism of a tsunami, landslide or motion of the seabed;
• simulating a part of a tsunami wave trace, primarily by dam-break or similar;
• generating a much shorter wave such as a soliton;
• simulating a full time series using some form of Tsunami Simulator.
Reproduction of the Prototype Tsunami Trigger
In the past, reproducing the physical triggering of tsunami was considered the most appropriate approach to simulating tsunami-like waves. In the early 1970s at California Institute of Technology where (Hammack. 1972; 1Hammack, 1973) used a moving section (0.3 m or 0.6 m) of a test flume floor, raised or lowered suddenly by a hydraulic ram to reproduce sub-sea bed motion. Potentially a good way to simulate effects of sub-seabed movement, this approach was only ever used in relatively shallow depths, and had not been repeated until a series of recent micro-experiments at Dundee, see (Lu et al., 2017a; 2Lu et al., 2017b).
Thunsyanthan and Madabhushi, (2008) attempted to generate a scaled tsunami by dropping a 100 kg rectangular block vertically into the deeper end of an ultra-short (4.5 m) flume in an attempt to recreate a sudden sea-bed motion in reverse. The waves generated were however, equivalent to H = 2.5 m, T = 7.5 s at 1:25 scale, which is far too short a period to bear any significant similarity with realistic tsunami waves.
Practically all studies on landslide-triggered tsunami involve the tsunami waves being generated using a physically realistic (if simplified) landslide to displace the water in a flume/basin. A useful review (of work mainly in the United States) is given by Enet and Grilli, (2007). Wiegel, (1955) studied landslide-generated waves in a flume using a wedge-shaped box sliding down a plane. This “moving block” method is still the most common way of modeling landslide-triggered waves, often with sand or gravel filled boxes sliding down a slope under gravity. Buoyant wedge paddles driven/controlled by electric or hydraulic rams have been used to generate solitary waves in the Tsunami Basin under the United States Network for Earthquake Engineering Simulation (NEES) program, Yim et al. (2004), McFall and Fritz, 2016. Each sliding wedge piston (29 no.) is driven by electric motors to give wave periods of 0.5–10 s (model), and maximum wave heights of 0.8 m in up to 1 m depth. Landslide-triggered tsunami have also been modeled at the University of Rhode Island using a Gaussian shaped underwater shape sliding down a 15° slope, and similar experiments were conducted in a wave basin at Bari by Di Risio et al. (2009). A pneumatically controlled landslide generator was developed at the Swiss Federal Institute of Technology in Zurich, Switzerland, and was used to generate a high-speed granular slide at 1:675 of Lituya Bay, (Fritz et al., 2001).
A major drawback of all these approaches is that they only allow the study of tsunami or tsunami impact for near source events.
Wave Paddles
The most common and robust attempt to reproduce subduction zone tsunami waves in the laboratory has previously been a piston paddle. This has been used in various laboratories, particularly in the large Hydro-Geo Flume at Port and Air Research Institute (PARI) described by Shimosako et al. (2002), and in the Large Wave Flume (Großer Wellenkanal, GWK) described by Schimmels et al. (2016). The PARI flume used a piston paddle producing up to significant wave height, Hs = 1.4 m at T = 5.5 s, but it is understood that the capacity may have been increased in recent years. The GWK uses a piston type wave maker with a 4 m stroke. In its usual mode, it can generate wave heights of up to 2 m at typical periods between 3 s and 8 s in water depths between 4 and 5 m. The tsunami tests described by Schimmels et al. (2016) however, used a water depth reduced to 1 m to generate waves of periods up to 100 s, corresponding to typical tsunami durations of 1,000 s at 1:100 scale. The maximum achievable wave heights were about 6 cm, corresponding to 6 m at that scale.
Dam-Breaks
Several researchers have used a dam-break approach to generating tsunami bore-fronts, see particularly Nouri et al. (2010), Al-Faesly et al. (2012), Kihara et al. (2015). This method is effective in generating a violent bore-front, but few comparisons have been made with the full length of recorded tsunami profiles. This may limit the application of this method to the investigation of the initial tsunami impact loads only.
A pump-driven flow generator has been developed at Franzius-Institute at the University of Hannover, using a set of pumps to control depths and incoming/outgoing currents. Generation of different kinds of waves are claimed by Goseberg et al. (2013), Bremm et al. (2015), Drähne et al. (2016), including single cycle sinusoidal waves, solitary waves and N-waves. They present results from wave periods 20 s–100 s, with wave heights from 20 to 40 mm. Within the limitations of the system, a pumped system gives a robust way to add water volume to the test section, although installing new pump capacity in any existing facility to give the volumes and peak flows required by realistic tsunami may be extremely expensive.
Pneumatic Tanks
A 3-part tsunami generator 45 m × 4 m, has been developed at Kyoto University’s Ujikawa Open Laboratory of the Disaster Prevention Research Institute (http://www.kyoto-u.ac.jp/cutting-edge/project/page04.html) with results reported by Hiraishi et al. (2015) and Tomiczek et al. (2016a, 2016b). The generator combines a piston-based wave maker with a moderate (2.5 m) stroke, a current generator, and an overhead water tank, to allow flexibility in the profile of the waves generated. The current generator, in particular, is needed to produce the long period tsunami flows that follow initial bore-type waves. The water tank, meanwhile, can reproduce other effects of tsunami subduction zone movements, including those driven by two linked sources.
A tsunami generator was created at the Laboratory of Hydraulic Constructions (LCH) at Ecole Polytechnique Federale de Lausanne (EPFL) in Switzerland that uses a vertical release technique to generate surges and long waves, Wüthrich et al. (2018). An upper reservoir was connected to a lower reservoir, through three submerged pipes. When the generation system was activated, a difference in the head between the upper and lower reservoir was established, resulting in a gravitational flow through the pipes. Since the lower basin was completely filled with water, the incoming discharge resulted in an upward flow at the channel inlet, and subsequently, a free-surface wave formed and propagated downstream in the flume.
Early examples of pneumatic tsunami generators include (Togashi, 1986) and Palmer and Funasaki. (1967). These facilities had a very similar generation technique to the facility described within this paper, but with considerably smaller Froude-scaling.
FIRST GENERATION OF PNEUMATIC TSUNAMI SIMULATOR
Introduction
The first generation of pneumatic Tsunami Simulator was conceived by HR Wallingford following the Indian Ocean tsunami in 2004. At the time, the most popular method for generating tsunami within laboratories was the paddle method, based on methods used in laboratories across the world to generate (shorter) wind waves. By increasing the stroke length of a typical paddle wind wave generator, the period of the waves could be increased so much that they might match the extraordinarily long wavelengths of tsunami.
Unfortunately, in 2004, there was a practical limit to stroke length that most laboratories could accommodate, and many researchers had tried and failed to use this method to reproduce full duration, and particularly trough-led, tsunami at that time.
In creating the pneumatic Tsunami Simulator, the HR Wallingford team intended to extend the technology of tide generation to produce an alternative tsunami generation method avoiding mechanical stroke length limitations. Rather than generating a very long wind wave, they hoped to use advancements in vacuum pump and control technologies to produce a very short tide.
The precursor of HR Wallingford (Hydraulics Research Station, HRS) developed the tide generation method over fifty years previously, Wilkie and Young (1952). In the 3 decades after its development, this method was used extensively in physical modeling at HR Wallingford, most notably within the large area model for the Third London Airport (HRS, 1974) producing a 12.5 h tide in 7.5 min. Eventually though, this method was made redundant by the advancement of large area numerical tidal models.
The 2004 Indian Ocean tsunami had a duration of approximately 20 min. At a scale of 1:50, this would require a laboratory-scale wave of just under 3 min period. If the tide generation technology of the Fifties was to be repurposed to create a tsunami wave, it would require a 3x increase of speed of that system. In discussion with the UCL researchers, the Wallingford team agreed that this was a reasonable ambition, and set to designing the first generation pneumatic Tsunami Simulator (TS).
Concept Design
The methods described by Wilkie and Young (1952) were the initial starting point for the concept design. A vacuum pump is used to draw air out continuously of a steel box or tank. An outlet underwater into the flume allows water to move into or out of the tank. An air valve on the top of the tank is then used to regulate the pressure inside the tank, raising and lowering the water level inside (Tank Water Level, TWL). In the new systems, control of this air valve, via computer software, allows the wave form generated to be closely controlled.
The wave from the TS is created by changing the relative vacuum inside the TS and hence the TWL. Raising the TWL creates a depression in the free-surface in the flume, creating a wave trough. Lowering the TWL increases the flume water level creating a wave crest. The control system involved changing the angle of the computer-controlled inlet air valve. This process is summarized in Figure 1.
[image: Figure 1]FIGURE 1 | Schematic diagram of pneumatic Tsunami Simulator wave generation. From top left to bottom right: pump on and control valve open; pump on and control valve closed creating wave trough; pump on and control valve open creating wave crest; wave propagating along flume.
Detailed Design and Construction
The first generation Tsunami Simulator at Wallingford was constructed in spring 2008, funded by EPSRC through the EPICentre grant (No. EP/F012179/1). This Tsunami Simulator was designed to fit in either of HR Wallingford’s Flumes one or two in the Froude Modeling Hall. These flumes are each 45 m long and 1.2 m wide. Approach bathymetry and shoreline within the flume were formed in cement mortar on top of compacted fill. For the EPICentre experiments (Charvet, 2011), they were shaped to represent a 1:20 coastal slope followed by a horizontal “inland” inundation area (3.3 m long). The toe of the 1:20 slope was situated 15.2 m from the outlet of the TS.
The design of the first generation TS (Allsop et al., 2008; Robinson, 2009) was conducted with the aim of creating a TS tank with sufficient strength to resist the developed pressures, but also to allow rapid deployment, removal and storage. A modular system of steel panels was chosen which created a 4.8 ml x 1.8 mH × 1.15 mW tank (length x height x width). Internal bracing was included to avoid distortion under the pressure difference between inside and outside the TS. Internal baffles were also included to reduce longitudinal sloshing within the TS tank, perhaps exacerbated by the single offset air inlet and outlet. The front panel of the first generation TS was adjustable to create different outlet heights. A plastic cylinder (115 mm diameter) was placed over the bottom edge of the panel to reduce turbulence created by the sharp steel edge during peak flows.
The first generation TS tank was connected to a two-stage side-channel vacuum pump (7.5 kW Zepher™) RT-84086, and two 4 inch butterfly valves. The first valve acted as a safety valve, that was to be opened in cases of emergency to avoid the pump being flooded. The second valve was connected to a computer via a servo-motor operated by an open-loop control system, calibrated to produce the required wave profiles. The size of the valves and pump were chosen by recreating air-flow calculations by Wilkie and Young (1952). The published valve and pump performance characteristics were combined with the flume and tank dimensions to estimate pressures, water levels and flow-rates into the tank. These calculations were repeated for different configurations for optimum use of the available space.
The TS (of any generation) can theoretically be controlled by either a closed or open-loop system (Rossetto et al., 2011). With open-loop control, the user prescribes a control valve position time series during wave generation. This gives greater certainty of the wave generated, but requires calibration for each desired wave profile. A closed-loop control system uses a Proportional Integral Derivative (PID) feedback loop to update the valve position based on the difference between a measured and target variable, such as the water level inside the TS tank, Tank Water Level (TWL). The choice of the input variable is critical to the success of the feedback system (Goseberg et al., 2013). A perfect closed-loop system does not require individual wave calibrations because the system should produce the desired wave first time. An open-loop system requires an iterative calibration process in order to simulate the desired waveform. The first generation TS used an open-loop control based on the LabVIEW software. Some initial investigations into closed-loop control were conducted, but the use of “water level only” control produced some “undesired wave behavior in the flume” (Rossetto et al., 2011).
Testing
Initial testing of the first generation Tsunami Simulation was performed during the EPICentre project. It was split into two main stages: wave run-up tests; and measuring forces on a single building. The first stage included identifying the range of waves that could be simulated and their repeatability (Figure 2). Sine, solitary (elevated) and trough-led N-waves were generated, ranging in period from 5 to 18 s (model), with positive amplitudes up to 0.1 m. The ability to simulate stable trough-led waves is a unique ability of the pneumatic generation system. An attempt was made to calibrate the Mercator wave trace from the 2004 Boxing Day Tsunami at 1:50 scale (see Rossetto et al., 2011). The trough and the front face of the crest were well reproduced, however, the wave tail was not reproduced quite as well.
[image: Figure 2]FIGURE 2 | Repeatability of elevated and N-waves with the first generation TS (Rossetto et al., 2011), the profiles obtained from three tests for each of nine different solitary wave heights (A) and (B) the profiles obtained for three tests for four different N-waves. Different line styles represent different repeat tests (solid, opaque and dashed).
The first research conducted with the TS investigated the run-up of various elevated and N-waves. This work is described in Charvet. (2011), and Charvet et al. (2013), and resulted in a new predictive equation for wave run-up, perhaps now superseded by McGovern et al (2018).
The second stage of the EPICentre project measured the forces acting on a single idealized office or hotel building and are reported in Lloyd. (2016). Lloyd focused on measuring total body force and pressures acting on a square (plan) building at different orientations to the incoming tsunami wave. A range of solitary (elevated) and N-waves were used, with the body force measured using a 3-axis load-cell and arrays of pressure transducers used to measure pressures on the different faces.
Comments on the first Generation Tsunami Simulator
The work done on the TS under the EPICentre project demonstrated the capability of the pneumatic Tsunami Simulator technique, but also highlighted areas for improvement. These included the flume length (too short), the height of the TS tank (should be increased to allow greater volume and head of water to be used) and turbulence created at the outlet during wave generation, particularly crest generation. The introduction of an active wave absorption system and closed-loop control were also desirable.
Follow-Up Numerical Study and Design Improvements
Despite success with the generation of the 2004 Mercator time series at 1:50 scale using the first generation Tsunami Simulator, particular wave shapes/heights showed significant distortion. As part of HYDRALAB IV, a 2-dimensional (2D) numerical model of the Tsunami Simulator was created to:
• Identify factors and/or processes that reduced efficiency, perhaps sloshing within the tank, eddies from the outlet, or other phenomena;
• Identify inherent generation limits; and hence
• Investigate ways of increasing the generation window.
The (2D) numerical model was created using the OpenFOAM® computational fluid dynamics (CFD) platform (see Weller et al., 1998). The size and shape of the domain were created to match that of the first generation Tsunami Simulator, 4.8 m long and 1.8 m high. The model used the interFoam solver and replicated the tank control system using a time dependent pressure boundary condition at the tank roof. Further model details are described by Allsop et al (2014).
Initial testing confirmed that the CFD model could reproduce the idealized tsunami waves generated in the lab showing suitable agreement with the recorded wave gauge data. The OpenFOAM model was therefore used to investigate the limits of the Tsunami Simulator, in particular identifying the maximum height for generated waves, and the maximum steepness of wave that the tank could generate.
The numerical model simulations showed that an increase in the height of the target signal did not necessarily leads to an equivalent increase in wave height. As the steepness of the wave increased, the wave was seen to separate into a series of sharp peaks. This suggested that throttling at the outlet was imposing a limit to the outflow rate, and thus to the rate of rise of the tsunami wave.
The numerical model demonstrated that the outlet of the first tank led to substantial reverse-flow eddies at peak flow conditions. Incremental improvements to the flow-shaper in the numerical model created a smooth contraction of the flow through the outlet and a controlled expansion downstream. A further project (under HYDRALAB IV) supported validation of the numerical model by direct comparison between physical and numerical tests using pressures measured at the top of the TS tank as input to the numerical model. The tank was raised, and the flow-shaper was installed (Figure 3). The Mercator time series was generated at an undistorted Froude scale of 1:50 (Figure 4) and the improved performance characteristics were reported by Allsop. (2014).
[image: Figure 3]FIGURE 3 | Illustration of final design of the new outlet flow shaper (blue line) superimposed on velocity field (gray to red scale where red is high velocity and turbulence) from a numerical model of the original outlet (white circle) during crest generation (flow out of the first generation TS into the flume, left to right).
[image: Figure 4]FIGURE 4 | Mercator time series at 1:50 scale with measurements in improved first generation Tsunami Simulator.
SECOND GENERATION OF PNEUMATIC TSUNAMI SIMULATOR
Introduction
The second generation Tsunami Simulator was constructed in a flume ∼100 m long. This different flume had the added benefit of greater width, 1.8 m, so more 3-dimensional experiments could be run with flows through breaches in seawalls, or around groups of buildings. The construction of the second generation Tsunami Simulator within this especially long flume looked to limit (some of) the effects of wave reflection. Local limitations forced the Tsunami Simulator tank to be shorter, and coupled with the desire to increase the rate of rise, the new tank was made taller at 3.5 m vs 1.8 m. This had the significant advantage of increasing the maximum outlet flows, so (potentially) steepening the rising part of the tsunami time trace. Results from the second generation device in the 100 m long flume were presented by Chandler et al (2016) and McGovern et al (2016). Interestingly, these experiments provided insight into the 'flume length vs wave length' problem, and suggested ways by which the effects of reflections might be reduced. The research performed during this stage of research was funded by the European Research Council (ERC) URBANWAVES grant (No. 336084).
Design and Construction
The CFD model developed to design the flow shaper for the first generation TS was used extensively in the design of the second generation TS. The effect of changing tank height and length were investigated as well as the influence of the outlet height and the still water level (SWL) in the flume at the start of wave generation. The numerical model was also used to estimate the potential performance of the second generation TS. One of the findings from the numerical modeling was that for a TS tank less than 4.5 m long, there was no discernible sloshing within the tank during wave generation, even without the presence of baffles. For tanks longer than 4.5 m a longitudinal slosh could develop if baffles were not used. This gave a desirable length of TS of 4.0–4.5 m. The width of the TS is governed by the width of the flume into which it is placed. The height of the TS is governed by the available head room above the flume and the maximum head difference achievable with the vacuum pumps used. Greater head differences (partial vacuum pressures) start to require more complex and more expensive pumps.
For the second generation TS, a tank length of 4.0 m was chosen as this did not need internal baffles, simplifying design and fabrication. The headroom above the flume dictated a maximum tank height of 3.5 m. The second generation TS was designed to be deployed in HR Wallingford’s Flume 3, which is 1.8 m wide, 100 m long and 1.8 m deep, which in turn dictated the maximum width of the second generation TS at 1.8 m. Due to access constraints to Flume 3, the second generation TS required a different construction method to the first generation, which had been constructed outside the flume and lifted into position. The second generation TS was constructed in-situ from long narrow channel section panels. Each panel was 0.465 m wide and varied in length depending in its intended location (side panels were 3.5 m long; front, back and top panels were 1.5 m long). All steel design was accorded with Eurocode 3 (BS EN, 1993). The TS does not come under the Pressure Equipment Directive (Directive, 97/23/EC) as the vacuum inside it insufficient, but these regulations were still consulted during the design phase for best practice information.
Numerical modeling had demonstrated that the outlet height did not influence the wave generated unless it was too close to the SWL in the flume, and might therefore allow air into the outlet during trough generation. An outlet height of 0.4 m was chosen as this allowed the greatest range of flume depths (SWL’s) to be used. The design of the front panels allowed the outlet height to be changed in fixed increments by removing panels and moving the lowest panel up. The same design of outlet flow shaper developed for the first generation TS (see Figure 3) was used on the second generation TS. Each of the eight top panels were pre-cut with an 8 inch (0.203 m) diameter hole, which allowed instrumentation, vacuum hoses and control valves to be fitted. Un-used holes were later blanked off. A 5 inch (0.127 m) internal diameter 45° butterfly valve was used for the second Generation TS in combination with the ZepherUK RT-84086 vacuum pump from the first generation TS coupled with a new RT-95330 vacuum pump (Zepher, 2016).
The control system for the second generation TS used a Beckhoff EtherCAT based system, governed by a programmable logic controller, PLC, and a. NET application. The PLC does most of the work, and is where the main functionality was set. The. NET application was effectively used as a graphical interface for users to communicate with the PLC on the controller. The control software allowed the vacuum pumps to be switched on and off remotely and to control the angle of the air valve in two different ways. The first, and simplest method of controlling the valve was by setting a desired angle and a speed (°/s) at which the valve should move to reach this position from its current one. This was used to set the initial water level inside the TS (Tank Water Level, TWL) and during the commissioning stage to explore the response of the TS system. The second method of controlling the valve position was through a valve time series, given to the control application in a two column. csv file. Various safety protocols were implemented through the PLC, including a safe switch off procedure when an emergency stop button was pressed and procedures to prevent water from being drawn up into the vacuum pumps.
HR Wallingford’s Flume 3 has a hinged flap wave paddle mounted at the upstream end of the flume and this could not be removed for the deployment of the TS. The TS, therefore, sat downstream of that wave paddle, ∼2.0 m from the end wall of the flume, reducing slightly the available 100 m flume length. The experimental setup of the second generation TS for the initial URBANWAVES experiments is shown in Figure 5. Twin wire resistance wave gauges were placed at various distances from the front of the TS on the constant depth region of the flume and along the 1:20 bathymetry slope. Wave gauges were typically sampled at 100 Hz throughout testing.
[image: Figure 5]FIGURE 5 | Schematic of the second generation TS for URBANWAVES phase 1 testing, bathymetry in red on the left with the flume window in green and the second generation TS in blue on the right.
Testing
A series of wave calibrations were performed and presented in (Chandler et al., 2016). This included elevated (crest only) and trough-led N-type waves. The calibrated elevated waves and N-waves are summarized in Table 1 and Figure 6. The calibration process was iterative, based on a degree of trial-and-error.
TABLE 1 | Calibrated crest only (elevated) waves and N-waves using second generation TS.
[image: Table 1][image: Figure 6]FIGURE 6 | Calibrated crest only (elevated) waves (A) and N-waves (B) using the second generation TS, measured at the toe of the bathymetry.
For shorter period waves, the propagation of the waves could be tracked along the flume. The propagation of a 20 s elevated wave is shown in Figure 7. The wave was unchanged as it propagated over the area of constant depth (“offshore” region), and then shoaled when it reached the 1:20 slope (WG_05 and 06). The reflection from a vertical wall present at the top of the 1:20 slope during this test can be seen in the second half of WG_06 traveling back along the flume to WG_05, arriving at approximately 45 s. The wave fissions as it propagates against the continued arrival of the incident wave.
[image: Figure 7]FIGURE 7 | T = 20 s elevated wave propagating along the flume, WG_01 to 04 in a constant depth (7.0, 12.0, 17.0 and 22.0 m from TS respectively, h = 1.0 m), WG_05 at the toe of the 1:20 slope (65.6 m from TS, h = 1.0 m) and WG_06 on the 1:20 slope (75.6 m from TS, h = 0.5 m).
For longer period waves (T > 45 s) the generation is not complete before the reflections from the bathymetry (and any structures present) reach the TS. Through the calibration process in Flume 3, these reflections are accounted for by altering the valve motion, creating a manual, pre-defined absorption system. Due to the geometry and generation method employed by the TS, a significant amount of “self-correction” occurred during wave generation. Both “absorption” methods worked best for long period waves due to the inherent response time of the TS. The combination of these methods allowed the generation of waves significantly longer than the experimental facility, discussed at some length by McGovern et al (2018).
The presence of a 22 s period resonance within the wave flume can be seen on the longer wave periods (Figure 6). The amplitude of this resonance was 2 mm and did not influence the generated wave or the tests conducted. There was however, still a desire to remove this resonance from the long waves generated. This led to an exploratory study of active absorption on the third generation TS described in Third Generation of Pneumatic Tsunami Simulator.
There is further discussion on the validity of the waves generated by the second generation TS in McGovern et al. (2018), focusing particularly on the generation of waves that are much longer that the wave flume. The 240 s N-wave has a calculated wave length of ≈750 m, more than 10 times the distance between the TS and the bathymetry.
Discussion on Tsunami Wave Calibration Tests
The key finding that came from the calibration process was the importance of the choice of calibration point when dealing with such long waves. When using a single point to define a single wave, the position of that point relative to any reflective surfaces, such as the 1:20 slope or any tested seawall, becomes important and can significantly influence the apparent wave form and amplitude (Chandler et al., 2016). This finding is also important when looking at tsunami wave forms measured in prototype, such as the Mercator trace, as this may not itself be a “clean” signal of the incident tsunami wave alone as it has probably been influenced by reflections from the coastline, especially the later part of the signal.
THIRD GENERATION OF PNEUMATIC TSUNAMI SIMULATOR
Introduction
The third generation of pneumatic Tsunami Simulator took advantage of the availability of HR Wallingford’s new Fast Flow Facility (FFF) (Whitehouse et al., 2014). The FFF was much wider (4 m) than the flumes for generations 1 and 2. This created an opportunity to investigate three-dimensional effects onshore, but the wider tank required much greater air flow rates for operation than for the second generation TS. The generally good experience in running the two (dissimilar) pumps for the second generation device suggested that it would be simple to again mount two vacuum pumps in parallel, hence an additional RT-95330 was purchased to increase the peak flow rate. Experience of the second generation device was used to improve the control and generation of the tsunami length waves. This stage of development was funded by the ERC URBANWAVES project.
Despite using a rather different facility, design of the third generation TS was built on the developments of the previous two generations. The design of the third generation TS tank followed a similar strategy to the second generation, with multiple small bolted sections, rather than the larger panels with welded bracing used in the first generation. The tank design again obeyed Eurocode 3 (BS EN, 1993), and used lessons from the second generation to increase panel stiffness by greater reverse folding at the edges, and by reducing the number of bolts required by changing panel cross sections.
Design and Construction
The third generation TS tank was 3.96 m wide, 4.0 m tall and 4.45 m long. It was positioned on a 1:10 approach slope within the Fast Flow Facility, just in front of the existing wave maker (bottom hinge type, Figure 8). A tapered base panel created a horizontal platform from which the rest of the TS was constructed. The OpenFOAM CFD model was used to assess the impact of placing the TS on the approach slope and whether a horizontal false floor was needed inside the TS. The CFD model showed that there was no discernible difference between waves generated with a sloping floor in the TS and a horizontal floor. The third generation TS used two ZepherUK RT-95330 vacuum pumps and a 7 inch (0.178 m) internal diameter 45° butterfly valve, operated by the same Beckhoff AS1050 stepper motor used in the second generation TS (Design and Construction). The third generation TS was instrumented with a 3.5 m Temposonics magnetostrictive float gauge inside the tank, a negative (vacuum) pressure transducer in the top of the tank measuring air pressure (0 to −500 mbar), and a pressure transducer (0–0.5 bar) 0.65 m mounted at the flume floor in the center of the back panel of the TS.
[image: Figure 8]FIGURE 8 | Setup of the third generation TS for URBANWAVES phase 2 testing, from left to right: flume bottom hinge wave paddle (gray), third generation TS (blue with flow shaper in magenta), bathymetry (green), flume windows (blue) and flume gate (gray hatch).
The bathymetry installed in the FFF consisted of a 1:20 slope, starting 27.6 m from the front of the TS (Figure 8). The slope rose to a height of 1.0 m above the flume floor, after which a 4.0 m horizontal area allowed building arrays, coastal defenses (at the seaward edge) and other structures to be placed and tested. The central 3.0 m section of the horizontal area could be removed to allow a mobile bed to be placed for scour experiments. Over-wash from the wave generation flowed over the back of the bathymetry and into the secondary (back) part of the “race-track” flume. Only for the largest waves does enough volume of water enter this secondary loop to create back-wash over the horizontal section back into the main part of the flume. Twin wire resistance wave gauges were placed along the flume in the constant depth region and on the 1:20 bathymetry slope.
The control system for the third generation TS was also upgraded from the second generation. The main advance was the implementation of closed-loop control using a proportional-integral-derivative (PID) feedback loop, instead of the open-loop control of the second generation TS. This is similar to the work by Goseberg et al. (2013) for their pumped Tsunami Simulator who used a “real” PID control system to control their water pumps, based on pressures measured in the flume. Goseberg et al. (2013) found that the pressure sensor needed to be placed close to the pumps, otherwise a long delay time was introduced into the system which caused unstable oscillatory behavior. They also found that the p, I and D variables needed to be tuned for each wave generated using trial-and-error. A moving average filter was applied to the pressure signal to reduce the influence of residual oscillations.
Experience with the second generation TS (Chandler et al., 2016) suggested that pressures from the transducer at the base of the TS would be a good parameter on which to base the PID feedback. This tank pressure showed a good correlation with both the free-surface elevation (FSE) in the flume and with the valve motion (Figure 9). Initial thoughts were to use either the TWL or one of the wave gauges in the flume. There is no strong correlation between the TWL and the FSE in the flume, so this was not a good parameter to use. A wave gauge in the flume would be ideal because it is directly measuring the parameter that we want to control (FSE), however, there is a time delay in the signal measured by any of the wave gauges and TS. This would lead to the problems described by Goseberg et al. (2013) when moving their pressure transducer away from the water pumps.
[image: Figure 9]FIGURE 9 | Comparison of time co-incident values for (A) valve angle and tank water level, (B) valve angle and pressure at the base of the TS and (C) pressure at the base of the TS and free-surface elevation at WG_01 (0.25 m from TS) for second generation TS.
During the commissioning phase of the third generation TS, a set of PID values was established that allowed the system to respond quickly enough to generate the desired wave form, but not to become unstable. System responses were different when the air valve closes or opens, so different PID values were prescribed depending on the valve motion.
Testing
Wave calibrations occurred in three stages:
• The first stage used the closed-loop PID control to generate the full suite of waves, with no trial-and-error to match the desired FSE. This matched the set-up used in the calibration of the second Generation TS.
• The second stage repeated this process, but without a seawall at the top of the 1:20 slope, so with lower reflections,
• The third phase of the calibration procedure required manual modification of each PID derived valve time series, where necessary, to achieve the desired free-surface elevation within the flume.
During the first stage, the closed PID control system converted the desired FSE into a pressure time series desired at the TS, which was then supplied to the control software. The PID system then determined the valve motion required to match the desired pressure. The results from this first phase of calibration were mixed. Excellent agreement was achieved between target and desired pressure time series, but this did not always result in the desired free-surface elevation at the calibration gauge. The differences were due in part to the distance between the calibration gauge and the TS, and due to the inability of the feedback system to determine the direction of the wave and consequent inability to distinguish when a reflected component is traveling back against the generated wave. This resulted in truncated crests at the calibration gauge, but apparently ‘correct’ pressure signal at the TS due to reflected earlier parts of the crest.
The removal of the seawall for the second stage of calibration did not significantly change the findings from the first phase, suggesting that most of the reflection originates from the 1:20 slope. In the first phase of calibration the seawall was reached by all waves and overtopped by the majority. A comparison of various TS instruments and flume wave gauges for the three phases of the calibration exercise are shown for the N200 wave in Figure 10, where the effectiveness of the PID system at following the desired pressure signal is clearly observable. The free-surface elevation at the toe of the slope is significantly different, particularly the trough and the rise up to the crest (Figure 10E) with the PID control compared to the target and the final calibrated time series.
[image: Figure 10]FIGURE 10 | Comparison of the three calibration runs (PID control with seawall, PID control without seawall and open-loop (valve time series, vts) control) of N200 wave for (A) valve angle, (B) pressure at base of TS, (C) tank water level (TWL), (D) free-surface elevation (FSE) for WG_01 (0.25 m from TS, h = 1.0 m), e) FSE for WG_06 (toe of the bathymetry, 27.47 m from TS, h = 1.0 m) and f) FSE for WG_09 (closest to shore, 42.47 m from TS, h = 0.25 m).
The third stage enabled a better determination of the valve time series, and a much greater understanding of the system response based on the PID wave generation results. The open-loop control results are also shown in Figure 10. The difference in valve motion and in free-surface elevation is clear between open and closed-loop control. Open-loop control was used during the third Generation TS testing because it gave greater confidence in what was being generated by the TS and propagating down the flume. This method is similar to that used by Bremm et al (2015).
The family of waves calibrated is presented in Table 2 and Figure 11 for elevated waves and N-waves. The Mercator time series from the Indian Ocean Boxing Day Tsunami in 2004 was also recreated at 1:50 scale (Figure 12A) as was one of the traces from the Tohoku tsunami in 2011 (Figure 12B). As with the elevated and N-type waves, these real tsunami time series were initially generated using the closed-loop system and then refined using open-loop control.
TABLE 2 | Calibrated crest only (elevated) waves and N-waves using third generation TS.
[image: Table 2][image: Figure 11]FIGURE 11 | Calibrated crest only (elevated) waves (A) and N-waves (B) using third generation TS, measured at the toe of the bathymetry.
[image: Figure 12]FIGURE 12 | Calibrated Mercator (A) and Tohoku (B) tsunami time series at 1:50 scale using third Generation TS.
DISCUSSION
The most striking difference between the second and third generation TS is the different system response, both in terms of the TS directly and with the flume in which it sits. The valve angle, TWL and free-surface elevation at the calibration point for and N240 waves generated with both the second and third generation TS are shown in Figure 13. The wave form generated by both TS’s closely resembles the target (with a slightly lower amplitude for the smaller third generation TS). The corresponding TWL profiles are very similar between the two generations (Figure 13B), but the valve motion used to create this TWL change is very different (Figure 13A). This is due to the different valve and pump characteristics of the second and third generation TS and the effect of the different flume lengths.
[image: Figure 13]FIGURE 13 | Comparison of (A) valve angle, (B) tank water level (TWL) and (C) free-surface elevation at the calibration point for second and third generation TS (N240 wave), target (desired) profile indicated with dashed line.
The combination of the length and height of each of the tanks (their cross-sectional area) is where the difference in wave amplitude seen in Figure 13C originates. A larger cross-sectional area allows greater wave amplitudes to be generated for a given period, i.e., more capacity to draw in water for the trough and more water to put into a crest. The width of the TS has much less bearing on the waves generated as the waves span the width of the flume, as does the TS, and only comes into consideration when selecting a vacuum pump (or pumps) to move the required volume of air in the required time. As long as the pumps are sufficiently capable, only the cross-sectional area of the TS and the flume length govern the size of the waves.
The flume length influences the generated waves through the travel time of the wave and therefore the interaction of any reflections that may occur with the later parts of the wave. For a very short flume, the reflections will return to the TS almost immediately and would then re-reflect (if not accounted for) from the TS. These re-reflections can be incorporated into the wave generation to enhance the amplitude of the wave. In a very long flume, reflections would not return to the TS before the wave had finished being generated, so would not be able to be incorporated in the generation to enhance the wave amplitude. Further discussion on the influence of reflections on wave generation is given in McGovern et al (2018).
As discussed in Testing, the PID control system in the third generation TS, using a single pressure measurement within the TS could not determine the direction of reflections and therefore struggled to account for them correctly when looking at the wave measured at the calibration point much further up the flume. This required manual adjustment of the valve time series and the running of the system during testing in open-loop control mode, but using the PID derived valve time series as a starting point.
CONCLUSION
This paper has described the development and evolution of the HR Wallingford pneumatic Tsunami Simulator (TS), which is based on a pneumatic system. A unique advantage of the method is that waves of very long wavelength can be generated, due to its ability to displace very large volumes of water in a controlled manner. The paper describes how, through an ERC grant (URBANWAVES, grant no. 336084), two EPSRC grants (EPICentre and CRUST, grant nos. EP/F012179/1 and EP/M001067/1) and internally funded research by HR Wallingford, three generations of TS have been designed, built, tested and improved within a 10 years time span. The three generations of TS reflect the increased understanding of the technology, with the development of numerical modeling to accompany the design of the TS, the flow shapers at the TS outlets, detailed studies conducted on the effects of location in the flume for calibration, and a control software for the improved damping of reflections. It is noted that the three TS developed over this period, have been upgraded to have the same control software as was developed for the third generation.
The TS has moved from a prototype to a mature technology, with proven capacity for reproducing free surface profiles of recorded tsunami field data. It can be applied directly to new and innovative research and practical design studies. In particular, the TS has unique capabilities in terms of its generation of stable trough-led waves and tsunami-like wavelengths for scales of 1:50. The latter makes the facility particularly useful for understanding tsunami inundation interaction with coastal infrastructure and especially scour phenomena, where the duration of the inundation flow plays a critical role.
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Physics-based dynamic rupture models capture the variability of earthquake slip in space and time and can account for the structural complexity inherent to subduction zones. Here we link tsunami generation, propagation, and coastal inundation with 3D earthquake dynamic rupture (DR) models initialized using a 2D seismo-thermo-mechanical geodynamic (SC) model simulating both subduction dynamics and seismic cycles. We analyze a total of 15 subduction-initialized 3D dynamic rupture-tsunami scenarios in which the tsunami source arises from the time-dependent co-seismic seafloor displacements with flat bathymetry and inundation on a linearly sloping beach. We first vary the location of the hypocenter to generate 12 distinct unilateral and bilateral propagating earthquake scenarios. Large-scale fault topography leads to localized up- or downdip propagating supershear rupture depending on hypocentral depth. Albeit dynamic earthquakes differ (rupture speed, peak slip-rate, fault slip, bimaterial effects), the effects of hypocentral depth (25–40 km) on tsunami dynamics are negligible. Lateral hypocenter variations lead to small effects such as delayed wave arrival of up to 100 s and differences in tsunami amplitude of up to 0.4 m at the coast. We next analyse inundation on a coastline with complex topo-bathymetry which increases tsunami wave amplitudes up to ≈1.5 m compared to a linearly sloping beach. Motivated by structural heterogeneity in subduction zones, we analyse a scenario with increased Poisson's ratio of ν = 0.3 which results in close to double the amount of shallow fault slip, ≈1.5 m higher vertical seafloor displacement, and a difference of up to ≈1.5 m in coastal tsunami amplitudes. Lastly, we model a dynamic rupture “tsunami earthquake” with low rupture velocity and low peak slip rates but twice as high tsunami potential energy. We triple fracture energy which again doubles the amount of shallow fault slip, but also causes a 2 m higher vertical seafloor uplift and the highest coastal tsunami amplitude (≈7.5 m) and inundation area compared to all other scenarios. Our mechanically consistent analysis for a generic megathrust setting can provide building blocks toward using physics-based dynamic rupture modeling in Probabilistic Tsunami Hazard Analysis.

Keywords: earthquake rupture dynamics, tsunami generation and inundation modeling, high performance computing, physics-based hazard assessment, seismic cycle modeling, subduction zone dynamics


1. INTRODUCTION

Earthquake sources are governed by highly non-linear multi-physics and multi-scale processes leading to large variability in dynamic and kinematic properties such as rupture speed, slip rate, energy radiation, and slip distribution (e.g., Oglesby et al., 2000; Kaneko et al., 2008; Gabriel et al., 2012; Bao et al., 2019; Ulrich et al., 2019a; Gabriel et al., 2020). Such variability may impact the generation, propagation, and inundation of earthquake-generated tsunami or secondary tsunami generation mechanisms such as triggered landslides (e.g., Sepúlveda et al., 2020). For example, unexpectedly large slip at shallow depths may generate large tsunami (Lay et al., 2011; Romano et al., 2014; Lorito et al., 2016).

To model earthquake-generated tsunami, sources can be approximated from earthquake generated uplift (Behrens and Dias, 2015, and references therein). Analytical solutions (e.g., Okada, 1985) describe seafloor displacements sourced by uniform rectangular dislocations within a homogeneous elastic half space. Models of tsunami generated by large earthquakes can routinely and quickly use kinematic finite fault models constrained by inversion of seismic, geodetic, and other geophysical data (Geist and Yoshioka, 1996; Ji et al., 2002; Babeyko et al., 2010; Maeda et al., 2013; Allgeyer and Cummins, 2014; Mai and Thingbaijam, 2014; Bletery et al., 2016; Jamelot et al., 2019), but are challenged by the inherent non-uniqueness of kinematic source models (Mai et al., 2016).

Probabilistic Tsunami Hazard Analysis (PTHA) requires the computation of thousands or millions of tsunami scenarios for each specific area of interest (González et al., 2009; Geist and Oglesby, 2014; Horspool et al., 2014; Geist and Lynett, 2014; Lorito et al., 2015; Selva et al., 2016; Grezio et al., 2017; Mori et al., 2018; Sepúlveda et al., 2019; Glimsdal et al., 2019). Stochastic source models (McCloskey et al., 2008; Davies and Griffin, 2019) statistically vary slip distributions (Andrews, 1980) and are specifically suited for PTHA in combination with efficient tsunami solvers (e.g., Berger et al., 2011; Nakano et al., 2020). For instance, Goda et al. (2014) highlights strong sensitivities of tsunami height to slip distribution and variations in fault geometry in stochastic random-field slip models for the 2011 Tohoku-Oki earthquake and tsunami. Recently, Scala et al. (2019) use stochastic slip distributions for PTHA in the Mediterranean area.

3D Dynamic earthquake rupture modeling can provide mechanically viable tsunami source descriptions on complex faults or fault systems on the scale of megathrust events (Galvez et al., 2014; Murphy et al., 2016; Uphoff et al., 2017; Murphy et al., 2018; Ma and Nie, 2019; Saito et al., 2019; Ulrich et al., 2020). Such simulations can exploit modern numerical methods and high-performance computing (HPC) to shed light on the dynamics and severity of earthquake behavior and potentially complement PTHA. For example, in dynamic rupture models shallow slip amplification can spontaneously emerge due to up-dip rupture facilitated by along-depth bi-material effects (Rubin and Ampuero, 2007; Ma and Beroza, 2008; Scala et al., 2017) and free-surface reflected waves within the accretionary wedge (Nielsen, 1998; Lotto et al., 2017a; van Zelst et al., 2019). Dynamic rupture earthquake models can yield stochastic slip distributions, too, under the assumption of stochastic loading stresses (Geist and Oglesby, 2014). Such physics-based models can be directly linked to tsunami models by using the time-independent or time-dependent seafloor displacements (and potentially velocities) as the tsunami source (Kozdon and Dunham, 2013; Ryan et al., 2015; Lotto et al., 2017b; Saito et al., 2019; Madden et al., 2020). For instance, time-dependent 3D displacements from observational constrained dynamic rupture scenarios of the 2018 Palu, Sulawesi earthquake and the 2004 Sumatra-Andaman earthquake are linked to a hydrostatic shallow water tsunami model by Ulrich et al. (2019b). Bathymetry induced amplification of horizontal displacements are thereby accounted for by following Tanioka and Satake (1996).

Observational and numerical studies show that megathrust geometry and hypocenter location influence earthquake rupture characteristics. Ye et al. (2016) state that megathrust earthquakes across faults that are longer horizontally than they are deep vertically (with an aspect ratio of three or larger) tend to exhibit primarily unilateral behavior. Also, events with an asymmetric hypocenter location on the fault favor rupture propagation along strike to its far end (Harris et al., 1991; McGuire et al., 2002; Hirano, 2019). Weng and Ampuero (2019) show the energetics of elongated ruptures is radically different from that of conventional circular crack models. Bilek and Lay (2018) find that the complexity of slip as well as bi- or unilateral rupture preferences of large earthquakes highly depend on the depth location of the hypocenter.

Subduction zones worldwide are associated with tectonic, frictional, and structural heterogeneity along depth and along-arc impacting megathrust earthquake and tsunami dynamics (Kirkpatrick et al., 2020, e.g.,). Kanamori and Brodsky (2004) show that fracture energy varies between subduction zone earthquakes. A special case are so called tsunami earthquakes (Kanamori, 1972) that may require a large amount of fracture energy, low rupture velocity and low radiation efficiency. Structural heterogeneity in subduction zones includes variations in Poisson's ratio (Vp/Vs) (e.g., Liu and Zhao, 2014; Niu et al., 2020)), while dynamic rupture and seismic wave propagation models often adopt an idealized Poisson's ratio of ν=0.25 governing seismic wave propagation (e.g., Kozdon and Dunham, 2013).

The initial conditions of dynamic rupture simulations that control earthquake rupture nucleation, propagation, and arrest include fault loading stresses, frictional strength, fault geometry, and subsurface material properties (e.g., Kame et al., 2003; Gabriel et al., 2013; Galis et al., 2015; Bai and Ampuero, 2017). These initial conditions may be observationally and empirically informed (e.g., Aochi and Fukuyama, 2002; Aagaard et al., 2004; Murphy et al., 2018; Ulrich et al., 2020) but remain difficult to constrain. Particularly in subduction zones where observational data are sparse, space and time scales vary over many orders of magnitude and both geometric and rheological megathrust complexities are likely to control rupture characteristics. Recently, initial conditions for 2D and 3D megathrust dynamic rupture earthquake models have been informed from 2D geodynamic long-term subduction and seismic cycle models (van Zelst et al., 2019; Madden et al., 2020; van Zelst et al., 2021). This approach provides self-consistent initial fault loading stresses and frictional strength, fault geometry and material properties on and surrounding the megathrust, as well as consistency with crustal, lithospheric, and mantle deformation and deformation in the subduction channel over geological time scales. Such subduction-initialized heterogeneous dynamic rupture models lead to complex earthquakes with multiple rupture styles (Gabriel et al., 2012), shallow slip accumulation and fault reactivation.

We apply the 2D geodynamical subduction and seismic cycle (SC) model from van Zelst et al. (2019) to inform realistic 3D dynamic rupture (DR) megathrust earthquake models within a complex, self-consistent subduction setup along with their consequent tsunami, following the subduction to tsunami run-up linking approach described in Madden et al. (2020). In this study we introduce a number of important differences to previous work. 2D linking including approximations to match SC and DR fracture energy during slip events leads to differences in slip magnitude between the SC and DR modeling and large magnitudes and high rupture speed in dynamic rupture scenarios (van Zelst et al., 2019). In contrast, we here constrain fracture energy independently from the long-term model. In Madden et al. (2020), a different long-term geodynamic and seismic cycle simulation was used, specifically, assuming different shear moduli. We here change the geometrical 3D extrapolation of the 2D fault geometry compared to the large blind dynamic earthquake scenario of MW9.0 of Madden et al. (2020), to be consistent with empirical earthquake source scaling relations for MW8.5 megathrust events (Strasser et al., 2010).

We use complex 3D dynamic rupture modeling to first study trade-offs and effects of along-strike unilateral vs. bilateral rupture and variations in hypocentral depth in subduction zone earthquakes (McGuire et al., 2002). By varying the hypocentral location along arc and along depth, we generate 12 distinct unilateral and bilateral earthquakes with depth-variable slip distribution, rupture direction, bimaterial, and geometrical effects in the dynamic slip evolution. We analyse the consequent time-dependent variations in seafloor uplift affecting tsunami propagation and inundation patterns. We define as reference model a bilateral, deeply nucleating earthquake. To this reference model we add a complex and more realistic coastline in the tsunami simulation and study the effects on tsunami arrival time and wave height at the coast.

The linkage from long-term geodynamic to co-seismic dynamic rupture modeling requires assumptions with respect to the incompressibility and visco-elasto-plastic, plane-strain conditions of the subduction model vs. the compressible, elastic conditions of the earthquake model. In two additional scenarios we analyse variations in the energy balance of the subduction-initialized dynamic rupture scenarios. We increase fracture energy in the reference model by changing the frictional critical slip distance within the dynamic rupture model and adapting nucleating energy accordingly. The increase in fracture energy leads to large uplift, low radiation efficiency and low rupture velocities, characterizing a tsunami earthquake (Kanamori, 1972). Lastly, we analyze the effect of a higher Poisson's ratio throughout the dynamic rupture reference model and the effect on tsunami genesis and inundation.

This leads to a total of 15 subduction-initialized 3D dynamic rupture-tsunami scenarios: 12 dynamic rupture models with varying hypocenters. For one “reference model” (model 3B) of these 12 we vary fracture energy or Poisson's ratio, or coastline bathymetry.



2. METHODS

Here, we summarize the computational methods used for simulating subduction-initialized dynamic earthquake rupture linked to tsunami generation, propagation, and inundation (Figure 1). For an in-depth description of the virtual laboratory for modeling tsunami sources arising from 3D co-seismic seafloor displacements generated by dynamic earthquake rupture models, we refer to Madden et al. (2020). We compute 3D dynamic earthquake rupture and seismic wave propagation with SeisSol (https:/seissol.org). Tsunami propagation and inundation uses sam(oa)2-flash, which is part of the open-source software sam(oa)2 (https://gitlab.lrz.de/samoa/samoa). Both codes use highly optimized and parallel implementations of discontinuous Galerkin (DG) schemes. All simulations were performed on SuperMUC-NG at the Leibniz Supercomputing Centre Garching, Germany.
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FIGURE 1. (Left): Adapted from Madden et al. (2020) (a) sketch and dimensions of the one-way linked 2D geodynamic subduction model, (b) the 3D dynamic rupture earthquake model, (c) the dynamic rupture seafloor displacement, and (d) the 2D tsunami model, modified from Madden et al. (2020). The 3D unstructured tetrahedral mesh of the dynamic rupture model (b) is shown in gray. (Right) Snapshot of slip rate across the 3D subducting interface (greenish colors) and the seismic wavefield recorded at the free surface in terms of absolute velocity (warm colors). This snapshot is extracted from model 3B after 40 s simulation time.


To link input and output data in massively parallel simulations, we use ASAGI (pArallel Server for Adaptive GeoInformation), an open source library with a simple interface to access Cartesian material and geographic datasets (Rettenberger et al., 2016, www.github.com/TUM-I5/ASAGI). ASAGI translates a snapshot of the 2D subduction model into 3D initial conditions for the earthquake model and bathymetry data and seafloor displacements from the earthquake model into initial conditions for the tsunami model. ASAGI organizes Cartesian data sets for dynamically adaptive simulations by automatically migrating the corresponding data tiles across compute nodes as required for efficient access.


2.1. 3D Earthquake Dynamic Rupture Modeling With SeisSol

Physics-based 3D earthquake modeling captures how faults yield, slide and interact (e.g., Ulrich et al., 2019a; Palgunadi et al., 2020) and can provide mechanically viable tsunami-source descriptions (Ryan et al., 2015; Ma and Nie, 2019; Ulrich et al., 2019b, 2020). We use SeisSol (de la Puente et al., 2009; Pelties et al., 2012, 2014) to solve simultaneously for frictional failure across prescribed fault surfaces and high-order accurate seismic wave propagation in space and time (illustrated in Figure 1, right). SeisSol uses a discontinuous Galerkin (DG) scheme with Arbitrary high-order DERivative (ADER) time stepping on unstructured tetrahedral grids with static mesh adaptivity (Dumbser and Käser, 2006; Käser and Dumbser, 2006). It is thereby particularly suited for modeling complex geometries such as those in the vicinity of subducting slabs. SeisSol is optimized for current petascale supercomputers (Breuer et al., 2014; Heinecke et al., 2014; Rettenberger et al., 2016; Uphoff and Bader, 2020; Dorozhinskii and Bader, 2021) and uses an efficient local time-stepping algorithm (Breuer et al., 2016; Uphoff et al., 2017; Wolf et al., 2020). Its accuracy is verified against a wide range of community benchmarks (Harris et al., 2011, 2018), including dipping and branching faults with heterogeneous off-fault material and initial on-fault stresses (Pelties et al., 2014; Wollherr et al., 2018; Gabriel et al., 2020). We note that on-fault initial conditions such as frictional parameters or initial fault stresses are assigned with sub-elemental resolution (at each DG Gaussian integration point). However, within each off-fault element, all material properties are constant. We create a 3D complex structural model in GoCad (Holding, 2018) and discretize it with the meshing software Simmodeler by Simmetrix (Simmetrix Inc., 2017).

Within SeisSol, frictional failure is treated as an internal boundary condition for which the numerical solution of the elastodynamic wave equation is modified. In the dynamic rupture scenarios of our study, fault strength, i.e., its yielding and subsequent frictional weakening, is governed by the widely adopted linear slip weakening (LSW) friction law (Ida, 1972). Over a critical slip weakening distance Dc the effective friction coefficient μ decreases linearly from static μs until reaching dynamic μd. We note that this is different to the rate-weakening friction used in the long-term geodynamic SC model. The process zone width is the inherent length scale defining the minimum resolution required on-fault, and is defined as the area behind the rupture tip in which shear stress decreases from its static to its dynamic value (Day et al., 2005).



2.2. Subduction Seismic Cycle Modeling for Earthquake Initial Conditions

Figure 2 depicts the inferred 3D initial conditions from the subduction seismic cycle model for all dynamic rupture scenarios. These include highly heterogeneous initial shear stress and strength as well as fault geometry and material structure that together govern earthquake nucleation, propagation, and arrest. The underlying 2D seismo-thermo-mechanical geodynamic seismic cycle (SC) model simulates subduction dynamics over millions of years and earthquake cycles over several hundreds of years (e.g., Van Dinther et al., 2013, 2014) (Figure 2A). The long-term phase of the simulation builds up stress as well as self-consistent strength and fault geometries across the subduction interface and forearc. The geodynamic SC model includes 70 megathrust events that rupture almost the entire fault and nucleate near the downdip seismogenic zone limit. The same representative event as in van Zelst et al. (2019) is here chosen and linked to the newly designed dynamic rupture model applying the techniques described in Madden et al. (2020). We note, that at the chosen SC time step, the dominant deformation mechanism in the seismogenic zone is elastic behavior, which is consistent with the deformation mechanism in the dynamic rupture model. All material properties, stresses, and fault geometries are exported from the SC model at that timestep. Material density and fault strength can be adapted to be used in the DR model. Cohesion varies between 2.5 and 20 MPa and increases with deeper lithologies. At nucleation depth, cohesion is set to 5 MPa. The curved, blind megathrust interface evolves during this slip event and is characterized by large-scale fault roughness including characteristic topographic highs (“bumps”) in terms of a distinct change in local gradients of the curved non-planar interface related to sediment intrusion on geodynamic time scales (zoom-in box of Figure 2A).
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FIGURE 2. Subduction model initial conditions for the dynamic rupture earthquake simulations. (A) Snapshot of stresses evolving during the 2D long-term geodynamic subduction and seismic cycle simulation at the time-step right before a slip event occurs (adapted from van Zelst et al., 2019). The stresses are expanded to the third dimension assuming plane strain conditions. (B) On-fault shear stress and fault strength in the SC model at the coupling time-step. The fault yields and failure occurs when both align. (C) Pre-processed (see text) initial shear stress in the three-dimensional dynamic rupture model at timestep t = 0 s in the DR model. The black squares indicate nucleation locations that are used for model families 1–4. The hypocenter of the reference model 3B is marked. (D) Fault geometry in 2D and dip angle of the fault. Regions of increasing dip are highlighted in blue and indicate local topographic highs (1 and 2) in the fault plane.


In contrast to van Zelst et al. (2019) and Madden et al. (2020), the critical slip weakening distance Dc is here not inferred from the geodynamic SC model directly but is assigned to be a constant value (Dc = 0.1 m for 13 out of 14 dynamic rupture models) along the entire fault. Increasing the critical slip weakening distance Dc, over which effective friction is reduced to its dynamic value, results in a higher fracture energy Gc according to Gc = 1/2μsPn−μdPnDc with Pn being the initial fault normal stress (Venkataraman and Kanamori, 2004). The fracture energy consumed within the frictional process zone indicates how much energy is necessary to initiate and sustain rupture propagation. A high fracture energy results in higher fault slip, higher stress drop and a higher moment magnitude for comparable dynamic rupture scenarios (given the nucleation energy is adopted accordingly). In one model, model 5, we triple the model-wide constant Dc from 0.1 to 0.3 m while keeping all other parameters constant, thus, tripling fracture energy.

All material properties are extrapolated into the third dimension as constant along arc, for simplicity. We use a plane strain assumption, as in the 2D subduction model, to determine the out-of-plane normal and shear stress components in 3D. This implies that we omit eventual oblique subduction components by setting the out-of-plane shear stresses to zero and the out-of-plane normal stress component to be a function of the two in-plane normal stresses and Poisson's ratio ν. In the SC subduction model a Poisson's ratio of ν = 0.5 is used, which is an appropriate assumption for large time scales. This Poisson's ratio needs to be reassigned within the DR model to represent compressible rocks and to solve the linear elastic wave equations. The choice of ν affects the material properties as they are transferred from the subduction model to the earthquake model since Lame's parameter is calculated from the re-assigned ν and the shear modulus G is taken from the subduction model. In all besides one dynamic rupture models we assume ν = 0.25 (Poisson solid, λ = G). In one 3D dynamic rupture (model 6, modified from reference model 3B), we use a larger Poisson's ratio of ν = 0.3, which is in the range observations of basaltic rocks (Gercek, 2007).

Using the imported on-fault conditions from the geodynamic SC model directly would lead to multiple locations of instantaneous failure on the fault (Figure 2B). We thus use a pre-processing static relaxation step in which we relax the initial fault loading stresses to be just below fault strength before applying them to the DR model following Wollherr (2018). Spontaneous earthquake rupture is commonly initialized by assigning an over-stressed or frictionally weaker predefined hypocentral “nucleation” area. We here assign a locally lower static friction coefficient within a circular patch of an empirically determined minimum required size to initiate spontaneous rupture. We choose frictional coefficients μs and μd within this patch constrained from the geodynamic SC model. We prescribe all but the shallowest (model family 1) hypocentral nucleation depths at locations which are close to failure (low strength excess, Figure 2B) in the SC model. The reference geodynamic SC slip event nucleates at 40 km depth, corresponding to model family 3 in this study.



2.3. Tsunami and Inundation Modeling With Samoa

Tsunami are modeled with a limited second order Runge-Kutta discontinuous Galerkin solver (Cockburn and Shu, 1998; Giraldo and Warburton, 2008) for the two dimensional depth-integrated hydrostatic non-linear Shallow Water Equations (SWE, LeVeque et al., 2011) in the sam(oa)2-flash framework (Madden et al., 2020). The SWE are a simplification of the incompressible Navier-Stokes equations, under the assumption that vertical scales are negligible compared to horizontal scales. As a result, hydro-static pressure and the conservation of mass and momentum are part of the equations, while vertical velocity and turbulence are neglected. Manning friction is included in the model with an additional source term (Liang and Marche, 2009). To allow accurate and robust wetting and drying, the model uses a Barth-Jaspersen type limiter that guarantees the conservation of steady states (well-balancedness), mass conservation and positivity preservation of the water-depth (Vater and Behrens, 2014; Vater et al., 2015, 2019).

The framework sam(oa)2-flash simulates hyperbolic PDEs on dynamically adaptive triangular meshes (Meister et al., 2016). It is based on the Sierpinsky Space filling curve, which allows cache efficient traversals of mesh-cells and -edges with a stack and stream approach. Cell-level adaptive mesh refinement in every time step and a water-depth based refinement criterion, allow for multiple levels of refinement for the tracking of wave fronts and other areas of interest (i.e., coasts). While tsunami are usually sourced by setting a perturbation to the seafloor and water surface as initial condition, sam(oa)2-flash can include the full spatio-temporal evolution of the seafloor displacement in the simulation. sam(oa)2-flash has been validated against a suite of benchmarks (Synolakis et al., 2008).



2.4. Dynamic Rupture Modeling for Tsunami Initial Conditions

The time-dependent seafloor displacement generated in the dynamic rupture model is used as input for the tsunami model. Since these displacements are written in form of a triangular unstructured grid by SeisSol, rasterization is required to obtain a regular grid that can be read by sam(oa)2-flash . The resulting grid is comprised of rectangular cells of size Δx× Δy= 500 m × 500 m. The geometric center of each cell is used to sample the triangular grid using a nearest-neighbor approach. Since all our examples share a relatively large source area and a short process-time, compared to the ocean depth (2 km), we here omit corrections required for landslide-induced tsunami (Kajiura, 1963) and neglect the effects of water flow from seafloor to sea-surface (Saito and Furumura, 2009; Wendt et al., 2009). We directly use the seafloor deformation as time-dependent (or static, for comparison) initial sea-surface perturbation.

The seafloor deformation data contains the seismic wavefield and the dominant static displacement, which remains unchanged after dynamic rupture propagation ceased since we do not account for post-seismic relaxation. Saito et al. (2019) shows that seismic waves have an effect on tsunami generation, but do not affect the solution in the far field. However, our earthquake scenarios also include reverberating seismic waves, e.g., trapped within the accretionary wedge. Simulating long enough for such complex seismic waves to stop imprinting on the time-dependent near-source seafloor deformation requires significantly longer simulation times. We here limit computational costs by stopping the DR earthquake simulation after the fault stopped slipping and the dominant static displacement remains constant. We apply the time-dependent seafloor deformation to source the tsunami model during that period and keep the seafloor elevation constant afterwards. In the presence of transient seismic waves, however, this approach may lead to artifacts such as spurious gravity-waves in the tsunami simulation. Thus, we here remove reverberating seismic waves using a filter-based approach on the seafloor perturbation.

We apply a Fourier filter approach that we base on an analytical test-bed in which we can separate the significant frequency-wavenumber coefficients of the permanent displacement from the ones of seismic waves (Madden et al., 2020). In the wavenumber representation for the displacement field we can identify the coefficients belonging to seismic waves clearly as radial symmetric lines in the wavenumber space (Supplementary Figure 1). Our analytical testbed confirms that these lines propagate in the frequency-wavenumber domain with the inverse velocity with which seismic waves propagate in time and space. Coefficients of the permanent displacement on the other hand are dominant close to the origin. To erase seismic waves from the seafloor perturbation we design a kernel to zero-out the radial symmetric waves in the frequency-wavenumber representation depending on their velocity. Close to the origin we leave the representation as it is, to keep the dominant coefficients of permanent displacement. To avoid rolling effects, the kernel is smoothed. As a result, seismic waves of chosen frequencies are effectively damped in the time-dependent displacement field (Supplementary Figure 2). The effects of seismic wave damping on the permanent displacement are negligible.




3. EARTHQUAKE AND TSUNAMI MODEL SETUP


3.1. 3D Heterogeneous Megathrust Dynamic Rupture Models

In DR modeling, rupture can only propagate across predefined fault interfaces. In distinction, fault geometry spontaneously arises during slip events in the SC model. The fault geometry for the chosen slip event at the coupling time step is shown in Figure 2A. The locations of the highest visco-plastic strain rate represent the fault. A moving average scheme is used to smooth this 2D fault geometry, which is then uniformly extruded along-arc to construct the 3D DR fault plane (van Zelst et al., 2019; Madden et al., 2020). The 3D dynamic rupture fault (Figure 2C) does not intersect the surface but ends ≈5 km below the seafloor and extends to 93.5 km depth. The fault length in the along-arc y-direction is chosen to agree with the average scaling of the source dimensions of interface and intraslab subduction-zone earthquakes with moment magnitude (Strasser et al., 2010). We here aim to model typical size tsunamigenic earthquakes of magnitudes close to MW=8.5, and thus choose a fault width of ≈313 km. The curved fault is characterized by large scale roughness. Noticeable are two topographic highs shown in terms of sharp increases of fault dip in Figure 2D. We use a constant element edge length of 1 km along the fault. We ensure that this element size along the fault is sufficient to capture the median process zone width following all error criteria of Day et al. (2005) in a series of models with different size elements following the analysis in Wollherr et al. (2018). We measure the median process zone width as 1,386 m for the reference model 3B and 1,224 m for model 1B. For a polynomial basis function of order p = 5 (Wollherr et al., 2018) estimate the minimum required resolution to be 1.65 elements per median process zone width. A polynomial basis function of p = 5 leads to 6th order numerical accuracy in space and time in the seismic wave propagation solution. We note that each tetrahedral element fault interface is discretized by (p+2)2 Gaussian points. In Supplementary Figure 3 we detail two exemplary higher resolution versions (h=500 m, p=5) of the reference model 3B and of model 1B which has the shortest median process zone width. Compared to the coarser resolution of h = 1 km, we quantify the error to be <1% for the maximum vertical seafloor displacement, <6% for the rupture velocity, <5% for the average peak slip rate and <2.5% for the average fault slip which agree with the criteria for well-resolved models by Day et al. (2005). We note that in contrast to the simple depth-dependent setup in Wollherr et al. (2018), the peak slip rate and not the average fault slip is most sensitive here.

The 3D model domain extends from x = −657 to x = 1,075 km and y = −1,023 to y = 700 km and to a depth of z = −700 km. The large model size prevents that waves reflected from non-perfect absorbing boundary conditions interfere with the rupture itself. To limit computational cost, the unstructured tetrahedral mesh is statically coarsened. The sea floor is flat in the DR model (but not in the tsunami simulations) and assigned a free surface boundary condition. The mesh size is 7.8 million elements. Each simulation took 1:10 h on 75 nodes, with 48 Intel Xeon Skylake cores each, of Supermuc-NG.

To analyze the effects of material directivity and complex initial conditions, as well as uni- and bilateral rupture behavior in the DR models, and the resulting tsunami, we vary the hypocenter location along arc and depth. We choose fault locations which are close to failure in the 2D SC model, at 30, 40, and 45 km depth (Figure 2B). To analyze shallower earthquake nucleation locations, we additionally nucleate 3D DR scenarios at 25 km depth (Figure 2C). The reference dynamic rupture model (Model 3B) is nucleated at the origin location of the slip event in the SC model, that is, at a depth of 40 km and at the center of the fault along strike (x = 267.25 km, y = −156.5 km). The static friction coefficient is reduced to μs = 0.019 within a patch of radius 2 km, which represents the minimum value in the SC model within the nucleation area (Table 1). For all earthquake model families, the assigned nucleation parameters, that is locally reduced static friction coefficients μs and patch radii r, are listed in Table 1. To evaluate effects in lateral direction, we move the hypocenter from y = −156.5 km (fault width center) to y = −78.25 km (25% of the fault width) and y = −234.75 km (75% of the fault width), exploring observational and statistical inferences of large ruptures being predominantly unilateral or bilateral (McGuire et al., 2002; Mai et al., 2005) (see Figure 2C). We note that larger nucleation energy (larger radii, lower local strength) are required in fault regions further from failure than the reference model (hypocentral depth of 40 km).


Table 1. Model families 1–4 defined by hypocentral location.
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3.2. Tsunami Model Setup

The tsunami modeling area extends from x = −600 to x = 600 km and from y = −750 to y = 450 km, the ocean depth being at a constant 2 km. A linearly sloping beach is placed with its toe at x = 500 km with an inclination of 5%, which results in the coastline being located at x = 540 km in most models (see Figure 3, left). We additionally analyze the inundation behavior along a more realistic coastline in one model (model 4D). To this end a non-linear coastline is included in model 3B (Figure 3, right). We adapt the coastal topo-bathymetry of the Okushiri benchmark (Yeh, 1996; Honal and Rannabauer, 2020) and stretch it along the full y-direction model length. Every tsunami is generated using the time-dependent (dynamic) seafloor displacements generated in the 3D DR models from 0 to 200 s.


[image: Figure 3]
FIGURE 3. (Left) Sketch of the tsunami model setup for most scenarios for sam(oa)2-flash with a linearly sloping beach starting at x = 500 km. Red and blue colors are an exemplary snapshot of seafloor uplift and subsidence resulting from a DR model that are used to source the tsunami model. (Right) Zoom-in of the non-linear height profile of the complex beach used in one tsunami scenario (model 4.D) adapted from the Okushiri benchmark. The position and slope are designed to be comparable to the linear beach (left). The depth profile is illustrated by blue and red colors. Contour lines are shown every 500 m.


Depending on the used DR model setups, different tsunami modeling refinement levels and output configurations are required. The minimum spatial resolution in sam(oa)2-flash is defined as Δx = domain-width·(1/2)d/2. We use a minimum refinement level of d = 18 for all tsunami simulation runs, yielding a minimum spatial resolution of Δx = 2.34 km. To obtain detailed inundation patterns, we use a refinement of d = 30 (Δx = 36.62 m) near the coast and a maximum refinement of d = 26 (Δx = 146.5 m) in the remainder of the domain. On SuperMUC-NG, these simulations took 2:43 h on 100 nodes sourced by dynamic displacement. This corresponds to roughly 13,000 CPUh, respectively. Simulation outputs are in general written every 10 s of simulation time. If only sea surface height tracing measurements along a few axes are needed, a run with a maximum refinement of d = 24 (Δx = 293.0 m) takes approximately 27 min across 100 nodes (2,187 CPUh) with dynamic displacement. Output of the full wavefield with a maximum of d = 24 took 1:21 h across 32 nodes (2,074 CPUh) for dynamic displacements, writing outputs every 100 s of simulation time between t = 0 and t = 3,000. We note that in all our tsunami models, including a slow “tsunami earthquake,” the ratio of tsunami source width/ (source time × tsunami wave speed), in water depth of 2 km is >>1, indicating that the tsunami does not propagate over the source duration (Abrahams et al., 2021). We find differences of up to 10% in the tsunami system energy balance of kinetic and potential energy when comparing static with dynamic sources and source all tsunami in the following from the dynamic seafloor displacement.




4. RESULTS


4.1. Dynamic Rupture Models

We first investigate the effects of varying earthquake hypocenter locations in complex subduction initialized dynamic rupture models. We vary the hypocentral depth between 25, 30, 40, and 45 km, which resembles one shallow earthquake and three low strength excess regions in the geodynamic subduction and seismic cycle model. It has been inferred that hypocenters of large earthquakes are not arbitrarily distributed across fault planes, but located close by regions of large slip (Mai et al., 2005). Additionally, large subduction zone events may propagate preferably unilateral (McGuire et al., 2002) or bilateral (Mai et al., 2005) and rupture dynamics of subduction earthquakes may be significantly affected by bimaterial contrasts (Ma and Beroza, 2008). In our 12 scenarios listed in Table 1, different hypocenter depths lead to pronounced differences in dynamic rupture propagation. The models differ in their propagation direction, slip rates and rupture velocities, and include localized supershear rupture at different simulation times and fault locations.

Figures 4–6 compare snapshots of slip rate and rupture velocity as well as the accumulated fault slip of all 12 models. Animations of slip rate are provided in the Supplementary Material. Supplementary Figure 4 shows the peak slip rate of all 12 models. Table 2 summarizes all rupture characteristics.
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FIGURE 4. Slip rate at the timestep t = 12 s (model 1), t = 16 s (model 2), t = 10 s (model 3), and t = 14 s (model 4), capturing down-dip and up-dip propagating supershear rupture being triggered by one of the two topographic highs in the fault geometry depending on hypocentral depth. The white reflections highlight the uneven geometry of the fault. The hypocentral locations vary with depth (25, 30, 40, and 45 km) and laterally on the fault (y = −78.25 km, y = −156.5 km, y = −234.75 km). For model 1 and 2 supershear rupture evolves in downdip direction, whereas for model 3 and 4 in updip direction.



Table 2. Dynamic rupture and tsunami characteristics for model 1–4 with centered and lateral varying hypocenter locations.
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In model family 1 (shallowest hypocenter) nucleation is initiated at a depth of 25 km which is located above topographic high 1 on the megathrust. We observe complex dynamic rupture behavior, including supershear transition at topographic high 2, localized high slip rates within the fault depression and reactivation of fault slip at a late stage. Rupture propagates at low slip rates before reaching the edge of the first topographic high, where the slip rate increases. As the main rupture front hits the second topographic high (10 s), supershear rupture initiates in downdip direction (Figure 4).

For model family 2, we observe complex downdip propagating dynamic rupture behavior with supershear rupture being triggered at the second topographic high. The hypocenter is located at the edge of topographic high 1 (Figure 2). As the rupture front passes topographic high 1, slip rate increases, similar to model family 1. Supershear rupture is triggered in downdip direction at 15 s simulation time (Figures 4, 5).


[image: Figure 5]
FIGURE 5. Rupture velocity for 12 dynamic rupture simulations with varying hypocenter locations. Note the difference in nucleation radii according to Table 1. Most parts of the fault rupture at speeds around 3,000 m/s. Much lower velocities are visible in the shallower fault part. Supershear rupture is visible as dark blue areas in downdip direction for nucleation locations at a depth of 25 and 30 km and in updip direction for nucleation depths of 40 and 45 km. The rupture velocity is very inhomogeneous due to the complex and heterogeneous material properties on the fault.


The nucleation location in model family 3 corresponds to spontaneous failure in the 2D SC model. It is located on the lowermost point of the geometric depression of the fault, at 40 km depth. Slip evolves circularly and propagates away from the hypocenter. After 8 s simulation time, supershear rupture initiates in updip direction at topographic high 1 (see Figures 4, 5).

For model family 4, the hypocenter was placed at a depth of 45 km, which lies at the edge of the second topographic high. A circular rupture front evolves during 9 s simulation time. Supershear rupture arises in updip direction after 13 s, when the rupture front hits the first topographic high (Figures 4, 5).

In all 12 models, rupture fronts reach the lower limit of the seismogenic zone at x = 282.25 km after passing the second topographic high. In the SC model, ductile behavior begins to dominate here which is expressed as strength increase in the DR model. Rupture propagation is spontaneously arrested at this depth. Thus, in all 12 models, slip stops at the same depth. At the lateral edges of the prescribed megathrust fault, rupture is geometrically stopped, and no tapering of initial stress or strength is applied. Close to the surface, in the shallowest part of the fault, the sedimentary region allows for small slip while smoothly stopping rupture.

Bilateral rupture evolution appears to be symmetrical for centered hypocenters, despite bimaterial contrasts above and beneath the fault potentially affecting strike-slip faulting contributions (Harris and Day, 2005). For asymmetric hypocenter locations (models A and C of each model family), unilateral dynamic rupture propagation is identical to bilateral models within the first seconds until stopping phases from the closer fault edge affect rupture dynamics. In both cases (A and C), rupture dynamics appear minor symmetric with slight bimaterial effects (see rupture characteristics summarized in Table 2). Larger slip is accumulated at the respective far side of the fault (Figure 6). The highest absolute slip is observed in the models with hypocenter locations at y = −234.75 km (C models) and the lowest absolute fault slip is observed for models with hypocenters placed in the center of the fault (B models).
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FIGURE 6. Accumulated fault slip at the end of the simulation, after 200 s for 12 dynamic rupture models. The hypocenter locations vary with depth (25, 30, 40, and 45 km) and laterally on the fault (y = −78.25 km, y = −156.5 km, y = −234.75 km).


In all 12 models we observe localized weak reactivation of slip after approximately 100 s simulation time due to dynamic triggering caused by trapped waves. Waves are trapped within the accretionary wedge between the uppermost part of the fault and the surface until the end of the simulation (200 s). They are reflected at the free surface boundary and propagate back to the fault, which leads to very small amounts of shallow slip in the order of centimeters. As noted before, in the tsunami linking step any artificial contribution of these waves to seafloor displacements will be filtered.

Across all 12 models, the highest peak slip rate (PSR) occurs on the lower part of the fault, inside the geometric depression at ≈40 km depth, and spread out in along-strike direction (Supplementary Figure 4, Table 2). Model family 2 produces the highest PSR (model 2A, 27.29 m/s). Deeper earthquakes produce lower peak slip rates, such that the earthquakes with the deepest hypocenter (model family 4) exhibits the lowest PSR (model 4A, 23.06 m/s). Along-arc, PSR first increases while rupture propagates away from the hypocenter. Then it decreases due to dynamic interaction with the free surface and other fault edges. At the hypocenter, the PSR is low.

The overall highest absolute slip of 34.31 m is observed for model 4C (see Table 2) and the lowest absolute fault slip is observed for model 1B (32.40 m). For models with the same hypocentral depth, the maximum accumulated fault slip is consistently observed when the hypocenter location is located laterally at y = −234.75 km. At the same time, these earthquakes show relatively low peak slip rates. The lowest maximum absolute fault slip for models with the same hypocenter depth is observed for a laterally centered hypocenter. Moment magnitudes vary from MW = 8.87 (model 3B) to MW = 8.89 (model 4B, Table 2).



4.2. Tsunami Simulations

At 200 s simulation time, the filtered vertical sea-surface uplift has a maximum of ≈4 m which is located above the buried dynamic rupture fault plane for all 12 models (see Supplementary Figure 5). The sea surface uplift and subsidence reflect the patterns of accumulated slip in Figure 6. Thus, despite the stark dynamic differences in rupture dynamics between the 12 models, including supershear rupture evolution in up- or downdip direction, the static sea surface disturbance is nearly the same. For models of one family, we see lateral differences in the spatial extend of the sea surface uplift which are related to laterally varying hypocenter locations. For models with asymmetric on-fault slip distributions, we observe the same pattern in the sea surface uplift.

Supplementary Figure 6 illustrates the dynamically sourced tsunami propagation toward the simulation domain boundaries. After 2,300 s simulation time, the tsunami arrive at the coast with wave heights of up to ≈5.5 m. At the coast, we observe differences in the tsunami arrival times for laterally varying hypocenter locations of up to 100 s (Figure 7). The time delay between the tsunami waves caused by an earthquake with a centered hypocenter (B) and an earthquake with a hypocenter located at y = −78.25 km (A) are always some tens of seconds higher than the time delay between events with a centered hypocenter (B) and a hypocenter location of y = −234.75 km (C) (see Supplementary Figures 7–9). We observe only insignificant differences in the tsunami arrival time at the coast with varying hypocentral depths (Supplementary Figures 10–12). Tsunami that were generated by deeper earthquakes arrive few seconds later than those being generated by shallower ones.

Figure 7 shows the sea surface height (ssh) of the tsunami when arriving at the coast. We observe non-symmetric differences in coastal ssh in dependence of earthquake along-strike hypocentral location. A maximum wave height of ≈5.5 m can be observed in all 12 simulations. The difference in the tsunami height (Δssh) of models with a centered hypocentral location (B) and a hypocenter located at y = −78.25 km (A) present higher values of approximately 0.25–0.4 m than the Δssh of earthquakes with a centered hypocenter location (B) and earthquakes located at y = −234.75 km (C) (Δssh is ≈ 0.1 m). This agrees with the differences in tsunami arrival at the coast. For larger time delays we observe larger differences in the tsunami height accordingly. In summary, comparing all model families 1A-C, 2A-C, 3A-C, and 4A-C, the largest difference of 6 cm in coastal sea-surface heights can be observed between the shallowest earthquakes (models 1A-C) and earthquakes nucleating at 40 km depth (models 3A-C) (see Supplementary Figures 13–18).
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FIGURE 7. (Top) Comparison of sea surface height (ssh) for tsunami fronts arriving at the coast for the models 2A–2C (upper row). The difference in arrival times between the models is shown as Δssh (lower row). (Bottom) Inundation comparison for models 3A–3C. The green to white color scale shows the time delay for the tsunami fronts arriving at the coast (upper row). The difference in inundation between respective models is plotted as Δt (lower row).


We calculate the potential energy transferred by the earthquake rupture to the sea surface (the “tsunami potential energy”) (Melgar et al., 2019; Crempien et al., 2020):

[image: image]

where η is the vertical, static sea-floor deformation of the DR model (corresponding to the sea surface heights after 200 s shown in Tables 2, 3), with a water density of ρ=1,000kg/m3 and the gravitational acceleration being g=10m/s. The deepest earthquake (model 4B) produces the highest tsunami potential with ≈3,150 TJ which marginally differs from the tsunami potential of model 3B (Table 2). The tsunami resulting from shallower hypocenter depths (models 1B and 2B) have slightly smaller tsunami potentials of 3,078 and 3,062 TJ. Within model families 1 and 2, a centered hypocenter location leads to the highest tsunami potential, while for model family 3 and 4, the centered hypocenter causes the smallest tsunami potential. Within each model family, tsunami simulations with a hypocenter location at y = −78.25 km (A) always present lower tsunami potentials than models with hypocenter locations at y = −234.75 km (C).


Table 3. Dynamic rupture and tsunami characteristics for model 3B, 5, and 6 with centered hypocenter locations.
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4.3. Tsunami Simulation With Complex Coastal Topo-Bathymetry

We perform an additional tsunami simulation, model 3D, which is adapting model 3B by replacing the linearly sloping beach with a complex coastline (see Figure 3, right). We adapt the coastal topo-bathymetry of the Okushiri benchmark (Honal and Rannabauer, 2020) and stretch it along the full y-direction model length (section 3.2). The resulting sea-surface height and inundation area are displayed in Figure 8. Tsunami inundation is observed along the entire length of the coast. While the coastal parts at the far-ends of the domain are hit by a shallow wave of approximately 1 or 2 m, its central part is hit by high wave amplitudes of up to 8 m. In this model, the tsunami amplitudes are ≈2.5 m higher, compared to absolute sea-surface heights of ≈5.5 m for the linearly sloping beach.


[image: Figure 8]
FIGURE 8. Sea-surface height of the waves at the coast (left) and inundation area and time (right) for the tsunami scenario with a complex coast (Figure 3, right). Note the different x-axis scale compared to Figure 7 which is necessary to resolve the complex coastline at the beginning of the simulation (solid black line) accurately. The dotted line illustrates how far in-land the tsunami inundates.




4.4. Simulations With Increased Fracture Energy and Poisson's Ratio

We here analyse two additional dynamic rupture models based on reference model 3B varying on-fault or off-fault rheology. Firstly, we triple the critical slip weakening distance Dc from 0.1 to 0.3 m (model 5) which triples fracture energy and generates a “tsunami earthquake.” Secondly, Poisson's ratio is increased from ν=0.25 to ν=0.3 (model 6) everywhere in the domain. Both models result in shallow slip about twice as high as the reference model 3B (see Table 3). Table 1 shows the adapted nucleation characteristics that were necessary to initiate rupture on the fault. We do not further decrease the static friction coefficient, but increase the nucleation radius from 3.5 to 10.0 km (model 5). In model 6 a smaller nucleation area of only 1.8 km is sufficient. For the high fracture energy model 5, rupture dynamics evolve very differently to model 3B, specifically at much lower rupture velocities of max. 1,352 m/s. There is no supershear rupture triggered during the entire simulation time. In model 6 the dynamic rupture evolution is similar to model 3B and supershear rupture evolves in updip direction after 9 s.

For both models, 5 and 6, trapped waves are observed until the end of the simulation (200 s) dynamically interacting with the shallow part of the fault.

Figure 9 displays the rupture characteristics of model 3B, model 5, and model 6. Compared to the reference model 3B, both adapted models accumulate large shallow slip. The maximum and average fault slip of models 5 and 6 are about twice as high as in the reference model 3B (see Table 3), which reflects in increased earthquake magnitudes of MW=9.03 (model 5) and MW=9.04 (model 6). Also, their dynamic stress drops are higher and the maximum vertical dynamic seafloor displacement is increased by up to ≈2 m. Model 5 shows a much smaller PSR (12.59 m/s) and rupture velocity (1,352 m/s) then model 3B (24.12 and 2,124 m/s), while the PSR (24.80 m/s) and rupture velocity (1,936 m/s) of model 6 are similar to the reference model. The maximum PSR for all three models is always observed at the same depth which is located within the fault depression at ≈40 km depth.
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FIGURE 9. Fault slip, peak slip rate, and rupture velocity for the dynamic rupture models 3, 5 (increased fracture energy), and 6 (higher Poisson's ratio) after 200 s at the end of the DR simulation.


Figure 10, top, compares the sea-surface height of models 5 and 6 after 200 s, corresponding to the end time of the DR simulation. The overall tsunami waveforms in models 5 and 6 appear to be broader than in model 3B (Supplementary Figure 7) and the trajectories in Figure 10, bottom, show much higher tsunami amplitudes. After 1,400 s simulation time, the wave amplitudes of model 3B reach extrema of +2 and −3 m, whereas the tsunami in models 5 and 6 reach values of +2 and −5 m. After 2,300 s simulation time, the wavefronts hit the coast and result in maximum tsunami heights of over 7.5 m. This is ≈2.0 m higher than in the reference model 3B. An important difference between models 5 and 6 is the difference in rupture speed. While model 6 produces supershear rupture, the overall rupture velocity of model 5 is ≈1,352 m/s. Thus, although the model 5 earthquake scenario has a slightly smaller stress drop and magnitude than model 6, it produces the highest tsunami amplitudes.
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FIGURE 10. (Top) Sea surface height (ssh) for models 5 and 6 at t = 200 s with contours at −0.5, 0.5, 1.0, and 1.5 m, at the end of the DR earthquake simulations. (Bottom) Trajectories of the sea surface height for dynamically sourced tsunami (model 5 and 6) measured at y = 0.0, −156.5, and −313.0 km. Directly after the earthquake at t = 200 s (top), during the wave propagation at 1,400 s (middle), and at the time of coastal inundation at t = 2,200 s (bottom).


As the waves hit the coast there is a time delay of 100 s and a difference in tsunami height of ≈0.5 m between models 6 and 5 (see Figure 11). Due to the overall higher tsunami waves of models 5 and 6, the water inundates further on-shore and reaches higher distances from the coast than for model 3B. Model 5 has the highest tsunami potential with roughly 6,950 TJ and model 6 has a tsunami potential of 6182.48 TJ (Table 3). The tsunami potential of model 5 is twice as high as the one of reference model 3B.


[image: Figure 11]
FIGURE 11. (Top) Comparison of sea surface height for tsunami fronts arriving at the coast for the models 3B, 5, and 6. The difference between the models is shown as Δssh. In contrast to Figure 11 the x-axis (distance from coast) indicates higher values. This is due to the greater inundation area of model 5 which exceeds 161 m distance. (Bottom) Inundation comparison for models 3B, 5, and 6. The green to white color scale shows the time delay for the wave fronts arriving at the coast. The difference between the models is plotted as Δt with a blue (negative values) to red (p color-scale, respectively.




4.5. Dynamic Effects During Tsunami Generation by Supershear and Tsunami Earthquakes

Figure 12, top, shows snapshots of the unfiltered DR seafloor displacements of models 1B (supershear rupture in downdip direction), 3B (supershear rupture in updip direction), and 5 (tsunami earthquake, no supershear rupture) after 100 s simulation time. Localized, sharp uplifting fronts are visible in the dynamic displacement off-set from the centrally located hypocenter overprinting the static deformation signal. The ocean response recorded within the source region during the tsunami generation process of all 3 models (Figure 12, bottom) reflect the seismic, and near-field displacements around a rupture front at 100 s simulation time. The time series shown is recorded at x = −100 km and y = −150 km, which is well inside the DR modeling domain.
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FIGURE 12. (Top) Unfiltered seafloor displacements from dynamic rupture model 1B (supershear rupture in downdip direction), 3B (supershear rupture in updip direction), and 5 (tsunami earthquake) at a simulation time of 100 s. (Bottom) Tsunami generation sea surface height timeseries for model 1B, 3B, and 5 at x = −100 km, y = −150 km.


In our models, co-seismic ocean response phases appear for supershear earthquakes as well as for the “tsunami earthquake” propagating at sub-Rayleigh speed during the duration of earthquake slip and within the DR model, i.e., for the dynamic tsunami generation process. We here do not observe a faster, instantaneous supershear mach cone ocean response signature (e.g., identified in Elbanna et al. (2020) for strike-slip events). Additionally, due to our filtering approach, trapped seismic waves are effectively damped, also inside the near-fault region once rupture stops. We then do not observe dynamic phases propagating (Supplementary Figures 5, 6).




5. DISCUSSION


5.1. Simplifying Model Assumptions

In this study, we link 3D dynamic rupture initial conditions to a chosen slip event in a 2D long-term geodynamic subduction and seismic cycle. The linked initial conditions include a curved, blind fault geometry, spatially heterogeneous fault stresses, strength, and material properties. The SC 2D material properties, fault geometry, as well as stresses and strength are extruded into the third dimension without adding additional along-strike variability. While limiting complexity, we can in this manner isolate sensitivities, e.g., of hypocentral location, and their effects on rupture dynamics and tsunami generation, propagation and inundation.

In linking from the SC to the DR model, we adopt several simplifying assumptions to bridge the incompressibility and visco-elasto-plastic, plane-strain conditions of the subduction model to the compressible, elastic conditions of the earthquake model. The resulting 3D dynamic rupture is linked with the tsunami model through the time-dependent seafloor displacements, following the same methods as detailed in Madden et al. (2020). All resulting rupture models are characterized by uniformity along strike, rendering the dynamic earthquake source differences to be associated with along-dip variability in rupture dynamics controlled by the nucleation position relative to the two bands of topography on the megathrust. Future work may extend our analysis to include along-arc variations in stress, strength, rheology, and geometry across the megathrust as suggested by detailed imaging of fault geometry and shown to impact earthquake and tsunami dynamics (e.g., Galvez et al., 2019; Ulrich et al., 2020). The adopted “bumpy” fault geometry develops self-consistently with stress, strength and rheology in the SC model. Its along-depth dimensions aligns with conceptual asperity models governing megathrust fault slip. Future work may study the dynamic effects of subducted seamounts (e.g., Cloos, 1992) ensuring to adapt initial stresses consistently.

We use fully elastic material response in combination with linear slip weakening friction. The complexity of the DR model could be increased by including more complex physics, such as rapid velocity weakening rate-and state friction (Ulrich et al., 2019a), thermal pressurization of pore fluids (Gabriel et al., 2020), or off-fault plasticity (Wollherr et al., 2018; Ma and Nie, 2019).

In the linking step from the DR model to the tsunami model, we filter the seafloor displacements using a spatial-temporal Fourier-transform (section 4.5). Detailed analysis of the effects of relatively small coseismic phases on tsunami genesis, propagation, and inundation is here challenging due to the filter we apply. Future studies may use the unfiltered seafloor displacement as input to the tsunami model to analyse the fully dynamic interaction of the seafloor movements with the tsunami and inundation dynamics. sam(oa)2-flash 's hydrostatic shallow water tsunami model enables the simulation of tsunami genesis, propagation, and inundation at the coast. The approach is limited by the assumption of long wavelengths. Additionally, it does not take the interaction of wind with the water interface into account. Overall, the usage of the shallow water equations might overestimate wave amplitudes.

Our DR models do not account for seafloor bathymetry. A more realistic bathymetry would translate the horizontal earthquake motion into vertical displacements, such that the tsunami amplitude might be amplified (Tanioka and Satake, 1996; Lotto et al., 2018; Saito et al., 2019; Ulrich et al., 2019a). Recent work in van Zelst et al. (2021) complement this paper by using the exact subduction bathymetry and topography arising from the 2D seismic cycle model and include it in 2D DR simulation. The resulting seafloor displacement is linked to a one-dimensional shallow water tsunami model. The resulting maximum tsunami amplitude is 6.5 m, larger than our comparable 3D reference model 3B. It is here left for future work to combine their findings with our 3D sensitivity analysis.

The computational costs of each of the presented 15 linked scenarios (see sections 3.1 and 3.2) is well within the scope of the allocation typically available to users of supercomputing centers. While hundreds of such simulations are readily possible, fully physics-based dynamic rupture models rather complement than replace cheaper (e.g., kinematic) source descriptions used for millions of PTHA forward models. Specifically, for narrowing down the high-dimensional and often non-unique source parameter space in conjunction with observational or long-term modeling constraints and for sensitivity analysis of other parameters influencing rupture behavior and tsunami generation and propagation.



5.2. Hypocentral Depth and Up-Dip vs. Down-Dip Supershear Rupture Propagation

We vary the hypocenter location across four depths (25, 30, 40, 45 km) to study the effects on rupture dynamics and tsunami evolution, propagation, and coastal inundation. Earthquakes with shallower hypocentral depths (25 and 30 km depth) generally generate lower slip than earthquakes with deeper hypocenters (40 and 45 km depth). The lower accumulated on-fault slip for events with shallower hypocenters leads to comparably lower vertical seafloor displacement. In our SC initialized models, however, these differences are relatively minor and have small impact on tsunami generation, propagation and inundation, in contrast to what is typically observed from observational data (Bilek and Lay, 2018).

For simulations with shallower hypocenter locations, we observe supershear rupture propagating in the downdip direction, while hypocenters located at 40 and 45 km depth lead to supershear rupture in the updip direction. In either case, the slab geometry (topographic highs) and rheology influences the nucleation and direction of supershear rupture propagation significantly. In all our simulations, supershear rupture initiates when the rupture front hits a topographic high on the fault plane. The first topographic high (1) is related to a pile up of subducted sediments. The weaker material at the depth of the topographic high 1 might facilitate supershear rupture. Supershear rupture is also triggered by the second topographic high highlighting the complex dynamic effects of the long-term self-consistently developing fault roughness, stress, and rheology heterogeneities. The direction of supershear rupture propagation is determined by whether the updip or downdip rupture front interacts with the rough fault geometry (Bruhat et al., 2016; Bao et al., 2019; Tadapansawut et al., 2021). Megathrust supershear rupture is challenging to identify observationally but has been suggested in back-projection analysis of the Tohoku-Oki megathrust earthquake (Meng et al., 2011) and was analyzed in Cascadia 2D dynamic rupture models by Ramos and Huang (2019) who observe down-dip supershear rupture propagation near the ETS region caused by normal stress gradients (similar to the conditions governing our topographic highs).

Independent of where the earthquakes nucleate, the highest peak slip rate is consistently observed at the same location on the fault: inside the depression that separates the two local fault topographic highs, although the intensity of the slip rate decreases with increasing hypocentral depth. The calculated tsunami potential energy varies in the range of ΔET≈78 TJ for earthquakes nucleating at different depths. This is caused by a difference in the maximum seafloor displacement of approx. Δ=0.13 m.



5.3. Bilateral vs. Unilateral Rupture on a Complex Bimaterial Megathrust

To study unilateral vs. bilateral rupture effects on rupture dynamics (Hirano, 2019; McGuire et al., 2002) and tsunami generation, we shifted rupture nucleation from a centered hypocenter to 25% (A) and 75% (C) of the fault width (y = −78,25 and y = −234,75 km). Overall, differences are small. However, we note that earthquakes with a centered hypocentral location (B) consistently produce the highest stress drops and lowest accumulated slip on the fault, which lead to the lowest vertical seafloor displacement. The simulations with a nucleation patch at 75% (C) of the fault width show the highest accumulated slip for earthquakes at the same depth, but relatively low PSR. Due to the high amount of accumulated slip, we would expect the seafloor displacement to be the highest as well, but this is not the case for all model families, due to bimaterial effects (Brietzke et al., 2009). These effects lead to (minor) differences in amplitudes of the resulting tsunami at the coast and the (short) time delay between the arriving wave fronts. The higher sea surface uplift is also seen in the trajectories of the different models (Supplementary Figure 7).

We note again, that in difference to Madden et al. (2020), we here use the 2D geodynamic SC model developed in van Zelst et al. (2019) which has twice larger shear moduli. All our earthquakes show a higher stress drop of roughly 5 MPa compared to 2.2 MPa in Madden et al. (2020), whereas the rupture velocity remains the same (≈2, 100m/s). They also show a comparably lower maximum slip of 32.8 m (Madden et al., 2020 observe a slip of 42.2 m) on the fault plane, which is visible in the lower seafloor displacement as well (4.60 m compared to 28.1 m). Overall, our earthquake and tsunami scenario agree with observational scaling, resulting in a typical tsunami generating earthquake magnitude of MW = 8.8 and a tsunami wave height of roughly 5.5 m at the coast. For all 12 models with hypocenter variations, we find that high earthquake magnitudes (or high fault slip) correspond to the highest seafloor displacements and result in greater tsunami heights, as expected.



5.4. Comparison of Tsunami Behavior for Linear and Complex Coastline

To analyze the effect of coastal complexity on inundation, we included a non-linear coastline in model 3B (see Figure 3). The results show that the complex and more realistic setup yields higher tsunami amplitudes (up to 8 m, Figure 8) than the model with a linear beach (sea-surface height of up to 5 m, Figures 7, 11). The overall distribution of sea-surface heights along a non-linear coast is much more complex. Between y = 50 and y = −160 km, the distance between fault and coast increases. Beyond y = −160 km until y = −350 km this distance decreases. While the part between y = 50 and y = −160 km is hit by tsunami heights of up to 8 m, the sea-surface heights at the coast between y = −160 and y = −350 km are ≈2 m lower. This effect may be enhanced when combining a complex coastline with lateral varying earthquake source characteristics. Even though the waves of both, model 3B and the scenario with the complex beach arrive nearly simultaneously at the coast, they need ca. 1,000 seconds longer to reach the farthest onshore point in the non-linear case.



5.5. Large Shallow Slip

Most earthquakes of high magnitudes tend to have a large stress drop, accompanied with a high radiation energy (Festa et al., 2008). Venkataraman and Kanamori (2004) state that this is different for a special class of megathrust events, “tsunami earthquakes,” which have a comparably small radiation efficiency. We here model this dynamically by increasing the critical slip distance, the amount of slip over which the static friction coefficient in the dynamic rupture model decreases to the dynamic friction coefficient. Polet and Kanamori (2000) state that tsunami earthquakes tend to rupture the shallow portions of a fault, which results in a large amount of shallow slip. The increased Dc value in model 5 leads to a lower rupture velocity of 1,352 m/s compared to the rupture speed in the initial model 3B of 2,124 m/s. The mean velocity of 1,352 m/s is lower than 80% of the S-wave speed (van Zelst et al., 2019), which specifies this earthquake by definition as a tsunami earthquake (Kanamori, 1972; Bilek and Lay, 1999). As the rupture propagates updip, we observe high slip on the shallow fault. The slip is twice as high as in the initial model 3B, which leads to a higher max. vertical seafloor displacement (1.5 times the displacement of 3B) and a higher tsunami height (see Figure 11). This behavior is reflected in the tsunami potential of model 5, which is double the tsunami potential in model 3B.

In model 6, we increase the Poisson's ratio from ν = 0.25 to ν = 0.3. The increase in Poisson's ratio results in a reduction of the critical maximal shear stress on the fault (Xie et al., 2009). This means that rupture initiation is facilitated. Whereas, van Zelst et al. (2019) observe a decrease in slip with increasing Poisson's ratio, we find higher slip on the fault, together with a higher stress drop; model 6 has also double the amount of slip of model 3B, just as the “tsunami earthquake” model 5. This causes a higher vertical seafloor displacement and thus a higher tsunami. At the same time the rupture velocity remains nearly the same as in model 3B. Due to the high magnitude and accumulated shallow slip, the tsunami potential of model 6 is nearly twice as high as in model 3B. The differences in rupture dynamics between van Zelst et al. (2019) and our model 6 from varying the Poisson's ratio is due to the different choices in linking frictional parameters (we here assume constant Dc) which leads to differences in stress drop. While the stress drop in van Zelst et al. (2019) remains the same with increasing ν, we observe an increase of 1.08 MPa.

The main difference between model 5 and 6 are summarized in Tables 2, 3. In model 6, the peak slip rate and stress drop get amplified, leading to a similar rupture behavior than in model 3B with a higher magnitude and absolute slip, resulting in higher tsunami amplitudes. In model 5, the rupture velocity gets reduced and the rupture characteristics change. Although model 5 produces an earthquake with a slightly lower magnitude and stress drop, it produces a seafloor displacement that is 46 cm higher than for model 6. The tsunami earthquake (model 5) generates the highest tsunami amplitude of all these models and consequently the greatest inundation area at the coast, while the waves arrive significantly later due to the lower rupture velocity. The effect of a Poisson's ratio increase in model 6 is not quite as large as the change of the rupture dynamics and tsunami generation in model 5. While in model 5 rupture propagates at sub-shear speeds, supershear rupture still evolves in model 6. Nevertheless, an increasing critical slip weakening distance Dc just as a change in the material properties in the earthquake rupture model can drastically change the rupture dynamics and influence tsunami generation and propagation (see Figure 11). We note that for future analysis of the effects of enhanced shallow slip such as occurring in both models 5 and 6, it will be crucial to combine our analysis with 3D non-constant water depth in the source region, since a realistic subduction zone geometry (van Zelst et al., 2021) will place shallow slip in deeper water and cause additional effects due to horizontal motions and steep topography contrasts.




6. CONCLUSION

We investigate the influence of hypocentral depth, rupture propagation direction and bimaterial effects, as well as the influence of fracture energy and Poisson's ratio on rupture behavior and tsunami generation and propagation. We analyse 15 subduction-initialized 3D dynamic earthquake rupture tsunami propagation and tsunami run-up scenarios. We vary the hypocentral depth between 25, 30, 40, and 45 km, which resembles four low strength excess regions in the geodynamic subduction and seismic cycle model. In all models, supershear rupture is triggered once the earthquake rupture front crosses one of two distinct topographic highs in the megathrust geometry, which are related to sediment subduction on geodynamic time scales. Earthquakes from shallow hypocenters exhibit supershear rupture in the downdip direction, whereas supershear rupture propagates updip for earthquakes that nucleate deeper. Albeit dynamic earthquakes differ (rupture speed, peak slip-rate, fault slip, bimaterial effects), the effects of hypocentral depth on tsunami dynamics are negligible. Earthquakes with deeper hypocenters accumulate higher slip during up-dip rupture compared to shallow hypocenters, in which rupture mainly propagates downdip. Larger fault slip correlates with larger vertical seafloor displacement by up to 13 cm, which is reflected in the tsunami potentials. These tendencies barely affect the tsunami run-up behavior at the coast, where the maximum difference in tsunami height is only a few centimeters and the wave arrival times vary by few seconds.

Lateral hypocenter variations lead to small effects such as delayed wave arrival of up to 100 s and differences in tsunami amplitude of up to 0.4 m at the coast. To study unilateral vs. bilateral directivity effects on dynamic megathrust rupture, tsunami generation, propagation, and inundation, we varied the hypocenter location along-strike at all of above depth locations. We find that the highest fault slip is always observed for unilateral rupture with hypocenters located at 75% of the fault width (at y = −234.75 km), whereas a centered rupture initiation leads to purely bilateral rupture including the lowest dynamically accumulated slip. In between models of one model family, fault slip varies up to ≈1.5 m. We find only minor bimaterial effects; models with hypocenters located at 25% of the fault width mostly mirror those with hypocenters at 75% of the fault width.

We dynamically generate a “tsunami earthquake” by increasing the critical slip distance, and thus increasing the amount of fracture energy and decreasing radiation efficiency of the bilateral, 40 km deep dynamic earthquake rupture model. This results in lower rupture velocities (average rupture velocities in model 5 are 64% of those in model 3B) and doubles the amount of on-fault slip which is then, in contrast to the initial model, concentrated on the shallow part of the fault. This leads to a ≈2 m higher vertical seafloor displacement and a ≈2 m higher tsunami amplitude at the coast. Increasing Poisson's ratio has a similarly large effect on shallow fault slip, but less on tsunami height and run-up. Increasing ν from 0.25 to 0.3 doubles the amount of fault slip and favors shallow slip, leading to a vertical seafloor uplift of ≈6 m, which is an increase of 1.5 m and a difference of up to ≈1.5 m in coastal tsunami amplitudes.

Our sensitivity analysis based on 15 physics-based linked earthquake and tsunami and inundation models for a generic megathrust setting can provide building blocks toward dynamic rupture modeling complementing Probabilistic Tsunami Hazard Analysis (PTHA). Virtual laboratories, such as we use here, using computationally efficient and open source earthquake and tsunami computational models enable hypothesis testing and physics-based plausibility assessment of linked tsunami and earthquake models of varying complexity.
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v Model 1st Min 1st Max 1stA 2nd A 3nd A

(m®) t(s), h (m) t(s), h (m) At (s), Ah (m) At (s), Ah (m) At (s), Ah (m)
7.1 x 10° 3H-RL 44, —1.65 90, 1.67 46,3.32 32, 1.60 31,1.26
3NH-RL 49, —1.45 85,2.06 36,3.51 41,251 101,1.58
11.8x 10° 3H-RL 44, -2.93 90,3.19 46,6.12 28,283 31,224
BNH-RL 49, —2.60 85,361 36,6.22 40,4.33 98,295
17.6 x 108 3H-RL 45, —-4.87 89, 5.65 44,10.52 29,4.66 33,3.13
BNH-RL 50, —4.40 86,5.84 36,10.24 34,657 93,4.38

The A() refer to the diference between the first, second, and third minimum-maximum sequence. The period of each of these pulses is T = 2At. The results are obtained by using the
Multilayer-HySEA (mH-RL and mNH-RL, 3 layers) for three different volumes of rigid landslides.
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v Model 1st Min 1st Max istA 2nd A 3nd A

(md) t(s), h (m) t(s), h (m) At (s), Ah (m) At (s), Ah (m) At (s), Ah (m)
7.1 % 108 3NH-GL 46, —1.93 96, 1.28 50,321 30, 1.67 34,1.00
SNH-GL 46, —1.85 78,1.49 32,334 30, 1.58 34, 1.08
10NH-GL 46, -1.78 78,1.68 32,3.46 30, 1.68 34,1.11
11.8 x 108 3NH-GL 46, —3.43 96, 2.61 50, 6.04 30,265 34,171
BSNH-GL 46, -3.29 80, 2.64 34,5.94 28,259 34,1.81
10NH-GL. 46, -3.18 80, 2.89 34,6.07 30,257 34,1.89
17.6 x 10° 3NH-GL 46, —-5.65 96,4.28 50,9.93 28,3.70 38,244
SNH-GL 46, -5.44 80,4.24 34,968 28,361 36,257
10NH-GL 40, -5.27 80, 4.65 34,992 30,367 36,2.63

The A() refer to the difference between the first, second, and third minimum-maximum sequence. The period of each of these pulses is T = 2At. The results are obtained by using the
Multilayer-HySEA (mNH-GL, 3, 5, and 10 layers) for three different volumes of granular landslide.
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Model Number of layers Architecture

NHWAVE 3 Intel Xeon 192 cores*
Multilayer-HySEA NH-RL 1 NVIDIA P100™

3

5

20
Multitayer-HySEA Hydro 1/3/6 NVIDIA P100*

10m
10m
10m
10m
40m
10m

Spatial resolution Number of cells

920 x 660
920 x 660

230 x 165
920 x 660

Total simulated time Approximate wall clock time

600s
600s

600s

12h
1h
3h
5h
30 min
<10 min

*16 x Intel(R) Xeon(R) CPU ES-2630 v3, 2.40 GHz, 192 cores, peak performance 2.5 TFLOPS (=10° Floating Point Operations Per Second). “*NVIDIA Tesla P100 16GB, 3584 CUDA

cores, peak performance 4.7 TFLOPS.
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Parameter Value

X, ¥ position of the lansiide center (WGS84, UTM 33) 517563, 4295449
Width, Length (m) 670, 670
Initial depth (m) 293
Thickness (i) 450/74.7/112.0
Volume (m®) 7.1/11.8/17.6 x10°
X, Y position of gauge 1 (WGS84, UTM 33) 516788, 4294437
X, Y position of gauge 2 518427, 4296006
X, Y position of gauge 3 520359, 4295865
X, Y position of gauge 4 521804, 4296463
Landslide density (kg/m®) 2,600

Water density (kg/m®) 1,000
*Global drag coefficient Cy 1.0
*Added mass coefficient C, 1.0
*Goulomb friction coefficient C, 00
**Pouliquen and Forterre (2002) friction coefficients j: 0.02-0.18
*Manning coefficient § 003

“Indlcates parameters used for the AL model. ** Indicates parameters used only for the
GL model.
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Numerical code Underlying wave + landslide models
NHWAVE SNH-RL

Multiayer-HySEA non-hydrostatic MNH-RU/GL

Multiayer-HySEA hydrostatic SW-RL/GL

*Central Processing Unit—Message Passing Interface, **Graphic Processing Units —Compute Unified Device Architecture.

Numerical solver

Finite volumes
Finite volumes

Finite volumes

Parallelization

CPU-MPI*
GPU-CUDA™
GPU-CUDA
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RL

GL

Landslide Model

Rigid Landslide

Granular Landslide

Dynamics

‘The landslide volume and shape are constant, the
Kinematics of the center of mass are prescribed by a
prognostic equation obtained by balancing the effects of
inertia, gravity, buoyancy, Coulomb (bed) friction,
hydrodynamic friction, and drag forces Enet and Grili,
2007.

The landslide is described by a depth-averaged model
as an incompressible granular fluid, with an empirical
theology and basal friction model Savage and Hutter,
1989. The landslide volume is constant, but the shape
and velocity depend on the water and granular fluid
dynamics Fernéndez-Nisto et al., 2008.

Coupling with wave model

[

. Bathymetric changes (one-way: the water wave does

not affect the landslide).
Landslide-water considered in the kinematic law.

. Bathymetric changes.

Landslide-water friction.
Neglected fluctuations of granular fluid pressure due
to the variations of the free-surface.
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Description

NS Navier-Stokes
sNH Navier-Stokes in sigma
coordinates,

non-hydrostatic

mNH Multi-ayer non-hydrostatic
NH Single-layer, non-hydrostatic
sw Single-layer, hycrostatic

(non-linear shallow water)

His the water depth and » is the tsunami wavelength.

Approximations

Incompressible fluid with
constant density (except in
gravity terms treated with
Boussihesq approximation).

Incompressible fluid, dispersive
waves (H/. ~ 1) (depending on
the number of sigma-layers)

Incompressible fluid, dispersive
waves (H/2 ~ 1) (depending on
the number of layers).
Incompressible fluid, long waves
(H/2 < 1 atan order higher than
one).

Incompressible fluid, long
wavelengths (frst order). Gentle
bathymetric changes.

Described phenomena

Dispersive waves, dissipation,
turbulence, non-linear wave
propagation (e.g., solitons),
vertical variations of pressure
and velocity. Rapidly changing
bathymetry and steep slopes.
Same as NS.

Same as NS.

Dispersive waves, non-linear
phenomena.

Topographic including shoaling
effects.

Phenomena not described

Compressible effects, surface
tension.

Same as NS. Limited vertical
resolution, but better free surface
tracking, with respect to NS on
fixed meshes.

Same as sNH.

Vertical mass/momentum flows
and stratification. Deep-water
waves.

Phase dispersion, wave
breaking, steep, and complex
bathymetry.
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IcU
Icu
IcU
Icu
IcU
ICU
IcU
ICU
IcU
LR

LR

MW
MW
MW
MW
MW
ot

oT

oT

oT

PW

Bldg id

Bi1
M15
T4
B10
m27
B7
M1
M1
B7
B6
m27
M33
T
M27
T
Bi1
B9
M27
B10
M12
m
T

Floor

GF
GF
GF
GF
GF
IF
1F
1F
2F
GF
GF
GF
GF
1F
1F
1F
GF
GF
GF
2F
GF
1F

TRRI—hazard level 1

TRRI—hazard level 2

TRRI—hazard level 3

Base-line

0.2
1.0
05
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1.0
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1.0
1.0
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1.0
1.0
05
1.0
05
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05

wi
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0.1
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05
0.1
0.1
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0.1
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0.1
0.1
0.1

wi2

02
10
05
02
10
02
10
10
02
02
1.0
1.0
05
10
05
02
02
10
02
10
05
05

wi3

01
01
01
01
01
01
05
05
01
01
01
10
01
01
01
0.1
0.1
01
0.1
01
01
01

Base-line

03
1.0
08
04
1.0
0.4
1.0
1.0
04
0.4
1.0
1.0
1.0
1.0
0.8
03
03
1.0
0.4
1.0
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08
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0.1
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Unit  Bldgid  Floor Hazard level 1 Hazard level 2 Hazard level 3
Struct  Debris  Scour  Bldg  Stuct Debris  Scour  Bldg  Stuct  Debris  Scour  Bldg

IcU B11 GF 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 03 1.0 1.0 1.0
IcU M15 GF 0.0 0.0 1.0 10 0.4 0.2 10 1.0 1.0 02 1.0 1.0
IcU T4 GF 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 0.1 0.0 0.0 0.1
ICU B10 GF 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 03 03 05 05
IcU M27 GF 0.1 0.0 0.2 02 07 0.2 04 07 1.0 02 1.0 1.0
ICU B7 1F 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 03 07 1.0 1.0
IcU M1 1F 0.1 0.2 05 05 08 0.2 10 1.0 1.0 02 1.0 1.0
ICU M1 1F 0.1 0.2 05 05 08 0.2 10 1.0 1.0 02 1.0 1.0
ICU B7 2F 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 03 07 1.0 1.0
LR B6 GF 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 0.2 03 03 03
LR M27 GF 0.1 0.0 0.2 02 07 0.2 0.4 0.7 1.0 02 1.0 1.0
MW M33 GF 0.0 0.0 0.0 00 06 0.2 10 1.0 1.0 02 1.0 1.0
MW T9 GF 0.0 0.0 0.0 00 0.0 0.0 00 0.0 0.6 03 0.3 0.6
MW M7 1F 0.1 0.0 02 02 07 02 04 07 1.0 02 1.0 1.0
MW T9 1F 0.0 0.0 0.0 00 0.0 0.0 00 0.0 0.6 03 0.3 0.6
MW B11 1F 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 03 1.0 1.0 1.0
oT B9 GF 0.0 0.0 0.0 00 0.0 0.0 00 0.0 0.1 03 0.3 03
ot M7 GF 0.1 0.0 02 02 07 02 04 07 1.0 02 1.0 1.0
oT B10 GF 0.0 0.0 0.0 00 0.0 0.0 00 0.0 0.3 03 0.5 0.5
oT Mi12 2F 0.1 0.0 0.2 02 06 0.1 04 06 1.0 01 1.0 1.0
PW ™ GF 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

PW H 1F 0.0 0.0 0.0 00 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
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index Name

1 Lake Geneva

2 Lake Constance
3 Lake Maggiore
4 Lake Neuchatel
5 Lake Luceme
6 Lake Zuich

7 Lake Lugano

8 LakeThun

0 LokeBiel

10 LakeZug

11 Lake Brienz

12 Lake Walen

13 Lake Murten

14 Lake Sempach
15 Lake Halwi

16 Lake Joux

17 Lake Greffen

18 Lake Samen
19 Lake Aegeri

20 Lake Baldegg
21 LakeSis

22 Lake Sivaplana
23 Lake Kioental
24 Lake Plaefiion
25 Lake Laverz
2 Lake Lungem
27 Lake Poschiavo
28 Lake Oeschinen

SAEMM, Subaerial mass movements; SAQMI, subaqueous mass movements.

a72
305

193
429
434

408
27
558
429
413

a19

429
504
aa9

1,004
43
468
724
463

1797

1790
844
537
aa7

688
962
1578

310
252

ar2
276
214

136
288
215

74
197
260

150

46
87
a7
@
3
52
&
3
7
7
45
%
13

68
84
56

2207
a0

2141
1408
157.7

1368
100.1
634
502
433
a5

304

249
202
197
249
173
17
161
13
148
182
125
a2
15

105
74
55

580
5308

2156
2152
1189

889
492
478
M2
384
208
241

27
144
102
88
83
7.4
73
52
a1
32
31
31
3

2
2
12

Lake level (m.a.s.l) Maximum depth (m) Shoreline length (km)* Lake area (km?)® Historical tsunami year

and height (m)

AD 563: 8-18 m (remer ot al, 2012)
AD1720: “Unusual wave action”
(Gisler and Fah, 2011)

AD 1601: 3-4 m (Cysa, 1969)

AD 1687: 55 m (Hibe and Anseimett, 2014 and
references therein)

AD 1931: 3.15 m Alpnacherse (Huber, 1982)
AD 1982: 2-3 m Kefrsiten (Huber, 1982)

AD 1982: 3-4 m Gersau (Huber, 1982)

AD 1963: 4 m Obermatt (Huber, 1982)

AD 1964: 15 m Obermat (Huoer, 1952)

AD 2007 5-6 m Obermatt, 1-1.5 m Weggis

(Fuchs and Boes, 2010)

AD 1996: *Smalltsunami wave®
(Grardclos et al, 2007)

AD 1946: 5-6 m (Huber 1962)
AD 1924 8-9 m (Huber 1962)

~15 m (Bussmann and Anseimett, 2010
‘and references therein)

Trigger (SAEMM/SAQMM)

'SAEMM triggered SAQMM (cascading effect
‘SAQUM (earthauale-riggered)

‘SAQUM (earthqualcetriggered)
SAQMM

SAEMM
SAEMM
SAEMM
SAEMM
SAEMM
SAEMM

SAQMM

SAEMM
SAEMM

'SAEMM triggered SAQMM (cascading effect

"Onlyouter shorine rom SwissTLM3D (swisstopo) dataset (., no shorelnes ofisands) are considered. This affects aiso calculation f ko area . land rea of isands not subiractec). Note: only documented masss movements with wave.
height estimates are fisted.
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Input parameter

IP1: Potental for subaerial mass-movements

IP2: Potential for subaqueous mass-movements

IP3: Potential for seismicity

IP4: Inverse SOR

IP5: Potential for inundation

BOR oG ekt Al

Represented by

Ratlo of Fahvboschung >30' 1o tota watershed area or each ake

Rato of siope area within 10-25 to total slope area. Siope areals
defined as all zones with inclnations >5

Expected SA0.39) for earthauakes with an exceedance
probabiity of 10% in 50 years from Wiemer et al. (2016) for each
Take center point

1/"SDR" (Aronow, 1982): Inverse of the actual shorelne lengih
divided by a hypotheticalshorelie length or a perect circe wth
the actual lake area

Low-fing shore zones. Ratio of zones below lake evel up o <5 m
abovemean lake levelwihin 1,000 m shore-strp around shoreline
10 total area of 1,000 m shore-stip

Main assumption

Ratio of area within watershed with Fahvboschung >30" o total
watershed area is an indicator of subaerial mass-movement
‘caused tsunami potential, as subaerial rocks tend to mobiize fo
Fatrboschung >30°

Most sublacustrine mass movements occur on siopes with
incinations between 10 and 25"

Lakes located in zones with greater seismic acthty are expected
to experience more earthquake-triggered subaerial and
subaqueous mass moverments

‘The more complex a lake shape (.., the larger the ratio betweer
the actual shorine and the hypothetical shoreine length for a
perfect Gicke), the lower the generaltsunami potential o the
whole lake. This is assumed as for complex lakes with many
basins only a few basins may be fected

Lakes surounded by a greater percentage of low-ing areas can
be affected by larger inundated arcas
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Name

Thasos slide

Al-Borani

Assi slide

Gaviota mudfiow

Location Headwall depth
(m)
Aegean sea ~375
Papua New Guinea 1,420
Alboran sea 700-800
Alboran sea 70

Atsumi escarpment near Namiai Trough, Japan

Offshore southern Calabria

Southen Adriatic 560
Santa Barbara channel, Souther California 380

Deposit depth
(m)

800

700
500

Initial volume

(km?)

1.85

05

Deposit volume
(km?)

38
6.4
22-56
1
1.26
1.85
0.03
0.2

References

Janin et al. (2019)
Tappin et al. (2008)
Rodriguez et al. (2017)
Macias et al. (2015)
Harbitz et al. (2014)
Ceramicola et al. (2014)
Argnani et al. (2011)
Fisher et al. (2005)
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Zones M>5(years)  M>6(years) M > 7 (years)

Arava valley 30 280 3,800
Elat basin 50 460 6,000
Aragonese 50 460 6,000
Arnona (Dakar) Basin® 30 300 4,000

aShapira and Hofstetter (2002) denote Dakar Basin as Arnona Basin.
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Class j

i I e

75
8.0
85
90

Annual probability P,

0.08012
0.01901

0.00601
0.00190

Return period (years)

166
526
166.3
5260
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Westport
All-fine
Coarse-mod
Clusters-fine
Al-pseudo

cc
Al-fine
Coarse-mod
Clusters-fine
Al-pseudo

2,500 years 500 years

Max () Max (¢) Mean (3) Mean () Max () Max (¢) Mean (3) Mean ()
0.00 104 000 375 0.00 506 0.00 201
586 893 067 3.74 303 470 022 1.70
172 964 028 352 095 481 0.10 203
119 1041 013 362 075 487 0.07 1.88
0.00 962 000 5.23 0.00 387 0.00 219
254 886 032 5.21 1.58 335 045 210
278 105 047 534 1.10 368 022 230
161 987 014 5.18 064 388 011 214

Allvalues arein meters. The columns labeled max () and mean (&) are the maximum and mean of the diference over allgrid points (i,f), €.9. for the coarse-modrow, 4 = [(5, — z'm\, For
comparison, the corresponding maximum andl mean values of { e, &Cross the community are also listed for each strategy, in the columns labeled max (Y and mean (0. Recall that ¢

represents the maximum fooding depth on Jand, or the looding depth added 1o the pre-seismic bathymetry for paints offshore.
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Model component

Renewal model

Magnitude model

Earthquake source
model

Ground motion model

Tsunami inundation
model

Seismic fragilty
functions

Tsunami fragity
functions

Building exposure
model

Details

Inter-arrival time distributions are based on the
exponential distribution, lognorml distribution, BPT
distribution, and Welbul distribution. Due to the very
small probabity of major earthquakes for the lognormal
and BPT distributions when the elapsed time is set to
10 years and the duration is set to 1 year, the Weibul
distribution is mainly focused upon for the renewal
earthquake occurrence process.

The truncated exponential model with upper and lower
bounds of M7.5 and M9.1 (with 0.2 nterval)is considered
with the mean recurrence period of 12.5 years for >M7.5
events. The characteristic earthquake models with upper
and lower bounds of M8.3 and M9.1, MB.7 and M9.1,
and M8.9 and M9.1, are considered with the mean
recurrence periods of 105, 168, and 225 years for
>M8.3, >MB.7, and >M8.9 events, respectively. The
moment release rate is conserved for different magnitude
models.

Fault geometry and earthquake sip distributions are
characterized by using the stochastic synthesis method
by Goda et al. (2014) and the statistical scaiing
relationships by Goda et al. (2016). 500 stochastic
source models are generated for each of the magnitude
ranges having 0.2-unit interval between M7.5 and M9.1
(i., 4,000 source models).

The PGV model by Morikawa and Fujiwara (2013) is
considered. Average shear wave velocity is obtained
from J-SHIS (250-m grids). The intra-event spatial
correlation model of Goda and Atkinson (2010) is
implemented.

The TUNAMI code by Goto et al. (1997) is used to
evaluate nonlinear shallow water equations with run-up.
Initial dislocation profiles are computed using Okada
(1985) equations and Tanioka and Satake (1996)
equations. A nested grid system of 1350-m, 450-m, 150-
m, and 50-m is obtained from the Miyagi Prefectural
Government. The coastal defense structures and
Manning’s roughness coefficients are taken into account.
The empirical PGV-based models by Yamaguchi and
‘Yamazaki (2001), Midorikawa et al. (2011), and Wu et al.
(2016) are considered with equal weighting of the three
functions. The underlying shaking damage data are from
the 1995 Kobe earthquake, seven crustal earthquakes
that occurred between 2003 and 2008, and the 2011
Tohoku earthquake, respectively. The damage-loss
functions are based on Kusaka et al. (2015).

The empirical inundation-depth-based model by De Risi
et al. (2017) is considered. The underlying tsunami
damage data are from the 2011 Tohoku tsunami. The
damage states are defined based on the MLIT tsunami
damage database for the 2011 Tohoku event, and the
corresponding damage-loss functions are adopted

The building data are obtained from the MLIT tsunami
damage database for the 2011 Tohoku event. The
regional building cost information is obtained from the
MLIT statistics of regional construction data (http:/www.
miit.go jo/toukefouhou/chojou/stat-e.htm) and from
Construction Research Institute (2011).
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Duration Tp
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Lateral hypocenter location k]
Max. absolute fault slip [m]
Mean absolute fault slip fm]
Max. peak slip rate [m/s]

Mean peak sip rate [m/s]
Magnitude (1)

Mean rupture velocity [ms]
Mean stress drop [MPa
Seafloor displacement [m]
Tounami potential [11]

Lateral hypocenter location [km]
Max. absolute fault slip fm]
Mean absolute fault slip m]
Max. peak slip rate [m/s]

Mean peak siip rate fm/s)
Magnitude [1)

Mean rupture velocity [ms]
Mean stress drop [MPa]

Max. seafloor displacement [m]
Tsunami potential [TJ]

1A

-78.25
33.13
16.29
26.61
411
8.88
2,083
5.19
4.58
3018.81

3A

7825
33.80
16.51
23.69
4.08
8.88
2,119
5.13
4.66
3045.13

Model 1

1B

-156.5
32.40
16.27
26.75
4.24
8.88
2,042
5.23
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3078.00

Model 3

3B

-156.5
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3.C
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2A
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2995.31

4.A
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33.82
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5.23
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3067.32

Model 2

2B

-156.5
32.43
15.16
27.18
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8.88
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4.58
3062.01

Model 4

4B
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32.91
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5.28
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3149.63

2c
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Model family ~ Hypocenter  Radius nucleation Static friction

Depth [km] zone [km] Coeff.
Model 1 25 150 0013
Model 2 30 33 0019
Model 3 40 20 0019
Model 4 45 35 0019
Model 40 100 0019
Model 6 Y 18 0019

Each model famiy includes three dynamic rupture scenarios with varying lateral
hypocenter location (A~C). Nucleation characteristics vary between the dynamic rupture
model familles. The material properties that are imported from the seismic cycle model
andused as nitiel conitions vary with depth. Thus, different static frction coefficients and
radii have to be chosen to enable nucleation at different depths. Model & is adapted from
the reference model 3B frction law with higher fracture energy. Model 6 is the reference
model 38 with a higher Poisson’s ratio of 0.3.
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Name

E20
E20_max
E45

E80
E80_max
E160
E160_max
N20

N4O

NSO
N50_max
N8O
N8O_max
N120
N120_max
N160
N160_max
N200
N240

Period, T (s)

24
31
54
75
86"
150°
146°
20
42
50
49
87
87
129
129
170
168
208
245

Crest amplitude,
Ac (m)

0.055
0.113
0.065
0.04

0.118
0.047
0115
0.084
0.048
0.052
0.061
0.040
0.070
0.047
0.072
0.052
0.080
0.054
0.056

Note: Wave length calculated using the shallow water approximation

sindicates period affected by reflections at calibration point.

Trough amplitude,
At (m)

-0.047
-0.060
-0.038
-0.087
-0.042

-0.123
-0.055
-0.058

Calculated wave length, A
(m)

63

63

141
236
270
470
457
63

131
155
154
274
272
406
403
532
527
652
769
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Name Period, T (5) Crest amplitude, Trough amplitude, Calculated wave length, L

Ag (m) Ay (m) (m)

Elevated_T = 160 s 160 0.056 = 500
Elevated T = 80s 80 0.066 - 250
Elevated T =45s 45 0.085 = 140
Elevated T =20s 20 0.089 - 63
Nwave_T = 240's 240 0.036 -0.041 750
Nwave_T = 200 s 200 0.040 -0.043 630
166 0.041 -0.041 520
m 0.083 -0.045 350
80 0.044 -0.039 250
80 0.075 .065 250
70 0.075 -0.067 220
40 0.033 -0.054 126

20 0.083 -0.049 63

Note: Wave kengih calcutated using the shalow water approxinalion.
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