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Editorial on the Research Topic

Peregrine Soliton and Breathers in Wave Physics: Achievements and Perspectives

The field of rogue wave physics has been extended well beyond the hydrodynamics community
during the last decade, in particular, due to the analogy drawn through the one-dimensional
nonlinear Schrödinger equation (NLSE) and related nonlinear wave theory. More specifically,
breather solutions to the NLSE, whose entire space-time evolution is analytically described, are
now considered as the simplest nonlinear prototypes of possible eminent hydrodynamic rogue
waves, which are responsible for many maritime catastrophes. A special focus has been placed on
doubly localized Peregrine-type breathers. Breathers exhibit unique pulsating on a nonzero
background and localization properties directly linked to the ubiquitous modulation instability
phenomenon in one-dimensional wave propagation scenarios.

It is worth mentioning that since their discovery in the late 70s, breather solutions on a finite
background and notably those manifesting double localization [1] have remained untested
experimentally, for almost 30 years, until their emergence into the light in 2010 [2]. Following
the observation in optics, two experimental observations in other distinct fields of wave physics,
namely, fluids dynamics [3] and plasma [4], followed within a few months after. All of them
confirmed the controlled generation of doubly localized and strongly nonlinear Peregrine-type waves
in real physical systems. These have now been among the highly cited studies in nonlinear wave
physics during the last decade. The proof of existence and control of this class of nonlinear waves
have been of fundamental significance for extreme wave dynamics control in laboratory
environments and are now driving numerous experimental studies in various wave systems and
mathematical and engineering developments worldwide.

This multidisciplinary research topic commemorates the 10th anniversary of the observation of
the Peregrine breather (also commonly called the Peregrine soliton or the rational breather). A
collection of fourteen original research, four brief research report, three mini-review, and three
review articles are presented, featuring some of the latest advances in theoretical, numerical, and
experimental studies of breather waves and modulation instability processes.

As an introduction to this research topic, we first refer the reader to four articles that review some
of the theoretical foundations of breather waves. Karjanto discussed the relationship between
periodic first-order breather solutions and their limiting behavior toward the Peregrine breather.
Alejo et al. recalled the unstable properties of these nonlinear Schrödinger-type breathers, according

Edited and reviewed by:
José S. Andrade Jr,

Federal University of Ceara, Brazil

*Correspondence:
Bertrand Kibler

bertrand.kibler@u-bourgogne.fr

Specialty section:
This article was submitted to

Mathematical and Statistical Physics,
a section of the journal

Frontiers in Physics

Received: 15 October 2021
Accepted: 04 November 2021
Published: 02 December 2021

Citation:
Kibler B, Chabchoub A and Bailung H
(2021) Editorial: Peregrine Soliton and

Breathers in Wave Physics:
Achievements and Perspectives.

Front. Phys. 9:795983.
doi: 10.3389/fphy.2021.795983

Frontiers in Physics | www.frontiersin.org December 2021 | Volume 9 | Article 7959831

EDITORIAL
published: 02 December 2021

doi: 10.3389/fphy.2021.795983

5

http://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2021.795983&domain=pdf&date_stamp=2021-12-02
https://www.frontiersin.org/articles/10.3389/fphy.2021.795983/full
https://www.frontiersin.org/articles/10.3389/fphy.2021.795983/full
https://www.frontiersin.org/articles/10.3389/fphy.2021.795983/full
https://www.frontiersin.org/researchtopic/13085
https://www.frontiersin.org/articles/10.3389/fphy.2021.599767/full
https://www.frontiersin.org/articles/10.3389/fphy.2020.591995/full
http://creativecommons.org/licenses/by/4.0/
mailto:bertrand.kibler@u-bourgogne.fr
https://doi.org/10.3389/fphy.2021.795983
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2021.795983


to a standard definition of stability. The work by Akhmediev
focused on the Peregrine breather as an “elementary particle” of
more complicated patterns resulting from its higher-order
combination. Such solutions are characterized by “triangular
numbers,” defined as the total number of Peregrine waves in a
regular pattern, while Osborne elaborated on how to determine the
general breather solutions by means of Riemann theta functions.

Next, more recent and specific theoretical findings can be found
in the following seven articles addressing complex wave propagation
problems. The study by Pelinovsky provided a methodology to
compute the instability rates for the standing periodic waves and the
double-periodic solutions of the NLSE. Ye et al. presented exact
explicit coupled Peregrine solutions on a periodic-wave background
caused by the interference in the vector cubic-quintic nonlinear
Schrödinger equation. Uthayakumar et al. reviewed the Peregrine-
type solutions appearing under the framework of extended versions
of the NLSE describing the diverse nonlinear systems. In addition,
Peng et al. looked into the dynamics of pole trajectories in the
complex plane for rational solutions of the NLSE and its extensions.
El-Tantawy et al. investigated breather waves in a linear damped
nonlinear Schrödinger equation. Schober and Islas explored the
effects of dissipation and higher-order nonlinearities on the stability
of breather solutions, whilst Singh and Saini examined modulation
instability and breathers in a dusty plasma.

In parallel, the reader can find four articles with detailed numerical
investigations of both fundamental and applied problems, for which
no analytical development is yet available. The contribution of
Agafontsev and Gelash analyzed the spontaneous emergence of
rogue waves for two different initial wave systems, namely, the
unstable plane wave and the bound-state multi-soliton. Coulibaly
et al. reported on the possible persistence of Peregrine-type waves in
systems outside of the equilibrium, as described by the driven and
damped nonlinear Schrödinger equation. From a more applied
perspective, Shou and Huang proposed a scheme to actively
control optical Peregrine breathers in a coherent atomic gas via
electromagnetically induced transparency, while Wang et al.
investigated the probability of extreme waves in deep crossing
random seas in response to the variation of initial spectral bandwidth.

Furthermore, the reader will be able to discover eight articles
providing recent experimental observations and characterizations of
breather or rogue wave dynamics using distinct laboratory facilities
to generate water, ion-acoustic, and light waves. Chabchoub et al.
showed the possible observation of the degenerate soliton
interaction, also demonstrated to be a Peregrine breather on the
zero-background limit. The brief report by Hsu et al. demonstrated
that the Peregrine breather traveling at the free surface of a shear
current of slowly varying vorticity may transform into gray solitons.
Using amultidipole double plasma device, Pathak analyzed the effect
of Landau damping on the evolution of the ion-acoustic Peregrine
breather. Naveau et al. described a novel optical fiber experimental
setup based on a heterodyne optical time-domain reflectometer.
Here, breather and recurrence dynamics can be evidenced by

monitoring the power and relative phase evolutions of spectral
components. Tikan et al. reviewed optical fiber experiments
involving either single pulse or partially coherent waves that
show the spontaneous and local emergence of the Peregrine
breather. Xu et al. reported the observation of a novel type of
breather interaction in telecommunication optical fibers, namely,
ghost-like breather interaction dynamics, in which two identical
breathers propagate with opposite group velocities. The work of
Finot stressed and illustrated that great care must be taken when
trying to identify the nature of coherent structures in an
experimental record. An example of a highly peaked structure
over a continuous background is shown to have any connection
with a Peregrine breather, despite possessing similar key features.
Jauberteau et al. showed the possible boosting or taming of spatio-
temporal beam instabilities and the possible formation of rogue
optical filaments in quadractic crystals.

Last but not least, it is worth to highlight the original research
of Waseda et al. in a real sea environment, making use of a stereo
image sequence of the ocean surface. With the help of a nonlinear
phase resolving wave model, they evidenced a coherent wave
group, compact in both propagating and transverse directions
and oriented obliquely to the propagation direction, similarly to
the recently discovered directional solitons and breathers.

In conclusion, this research topic contains 24 articles devoted
to the multifaceted development of ongoing studies in the field of
nonlinear Schrödinger breathers and related modulation
instability. We strongly hope that this “research topic” will
serve as a useful collection of state-of-the-art accomplishments
of the research community to date. As such, we anticipate that
these contributions will lead to a growing interest, research
inspiration, and significant advances, which will be benefiting
a wide range of theoretical and applied scientists.
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The Dynamics of Pole Trajectories in
the Complex Plane and Peregrine
Solitons for Higher-Order Nonlinear
Schrödinger Equations: Coherent
Coupling and Quintic Nonlinearity
Ning N. Peng, Tin L. Chiu and Kwok W. Chow*

Department of Mechanical Engineering, University of Hong Kong, Pokfulam, Hong Kong

The Peregrine soliton is an exact, rational, and localized solution of the nonlinear

Schrödinger equation and is commonly employed as a model for rogue waves in physical

sciences. If the transverse variable is allowed to be complex by analytic continuation while

the propagation variable remains real, the poles of the Peregrine soliton travel down and

up the imaginary axis in the complex plane. At the turning point of the pole trajectory,

the real part of the complex variable coincides with the location of maximum height of

the rogue wave in physical space. This feature is conjectured to hold for at least a few

other members of the hierarchy of Schrödinger equations. In particular, evolution systems

with coherent coupling or quintic (fifth-order) nonlinearity will be studied. Analytical and

numerical results confirm the validity of this conjecture for the first- and second-order

rogue waves.

Keywords: quintic nonlinearity, coherent coupling, pole trajectories, rogue waves, nonlinear Schrödinger

equations

1. INTRODUCTION

The Peregrine soliton is an exact, rational solution of the nonlinear Schrödinger equation (NLSE)
[1]. The NLSE is widely used to model wave packet dynamics in various disciplines in physical
science, e.g., fluid mechanics and optics [2, 3]. Arising from this algebraically localized nature,
the Peregrine soliton is frequently employed in engineering applications to describe rogue waves,
unexpectedly large displacements from equilibrium configurations or a tranquil background [4–6].

The Peregrine soliton is non-singular if the NLSE is in the focusing regime, where second-order
dispersion and cubic nonlinearity are of the same sign. Analytically, the properties of the Peregrine
soliton have been studied intensively, e.g.,

(a) an amplitude three times the plane wave background,
(b) a wave profile with a central maximum and two minima on the sides, and
(c) the modulation instability of the background plane wave and the energy cascade phenomena

being closely related.

Experimentally, the occurrence of rogue waves is realized through wave channels in hydrodynamics
and fiber laser setting in optics [7]. Our goal is to provide still another perspective, namely,
utilizing the dynamics of pole trajectories in the complex plane to elucidate the properties of rogue
waves [8–10].
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Employing the concept of poles and singularities in the
complex plane had actually been initiated in the field of nonlinear
waves earlier. Specifically, the elastic collisions of solitons for
the Korteweg–de Vries equation (KdV) had been investigated
through this technique [11, 12]. More precisely, the time
coordinate of KdV is permitted to be complex by analytic
continuation. The trajectories of the poles of the exact two-soliton
solution are then traced in the complex plane.

The objective now is to apply this concept to the NLSE,

iAt + Axx + σ |A|2 A = 0, (1)

and the higher-order members of this hierarchy, where A is
a slowly varying, complex-valued envelope of the wave packet
and σ is a real parameter. The variables t and x will represent
slow time (spatial coordinate) and group velocity frame (retarded
time) in the setting of fluid mechanics (optics), respectively. We
shall adopt the terminology of fluid mechanics in the present
work. Mathematically, time t of Equation (1) is often termed
the propagation variable, while space x can be labeled as the
transverse variable.

A preliminary attempt to look into the properties of poles for
rational solutions of NLSE was started earlier in the literature
[13], where the distribution of poles in the complex plane was
tabulated at a specific time (or, more precisely, at t = 0). Here
a full effort is invested to study the trajectories of poles as
time evolves.

The sequence of presentation of results can now be explained.
A conjecture on pole trajectories for the nonlinear Schrödinger
equation (Equation 1) is first explained (Section 2). A correlation
on the locations of maximum height of a rogue wave in the
physical space and the real parts of the poles in the complex plane
is proposed. How this conjecture can also be verified for the more
complicated case of coherently coupled Schrödinger equations is
then elucidated (Section 3). We then illustrate the same scenario
for a Schrödinger equation with quintic nonlinearity (Section
4). Finally, we discuss physical insights and draw conclusions
(Section 5).

2. THE PEREGRINE SOLITON

Analytically, the Peregrine soliton of Equation (1) is given by

A = α exp
(

iσα2t
)







1−
2
(

1+ 2iσα2t
)

σα2
(

x2 + 2σα2t2 + 1
2σα2

)







(2)

and thus non-singular solution occurs only for σ > 0. The free
parameter α measures the amplitude of the background plane
wave. The maximum height is three times the background plane
wave and occurs at x = t = 0. If the variable x in Equation
(2) is allowed to be complex by analytic continuation, poles will
occur at

x = ±
[

2σα2t2 + 1/
(

2σα2
)]1/2

i.

As time t evolves from “negative infinity” to “positive infinity,”
the pole in the upper half plane moves down the imaginary axis

of the complex x plane for negative t, changes direction at the
“turning point” at t = 0, and travels up the imaginary axis again
for positive t. The maximum height of the rogue wave (Peregrine
soliton) in the physical space occurs at the location x = 0, which
is the real part of the turning point in the pole trajectories in the
complex x plane.

Hence, we can formulate a conjecture:

Conjecture
The spatial locations of the points of maximum heights of a rogue
wave in physical space will coincide, or closely correlate, with the
real parts of the poles of the rogue wave solutions in the complex
plane at points where the pole trajectories reverse directions.

For the Peregrine soliton of the nonlinear Schrödinger
equation, this conjecture holds trivially from consideration of
Equations (2) and (3). The challenge now is to test this conjecture
for more complicated higher members of nonlinear Schrödinger
hierarchy. In this work, we select systems with coherent coupling
and quintic (fifth-order) nonlinearity as test cases.

As second- and higher-order rogue waves typically have four
ormore trajectories for poles in the complex plane, not all turning
points will correspond to the maximum heights of rogue waves.
The precise necessary and sufficient conditions for this matching
still require intensive research efforts in the future.

3. SYSTEM OF SCHRÖDINGER
EQUATIONS WITH COHERENT COUPLING

3.1. Verification of the Conjecture
In systems with multiple waveguides, e.g., optical fibers with
birefringence [3], phase-sensitive or coherent coupling can occur.
More precisely, for fibers with strong birefringence, the phase-
sensitive portion of the four-wave process oscillates rapidly and
can be eliminated on averaging. On the other hand, in the regime
of weak birefringence, coherent coupling cannot be ignored and
forms a critical component of the dynamics. More precisely,
the Schrödinger equations with coherent coupling (∗ = complex
conjugate; A, B= slowly varying envelopes) are:

i
∂A

∂t
+

∂2A

∂x2
+ 2(|A|2 + 2|B|2)A− 2B2A∗ = 0 ,

i
∂B

∂t
+

∂2B

∂x2
+ 2(|B|2 + 2|A|2)B− 2A2B∗ = 0 . (3)

Terms of the forms |A|2A, |B|2A, B2A∗ will measure the physical
effects of self-phase modulation, cross-phase modulation, and
coherent coupling, respectively. Partial derivatives of t and x will
indicate the rates of change with respect to the propagation and
transverse variables, respectively. We shall still refer to them as
“time” and “spatial coordinate,” slightly bending their meaning
from the original optical context. The algebraically localized,
exact rogue wave solutions are given in the literature earlier
as [14]

A =
N1 exp(2it)

D00
,

B =
N2 exp(2it)

D00

(4)

Frontiers in Physics | www.frontiersin.org 2 October 2020 | Volume 8 | Article 5816629

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Peng et al. Pole Trajectories of Schrödinger Equations

FIGURE 1 | Wave profile of the intensity of the wave envelope in physical

space, |A|2 (Equation 4 through Equation 7), vs. spatial coordinate x and time t,

b = 1.5. The rogue wave has one single maximum. The profile for |B|2 is similar.

where (b= a free parameter)

N1 = 8(−1+ b)(5− 2b+ 2b2 + 20it − 40t2

+6x+ 4bx+ 10x2) , (5)

D00 = 25− 20b+ 24b2 − 8b3 + 4b4 + 144t2

+352bt2 − 96b2t2 + 1600t4 + 60x+ 16bx

+8b2x+ 16b3x+ 480t2x+ 320bt2x

+136x2 + 8bx2 + 56b2x2 + 800t2x2 + 120x3

+80bx3 + 100x4 , (6)

N2 = −25+ 4b2 − 8b3 + 4b4 − 72it − 176ibt

+48ib2t − 256t2 + 352bt2 − 96b2t2

−1600it3 + 1600t4 − 24bx+ 8b2x+ 16b3x

−240itx− 160ibtx+ 480t2x

+320bt2x+ 36x2 + 8bx2 + 56b2x2 − 400itx2

+800t2x2 + 120x3 + 80bx3 + 100x4 . (7)

We can now describe how the conjecture in Section 2 can be
verified in the present case:

3.1.1. Physical Space
The wave profile will depend critically on parameter b, which
creates a one-dimensional degree of freedom for the system. For
a typical value, say b = 1.500, the wave intensities, |A|2 and |B|2,
will exhibit one single maximum in a three-dimensional plot of
intensity vs. space (x) and time (t) (Figure 1). This feature is
also vividly highlighted in a planar contour plot (Figure 2). Of
particular relevance to the present study is that this maximum
occurs in physical space at the location x =−0.600.

3.1.2. Complex Plane
If we now consider the transverse variable x in Equation (3)
as complex by analytic continuation, singularities or poles will
occur when the denominator D00 of Equation (4) vanishes. The

FIGURE 2 | Planar plot of the wave intensity |A|2 in physical space vs. the

spatial coordinate x for one particular instant in time t, Equation (4) through

Equation (7), b = 1.5. The maximum height occurs at the spatial location of

x = −0.600.

FIGURE 3 | The trajectories of poles in the complex x plane, i.e., zeros of the

denominator D00 of Equation (4) to Equation (6): imaginary part of the poles vs.

time t. At the turning points of the curves, the real part of the pole is −0.600,

which is the spatial location of the point of maximum height in physical space.

numerical values can be readily found by Newton’s or other
standard methods. As D00 is a polynomial of degree four in x
for any given t, there will be four poles. For the present case of
b = 1.500, a plot of the imaginary parts of the poles vs. time
t is illustrated in Figure 3. At the “turning point,” where the
movement of the poles (with respect to time) changes direction,
the real part is again−0.600.

Other than an apparently fortunate coincidence, this rather
amazing match also touches a deeper theoretical question. In
principle, the locations of maximum intensities (|A|2, |B|2) can
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FIGURE 4 | Wave intensities |A|2 (top) and |B|2 (bottom) vs. space x and time

t, clearly illustrating the “double peak” structure.

be determined by calculus using the expressions of Equation
(4) through Equation (7). However, the present conjecture does
propose another route. More precisely, we only need to select
a portion of the complete analytical solution, namely, D00 in
the present case, and determine the location of the poles in
the complex plane by extending the transverse variable by
analytic continuation. On the other hand, not all points involving
a change of direction of pole trajectories will automatically
correspond to peaks of rogue waves. The precise necessary and
sufficient conditions are still not clear. On a broader question,
whether this association between maximum heights in the
physical space and pole trajectories in the complex plane will
hold generally for all “soliton equations” remains open. Further
investigative efforts are required.

3.2. Rogue Waves With “Double Peaks”
3.2.1. Physical Space
While the rogue wave of the nonlinear Schrödinger equation
always displays one single maximum for all input parameters,
the present case of coherent coupling may exhibit two peaks as
we increase parameter b. As an illustrative example, we select
b = 3.040. The rogue wave for |A|2 possesses two maxima
(Figure 4). The intensity first rises to a peak, subsides slightly,
and then grows to another peak before decaying into the
background again. Similarly, the rogue wave for |B|2 also first

FIGURE 5 | (A) Planar contour plot of the wave intensities |A|2, illustrating the

“double peak” structure. (B) Planar contour plot of the wave intensities |B|2,

illustrating the “double peak” structure.

rises to a peak, drops to a deeper “valley,” and gains strength
to attain another peak before disappearing into the background
(Figure 4). Numerically, this maximum height occurs at the
spatial location of x = −0.908. This whole feature can also be
illustrated through planar contour plots (Figure 5).

3.2.2. Complex Plane
If we now allow variable x to be complex by analytic continuation,
the poles arise from the zeros of D00 (Equation 6). For any given
time t, D00 is a fourth-order polynomial, and hence there will
be four pole trajectories (Figure 6). If we trace the imaginary
part of the poles as a function of time, the real parts of the
poles at the turning points of these trajectories attain the value
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FIGURE 6 | Pole trajectories in the complex plane by allowing the variable x to

be complex by analytic continuation. Poles occur at the zeros of D00 of

Equation (6). The real parts of the poles at the turning points of the trajectories

coincide with the locations of maximum heights of the rogue wave in

physical space.

of −0.908, identical to the spatial locations of maximum heights
in physical space.

To ensure that the phenomenon just displayed is not a
fortunate coincidence, we test other values of b (Table 1). The
remarkable correlations between the real parts of the poles
and the locations of maximum heights in physical space are
again confirmed.

From these data, we can propose an empirical, linear relation
connecting the real part of the poles and parameter b (Figure 7).

4. A SCHRÖDINGER EQUATION WITH
QUINTIC NON-LINEARITY

To establish further support for the conjecture outlined in
Section 2, we consider a Schrödinger equation with quintic
(fifth-order) nonlinearity (u = complex valued, slowly varying
wave envelope):

i
∂u

∂t
=

∂2u

∂x2
± ia|u|2

∂u

∂x
± iβu2

∂u∗

∂x
+ c|u|4u± d|u|2u . (8)

The parameters a, β , and d can be arbitrary, but c must be
given by

c =
β(2β − a)

4
(9a)

The first- and second-order rogue waves, denoted by u1 and u2,
respectively, can be established by Darboux transformation. One
special case has been given earlier in the literature as [15]

a = d = −1, β = 1, (9b)

TABLE 1 | Correlating the real parts of the poles in the complex x plane and

locations of maximum heights in physical space.

Value of
parameter b

Maximum of |A|
in physical

space

Turning points of trajectories
of imaginary parts in the

complex x plane

0.760 −0.452 −0.452

1.520 −0.604 −0.604

3.040 −0.908 −0.908

6.080 −1.516 −1.516

12.160 −2.732 −2.732

24.320 −5.164 −5.164

u1 =ρ21
(40t2 + 4t(4x+ 5i)+ 8x2 − 4ix− 3) exp(−7it/4)

40t2 + 4t(4x− 3i)+ 8x2 − 4ix+ 1
, (10)

u2 =ρ22[(64000t
6 + 19200t5(4x+ 5i)

+192t4(360x2 + 300ix− 133)

+128t3(272x3 + 300ix2 − 282x+ 375i)

+72t2(192x4 + 64ix3 − 336x2

+144ix− 175)+ 12t(256x5 + 64ix4 + 64x3

−288ix2 − 468x− 123i)

+512x6 − 768ix5 − 960x4 + 384ix3 − 792x2

+180ix+ 45) exp(−7it/4)]/(64000t6

+19200t5(4x− 3i)+ 192t4(360x2

−340ix+ 127)+ 128t3(272x3

−372ix2 − 306x− 99i)+ 24t2(576x4

−832ix3 − 816x2 + 336ix

+483)+ 12t(256x5 − 448ix4 − 192x3

−96ix2 + 108x− 75i)

+512x6 − 768ix5 − 192x4 − 384ix3

+360x2 − 108ix+ 9) . (11)

The parameters ρ1 and ρ2 can be obtained from the derivations
outlined in earlier references [15]. They may also be readily
determined by examining the far field condition [|x|, |t| →

∞] of Equations (10) and (11), i.e., they are the roots of the
algebraic equation:

7/4 = c(ρn)
8 ± d(ρn)

4, n = 1, 2.

As we are concentrating on the location of the maximum height
of rogue waves and the correlation with pole trajectories, we shall
just consider a “normalized” height of the rogue wave un/(ρn)

2

(Figures 8, 9).
The first-order rogue wave displays one single maximum and

two “valleys,” resembling the properties of the well-known Peregrine
soliton (Figure 8). The second-order rogue wave exhibits three peaks,
one large peak in the center of the three-dimensional plot and two
smaller peaks at the sides (Figure 9). These two smaller peaks are
symmetrically placed and have the same amplitude but are smaller
than that of the central maximum.

The locations of the points of maximum height in the physical
space are again strongly correlated with the real parts of the poles in
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FIGURE 7 | An empirical linear relation between the real parts of the poles at

the turning points and parameter b.

FIGURE 8 | The amplitude of the normalized first-order rogue wave of the

complex valued wave envelope u governed by a nonlinear Schrödinger

equation with quintic nonlinearity, Equation (8). The profile resembles a

classical Peregrine soliton.

the complex plane. Thematching is exact for the first-order rogue wave
and the central maximum for the second-order rogue wave. For the
smaller peaks on the sides, the correlation is correct up to two decimal
places (Table 2).

While this matching alone cannot predict the occurrence of
rogue waves, as we need the information on the time t, nevertheless
this surprising link might constitute a predictive feature on
the extraordinary analytical structures these evolution equations
might possess.

5. DISCUSSIONS AND CONCLUSIONS

The Peregrine soliton is an exact, algebraically localized solution of
the nonlinear Schrödinger equation and is commonly employed as a
model for rogue waves. Higher-order rational solutions also exist for
this general hierarchy of evolution equations. Naturally, the algebra

FIGURE 9 | The amplitude of the normalized second-order rogue wave of the

complex valued wave envelope u governed by a nonlinear Schrödinger

equation with quintic nonlinearity, Equation (8). There is a central maximum

with two smaller peaks on the sides.

TABLE 2 | Correlating the real parts of the poles in the complex plane and

locations of maximum heights in physical space.

(A) First-order rogue wave

Physical space: maximum height

occurs at x = 0

Complex plane (by regarding x as complex):

Poles are located at i/4 – t ± {[4(t – i/8)2

+ 1/4]1/2}i As time t evolves, the turning point

of the trajectory occurs at t = 0

(B) Second-order rogue wave

Physical space:

(1) Central maximum occurring

at x = 0 at time t = 0

(2) Two smaller maxima occurring

at the sides, i.e., x = ± 0.4514

at time t = ± 0.2075

Complex plane (by regarding x as complex):

Poles of u2 = zeros of the denominator of

Equation (7):

(1) At t = 0,

pole is located at 0–0.687i

(2) At t = ± 0.2075, pole is located at 0.4526

– 0.3285i

becomes increasingly complicated as the order increases. Schemes
to locate the maxima in physical space thus become a practical
necessity in addition to being of theoretical interest as the families of
Schrödinger equations are widely applicable to physical sciences, e.g.,
fluid mechanics, optics, and plasma.

We proposed a conjecture (Section 2) which will hopefully provide
an important step in this direction [8–10]. If the transverse variable of
the Schrödinger equation is allowed to be complex, the real parts of the
pole trajectories at the turning points will be identical to or will closely
correlate with the locations of maximum heights of the rogue wave in
physical space. Concurrently, this conjecture highlights deeper issues
which might reveal the analytic structures of exact solutions of the
family of nonlinear Schrödinger systems, as a portion of the analytic
solution appears to be sufficient to give a reasonable prediction on the
maximum amplitude of the wave profile.

To substantiate our earlier works [8, 10], we study further examples
of Schrödinger equations here, namely, those with coherent coupling
[14, 16] and quintic (fifth-order) nonlinearities [15]. The conjecture
is again verified for the first and second-order rogue waves of
these models.
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Many challenges remain ahead. It would be fruitful to
investigate other evolution systems which admit unexpectedly
large displacements, e.g., rogue waves on a periodic background
[17–19] and rogue waves for discrete equations [20, 21].
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Peregrine Solitons on a Periodic
Background in the Vector
Cubic-Quintic Nonlinear Schrödinger
Equation
Yanlin Ye1, Lili Bu1, Wanwan Wang1, Shihua Chen1*, Fabio Baronio2* and
Dumitru Mihalache3

1School of Physics and Quantum Information Research Center, Southeast University, Nanjing, China, 2INO CNR and
Dipartimento di Ingegneria Dell’Informazione, Università di Brescia, Brescia, Italy, 3Department of Theoretical Physics, Horia
Hulubei National Institute for Physics and Nuclear Engineering, Măgurele, Romania

We present exact explicit Peregrine soliton solutions based on a periodic-wave
background caused by the interference in the vector cubic-quintic nonlinear
Schrödinger equation involving the self-steepening effect. It is shown that such
periodic Peregrine soliton solutions can be expressed as a linear superposition of two
fundamental Peregrine solitons of different continuous-wave backgrounds. Because of the
self-steepening effect, some interesting Peregrine soliton dynamics such as ultrastrong
amplitude enhancement and rogue wave coexistence are still present when they are built
on a periodic background. We numerically confirm the stability of these analytical solutions
against non-integrable perturbations, i.e., when the coefficient relation that enables the
integrability of the vector model is slightly lifted. We also demonstrate the interaction of two
Peregrine solitons on the same periodic background under some specific parameter
conditions. We expect that these results may shed more light on our understanding of the
realistic rogue wave behaviors occurring in either the fiber-optic telecommunication links or
the crossing seas.

Keywords: peregrine soliton, rogue wave, vector nonlinear Schrödinger equation, self-steepening, cubic-quintic
nonlinearity

1 INTRODUCTION

Originally, rogue waves refer to the surface gravity waves occurring in the open ocean whose wave
heights are at least twice as high as the significant wave height of the surrounding waves [1]. Under
extreme conditions, they soar like a wall of water that can dwarf even the largest of modern ships, and
then disappear into the sea as if all this does not happen [2, 3]. As these massive waves usually possess
a devastating power and behave unpredictably, they are hard to observe and study. Historically, the
first scientific observation that proved the existence of rogue waves was made at the Draupner oil
platform in the North Sea on January 1, 1995, hence named “New Year Wave” afterward [4]. Since
then, rogue waves became an active multidisciplinary area of research, ranging from hydrodynamics
to optics and photonics [5–8].

Despite the extensive studies, there is still a lot of debate over the physical mechanisms behind
rogue waves [9, 10]. While the linear theory based on the superposition of random waves or the
inhomogeneity has prevailed for some time [11, 12], the nonlinear viewpoint gains increasing

Edited by:
Bertrand Kibler,

UMR6303 Laboratoire
Interdisciplinaire Carnot de Bourgogne

(ICB), France

Reviewed by:
Gennady El,

Northumbria University,
United Kingdom
Alberto Molgado,

Autonomous University of San Luis
Potosí, Mexico

*Correspondence:
Shihua Chen

cshua@seu.edu.cn
Fabio Baronio

fabio.baronio@unibs.it

Specialty section:
This article was submitted to

Mathematical and Statistical Physics,
a section of the journal

Frontiers in Physics

Received: 20 August 2020
Accepted: 05 October 2020

Published: 17 November 2020

Citation:
Ye Y, Bu L, Wang W, Chen S, Baronio
F and Mihalache D (2020) Peregrine
Solitons on a Periodic Background in

the Vector Cubic-Quintic Nonlinear
Schrödinger Equation.
Front. Phys. 8:596950.

doi: 10.3389/fphy.2020.596950

Frontiers in Physics | www.frontiersin.org November 2020 | Volume 8 | Article 5969501

ORIGINAL RESEARCH
published: 17 November 2020

doi: 10.3389/fphy.2020.596950

15

http://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2020.596950&domain=pdf&date_stamp=2020-11-17
https://www.frontiersin.org/articles/10.3389/fphy.2020.596950/full
https://www.frontiersin.org/articles/10.3389/fphy.2020.596950/full
https://www.frontiersin.org/articles/10.3389/fphy.2020.596950/full
https://www.frontiersin.org/articles/10.3389/fphy.2020.596950/full
http://creativecommons.org/licenses/by/4.0/
mailto:cshua@seu.edu.cn
mailto:fabio.baronio@unibs.it
https://doi.org/10.3389/fphy.2020.596950
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2020.596950


popularity, as in a stricter sense only the superposition process of
nonlinear waves could bring about extreme waves higher than the
sum of the wave heights involved [13]. Actually, the most
accepted mechanisms—integrable turbulence [14, 15] and
modulation instability (MI) [16, 17] are of nonlinear nature,
by which irregular extreme wave events could be created. This is
easily understood within the MI framework, where the periodic
perturbations on a continuous-wave (cw) background tend to
undergo exponential growth initially, and then evolve into a
multiplicity of waves, from which rogue waves may arise
[18–20]. Therefore, using nonlinear Schrödinger (NLS)
equation or other relevant equations to model realistic rogue
waves is not only possible but also fascinating, as done in the
current rogue wave investigations [21–23].

Mathematically, one can associate rogue waves to the rational
solutions of the integrable nonlinear wave equation, which are
localized on both time and space [18]. A typical example is the
Peregrine soliton, which is a fundamental rational solution of
the celebrated NLS equation [24]. This type of soliton solution
exhibits a single doubly-localized peak on a finite background,
with its peak position and constant phase all undetermined,
hence matching well the fleeting and transient wave
characteristics of rogue waves as witnessed in real world. For
this reason, the Peregrine soliton was thought of as a promising
prototype of rogue wave events seen in nature [25]. Its
importance and universality have been confirmed by a
succession of well-designed experiments, with physical
settings spanning from the water-wave tanks [26] to optical
fibers [21, 27], and from the deep ocean [28] to plasmas [29].
Moreover, in a multicomponent (or vector) nonlinear system,
some variants of Peregrine solitons such as dark Peregrine
solitons [30] and anomalous Peregrine solitons [31, 32] have
come to light, opening new perspectives on the versatility of
Peregrine solitons as an essential prototype in rogue wave
science. Here, in a broad sense, we still term the fundamental
rogue waves in a multicomponent system Peregrine solitons or
Peregrine solitary waves, provided that they inherit the basic
wave features of the Peregrine soliton in the original NLS
equation [33, 34].

Recently, there has also been an intense research on the so-
called periodic Peregrine soliton, by which we mean a Peregrine
soliton formed on a periodic background [35–41]. Normally,
when a multicomponent nonlinear system is confronted, it may
occur to us that an interference would occur when two or more
monochromatic waves of different frequencies are
simultaneously present in the same region. The appearance of
interference fringes, which was ever instrumental in establishing
the wave nature of light in the history, is a direct evidence of such
interference effects. As interference effects are inherent to the
vector nonlinear system consisting of continuous waves, it is
therefore reasonable for us to inspect the possibility of the
existence of Peregrine solitons on a periodic background
caused by interference.

In this paper, we present an in-depth study of the formation
of Peregrine solitons on a periodic background, within the
framework of the vector cubic-quintic NLS (CQ-NLS)
equation, which is a two-component version of the scalar

NLS-type Gerdjikov–Ivanov equation [42]. As will be
shown, this model has included the necessary ingredients
such as group-velocity dispersion (GVD), Kerr nonlinearity,
quintic nonlinearity, and self-steepening, which could provide
more accurate descriptions for realistic rogue waves met in
complex systems, as compared to the simple Manakov model
[43, 44] and to the vector Gerdjikov–Ivanov equation [45]. We
will show that in this vector nonlinear system, a periodic
background could form as a result of an interference
between two continuous waves. Further, we present
explicitly the general Peregrine soliton solutions built on
such a periodic background, which were not reported
previously, to the best of our knowledge. The robustness of
these analytical solutions against non-integrable perturbations
has been numerically confirmed, by lifting the integrality
condition of the above vector CQ-NLS model. With these
exact solutions, the dynamics of the coexisting and anomalous
Peregrine solitons, as well as their interactions, of course
occurring on a periodic background, are exhibited. The
underlying mechanisms responsible for the generation of
such periodic Peregrine solitons are also discussed.

2 THEORETICAL FRAMEWORK

In the context of fiber optics, we write the vector CQ-NLS
equation as

iu1z + 1
2
u1tt + σu1(∣∣∣∣u1 2 + ∣∣∣∣u2

2)∣∣∣∣∣∣∣∣
+c2u1(∣∣∣∣u1 2 + ∣∣∣∣u2

2)2−icu1(u1u
*
1t + u2u

*
2t) � 0,

∣∣∣∣∣∣∣∣∣∣ (1)

iu2z + 1
2
u2tt + σu2(∣∣∣∣u1 2 + ∣∣∣∣u2

2)∣∣∣∣∣∣∣∣
+c2u2(∣∣∣∣u1 2 + ∣∣∣∣u2

2)2−icu2(u1u
*
1t + u2u

*
2t) � 0,

∣∣∣∣∣∣∣∣∣∣ (2)

where u1,2(z, t) are the normalized complex envelopes of two
optical components, and z and t are the distance and retarded
time, respectively. Subscripts z and t stand for partial derivatives.
While the constant coefficient 1/2 points to the GVD effect and
the coefficient σ to the self-phase modulation, γ accounts for the
pulse self-steepening effect [46], and c2 relates to the quintic
nonlinearity, which was often found in highly nonlinear materials
such as chalcogenide fibers [47]. Here, in terms of the anomalous
and normal dispersion cases, the parameter σ can be normalized
to 1 and −1, respectively, which have an otherwise interpretation
of self-focusing and self-defocusing in the context of beam optics,
when the independent variable t is interpreted as the transversal
spatial coordinate [48]. Besides, the combination of cubic and
quintic nonlinearity is a conventional consideration in the design
of mode-locked fiber lasers [49] or in stabilizing the soliton
propagation in nonlinear media [50]. With the above
ingredients included, this vector model represents an
important generalization of the Manakov system [43, 44],
although the former involves a specific relation between the
coefficients for quintic nonlinearity and self-steepening terms.
Therefore, from a mathematical perspective, it can provide a
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more accurate description of the propagation of ultrashort optical
pulses in highly nonlinear birefringent fibers. The physical
relevance of this integrable model can be seen by inspecting
the stability of its solutions against non-integrable perturbations,
i.e., when the above mentioned specific relation is lifted. We
should point out that, to weigh the nonlinearity factors that affect
the rogue wave dynamics, we have excluded the higher-order
dispersion terms from Eqs 1 and 2, which usually appear when
pulses are driven in the few-cycle regime [47] or in the
microstructure fiber [51].

Obviously, the above vector system could be reproduced from
the compatibility condition, Rtz � Rzt (which can read
Uz − Vt + UV − VU � 0), of the following 3 × 3 linear
eigenvalue problem:

Rt � UR, Rz � VR, (3)

where R � [r, s,w]T is the eigenfunction (T means a matrix
transpose, and r, s, and w are functions of the variables z, t,
and the complex spectral parameter λ), and

U � −i(λ − σ)σ3
2c

+ �
λ

√
Q − icσ3Q

2,

V � −i(λ − σ)2σ3
4c2

+
�
λ

√
2

(λ − σ

c
Q − i

�
λ

√
σ3Q

2 + iσ3Qt)
+ic

2σ3
2

Q4 − c

2
(QQt −QtQ),

with σ3 � diag(1,−1,−1) being the diagonal matrix, and

Q � ⎛⎜⎝ 0 u1 u2

−u*
1 0 0

−u*
2 0 0

⎞⎟⎠.

We should point out that the Lax pair Eq. 3 takes the same form
as used in the scalar CQ-NLS equation [42], except that the Q is
now defined by a 3 × 3 matrix. The subsequent Darboux dressing
operation is straightforward. In simple terms, let first u1,2 be the
seeding solutions and substitute them into the Lax pair Eq. 3 to
yield the eigenfunction R. Then, in terms of R at given spectral
parameter, a dress operator D can be properly constructed,
by which R will be dressed into R′ (i.e., R′ � DR). It requires
thatR′ must satisfy the Lax pair Eq. 3 of the same form, but with a
new pair of potentials u′1 and u′2 in U and V. Lastly, the Darboux
transformation formulas that relate the new solutions u′1,2 to the
seeding solutions u1,2 can be found. As concerns this standard
procedure, one can refer to Refs. 52–56 for more details. Intended
for rogue wave states only, a generalized or nonrecursive Darboux
transformation method can be developed, which can give the
nth-order rogue wave solutions without any iteration operation
[42, 57, 58, 59].

For our present purposes, we are merely concerned with the
fundamental rogue wave solutions, which evolve directly from the
MI of continuous wave fields. It is easily shown that the initial
plane-wave solutions uj0 (j � 1, 2) of the vector CQ-NLS
equation, defined by the amplitudes aj, wavenumbers kj,
frequencies ωj, and initial constant phases ϕj, all of which are
real, can be expressed as

uj0 � aj exp[i(kjz + ωjt + ϕj)], (4)

under the dispersion relations:

kj � A(σ + c2A) − c(ω1a
2
1 + ω2a

2
2) − ω2

j

2
.

Here and in what follows, we define A � a21 + a22 for the sake of
brevity. Also, we will assume below the initial constant phases
ϕj to be zero, without loss of generality. Then, with the help of
the Darboux transformation technique outlined above [42, 58,
59] followed by tedious algebraic manipulations, we obtain the
exact fundamental rogue wave solutions on a periodic
background, expressed by

u1 �
�
2

√
2

(Uu10 + Vu20), u2 �
�
2

√
2

(Uu10 − Vu20), (5)

where u10 and u20 are initial plane-wave solutions denoted by Eq.
4, and U(z,t) and V(z, t) are the complex rational polynomials
given by

U � 1 − 2iα[]2z − (Ac + μ + ω1)θ] + η(Ac2 − cω1 + σ)[(Ac + μ + ω1)2 + ]2](M + iN) , (6)

V � 1 − 2iα[]2z − (Ac + μ + ω2)θ] + η(Ac2 − cω2 + σ)[(Ac + μ + ω2)2 + ]2](M + iN) , (7)

with

θ � t + (Ac + μ)z, (8)

η � 2Ac2 + μc + σ, α � ]2c2 + η2, (9)

M � α(θ2 + ]2z2) + η2

4]2
, N � c(]2cz − ηθ). (10)

The parameters μ and ν in Eqs 6–10 are the real and imaginary
parts of the root χ (� μ + i]) of the algebraic equation:

1 + a21(Ac2 − cω1 + σ)(Ac + χ + ω1)2 + a22(Ac2 − cω2 + σ)(Ac + χ + ω2)2 � 0. (11)

We would like to emphasize that our solutions given by Eq. 5
entail the most general closed form for a pair of Peregrine
rogue waves on a periodic background, and their existence
relies on the algebraic condition given by Eq. 11. Generally, the
real-coefficient quartic Eq. 11 admits two different pairs of
complex roots and hence the solutions (Eq. 5) may exhibit two
different Peregrine soliton structures for the same set of initial
parameters. Moreover, in our solutions, the rational
polynomials U and V have been well separated by real and
imaginary parts, and their peaks have been translated to locate
on the origin so that their peak-to-background ratios read

∣∣∣∣fU ∣∣∣∣
and

∣∣∣∣fV ∣∣∣∣, respectively, where
fU ≡ U(0, 0) � 1 − 4(Ac2 − cω1 + σ)]2

η[(Ac + μ + ω1)2 + ]2], (12)

fV ≡ V(0, 0) � 1 − 4(Ac2 − cω2 + σ)]2
η[(Ac + μ + ω2)2 + ]2]. (13)
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Once the real parameters μ and ν are known from Eq. 11, the
intriguing rogue wave dynamics on a periodic background,
defined by Eq. 5, could be uncovered. As a matter of fact, the
conventional rogue wave dynamics on a cw background, which
are known as u1 � Uu10 and u2 � Vu20, can be understood as
well, and one can refer to [59] for more information.

Let us now consider the special case where the quartic Eq. 11
admits two pairs of equal complex roots. In this situation, one can
find that, when the plane-wave parameters satisfy

A(2Ac2 − κc + 2σ)2 − (9Ac2 − 4κc + 8σ)δ2 � 0, (14)

B � Aδc
2Ac2 − κc + 2σ

, (15)

where κ � ω1 + ω2, δ � ω1 − ω2, and B � a21 − a22 (the same below,
for the sake of brevity), the real and imaginary parts of the root χ
would take the following simple form

μ � −Ac − κ

2
, ] �

�
3

√
2

δ. (16)

Substituting Eq. 16 into Eqs 6 and 7 yields (noting now that
α � 3

4δ
2c2 + η2)

U � 1 − i(32 δz − θ)δα + η(η − 1
2 δc)

δ2α(34δ2z2 + θ2) + 1
3η

2 − iδ2c(ηθ − 3
4δ

2cz), (17)

V � 1 − i(32 δz + θ)δα + η(η + 1
2 δc)

δ2α(34δ2z2 + θ2) + 1
3η

2 − iδ2c(ηθ − 3
4δ

2cz), (18)

which result in the special type of deterministic Peregrine rogue
wave solutions denoted by Eq. 5, for any given set of parameters
that meets Eqs 14 and 15. As there is only one pair of (μ, ]) value
given by Eq. 16, no rogue wave coexistence [23] would occur any
more in this special case.

Further, we find that when the parameter conditions given by
Eqs 14 and 15 are satisfied, there would exist a pair of two-
Peregrine-soliton states that can describe the interaction between
two Peregrine rogue waves on the periodic background. After
some algebra, we can express this special kind of two-Peregrine-
soliton solutions by the same Eq. 5, but let the complex rational
polynomials U and V be denoted by

U � 1 − 3
�
3

√
δcRS*βϕ*

c(∣∣∣∣β 2
∣∣∣∣R 2 + λ0a21

∣∣∣∣S 2 + λ0a22
∣∣∣∣W 2),∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣ (19)

V � 1 + 3
�
3

√
δcRW*βϕ

c(∣∣∣∣β 2
∣∣∣∣R 2 + λ0a21

∣∣∣∣S 2 + λ0a22
∣∣∣∣W 2),∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣ (20)

where

R � c1 + c2ξ + c3(3ξ22 − i
�
3

√
ξ

δ
− i3z

2
), (21)

S � R + ca22 − δϕ

δ(δ + cB) [c2 + c3(3ξ + i
�
3

√
δϕ

)], (22)

W � R + ca21 + δϕ*

δ(δ + cB) [c2 + c3(3ξ + i
�
3

√
δϕ*)], (23)

with ξ �
�
3

√
2 δz − i(t − κz/2), ϕ � 1

2 − i
�
3

√
2 , λ0 � σ − cκ

2 + i3
�
3

√
2 δc,

β �
�
3

√
2 cA + i

2 (cB − 2δ), and c1, c2 and c3(≠ 0) being three
arbitrary complex constants (not confused with the system
parameter γ). It should be noted that, as c3 � 0, the above
polynomials U and V can reduce to Eqs 17 and 18, and then
the two-soliton dynamics would disappear.

3 INTRIGUING ROGUE WAVE DYNAMICS
ON A PERIODIC BACKGROUND

For given initial parameters, our analytical solutions Eqs 5–7may
exhibit intriguing rogue wave characteristics, including periodic
background hallmark, rogue wave coexistence, anomalous peak
amplitude, and applicability for both normal and anomalous
dispersions. In the following, we proceed to uncover these
interesting features as well as their underlying generation
mechanisms.

First of all, it is obvious that the periodic Peregrine soliton
solutions of the vector CQ-NLS equation can be generally
expressed as a linear superposition of two fundamental Peregrine
solitons of different cw backgrounds, provided that the continuous
waves involve a nonvanishing frequency difference. In fact, as one
might check, when the frequency difference meets δ � ω1 − ω2 � 0,
the two field components u1 and u2 would take the form of
conventional Peregrine solitons, with a three-fold peak amplitude
but without any periodicity on the amplitude of the background, as
seen in Figures 1A,B, where the Peregrine solitons defined by Eq. 5
are demonstrated in the anomalous dispersion regime (σ � 1), with
the initial parameters ω1 � ω2 � 3/2, c � 1, a1 �

���
3/2

√
, and

a2 �
���
1/2

√
. However, once δ ≠ 0, the background fields that

support the rogue waves would feature the periodic or
amplitude-modulated waves defined by

∣∣∣∣ubg1 ∣∣∣∣ � ��������������������
A
2
+ a1a2cos[δ(t − zκ/2)]

√
, (24)

∣∣∣∣ubg2 ∣∣∣∣ � ��������������������
A
2
− a1a2cos[δ(t − zκ/2)]

√
. (25)

It follows easily that the characteristic periodicity results from the
interference effects of two plane waves (see the second terms in
the radicals), and that the background waves will be modulated at
a temporal beat frequency equal to δ, with their patterns moving
at a transversal velocity equal to v � t/z � κ/2. Figures 1C–F
show two pairs of Peregrine solitons formed on such periodic
backgrounds, using otherwise identical initial parameters as in
Figures 1A,B except ω2 � −3/2, which means δ ≠ 0 and κ � 0.
These two pairs of periodic Peregrine solitons are caused by two
different (μ, ]) values (see caption) that are obtained by
substituting the same set of initial parameters into the quartic
Eq. 11. This means that on the same periodic background would
occur the pair of Peregrine soliton states shown in Figures 1C,D
or the other pair shown in Figures 1E,F, or both pairs
simultaneously. This is what we meant the rogue wave
coexistence first proposed for multi-component long-
wave–short-wave resonance [23].
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Further, we find that the Peregrine solitons formed will possess
the following enhancement factors, relative to the average
amplitude,

���
A/2

√
, of the periodic background:

fu1 � |u1(0, 0)|���
A/2

√ �
∣∣∣∣fUa1 + fVa2

∣∣∣∣��
A

√ , (26)

fu2 � |u2(0, 0)|���
A/2

√ �
∣∣∣∣fUa1 − fVa2

∣∣∣∣��
A

√ , (27)

where fU ,V are defined by Eqs 12 and 13. According to the above
definitions, one can find that the Peregrine solitons shown in
Figures 1C–F are actually enhanced in the center position up to
2.91 [Figure 1C], 1.80 [Figure 1D], 0.89 [Figure 1E], and 2.18
[Figure 1F] times as high as the average height of the periodic
backgrounds, respectively. These enhancement values are all
below 3 and do not seem to be different from what we
observed in Manakov systems [43, 44].

However, there is more to our story intended for the vector
CQ-NLS system, which involves the self-steepening effect
denoted by the parameter γ. It is found that due to the
presence of the self-steepening effect, the enhancement factors
of periodic Peregrine solitons, defined by Eqs 26 and 27, can also
be larger than 3, when an appropriate set of initial parameters is
selected [32]. To show this, we demonstrate in Figures 2A,B the
periodic Peregrine solitons in the same anomalous dispersion
regime, but using another set of initial parameters c � 1,
a1 �

���
7/6

√
, a2 �

���
5/6

√
, ω1 � 1/2, and ω2 � −1/2, which,

according to Eq. 11, can give rise to μ � −2 and

] � ����������
96 + 3

���
805

√√
/6. It is seen that one Peregrine soliton

component shown in Figure 2A has an enhancement value of
around 3.9, while the other one shown in Figure 2B has a much
smaller value, 0.56 or so. For comparison, we also provide in
Figures 2C,D the surface plots of the rational polynomials |U |
and |V | obtained under the same parameter condition, which

FIGURE 1 | Peregrine soliton states formed on (A),(B) the cw backgrounds when δ � 0 and (C)–(F) the periodic-wave backgrounds when δ ≠ 0, in the anomalous
dispersion regime (σ � 1), under the same parameters a1 � ���

3/2
√

, a2 � ���
1/2

√
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correspond to the conventional bright-bright Peregrine soliton
solutions of the vector CQ-NLS equation, each involving the
peak-to-background ratios

∣∣∣∣fU ∣∣∣∣ ≈ 2.18 and
∣∣∣∣fV ∣∣∣∣ ≈ 3.45,

respectively. It is hence obvious that the ultrastrong peak
shown in Figure 2A results from the constructive interference
of such bright-bright Peregrine soliton components, while the
peak in Figure 2B may almost disappear due to the destructive
interference, as implied in Eqs 26 and 27.

Of most concern is the case of the combination of negative cubic
nonlinearity and positive quintic nonlinearity in our vector model,
which admits the existence of periodic Peregrine solitons as well.
Onemay recall that such a competing nonlinearity can often be used
to support the formation of stable dissipative solitons in mode-
locked fiber lasers [49] or to stabilize the soliton propagation in
nonlinear media [50]. A study of MI of the background fields reveals
that such a competing nonlinearity, which actually means σ � −1
(i.e., normal dispersion in the context of fiber optics), may favor the
generation of Peregrine solitons, with larger transient wave-packet
size, as compared to the anomalous dispersion case discussed above
[59]. Figure 3 shows the formation of periodic Peregrine solitons in
the normal dispersion regime, which is a linear superposition of the
given U and V distributions shown in Figures 3A,B. For simplicity,
we used a special set of initial parameters that meets Eqs 14 and 15
and thus used Eqs 17 and 18 forU andV in Eq. 5. Clearly, using this
set of parameters, we can obtain

∣∣∣∣fU ∣∣∣∣ � 4 and
∣∣∣∣fV ∣∣∣∣ � 0, as indicated in

Figures 3A,B. Hence, both periodic Peregrine soliton components
shown in Figures 3C,Ewould involve an enhancement value 1.63 in
the center position, despite that they have a different amplitude
distribution, as indicated by the contour plots in Figures 3D,F. As
compared with Figure 1, the periodic Peregrine solitons shown in

Figure 3 exhibit a larger spatiotemporal dimension and thus a larger
transient wave-packet size.

Now a natural question arises as to whether these periodic-
background Peregrine soliton solutions are robust against numerical
noises or even against strong “non-integrable” perturbations by
which we mean that the specific relation between the coefficients
for quintic nonlinearity and self-steepening terms can be lifted. To
answer this question, we perform extensive numerical simulations
with respect to our analytical solutions (Eq. 5), using an efficient
code based on the exponential time differencing Crank–Nicolson
(ETDCN) scheme with Padé approximation [60, 61]. Here we
present merely two sets of numerical results, for a typical set of
system parameters σ � 1, c � 1/4, a1 � 8/9, a2 � 4

�
5

√
/9,

ω1 � −40/81, and ω2 � 40/81, which would lead to μ � −4/9 and
] � −40 �

3
√

/81. First, for the purpose of comparison, we integrated
the original integrable CQ-NLS Eqs 1 and 2 numerically, with the
analytical solutions at z � −4 as initial conditions. Simulation results
are shown in Figures 4A,B. It is clear that our numerical code gave
precisely the whole solution profiles as predicted by the analytical
solutions (Eq. 5) till z � 4, despite the intrinsic numerical noises.
Second, we violate the integrability of the governed model by solely
changing the coefficient ic of the self-steepening term to ic(1 + 10%)
in the model, and simulate again the Peregrine soliton solutions
under otherwise identical parameter conditions, with results given in
Figures 4C,D. It is clearly seen that the whole Peregrine soliton
profiles on a periodic background can still be well maintained till
z � 2 (see the region before the white dashed line), almost the same
as shown in Figures 4A,B, implying that our analytical solutions
(Eq. 5) are still robust against such strong non-integrable
perturbations. After z � 2, due to the onset of MI, there would

FIGURE 2 | Peregrine soliton states on a periodic background, with (A) an anomalous amplitude enhancement on the u1 field component, and (B) a heavy falling-
off on the u2 field component, formed in the anomalous dispersion regime (σ � 1). The initial parameters are specified by c � 1, a1 � ���

7/6
√

, a2 � ���
5/6

√
, ω1 � 1/2,

ω2 � −1/2, μ � −2, and ] � 1
6

�����������
96 + 3

����
805

√√
. For comparison, the surface plots of the rational polynomials |U| and |V | are shown in (C) and (D), respectively.
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appear complex wave structures, which tend to interfere with the
trailing edge of Peregrine soliton profiles. The above simulations also
confirm, to an extent, the physical relevance of our analytical
solutions obtained with the coupled CQ-NLS Eqs 1 and 2,
although the model involves a special parameter relation between
the quintic nonlinearity and the self-steepening terms in order to
enable integrability.

Finally, we would like to point out that our solution form
defined by Eq. 5 is universal and can be applied to the higher-
order rogue wave hierarchy built on a periodic background, only
when Uu10 and Vu20 are the corresponding conventional
higher-order solutions of the underlying vector model. Here
for our current purpose, we provide the periodic two-Peregrine-
soliton solutions defined by Eqs 5, 19, and 20, which describe
the interaction between two Peregrine soliton constituents, for
any set of initial parameters that meets Eqs 14 and 15. Typical
results are demonstrated in Figure 5, where we used the same
system parameters as in Figure 3, and three extra parameters
c1 � 60, c2 � 8i, and c3 � 1. It is shown that on a periodic
background, there appear two well-separated Peregrine

soliton states on each field component; one may behave like
a spike, while the other is weaker in peak amplitude. Of course,
there would occur other complex patterns on the periodic
background, when the free parameters cs (s=1,2,3) are
changed. However, it is due to the inclusion of these extra
parameters that our general solutions presented above can be
used to model the multivariant rogue wave events met in
practical conditions.

4 CONCLUSIONS

In conclusion, we presented exact Peregrine soliton solutions
built on a periodic background caused by the interference in the
vector CQ-NLS equation involving self-steepening. It is
revealed that such periodic Peregrine soliton solutions are
indeed a linear superposition of two fundamental Peregrine
solitons of different cw backgrounds, provided that the
continuous waves possess a nonvanishing frequency
difference. With these exact solutions, we demonstrated the

FIGURE 3 | Peregrine solitons on a periodic background formed in the normal dispersion regime (σ � −1), defined by the solutions Eqs 5, 17, and 18, under the
parameters c � 1, a1 � 4/9, a2 � 4

��
5

√
/9,ω1 � −10/81, ω2 � 10/81, μ � −32/27, and ] � −10 ��

3
√

/81. While (A) and (B) display the surface plots for |U| and |V |, (C) and
(E) show the surface plots of Peregrine solitons for the u1 and u2 fields, respectively, with their corresponding contour plots given in (D) and (F).
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coexistence of Peregrine solitons on the same periodic
background, under certain parameter conditions. Further,
the ultrastrong amplitude enhancement was proved to occur

on the periodic background as well, due to the presence of the
self-steepening effect. We numerically confirm the stability of
these analytical solutions against significant non-integrable

FIGURE 4 | Typical simulations of the periodic Peregrine soliton solutions (Eq. 5) for given parameters σ � 1, c � 1/4, a1 � 8/9, a2 � 4
��
5

√
/9, ω1 � −40/81,

ω2 � 40/81, μ � −4/9, and ] � −40 ��
3

√
/81, under (A),(B) the original integrable CQ-NLS Eqs 1 and 2, and (C),(D) the same CQ-NLS model but with the coefficient ic of

the self-steepening term being changed to ic(1 + 10%), respectively.

FIGURE 5 | Interaction of two Peregrine solitons on a periodic background, under the same initial parameters as in Figure 3. The three extra parameters in Eqs 19
and 20 are given by c1 � 60, c2 � 8i, and c3 � 1.
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perturbations. We also showed the interaction of two Peregrine
solitons on the periodic background, which are still a linear
superposition of those on the cw background. Basically, such
simple superposition rule can be applied to the higher-order
rogue wave hierarchy on a periodic background. As one might
expect, these findings may shed more light on our
understanding of the realistic rogue wave behaviors
occurring in either the fiber-optic telecommunication links
[7] or the crossing seas [9].
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In this note, we review stability properties in energy spaces of three important nonlinear
Schrödinger breathers: Peregrine, Kuznetsov-Ma, and Akhmediev. More precisely, we
show that these breathers are unstable according to a standard definition of stability.
Suitable Lyapunov functionals are described, as well as their underlying spectral
properties. As an immediate consequence of the first variation of these functionals, we
also present the corresponding nonlinear ODEs fulfilled by these nonlinear Schrödinger
breathers. The notion of global stability for each breather mentioned above is finally
discussed. Some open questions are also briefly mentioned.

Keywords: Peregrine breather, Kuznetsov-Ma breather, Akhmediev breather, stability, nonlinear Schrodinger
equation

1. INTRODUCTION

In this short review, we describe a series of mathematical results related to the stability of the
Peregrine breather and other explicit solutions to the cubic nonlinear Schrödinger (NLS) equation,
an important candidate to modelize rogue waves. The mentioned model is NLS posed on the real line

iztu + z2xu + ∣∣∣∣u 2u � 0, u(t, x) ∈ C, (t, x) ∈ R2.
∣∣∣∣ (1)

We assume a nonzero boundary value condition (BC) at infinity, in the form of a Stokes wave eit : for
all t ∈ R, ∣∣∣∣u(t, x) − eit

∣∣∣∣→ 0 as x→ ± ∞. (2)

It is well known that Eq. 1 possesses a huge family of complex solutions. Among them, a fundamental
role in the dynamics is played by breathers. We shall say that a particular smooth solution to Eqs 1
and 2 is a breather if, up to the invariances of the equation, its dynamics show the evolution of some
concentrated quantity in an oscillatory fashion. NLS has scaling, shifts, phase, and Galilean
invariances: namely, if u solves Eq. 1, another solution to Eq. 1 is

uc,v,c,x0 ,t0(t, x) :�
�
c

√
u(c(t − t0), �

c
√ (x − vt − x0))exp(ict + i

2
xv − i

4
v2t + ic). (3)

In this paper, we review the known results about stability in Sobolev spaces of the Peregrine (P)
breather1 [1]:
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BP(t, x) :� eit(1 − 4(1 + 2it)
1 + 4t2 + 2x2

); (4)

and we will also present, with less detail, the analogous properties
of the Kuznetsov-Ma (KM) and Akhmediev (A) breathers: (i) if
a> 1/2, the Kuznetsov-Ma (KM) breather is as follows [2–4] (see
Figure 1 for details):

BKM(t, x) :� eit(1 − �
2

√
β
(β2 cos(αt) + iα sin(αt))
α cosh(βx) − �

2
√

β cos(αt)),
α :� (8a(2a − 1))1/2, β :� (2(2a − 1))1/2,

(5)

and (ii) for a ∈ (0, 1/2), the Akhmediev breather is as follows [2]:

BA(t, x) :� eit(1 + α2 cosh(βt) + iβ sinh(βt)��
2a

√
cos(αx) − cosh(βt) ),

β :� (8a(1 − 2a))1/2, α :� (2(1 − 2a))1/2.
(6)

Notice the oscillating character of the three above examples. In
addition, also notice that BKM is time-periodic, while BA is
space-periodic. Although the Peregrine breather is not periodic
in time, it is a particular limiting “degenerate” case of the two
last cases.

NLS Eq. 1 with nonzero BC Eq. 2 is believed to describe the
emergence of rogue or freak waves in the deep sea [1, 5, 6].
Peregrine waves were experimentally observed 10 years ago in
Ref. 7. The model itself is also a well-known example of the
mechanism known as modulational instability [5, 8]. For an
alternative explanation to the rogue wave phenomenon which
is stable under perturbations, see Refs. 9, 10.

Along these lines, we will explain that Peregrine and two other
breathers are unstable according to a standard definition of
stability. It could be the case that a less demanding definition
of stability, involving infinite energy solutions, could repair this
problem. However, such a question is still an open problem.

This paper is organized as follows. In Section 2, we recall some
standard results for NLS with zero and nonzero background and
the notion of modulational instability and local well-posedness.
Section 3 is devoted to the conservation laws of NLS, and Section
4 to the notion of stability. Sections 5 and 6 review the Peregrine,
Kuznetsov-Ma, andAkhmediev breathers’ stability properties. Finally,
Section 7 is devoted to a discussion, final comments, and conclusions.

2. MODULATIONAL INSTABILITY

2.1. A Quick Review of the Literature
Let us briefly review the main results involving Eq. 1 in the zero
and nonzero BC cases. A much more complete description of the
current literature can be found in the papers present in this
volume and in Refs. 11–13.

NLS Eq. 1 is a well-known integrable model (see Ref. 14) and
describes the propagation of pulses in nonlinear media and
gravity waves in the ocean [12]. The local and global well-
posedness theory for NLS with zero BC at infinity was
initiated by Ginibre and Velo [15]; see also Tsutsumi [16] and
Cazenave and Weissler [17]. Finally, see Cazenave [11] for a
complete account of the different NLS equations. One should
have in mind that Eq. 1 is globally well-posed in L2(R), which has
been proved by Tsutsumi in Ref. 16 and ill-posed in Hs(R), s< 0,
as shown in Ref. 18, where the authors prove the lack of uniform
continuity of the solution map.

In the zero background cases, one has standard solitons for
Eq. 1:

Q(t, x) :� �
c

√
sech( �

c
√ (x − vt − x0))ei(ct+12 xv−14v2t+c0),

c> 0, v, x0, c0 ∈ R.
(7)

These are time-periodic, spatially localized solutions of Eq. 1 and
orbitally stable; see Cazenave-Lions [19], Weinstein [20], and
Grillakis-Shatah-Strauss [21]. See also Refs. 22–24 for the case of
several solitons.

2.2. Some Heuristics
NLS with nonzero boundary conditions, represented in Eqs 1 and
2, is characteristic of the modulational instability phenomenon,
which—roughly speaking—says that small perturbations of the
exact Stokes solution eit are unstable and grow quickly. This
unstable behavior leads to a nontrivial competition with the
(focusing) nonlinearity, time at which the solution is
apparently stabilized.

There are plenty of works in the literature dealing with this
phenomenon, not only in the NLS case. Usually also called
Benjamin-Feir mechanism [25], the NLS case has been
described in a series of papers [2, 8, 26–28]. See also
references therein for more details on the physical literature.
Here, we present the standard, simple, but formal explanation of

FIGURE 1 | Left: absolute value |BP | of the Peregrine breather Eq. 4. Center: |BKM |, Eq. 5. Right: |BA| Eq. 6.
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this phenomenon, in terms of a frequency analysis of the linear
solution.

To this aim, consider localized perturbations of Eqs 1 and 2 of
the form

u(t, x) � eit(1 + w(t, x)), w unknown. (8)

Notice that this ansatz is motivated by Eq. 4. Then Eq. 1 becomes
a modified NLS equation with a zeroth-order term, which is real-
valued and has the wrong sign:

iztw + z2xw + 2Rew + 2|w|2 + w2 + |w|2w � 0. (9)

The associated linearized equation for Eq. 9 is just

z2tϕ + z4xϕ + 2z2xϕ � 0, ϕ � Rew. (10)

This problem has some instability issues, as a standard frequency
analysis reveals: looking for a formal standing wave
ϕ � ei(kx−ωt)solution to Eq. 10, one has ω(k) � ± |k| �����

k2 − 2
√

,
which shows that, for small wavenumbers (|k|< �

2
√

), the linear
equation behaves in an “elliptic” fashion, and exponentially (in
time) growing modes are present from small perturbations of the
vacuum solution. A completely similar conclusion is obtained
working in the Fourier variable. This singular behavior is not
present when the equation is defocusing, that is, Eq. 1 with
nonlinearity −|u|2u.

This phenomenon is similar to the one present in the bad
Boussinesq equation; see Kalantarov and Ladyzhenskaya [29].
However, in the latter case, the situation is even more
complicated, since the linear equation is ill-posed for all large
frequencies, unlike NLS Eqs 1 and 2, which is only badly behaved
at small frequencies.

2.3. Local Well-Posedness
The above heuristics could lead to thinking that the model Eqs 1
and 2 is not well-posed (in the Hadamard sense [30]) in standard
Sobolev spaces (appealing to physical considerations, we will only
consider solutions to these models with finite energy). Recall that,
for s ∈ R, the vector space Hs(R;C) corresponds to the Hilbert
space of complex-valued functions u : R→C, such that∫ (1 + ξ2)s|û(ξ)|2dξ < +∞, endowed with the standard norm
(with the hat ·̂, we denote the Fourier transform). Also,
Hs

Y :� Hs
Y((0, 2π/a))denotes the Sobolev space Hsof 2π/a-space-

periodic functions. In Refs. 31, 32, it was shown that even if there
is no time decay for the linear dynamics due to themodulationally
unstable regime, the equation is still locally well-posed.

Theorem 2.1. Let s> 1/2 and a> 0. The NLS with nonzero
background Eq. 9 is locally well-posed in Hs, in the aperiodic
case, and in Hs

Yin the periodic case.
The main feature in the proof of Theorem 2.1 is the fact that if

we work in Sobolev spaces, in principle, there are no L1 − L∞

decay estimates for the linear dynamics. Moreover, one has
exponential growth in time of the L2 norm, and therefore, no
suitable Strichartz estimates seem to be available, unless one cuts
off some bad frequencies. Consequently, Theorem 2.1 is based on
the fact that we work in dimension one and that for s> 1/2, we
have the inclusionHs-. See Ref. 2 for early results on the Cauchy

problem for Eq. 1 in the periodic case, at high regularity (H2

global weak solutions).
Note that P in Eq. 4 is always well-defined and has essentially

no loss of regularity, confirming in some sense the intuition and
the conclusions in Theorem 2.1. Also, note that, using the
symmetries of the equation, we have LWP for any solution of
Eq. 1 of the form u(t, x) � uc,v,c(t, x) + w(t, x), for w ∈ Hs, and
s> 1/2, with uc,v,c defined in Eq. 3.

Two interesting questions are still open: global existence vs.
blow-up and ill-posedness of the flow map for lower regularities.
Since Eq. 1 is integrable, it can be solved, at least formally, by
inverse scattering methods. Biondini and Mantzavinos [33]
showed the existence and long-time behavior of a global
solution to Eq. 1 in the integrable case, under certain
exponential decay assumptions at infinity and a no-soliton
spectral condition. In this paper, we have decided to present
the results stated just in some energy space, with no need for extra
decay conditions.

3. CONSERVED QUANTITIES

Being an integrable model, Eqs 1 and 2 possess an infinite
number of conserved quantities [14]. Here, we review the
most important for the question of stability: mass, energy, and
momentum. For both KM and P, one has the mass, momentum,
and energy,

M[u] :� ∫(|u|2 − 1), P[u] :� Im∫(u − e−it)ux,
E[u] :� ∫ |ux|2 − 1

2
∫(|u|2 − 1)2, (11)

and the Stokes wave + H2 perturbations conserved energy:

F[u] :� ∫(|uxx|2 − 3(|u|2 − 1)|ux|2 − 1
2
((|u|2)x)2 + 1

2
(|u|2 − 1)3).

(12)

In Ref. 34, the mass, energy, and momentum of the P Eq. 4 and
KM Eq. 5 breathers were computed. Indeed, one has [34, 35]

M[BP] � E[BP] � P[BP] � F[BP] � P[BKM] � 0,

M[BKM] � 4β, E[BKM] � −8
3
β3, F[BKM] � 4

5
β5.

We conclude that KM and P breathers are zero speed solutions.
Note instead that, under a suitable Galilean transformation, they
must have nonzero momentum. Note also that P has the same
energy and mass as the Stokes wave solution (the nonzero
background), a property not satisfied by the standard soliton
on zero background. Also, compare the mass and energy of the
Kuznetsov-Ma breather with the ones obtained in Ref. 36 for the
mKdV breather.

Assume now that u � u(t, x) is a 2π/a-periodic solution to
Eq. 1. Two standard conserved quantities for Eq. 1 in the periodic
setting are mass and energy
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MA[u] :� ∫2π
a

0
(|u|2 − 1), EA[u] :� ∫2π

a

0
(|ux|2 − 1

2
(|u|2 − 1)2).

(13)

A third one, appearing from the integrability of the equation, is
given by Ref. 35.

FA[u] :�∫2π
a

0
(|uxx|2 −3(|u|2 −1)|ux|2 −12((|u|2)x)2 +12(|u|2 −1)3).

(14)

4. ORBITAL STABILITY

From a physical and mathematical point of view, understanding
the stability properties of candidates to rogue waves is of
uttermost importance because not all the observed patterns
bear the same qualitative and quantitative information.

Since the equation is locally well-posed and does have
continuous-in-time solutions, it is possible to define a notion
of orbital stability for the Peregrine, Kuznetsov-Ma, and
Akhmediev breathers. To study the stability properties of
such waves is key to validate them as candidates for
explaining rogue waves; see Ref. 36. First, we consider the
aperiodic case.

Mathematically speaking, the notion of orbital stability is the
one to have in mind. Fix s> 1/2 and t0 ∈ R. We say that a
particular globally defined solution U � eit(1 +W) of Eq. 1 is
orbitally stable inHs if there are constants C0, ε0 > 0 such that, for
any 0< ε< ε0, if w0 −W(t0)Hs < ε, then

sup
t ∈ R

inf
y ∈ R

∣∣∣∣∣∣∣∣w(t) −W(t, x − y)∣∣∣∣∣∣∣∣Hs <C0 ε. (15)

Here, w(t) is the solution to the IVP Eq. 9 with initial datum
w(t0) � w0, constructed in Theorem 2.1, and x0(t) can be
assumed continuous because the IVP is well-posed in a
continuous-in-time Sobolev space.

Note that no phase correction is needed in Eq. 15: Eq. 9 is no
longer U(1) invariant, and any phase perturbation of a
modulationally unstable solution u(t) in Eq. 1, of the form
u(t)eic, c ∈ R, requires an infinite amount of energy. The same
applies for Galilean transformations. If Eq. 15 is not satisfied, we
will say thatU is unstable. Note additionally that condition Eq. 15
requires w globally defined; otherwise, U is trivially unstable,
since U is globally defined.

Recall that NLS solitons on a zero background Eq. 7 satisfy Eq.
15 (with an additional phase correction) for s � 1; see, e.g., Refs.
19–21. Some breather solutions of canonical integrable equations
such as mKdV and Sine-Gordon have been shown stable using
Lyapunov functional techniques; see Refs. 36, 38–41. See also
Refs. 42, 43 for a rigorous treatment using IST, Refs. 12, 13, 43 for
more results for other canonical models, and Refs. 45, 46 for the
stability of periodic waves and kinks for the defocusing NLS. For
several years, a proof of stability/instability of NLS breathers was
open, due to the difficult character (no particular sign) of
conservation laws.

Now, we consider an adapted version of stability for dealing
with the Akhmediev breather Eq. 6. We must fix a particular
spatial period, which for the latter case will be settled as L � 2π/a;
for some fixed a ∈ (0, 1/2), see Eq. 6.

By stability in this case, we mean the following. Fix s> 1/2 and
t0 ∈ R. We say that a particular 2π/a-periodic globally defined
solution U � eit(1 +W)of Eq. 1 is orbitally stable in Hs

Y(2π/a)if
there are constants C0, ε0 > 0 such that, for any 0< ε< ε0, if
u0 − U(t0)Hs

Y
< ε, then

sup
t ∈ R

inf
y,s ∈ R

∣∣∣∣∣∣∣∣u(t) − eisU(t, x − y)∣∣∣∣∣∣∣∣Hs
Y

<C0 ε. (16)

If Eq. 16 is not satisfied, we will say that U is unstable. Note how
in this case phase corrections are allowed. This is because they are
finite energy perturbations in the periodic case. In other words,
any change of the form BA(t, x)eic, c ∈ R, of the Akhmediev
breather BA(t, x) is a finite energy perturbation. The remaining
sections of this review are devoted to showing that all breathers
considered in the introduction are unstable according to the
previously introduced definitions.

5. THE PEREGRINE BREATHER

Recall the Peregrine breather introduced in Eq. 4. Note that it is a
polynomially decaying (in space and time) perturbation of the
nonzero background given by the Stokes wave eit . Using a simple
argument coming from the modulational instability of Eq. 1, in
Ref. 39 it was proved that BP is unstable with respect to
perturbations in Sobolev spaces Hs, s> 1/2. Previously,
Haragus and Klein [3] showed numerical instability of the
Peregrine breather, giving a first hint of its unstable character.

Theorem 5.1. The Peregrine breather Eq. 4 is unstable under
small Hs perturbations, s> 1/2.

The proof of this result uses the fact that Peregrine breathers
are in some sense converging to the background final state
(i.e., they are asymptotically stable) in the whole space norm
Hs(R), a fact forbidden in Hamiltonian systems with conserved
quantities and stable solitary waves.

Theorem 5.1 is in contrast with other positive results involving
breather solutions [36, 38, 47]. In those cases, the involved
equations (mKdV, Sine-Gordon) were globally well-posed in the
energy space (and even in smaller subspaces), with uniform in time
bounds. Several physical and computational studies on the Peregrine
breather can be found in Refs. 27, 48 and references therein. A recent
stability analysis was performed in Ref. 49 in the case of complex-
valued Ginzburg-Landau models. The proof of Theorem 5.1 is in
some sense a direct application of the notion of modulational
instability together with an asymptotic stability property.

5.1. Sketch of Proof of Theorem 5.1
This proof is not difficult, and it is based on the notion of
asymptotic stability, namely, the convergence at infinity of
perturbations of the breather. Fix s> 1/2. Let us assume that
the Peregrine breather P in Eq. 4 is orbitally stable, as in Eq. 15. Write
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P(t, x) � eit(1 + Q(t, x)), Q(t, x) :� − 4(1 + 2it)
1 + 4t2 + 2x2

. (17)

Now consider, as a perturbation of the Peregrine breather, the
Stokes wave Eq. 2. One has (Ref. 34)

lim
t→+∞

∣∣∣∣∣∣∣∣eit − P(t)∣∣∣∣∣∣∣∣Hs � lim
t→+∞||Q(t)||Hs � 0.

Therefore, we have two modulationally unstable solutions to Eq.
1 that converge to the same profile as t→ +∞. This fact
contradicts the orbital stability, since for y � x0(t) ∈ R given
in Eq. 15, 0< c0 :� ||Q(0, x − x0(0))||Hs is a fixed number, but if
t0 � T is taken large enough, ||Q(T)||Hs can be made arbitrarily
small. This proves Theorem 5.1.

Although Theorem 5.1 clarifies the stability/instability
question for the Peregrine breather, other questions remain
unsolved. Is the Peregrine breather stable under less restrictive
assumptions on the perturbed data? A suitable energy space for
the Peregrine breather could be

E :� {u ∈ L∞(R), |u|2 − 1 ∈ L2(R), ux ∈ L2(R)}
endowed with the metric d(u1, u2) :�

∣∣∣∣∣∣∣∣u1 − u2
∣∣∣∣∣∣∣∣L∞ + ∣∣∣∣∣∣∣∣u1,x −

u2,x
∣∣∣∣∣∣∣∣L2 + ∣∣∣∣∣∣∣∣|u1|2 − |u2|2

∣∣∣∣∣∣∣∣L2. This space is standard for the study
of kink structures in Gross-Pitaevski [50, 51]. However, even in
this space, the argument used in Theorem 5.1 works, giving
instability as well. In other words, the asymptotic stability
property in the whole space is key for the instability.

5.2. Variational Characterization
In the following lines, we discuss some improvements of the previous
result. In particular, we discuss the variational characterization of the
Peregrine breather. For an introduction to this problem in the setting
of breathers, see, e.g., Ref. 32. InRef. 35, the authors quantified in some
sense the instability of the Peregrine breather.

Theorem 5.2 (Variational characterization of Peregrine). Let
B � BP be any Peregrine breather. Then B is a critical point of a
real-valued functional F[u] Eq. 12, in the sense that

F′[B](z) � 0, for all z ∈ H2(R;C). (18)

Moreover, B satisfies the nonlinear ODE

B(4x) + 3B2
xB + (4|B|2 − 3)Bxx + B2Bxx + 2|Bx|2B + 3

2
(|B|2 − 1)2B

� 0. (19)

Theorem 5.2 reveals that Peregrine breathers are, in some sense,
degenerate. More precisely, contrary to other breathers, the
characterization of P does not require the mass and the energy,
respectively. The absence of these two quantities may be related to
the fact that M[BP] � E[BP] � 0, meaning a particular form of
instability (recall thatmass and energy are convex terms aiding to the
stability of solitonic structures). We would like to further stress the
fact that the variational characterization of the famous Peregrine
breather is in H2, since mass and energy are useless.

The proof of Theorem 5.2 is simple and variational and follows
previous ideas presented in Ref. 36 for the case of mKdV breathers
and Ref. 39 for the case of the Sine-Gordon breather (see also Ref. 47

for a recent improvement of this last result, based in Ref. 38). The
main differences are in the complex-valued nature of the involved
breathers and the nonlocal character of the KM and P breathers.

The following result gives a precise expression for the lack of
stability in Peregrine breathers. Recall that σc(L) stands for the
continuum spectrum of a densely defined unbounded linear
operator L. Essentially, the continuous spectrum of the
second derivative of the Lyapunov functional F’’ stays below zero.

Theorem 5.3 (Direction of instability of the Peregrine
breather). Let B � BP be a Peregrine breather, critical point of
the functional FP defined in Eq. 12. Then, the following is
satisfied: let z0 ∈ H2 be any sufficiently small perturbation and
w � w(t) :� e−itzxz0 ∈ H1. Then, as t→ +∞,

F″[BP](z0, z0) � 1
2
∫(|wx|2 − |w|2 − w2)(t) + O(‖z0‖3H1)
+ ot→+∞(1). (20)

From Eq. 20, one can directly check that F’’[BP](z0, z0)< 0 for a
continuum of small z0 and large times. The proof of Theorem 5.3
is a consequence of the following identity. For each z ∈ H2(R),
we have

F[BP + z] � F[BP] + G[z] +Q[z] +N [z], (21)

where F[BP] � 0, G[z] � 2Re∫ zG[BP] � 0, with G[BP] � (5.3),
and Q[z] is a quadratic functional of the form
Q[z] :� Re∫ zLP[z]dx, where LP[z] is a matrix linear
operator [35]. Finally, assuming ‖z‖H1 small enough, the term∣∣∣∣N [z]∣∣∣∣ is of cubic order and small.

6. THE KUZNETSOV-MA AND AKHMEDIEV
BREATHERS

Here, we describe the stability properties of the other two
important breathers for NLS: the Kuznetsov-Ma (KM)
breather Eq. 5 (see Figure 1 and Refs. 2, 4, 52 for details) and
the Akhmediev breather Eq. 6 [2].

6.1. Kuznetsov-Ma
Most of the results obtained in the Peregrine case are also available
for the Kuznetsov-Ma breather. We start by noticing that BKM is,
unlike Peregrine, a Schwartz perturbation of the Stokes wave eit

and therefore a smooth classical solution of Eq. 1. It has been also
observed in optical fiber experiments; see Kibler et al. [53]. This
reference and references therein are a nearly complete background
for the mathematical problem and its physical applications.

Using a similar argument as in the proof of Theorem 5.1 for the
Peregrine case, one can show that Kuznetsov-Ma breathers are
unstable [39]. The (formally) unstable character of Peregrine and
Kuznetsov-Ma breathers was well known in the physical and fluids
literature (they arise from modulational instability); therefore, the
conclusions from previous results are not surprising. In water tanks
and optic fiber experiments, researchers were able to reproduce
these waves [7, 27, 53], if, e.g., the initial setting or configuration is
close to the exact theoretical solution.
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Floquet analysis has been recently done for the KM breather in
Ref. 54. Concerning the variational structure of the KM breather,
it is slightly more complicated than the one for Peregrine, but it
has the same flavor.

Theorem 6.1 [35]. Let B � BKM be a Kuznetsov-Ma breather
Eq. 5. Then,

B(4x) + 3B2
xB + (4|B|2 − 3)Bxx + B2Bxx + 2|Bx|2B + 3

2
(|B|2 − 1)2B

− β2(Bxx + (|B|2 − 1)B) � 0. (22)

Note that the elliptic equation for the P breather Eq. 19 is directly
obtained by the formal limit β→ 0 in the KM elliptic Eq. 22. This
is concordance with the expected behavior of the KM breather as
a→ (1/2)+; see Eq. 5.

The variational structure of BKM goes as follows. Define

H[u] :� F[u] + β2E[u]. (23)

Here, E and F are given by Eqs 11 and 12, respectively. Then, for
any z ∈ H2(R;C), H′[BKM](z) � 0. One has the following.

Theorem 6.2 (Absence of spectral gap and instability of the
KM breather [35]). Let B � BKM be a Kuznetsov-Ma breather Eq.
5, critical point of the functional H defined in Eq. 23. Then,

H′[BKM] � 0, H″[BKM](zxBKM) � 0, and

infσc(H″[BKM])< 0. (24)

Note that classical stable solitons or solitary waves Q Eq. 7 easily
satisfy the estimate inf σc(H′′

Q[Q])> 0, whereH′′
Q is the standard

quadratic form associated with the energy-mass-momentum
variational characterization of Q [20]. Even in the cases of the
mKdV breather BmKdV [36] or Sine-Gordon breather BSG [39],
one has the gap infσc(H′′

mKdV[BmKdV ])> 0 and
infσc(H′′

SG[BSG])> 0. The KM breather does not follow this
property at all, giving another hint of its unstable character.

The above theorem shows that the KM linearized operator
H″ has at least one embedded eigenvalue. This is not true in the
case of linear, real-valued operators with fast decaying potentials,
but sinceH″ is a matrix operator, this is perfectly possible. Recall
that if infσc(H″[BKM])> 0, then the KM could perfectly be
stable, a contradiction.

6.2. The Akhmediev Breather
Recall the Akhmediev breather Eq. 6. Note that BA is a
2π/a-periodic in space, localized in time smooth solution to
Eq. 1, with some particular properties at spatial infinity. In the
limiting case a↑1/2, one can recover the Peregrine soliton Eq. 4.
Moreover, one has

lim
t→ ± ∞

������BA(t, x) − e ± iθeit
������H1

Y
� 0, eiθ � 1 − α2 − iβ. (25)

The instability of BA goes as follows. Once again, being BA

unstable, it does not mean that it has no structure at all.
Theorem 6.3 [31]. The Akhmediev breather Eq. 6 is unstable

under small perturbations in Hs
Y, s> 1/2. Also, it is a critical point

of the functional H[u] :� FA[u] − α2EA[u], i.e., H’[BA][w] � 0

for all w ∈ H2
Y . In particular, for each t ∈ R, BA � A satisfies the

nonlinear ODE:

A(4x) +3A2
xA+(4|A|2 −3)Axx +A2Axx +2|Ax|2A+3

2
(|A|2 −1)2A

+α2(Axx +(|A|2 −1)A)� 0. (26)

The proof of Theorem 6.3 uses Eq. 25 in a crucial way: a modified
Stokes wave is an attractor of the dynamics around the
Akhmediev breather for a large time.

Remark 6.1. We finally remark that the three above discussed
breathers, BP,BKM ,BA, are all related to the two-soliton solutions
of NLS on the plane-wave background (see Chapter 3 in Ref. 55).
Indeed, the stationary Lax-Novikov equations for all breathers
belong to the same family Eqs 19, 22, and 26 (see the recent paper
[56] for a detailed discussion about the stationary Lax-Novikov
equations). Similar conclusions are expressed in Ref. 35.

7. CONCLUSION

We have reviewed the stability properties of three NLS solutions
with nonzero background: Peregrine, Kuznetsov-Ma, and
Akhmediev breathers. Working in associated energy spaces, with
no additional decay condition, this review also characterizes the
spectral properties of each of them. According to the definition of
stability, noNLS Eq. 1 breather seems to be stable, not even in larger
spaces. The instability is easily obtained from the fact that each
breather converges on the whole line, as time tends to infinity,
toward the Stokes wave. If the solutions were stable, this would
imply that each breather is the Stokes wave itself. Some deeper
connections between the stability of breathers and the nonzero
background (modulational instability) are highly expected, but it
seems that no proof of this fact is in the literature. Maybe Bäcklund
transformations, in the spirit of Refs. 38, 41, 47, could help to give
preliminary answers, and rigorous IST methods such as the ones in
Refs. 42, 43 may help to solve this question. Finally, the dichotomy
blow-up/global well-posedness and ill-posedness for large data in
NLS Eq. 1 with nonzero background are interesting mathematical
open problems to be treated elsewhere.
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Breather Structures and Peregrine
Solitons in a Polarized Space
Dusty Plasma
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In this theoretical investigation, we have examined the combined effects of nonthermally
revamped polarization force on modulational instability MI of dust acoustic waves DAWs
and evolution of different kinds of dust acoustic (DA) breathers in a dusty plasma consisting
of negatively charged dust as fluid, Maxwellian electrons, and ions obeying Cairns’
nonthermal distribution. The nonthermality of ions has considerably altered the strength
of polarization force. By employing the multiple-scale perturbation technique, the nonlinear
Schrödinger equation NLSE is derived to study modulationalMI instability of dust acoustic
waves DAWs. It is noticed that influence of the polarization force makes the wave number
domain narrow where MI sets in. The rational solutions of nonlinear Schrödinger equation
illustrate the evolution of DA breathers, namely, Akhmediev breather, Kuznetsov–Ma
breather, and Peregrine solitons (rogue waves). Further, the formation of super rogue
waves due to nonlinear superposition of DA triplets rogue waves is also discussed. It is
analyzed that combined effects of variation in the polarization force and nonthermality of
ions have a comprehensive influence on the evolution of different kinds of DA breathers. It is
remarked that outcome of present theoretical investigation may provide physical insight
into understanding the role of nonlinear phenomena for the generation of various types of
DA breathers in experiments and different regions of space (e.g., the planetary spoke and
cometary tails).

Keywords: dust acoustic waves, breather wave, Peregrine soliton, polarization force, rogue wave, Cairns
nonthermal distribution

1 INTRODUCTION

The plasma physicists have rejuvenated the research in the dusty plasma after the confirmation of
presence of dust grains in Saturnian rings by Cassini and Voyager space missions [1]. It has been
remarkably reported that such kind of dusty plasma is extremely abundant in various space/
astrophysical environments (e.g., solar nebulae and comet tails) [2–6] and laboratory (e.g.,
manufacturing and processing of semiconductor devices) [7, 8]. The characteristic features of
different nonlinear wave excitations in various space dusty plasma environments have been explored
by numerous researchers. Prolific literature has confirmed the existence of extremely massive
(i.e., nearly 106 to 1012mi) and excessively charged dust due to its momentous role for generation of
DA nonlinear waves in space dusty plasma environments. Numerous theoretical and experimental
investigations [9–11] have reported that charged dust reacts with electromagnetic as well as
gravitational fields and gives rise to new low frequency modes like dust ion acoustic (DIA)
waves [12], dust acoustic waves [13], and other modes. In low frequency dust acoustic waves,
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dust mass provides the inertia and pressure of electrons/ions
provides the restoring force. Over the last few decades, many
researchers have studied the variety of DA nonlinear structures
such as solitons, shocks, double layers, and rogue waves, in
magnetized/unmagnetized dusty plasmas in the framework of
non-Maxwellian distributions [14–18]. Amin et al. [14] studied
the MI of dust acoustic and dust ion acoustic waves and found
that both DA and DIA waves are modulationally unstable. Shukla
et al. [16] derived the dispersion relation for DAWs in a
nonuniform dusty magnetoplasma. Labany et al. [17] studied
the combined effects of adiabatic dust charge fluctuations and
inhomogeneity on the salient features of DA solitons in a
magnetized dusty plasma consisting of negatively charged
dust, Boltzmann ions, and nonextensive electrons. They
noticed the significant variation in the characteristics of DA
solitary waves under the influence of dust charge fluctuations.
El-Taibany and Sabry [18] illustrated the 3D DA solitary waves
and double layers in the presence of magnetic field and
nonthermal ions. It is believed that dust grains embedded in a
dusty plasma are responsible for various kind of forces.
Hamaguchi and Farouki [19] explored one of such forces as
polarization force which occurs due to the deformation of the
Debye sphere around the dust in nonuniform plasma. They found
that difference in positive ion density on either side of negative
dust leads to occurrence of the polarization force. The direction of
polarization force is opposite to the electrostatic force and
independent of sign of charge on dust [20]. Further, the
polarization force has a great impact on the characteristics of
DA waves. Numerous investigations have also been reported to
demonstrate the variety of nonlinear structures by varying the
polarization force in the framework of Maxwellian and non-
Maxwellian distributions in various space plasma environments
[21–27]. Singh et al. [26] illustrated that the superthermality of
ions and polarization force have intense influence on the
characteristics of DA periodic (cnoidal) waves in a
superthermal polarized dusty plasma. In the recent past, Singh
et al. [27] investigated the head-on collision among DA
multisolitons in a dusty plasma having ions following the
hybrid distribution in the presence of polarization force. It was
found that rarefactive DA multisolitons are formed and phase
shifts are strongly influenced by the polarization force.

Over the last few decades, the study of modulational instability
and evolution of nonlinear envelope solitons in the context of
nonlinear Schrödinger equation (NLSE) becomes an intriguing
area of research in different plasma systems. The rational
solutions of NLSE describe broad range of spatially and
temporally localized sets of soliton solutions. One of such
rational solutions is called Peregrine soliton [28] or prototype
of the rogue waves resulting from counterbalance between
nonlinearity and group velocity dispersion. The investigation
of rogue waves has enhanced comprehensive understanding of
evolution and formation of these mysterious waves in the ocean
[29, 30]. It is demonstrated that the Peregrine breather plays a
pivotal role for exclusive study of rogue waves [31]. It is reported
that rogue waves are usually singular and large amplitude waves
with draconian effects on living creatures. The rogue waves are
known for their sudden appearance as a deep hole and huge crest

in a serial pattern. Rogue waves have extremely large amplitude
waves that evolve suddenly and then collapse without clue. Such
kinds of waves are also observed in nonlinear optics, superfluids,
and Bose–Einstein condensates [32, 33]. Further, it is also
illustrated that the breather solutions of NLSE can be
categorized as Kuznetsov–Ma breathers (space localized
patterns and periodic in time) [34, 35] and the second class of
breathers is the Akhmediev breather (which is periodic in space
and localized in time) [36]. An experimental investigation of the
formation of Peregrine solitons was reported by Bailung et al. [37]
in a multicomponent plasma composed of negative ions. They
illustrated that wave becomes modulationally unstable for critical
value of negative ions density. Pathak et al. [38] have
experimentally illustrated the occurrence of higher-order
Peregrine breathers with amplitude five times the background
carrier wave in multispecies plasma and verified their findings
with second-order rational solution of breathers obtained from
NLSE. Numerous researchers [39, 40] have also studied the
evolutionary dynamics of such kind of nonlinear coherent
solutions in different plasma environments. The nonlinear
superposition of first-order rogue waves yields a complex and
localized nonlinear structure with excessively large amplitude
known as higher-order rogue waves and becomes a fascinating
area of research. Such kind of pecking-order of higher-order
breather solutions with a huge amplitude is called SRWs.
Moreover, the rogue waves are first-order rational solution
while SRWs are higher-order solution of NLSE. The nonlinear
superposition of these TRWs forms the SRWs. The amplitude of
SRWs goes on rising as triplets are replaced by sextets and so on
[41, 42]. The observation of these higher- (second-) order rogue
waves (RWs) has been verified in laboratory experiment
including theoretical investigation [37, 38]. Numerous
investigations of dust acoustic rogue waves have been reported
in different plasma environments [43–50]. Singh and Saini [49]
have observed that polarization force controls the MI domain of
DA waves in a superthermal dusty plasma. They have also
illustrated the evolutionary transition of DARW triplets to
SRWs in a space dusty plasma. Recently, Jahan et al. [50] have
studied the MI and DA rogue waves in a four-component dusty
plasma having inertial two fluids of heavy as well as light
negatively charged dust grains, superthermal electrons, and
nonthermal ions. It is remarked that the conditions for the
existence of DARWs are strongly altered under the influence
of nonthermality of ions and superthermality of electrons.

Various satellite observations have disseminated the
prevalence and abundance of energetic charged particles that
exhibit nonthermal tails in the planetary magnetospheres and
solar wind [51, 52]. Cairns et al. [53] introduced a new kind of
distribution referred to as Cairns distribution in order to explore
the concept of negative potential electrostatic wave structures
observed by the Freja satellite [54]. They illustrated that the
occurrence of charged particles obeying nonthermal distribution
can appreciably change the propagation properties of ion acoustic
waves in conformity with observations of Freja [54] and Viking
[55] satellites. Nonthermal charged particles have been found in
the Earth’s bow-shock [56], Mar’s ionosphere [57], lunar vicinity
[58], and the Jupiter and Saturn environments [59]. A large
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number of studies have focused on the characteristics of different
nonlinear waves in the framework of nonthermal Cairns
distribution in various plasma systems [27, 60–62]. Singh [60]
studied the propagation of ion acoustic waves (IAWs) in an
inhomogeneous electron-ion plasma having nonthermal
electrons obeying Cairns distribution. The characteristics of
nonlinear IAWs are strongly affected by the density
inhomogeneities as well as nonthermality of electrons. Kalita
and Kalita [61] studied the dust acoustic waves in a dusty plasma
composed of weakly relativistic electrons, nonthermal ions
(obeying Cairns distribution), and negatively charged dust.
They found that the variation in nonthermal parameter of
ions significantly modifies the amplitude of both compressive
and rarefactive solitons. Shan et al. [62] studied the influence of
nonthermality of electrons as well as protons on the formation of
electrostatic ion acoustic waves in an ionospheric plasma.

In our present investigation, we have explored the MI of
DAWs and hierarchy of DA breathers, Peregrine solitons,
TRWs, and SRWs in a nonthermally polarized space dusty
plasma having Cairns distributed nonthermal ions, Maxwellian
electrons, and negatively charged dust fluid. Our present
optimum knowledge authenticates that no such type of
investigation has been carried out yet. We have used multiple-
scale perturbation technique to obtain NLSE to study the MI and
from its solution, the full class of DA breathers and TRWs as well
as SRWs are illustrated. The basic fluidmodel ofDAWs is given in
Section 2. In Section 3, we have presented the derivation of
NLSE. In Section 4, modulational instability, analytical solutions
of NLSE for study of DA breathers (Akhmediev breather,
Kuznetsov–Ma breather, and Peregrine solitons), TRWs, and
SRWs are discussed. In Section 5, conclusions are presented.

2 FLUID MODEL

In this present investigation, we have examined the influence of
polarization force and nonthermality of ions, on the evolution of
dust acoustic rogue waves, breathers, and Peregrine solitons in a
polarized space dusty plasma having negative dust fluid,
Boltzmann electrons, and ions obeying Cairns nonthermal
distribution. The modified expression for polarization force
under the effect of nonthermal ions can be written as [27]

Fp � −ZdeRCα0[1 − Cα1( eϕ
kBTi

) + Cα2( eϕ
kBTi

)2]1/2,

(1)

where R � Zde2/4kBTiλDi0, λDi0 �
������������
ϵ0kBTi/nie2Cα1

√
,

Cα0 � (Cα1 − 2Cα2ϕ), Cα1 � 1 − Λ, Cα2 � 1/2, and Λ � 4α
1+3α. α

measures the energy spectrum of nonthermal ions. Equation 1
illustrates that the polarization force is significantly revamped by
nonthermality of ions (for more details, see Ref. 27). The
expression for polarization force in Maxwellian limit (α→ 0)
agrees exactly with the expression in Asaduzzaman et al. [25].
Numerically, it is found that the polarization parameter R is
decreased with rise in α (i.e., increase in nonthermality of ions)
and temperature of ions.

The normalized expression for number density of
nonthermally distributed ions by using Taylor’s expansion can
be written as [27]

ni � δi(1 − Cα1ϕ + Cα2ϕ
2 − Cα3ϕ

3 +/), (2)

where α is the spectral index of nonthermally distributed ions. For
low effect of nonthermality of ions, α is small. We have considered
the normalized number density of electrons which is given as
ne � δeexp(σϕ) [49].

The nonthermally modified polarization force term is used in the
dust momentum equation to examine the role of polarization force
and nonthermality of ions on DARWs, breathers, and Peregrine
solitons. At equilibrium, the charge neutrality yields
ne0 + Zd0nd0 � ni0, where nj0 for (j � e, i, d) are unperturbed
densities of different species (i.e., electrons, ions, and dust),
respectively. The set of normalized fluid model equations governs
the dynamics of DAWs is written in the following form [27]:

znd

zt
+ z(ndud)

zx
� 0, (3)

zud

zt
+ ud

zud
zx

� χp
zϕ

zx
, (4)

and

z2ϕ

zx2
� nd − δi[1 − Cα1ϕ + Cα1ϕ

2 − Cα3ϕ
3 +/] + δe exp(σϕ),

(5)

where χp � [1 − R · Ξ] and Ξ � (Cα1 − 2Cα2ϕ + 1/2C2
α1ϕ). The nd

is normalized by nd0 and ud is normalized by dust sound speed
Cd � (Zd0kBTi/md)1/2. The electrostatic potential ϕ is normalized
by kBTi/e. The spatial and time coordinates are also normalized
by dust Debye radius (i.e., λDd � (kBTi/4πe2Zd0nd0)1/2) and
inverse of dust plasma frequency
(i.e., ω−1pd � (md/4πZ2

d0e
2nd0)1/2), respectively. Also, σ � Ti/Te, δe �

ne/Zd0nd0 � 1/(ρ − 1) and δi � ni/Zd0nd0 � ρ/(ρ − 1), and ρ �
ni0/ne0.

3 DERIVATION OF THE NONLINEAR
SCHRÖDINGER EQUATION

To analyze the characteristics of modulated DAWs in
nonthermally polarized space dusty plasma, NLSE is derived
from Eqs 3–5 by employing expansion of dependent state
variables and following stretching coordinates:

ζ � ϵ(x − Λg t) and τ � ϵ2 t, (6)

where finite parameter ϵ≪ 1 and Λg represents the group
velocity of envelope. The dependent state variables can be
expanded as

Y � Y0 + ∑∞
m�1

ϵ(m) ∑∞
ℓ�−∞

Y(m)
ℓ (ζ , τ)eıℓ(kx−ωt), (7)

where Y(m)
ℓ

� [ndudϕ]′ and Y0 � [100]′. By adopting multiscale
technique, we have taken the fast scale in the phase via (kx − ωt)
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with slow scaling via (ζ, τ) in terms of ℓth harmonics. Further,
n(m)
ℓ

, u(m)
ℓ

, and ϕ(m)
ℓ

are real, such that Y(m)
−ℓ � Y+(m)

ℓ
, the star

shows the complex conjugate.
By putting Eqs 6 and 7 into Eqs 3–5 and equating terms of first-

order (m, ℓ) � (1, 1), the first-order quantities are obtained as.

n(1)1 � k2χ1
ω2

ϕ(1)
1 and u(1)

1 � −kχ1
ω2

ϕ(1)
1 . (8)

Further, we obtain

ω

k
�

������
χ1

k2 + 91

√
, (9)

where χ1 � 1 − RCα1 and 91 � δeσ + δiCα1. Equation 9 represents
the dispersion relation of DAWs. Now, equating terms for
(m, ℓ) � (2, 1) and the analogy condition can be written as

Λg � dω
dk

� ω

k
(1 − ω2

χ1
). (10)

Equation 10 represents the group velocity of the DAWs.
From the expressions corresponding to third harmonics

(m, ℓ) � (3, 1) and with some algebraic manipulations, the
final expression for NLSE is obtained as follows:

ι
zΦ
zτ

+ P
z2Φ
zζ2

+ QΦ|Φ|2 � 0, (11)

where P and Q are dispersion and nonlinear coefficients,
respectively. Expressions for these coefficients and other steps
involved in the derivation of NLSE are illustrated in Appendix.

4 MODULATIONAL INSTABILITY AND
BREATHERS SOLUTIONS

In this section, we have performed numerical analysis to examine
the MI of DAWs and dynamics of DA breathers, Peregrine
solitons, and evolution of DA-TRWs to SRWs in a
nonthermal polarized dusty plasma. For numerical analysis, we
have used MATHEMATICA-10 based program. We have
discussed the combined influence of different plasma
parameters (e.g., ρ, σ,R, and α) on the characteristics of
different kinds of DA breathers, RW triplets, and super rogue
waves. We have used data for numerical analysis for physical
parametric ranges associated with planetary rings [65] in dusty
plasma: ni0 � 5 × 107, ne0 � 4 × 107, Zd � 3 × 103, nd � 107cm− 3,
Ti � 0.05, Te � 50 eV, and R � 0 − 0.155. The experimental
parametric ranges are as follows [21]: ni0 � 7 × 107,
ne0 � 4 × 107cm− 3, Zd � 3 × 103, nd � 107cm− 3, Ti � 0.3,
Te � 8eV, and R � 0 − 0.155.

4.1 Modulational Instability
We ensure that Eq. 11 represents a plane wave solution Φ �
Φ0exp(ιQ|Φ0|2τ) which can be linearized by employing Φ � Φ0 +
εΦ(1,0)cos(~kζ − ~ωτ) (i.e., the perturbed wave number (~k)

associated with the frequency (~ω) is different from its
homologue). The dispersion relation in this perturbed case can
be written as [63]

~ω2 � P~k
2(P~k2 − 2Q|Φ̃0|2) (12)

It is noted that when the ratio of P to Q is positive
(i.e., P/Q> 0), unstable modulated envelope is observed for
~k< k̃c � (2Q|Φ̃0|2/P)1/2. The growth rate (Γg) of DAWs is
determined as follows [63]:

Γg � P~k
2⎛⎜⎜⎜⎜⎜⎜⎜⎝k̃c

2

~k
2 − 1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
1/2

(13)

It is observed that MI gets stabilized by developing a train of
envelope in the form of bright solitons. When the ratio of P toQ is
negative (i.e., P/Q< 0), stable modulated envelope is formed in
the given plasma system.

The stability profile of DAWs is examined in Figure 1A which
illustrates the variation of critical wave number k(� kc) with
polarization parameter (R). The shaded (white) region associates
with modulationally unstable (stable) regime of modulated DA
carrier wave. The boundary line which separates the shaded area
(P/Q> 0) and the white area (P/Q< 0) gives kc at fixed value of R.
An increase in R yields the deviation of kc for higher values
(i.e., impact of polarization force is to contract the wave number
region). Figure 1B shows the variation of k(� kc) with the
nonthermality parameter of ions (α). An increase in α moves
the kc in smaller value region. It is seen that the impact of
nonthermality of ions is to broaden the wave number domain,
where unstable region shows MI growth rate. Figure 3C
highlights the influence of R and α on the growth rate of MI
of DAWs. An increase in both R and α shrinks the maximum
growth rate of DAWs. It is discerned that the polarization
parameter and nonthermality of ions play pivotal role to
change the growth rate of MI. It is stressed that the impact of
nonthermality of ions and polarization force (via R) have strong
influence on the MI of DAWs.

Now, the main focus of our investigation is to analyze
solutions for PQ> 0 (i.e., for modulational unstable region).
In this regime, nonlinear structures under study are rogue
waves (localized in space as well as time), Akhmediev
breather (localized in time but periodic in space),
Kuznetsov–Ma breather (localized in space but periodic in
time), TRWs, and SRWs. The detailed study of different
kinds of breathers and other nonlinear structures is
summarized as follows.

4.2 Peregrine Solitons
The Peregrine structure [28] as a prototype model for rogue
waves has been adopted as a single rogue profile whose amplitude
reduces in both time and space. The Peregrine solitons have been
examined experimentally in water wave tank [40] and also in
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plasma [37] situations. The NLS Eq. 11 provides a first-order
rational solution confined in both τ and ζ-plane given by

ΦRW �
��
P
Q

√ [ 4(1 + 2ιPτ)
1 + 4P2τ2 + 4ζ2

− 1]exp(ιPτ). (14)

Here, we have presented the standard solution of Peregrine
solitons (i.e., rogue waves). In the limiting case, when both

R � 0 and α � 0,t the findings of our study agree with results for
Maxwellian case of Ref. 64. The RWs are characterized as several
times larger in amplitude than their surrounding waves and are
more unpredictable. The profile of RWs formation in many
experiments can be illustrated as the train of solitons developed
due to the modulational instability of monochromatic wave
packets which superimpose and suck energy from neighboring
waves which further yields extremely large amplitude rogue
waves (Peregrine solitons).

FIGURE 1 | The contour plot of P/Q in plane of (A) k − R and (B) k − α. (C) The variation of growth rate (Γg) of MI vs. kc for different values of polarization parameter R
and nonthermality parameter α.

FIGURE 2 | The variation of DARW portrait with respect to ζ (A) for different values of R and (B) for different values of α at fixed values of σ � 0.01 and ρ � 1.11.
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Figure 2A depicts the absolute of amplitude profile of DARWs
for distinct values of polarization parameter R. It is seen that rise
in R leads to escalating the amplitude of DARWs, whereas
Figure 2B shows that increase in α (i.e., nonthermality of
ions) reduces the amplitude of DARWs. Consequently, the
polarization parameter increases the nonlinearity which leads
to enhancing the amplitude of DARWs whereas nonlinearity
decreases with the increase in nonthermality of ions and hence
amplitude enervates.

4.3 Akhmediev Breather
The Akhmediev breather [36] is an exact solution of the NLSE Eq.
11 which illustrates the MI regime. The associated waveforms
(periodic in space and confined in time) are given by

ΦAB �
��
P
Q

√ [1 + 2(1 − 2ℵ)cosh[℘Pτ] + ι℘sinh[℘Pτ]���
2ℵ

√
cos[çζ] − cosh[℘Pτ] ]exp(ιPτ).

(15)

Here, free parameter “ℵ” measures the physical nature of the
solution with relations ç � ���������

4(1 − 2ℵ)√
and ℘ � ���

2ℵ
√

ç. For
0<ℵ< 0.5 (i.e., the spatial frequency of wave modulation) “ç”
and “℘” must be real such that 0<℘, ç < 2, and the solution
demonstrates the AB which is confined in time and has a
periodicity in space ζ with period 2π/ç. This solution can be
reduced to the confined solution (in space as well as time) with
the rise in the converter parameter ℵ up to the limit ℵ→ 0.5.
Hence, the maximum amplitude of the AB is given by

|Φ|AB(max) �
��
P
Q

√ (1 + 2
�
2

√
ℵ); ℵ ∈ (0, 0.5). (16)

Figures 3A,B illustrate the variation of DA-AB for distinct
values of polarization parameter (via R). It is observed that
amplitude of DA-AB escalates with rise in polarization

parameter. Figures 4A,B show the variation of DA
Akhmediev breather for distinct values of nonthermality
parameter (via α). It is found that amplitude of DA-AB
reduces with rise in nonthermality of ions.

4.4 Kuznetsov–Ma Breather
Kuznetsov [34] and Ma [35] introduced one of the breather
solutions which is named Kuznetsov–Ma (KM) breather. On the
contrary to the AB, KM breather is periodic in time and confined
in space and is given by [34, 35]

ΦKM �
��
P
Q

√ [1 + 2(1 − 2ℵ)cos[℘Pτ] − ι℘sin[℘Pτ]���
2ℵ

√
cosh[çζ] − cos[℘Pτ] ]exp(ιPτ).

(17)

Here, 0.5<ℵ<∞; the variables “ç “and “℘ “ are imaginary.
Moreover, the hyperbolic functions are changed into the
circular trigonometric functions and vice versa. Such
solutions are periodic in time domain with periodicity
2π/(℘P). The maximum amplitude of the DA-KM breather
is given by

|Φ|KM(max) �
��
P
Q

√ (1 + 2
�
2

√
ℵ); ℵ ∈ (0.5,∞). (18)

Figures 5A,B depict the variation in DA-KM breather for
distinct values of polarization parameter (via R). It is
observed that amplitude of DA-KM breather increases
with increase in polarization parameter. Figures 6A,B
show the variation in DA-KM breather for distinct values
of nonthermal parameter (via α). It is found that the absolute
amplitude of DA-KM breather decreases with rise in
nonthermality of ions.

FIGURE 3 | The variation of DA Akhmediev breathers profile in ζ-τ plane (A) for R � 0.1 and (B) R � 0.11 at fixed values of α � 0.1 and ρ � 1.11.
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The maximum amplitude of breathers can be recapitulated as

|Φ|AB(max) � < 3
��
P
Q

√
for ℵ< 1

2
,

|Φ|RW(max) �
��
P
Q

√ (1 + 2
�
2

√
ℵ) � 3

��
P
Q

√
for ℵ � 1

2
,

|Φ|KM(max) � > 3
��
P
Q

√
for ℵ> 1

2
,

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(19)

Figures 7A–C illustrate the evolution of DA-AB, DA-KM
breather, and DARWS for different ℵ values. It is important to
note that the maximum amplitude of DARWs is higher than AB
and lower than KM (i.e.,

∣∣∣∣Φ|KM(max) >
∣∣∣∣Φ|RW(max) >

∣∣∣∣Φ|AB(max)). It
is also seen that, for AB, the spatial gap of neighboring peaks

increases with the rise in ℵ which leads to suppressing the wave
frequency and consequently strongly localized structures in both
space and time dimensions until ℵ � 0.5 which evolves the
DARWs. On the other hand, for the KM breather, the
temporal gap of the neighboring peaks shrank with the
increment in ℵ (i.e., the wave frequency enhances).

4.5 Rogue Wave Triplets and Super Rogue
Waves
Over the last many years, the rogue wave triplets and super RWs
solutions of NLSE have been studied theoretically as well as
experimentally by numerous researchers [38, 41, 42]. It is found
that rogue wave triplets are second-order RWs, and the nonlinear
superposition of these DA-TRWs can give birth to higher
amplitude SRWs that are also confined in both time and space

FIGURE 4 | The variation of DA Akhmediev breathers profile in ζ-τ plane (A) for α � 0.2 and (B) α � 0.3 at fixed values of R � 0.11 and ρ � 1.11.

FIGURE 5 | The variation of DA Kuznetsov–Ma breather profile in ζ - τ plane (A) for R � 0.1 and (B) R � 0.11 at fixed values of α � 0.1 and ρ � 1.11.
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domains. The higher-order rational solution of Eq. 11 recognizes
the DA-TRWs solution for unstable regime [41]:

Φ �
��
P
Q

√ [1 + (g1 + ιg2)
g3

]exp(ιPτ), (20)

where

g1 � [36 − 24
�
2

√
θ1ζ − 144ζ2{4(Pτ)2 + 1} − 864(Pτ)2 − 48ζ4 − 960(Pτ)4 + 48θ2Pτ],

g2 � 24[Pτ{15 − 2
�
2

√
θ1ζ} + θ2{2(Pτ)2 − ζ2 − 1

2
} − 4ζ4 + 12ζ2 − 8(Pτ)3(2ζ2 + 1) − 16(Pτ)5],

g3 � [8ζ6 + 6ζ2{3 − 4(Pτ)2}2 + 64(Pτ)6 + θ1{θ1 + 2
�
2

√
ζ(12(Pτ)2 + 396(Pτ)2 − 2ζ2 + 3)}

+θ2{4Pτ(6ζ2 − 4(Pτ)2 − 9)} + 12ζ4{4(Pτ)2 + 1} + 432(Pτ)4 + θ2 + 9]

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(21)

FIGURE 6 | The variation of DA Kuznetsov–Ma breather profile in ζ - τ plane (A) for α � 0.2 and (B) α � 0.3 at fixed values of R � 0.11 and ρ � 1.11.

FIGURE 7 | The 3D profile of (A) DA rogue waves atℵ � 0.5, (B) DA Akhmediev breather atℵ � 0.2, and (C) DA Kuznetsov–Ma breather atℵ � 2 with respect to ζ
and τ whereas R � 0.11, α � 0.2, and ρ � 1.11 are fixed.
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Here, θ1 and θ2 represent the changeover of DA-TRWs to
SRWs and also site of these triplets. We consider θ1 � 1000 and
θ2 � 0 to portrait a qualitative fashion. Here, A � (θ1/31 /

�
2

√
, 0),

B � (− �
2

√
θ1/31 /4,

�
3

√
θ1/31 /4P), and C � (− �

2
√

θ1/31 /4,− �
3

√
θ1/31 /4P)

are the sites of DA-TRWs in (ζ − τ). If we choose θ1 � θ2 � 0,
then DA-SRWs are evolved after the overlapping of first-order
DA-TRWs.

Figures 8A,B display the influence of absolute of the
amplitude of DA-TRWs for distinct values of polarization force
(R). An increase in R produces enhancement in the amplitude of
DA-TRWs. Figures 9A,B demonstrate the absolute of the DA-
TRWs profile for distinct values of α. It is remarked that with an
increment in α (i.e., nonthermality of ions) the absolute amplitude
DA-TRWs is enervated. The nonlinearity decreases as the

FIGURE 8 | The variation of DA-TRWs portrait in ζ-τ plane (A) for R � 0.1 and (B) R � 0.13 whereas α � 0.2 and ρ � 1.11 are fixed.

FIGURE 9 | The variation of DA-TRWs portrait in ζ-τ plane (A) for α � 0.2 and (B) α � 0.3, whereas R � 0.11 and ρ � 1.11 are fixed.

FIGURE 10 | The variation of DA-SRWs portrait vs. ζ (A) for different values of R and (B) for different values of α whereas σ � 0.01 and ρ � 1.11 are fixed.
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nonthermality of ions increases and consequently, the amplitude of
DA-TRWs gets reduced. To demonstrate the evolutionary of DA-
SRWs in space dusty plasma, we choose θ1 � θ2 � 0. The DA super
rogue waves are evolved in the given plasma model due to
nonlinear superposition of second-order DA-TRWs.
Figure 10A depicts the variation of DA-SRWs for distinct
values of polarization parameter R. It is noticed that the rise in
R escalates the amplitude of DA-SRWs. Figure 10B illustrates that
an increase in α leads to reducing the amplitude of DA-SRWs. It is
conspicuous that rise in the value of R (α) enhances (reduces) the
nonlinearity and increases (suppresses) the amplitude of DA-
SRWs. It is remarked that the polarization force and
nonthermality of ions substantially revamp the evolution of DA
breathers, Peregrine solitons, and different rogue wave structures.

5 CONCLUSION

We have numerically studied the evolution of different kinds of
DA breathers, Peregrine solitons, rogue wave triplets, and super
rogue waves in a dusty plasma containing negatively charged dust
fluid, Maxwellian electrons, and nonthermal ions (obeying Cairns
distribution) in the presence of polarization force. First, the role
of nonthermality of ions on the polarization force is discussed. By
applying the multiple-scale perturbation technique, the NLSE is
derived to analyze the MI of the DAWs. It is conspicuous that the
polarization parameter controls the wave number domain
whereas nonthermality of ions broadens the instability regime.
The evolution of dust acoustic AB, KM breather, Peregrine

solitons, DA-TRWs, and higher-order SRWs has been
illustrated under the impact of nonthermal polarization force.
Furthermore, an epoch-making role of all physical parameters
like nonthermality of ions and polarization force on the
characteristics of dust acoustic AB, KM breather, and first- as
well as second-order RWs has been studied. The paramount
findings of this study might provide the physical insight of
nonlinear coherent structures in planetary rings where
nonthermal ions are prevalent in different space environments.
We propose to perform a dusty plasma experiment to validate our
theoretical predications as formation of IA freak waves has
already been examined experimentally by the researchers [37, 38].
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Appendix

Main Steps for the Derivation of Nonlinear Schrödinger Equation

From second harmonics (m, ℓ) � (2, 1), we obtain

n(2)1 � −k
2χ1
ω2

Φ(2)
1 + 2ιk

zΦ(1)
1

zζ

u(2)1 � −kχ1
ω
Φ(2)

1 − ι
kχ1Λg

ω2

zΦ(1)
1

zζ
− ι

χ1
ω

zΦ(1)
1

zζ

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭ (A1)

Further, the second harmonics (m, ℓ) � (2, 2) are given due to
the self nonlinear interactions of the carrier waves as

ϕ(2)
2 � b1(ϕ(1)

1 )2
u(2)
2 � b2(ϕ(1)

1 )2
n(2)
2 � b3(ϕ(1)

1 )2
⎫⎪⎪⎬⎪⎪⎭ (A2)

These self-interactions provide the zeroth-order harmonics
which can be analytically obtained by collecting (m, ℓ) � (3, 0):

ϕ(2)
0 � a1

∣∣∣∣ϕ(1)
1

∣∣∣∣2
u(2)0 � a2

∣∣∣∣ϕ(1)
1

∣∣∣∣2
n(2)0 � a3

∣∣∣∣ϕ(1)
1

∣∣∣∣2
⎫⎪⎬⎪⎭ (A3)

Equating the third harmonics (m, ℓ) � (3, 1), we get the
following set of equations:

− ιωn(3)1 + ιku(3)
1 − Λg

zn(2)
1

zζ
+ zu(2)

1

zζ
+ zn(1)

1

zτ

+ ιk(n(1)
1 u(2)

0 + u(1)1 n(2)0 ) + ιk(n(2)
2 u(1)−1 + u(2)

2 n(1)
−1 ) � 0

(A4)

− ιωu(3)1 − ιkχ1Φ(3)
1 − Λg

zu(2)
1

zζ
− χ1

zΦ(2)
1

zζ
+ zu(1)

1

zτ

+ ιk(u(1)
1 u(2)

0 ) + ιk(u(2)2 u(1)
−1 ) + ιkχ2(u(1)

1 u(2)
0 ) � 0

(A5)

− (k2 + 91)Φ(3)
1 + 2ιk

zΦ(2)
1

zζ
+ z2Φ(1)

1

zζ2

+ 393Φ(1)
−1 Φ(1)

1 Φ(1)
1 + 292(Φ(1)

1 Φ(2)
0 + Φ(1)

−1 Φ(2)
2 ) − n(3)

1 � 0.

(A6)

Now, substituting Eqs 8, A2, and A3 along with Eq. A1 in Eqs
A4–A6, we get

−ιωn(3)1 + ιku(3)
1 + Λgk2χ1

ω2

zΦ(2)
1

zζ
− 2ιkΛg

z2Φ(1)
1

zζ2
− k2χ1

ω2

zΦ(1)
1

zτ

− ι
Λgkχ1
ω2

z2Φ(1)
1

zζ2
− kχ1

ω

zΦ(2)
1

zζ
+ ι

χ1
ω
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1

zζ2

− ι
k3χ1
ω2

(a2 + b2)|Φ(1)
1

2Φ(1)
1 − ι

k2χ1
ω

(a3 + b3)|Φ(1)
1

2Φ(1)
1 � 0

∣∣∣∣∣∣∣∣∣∣∣∣
(A7)

−ιωu(3)
1 − ιkχ1Φ(3)

1 − kχ1
ω

zΦ(1)
1

zτ
+ ι

Λ2
gkχ1
ω2

z2Φ(1)
1

zζ2
+ Λgkχ1

ω

zΦ(2)
1

zζ

− ι
Λgχ1
ω

z2Φ(1)
1

zζ2
− χ1

zΦ(2)
1

zζ

− ι
k2χ1
ω

(a2 + b2)|Φ(1)
1

2Φ(1)
1 + ιkχ2(a1 + b1)|Φ(1)

1
2Φ(1)

1 � 0
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(A8)

−(k2 + 91)Φ(3)
1 + 2ιk

zΦ(2)
1

zζ
+ z2Φ(1)

1

zζ2
− n(3)1 + 292(a1 + b1)

×
∣∣∣∣∣∣∣∣∣Φ(1)

1
2Φ(1)

1 + 393

∣∣∣∣∣∣∣∣∣Φ(1)
1

2Φ(1)
1 � 0.

∣∣∣∣∣∣∣∣∣∣∣∣∣ (A9)

Now, eliminating the n(3)1 , u(3)1 , andΦ(3)
1 and after some algebraic

manipulations, we obtain the known NLS equation given by
Eq. 11.

The expressions for dispersion coefficient (P) and nonlinear
coefficient (Q) are given as

P � 3
2

ω3

χ1k
2
(ω2 − χ1

χ1
)

Q � ( − ω3

2k2χ1
)[2k3χ1

ω3
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Peregrine Solitons of the
Higher-Order, Inhomogeneous,
Coupled, Discrete, and Nonlocal
Nonlinear Schrödinger Equations
T. Uthayakumar, L. Al Sakkaf and U. Al Khawaja*

Physics Department, United Arab Emirates University, Al-Ain, United Arab Emirates

This study reviews the Peregrine solitons appearing under the framework of a class of
nonlinear Schrödinger equations describing the diverse nonlinear systems. The historical
perspectives include the various analytical techniques developed for constructing the
Peregrine soliton solutions, followed by the derivation of the general breather solution of
the fundamental nonlinear Schrödinger equation through Darboux transformation.
Subsequently, we collect all forms of nonlinear Schrödinger equations, involving
systematically the effects of higher-order nonlinearity, inhomogeneity, external potentials,
coupling, discontinuity, nonlocality, higher dimensionality, and nonlinear saturation in which
Peregrine soliton solutions have been reported.

Keywords: Peregrine solitons, rogue waves, nonlinear Schrödinger equation, higher order and inhomogeneous
nonlinear Schrödinger equation, coupled and discrete nonlinear Schrödinger equation, nonlocal nonlinear
Schrödinger equation, higher dimensional nonlinear Schrödinger equation, saturable nonlinear Schrödinger
equation

1 INTRODUCTION

In 1834, the British engineer J. S. Russell observed a hump of water propagating in a narrow canal
created by a boat that maintained its speed and shape for several miles. Unlike a repeated pattern of
sinusoidal waves or a spreading out of water wave pulses, the most remarkable feature of the observed
single hump is that it was not a series of peaks and troughs wave; instead, it has a “solitary wave”
structure with only one peak oscillating with a constant velocity and unchanging profile with time
which led him to advert it a “wave of translation”. He followed his observations by intensive
experiments in a water wave tank leading to demonstrating that, in contrast with the linear case
where increasing the amplitude has nothing to do with the wave speed, the speed of the solitary wave
is related to its height through v � �������

g(d + h)√
and its envelope profile can take the form of

h sech2[k(x − vt)], where h, d, k, g, x, and t denote the wave height, the tank depth, the
wavenumber, the gravitational acceleration, the propagation direction, and the time, respectively [1].

The conclusions made by Russell were argued by many mathematical theories such as the wave
theory of G. B. Airy which indicates that the crest of a wave of a finite amplitude propagates faster
than its remaining structure and eventually breaks [2] and G. G. Stokes theory which states that only
the periodic waves can be in a finite and permanent profile [3]. In contrast to these mathematical
arguments, in 1895 the Dutch mathematician D. Korteweg and his student G. de Vries came up with
a model that describes the propagation of long surface waves in a narrow water channel [4]. A
considerable conclusion of Korteweg and de Vries’s model was its admissibility of a special solution
that travels with constant speed and amplitude, which was in an exact match with Russel’s
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description. Currently, this model is known as the Korteweg–de
Vries (KdV) equation. Disappointedly, the significance of this
solution and Russell’s observations were overlooked and not
understood until 1965 when N. J. Zabusky and M. D. Kruskal
pioneered numerical solutions to the KdV equation [5] and
observed solitary wave pulses interact between themselves
elastically as if they are real particles and return to their initial
properties after the collision, except for some phase shifts. This
results in a localized solution that remains stable and constant
during the propagation which is now referred to as a bright
soliton or briefly as a soliton. Nowadays, it is well known that
solitons are constructed due to a dynamic balance between the
group velocity dispersion and the nonlinearity of the system.

Nonlinear systems have attracted increasing interest after C. S.
Gardner and his colleagues J. M. Greene, M. D. Kruskal, and R. M.
Miura in 1967 introduced a method [6] now known as the inverse
scattering transform (IST) that yields a solution to initial value
problems (IVPs) for nonlinear partial differential equations
(NPDEs). The IST method may be seen as an extension to the
Fourier transform for NPDEs. The integrability of the nonlinear
Schrödinger equation (NLSE) was discovered in 1972 when V.
Zakharov and A. B. Shabat generalized the IST method and
derived, for the first time, its soliton solution upon associating
the NLSE to a linear system of differential equations [7]. The
integrable NLSE equation is, in principle, admitting infinitely
many independent solutions. Later on, the IST method was
adopted to find a wide class of solutions to the NLSE and its
various versions. Recently, all known solutions of the fundamental
NLSE and its different versions were collected by [8].

The first breather type solution on a finite background of the
NLSE was achieved in 1977 by E. A. Kuznetsov [9] and
independently by Y. C. Ma [10] in 1979; now it is accordingly
named Kuznetsov-Ma breather. Such a solution is periodic in
time and localized in space. The Kuznetsov-Ma breather was
derived by solving the initial value problem of the NLSE where
the initial profile is a continuous wave (CW) on a background
superposing with a soliton solution. The soliton profile in this
context can be considered as a perturbation source on the CW.
The modulational instability analysis is used to study the
dynamics of the Kuznetsov-Ma breather when the amplitude
of the soliton is much smaller than the background of the CW.
The Kuznetsov-Ma breather solution can be also seen as a soliton
on a finite background. In 1983, D. H. Peregrine [11] derived an
exact solution to the focusing NLSE equation that is localized in
both time and space domains, on a nonzero background. As a
result of its dual localization which is the feature of a solitary
wave, currently, this solution is known as Peregrine soliton.
Physically, the Peregrine soliton models the closet prototype of
rogue waves and thus usually takes the full name Peregrine rogue
waves [12–14]. Rogue waves have been first studied in the context
of oceanography [12, 15, 16]. Peregrine soliton is the lowest order
rational solution of the NLSE that takes the form of one dominant
peak, appears from “nowhere”, causes danger, and “disappears
without a trace” [17, 18]. Its dominant peak is accompanied by
two side holes that exist as a result of energy conservation. Due to
its danger, oceanographers often call it using some other names
such as the “freak waves”, the “killer waves”, the “monster waves”,

the “abnormal waves”, and the “extreme waves” and rarely use the
words “rogon waves”, “giant waves”, or “steep waves”. The
highest amplitude of the Peregrine soliton equals two to three
times the amplitude of the surrounding background waves.

Shortly, after the revelation of the Peregrine soliton, N.
Akhmediev et al., in 1985, found another breather type
solution on a finite background to the NLSE which is,
contrary to the Kuznetsov-Ma breather, breathing periodically
in space and localized in time domain [19]. This solution is now
referred to as Akhmediev breather. In relation to the
modulational instability analysis, when the frequency of the
applied perturbation tends to zero (the soliton’s frequency
approaches zero), the Kuznetsov-Ma breather tends to a
Peregrine soliton. More precisely, taking the temporal period
of the Kuznetsov-Ma breather solution to infinity results in a
Peregrine soliton. Interestingly, the Akhmediev breather solution
also turns out into a Peregrine soliton when the spacial period
tends to infinity.

Together with the Kuznetsov-Ma and the Akhmediev
breathers, the Peregrine soliton belongs to the family of the
solitons on a nonzero background. This family can be
represented in one general breather solution form in which
the Peregrine soliton can be recovered. The Peregrine soliton,
particularly, is considered as the first-order rational solution of a
series of infinite recurrence orders of rational solutions. The
second-order Peregrine soliton appears with a higher
amplitude than the first-order Peregrine soliton [17, 20].
Higher-order of rational solutions and Peregrine soliton
hierarchy are also revealed in Refs. 21 and 22.

Although the formation of Peregrine soliton requires ideal
mathematical conditions which could be practically impossible,
earlier intensive experiments are performed to randomly observe
optical rogue waves [23, 24], acoustic rogue waves [25], and rogue
waves in parametrically excited capillary waves [26]. In 2010, B.
Kibler et al. succeeded for the first time in demonstrating
experimentally the dynamics of the Peregrine soliton in
nonlinear fiber optics under nonideal excitation condition
modeled by the NLSE [27]. Soon after, Peregrine solitons have
been observed in deep water wave tanks [28].

Rogue waves can be naturally created via various generating
mechanisms. From the perspective of the MI analysis, there is
always a chance for these modulations on the CW background to
create multiple breathers that are scattering in random directions.
Collisions between these grown breathers probably proceed a
formation of wave amplification. Higher peaks than the ones
associated with the breathers can be generated from the growth of
Akhmediev breathers [18, 29–31]. A similar result can be
obtained when the collided breathers are Kuznetsov-Ma
breathers [20]. Another possible mechanism for the rogue
waves’ creation is when the collision occurs between multiple
solitons carrying different heights and propagating with different
phases [32–36]. At the collision point, the amplitude of the peak
becomes higher than the solitons individually, thanks to the
nonlinear interaction between them. For other scenarios, see
also [20, 30, 37–42].

Considerable efforts have been directed toward testing the
stability of the Peregrine soliton behavior, analytically and
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numerically, against external perturbations [43–46, 46, 47,
47–54]. The stability issue is of important interest to
experimentalists, as they seek to reproduce or generate
solutions under a laboratory setting. Determining the stability
of the solution allows the estimation of the range of practical
applications that the solution can occupy. Generally, the studies
reveal that, due to the high double localization and sharp
structure associated with the Peregrine soliton solution, it,
consequently, exhibits high sensitivity to small perturbations
or changes in the initial conditions and thus reveals unstable
characteristics. Other interesting works on the stability of the
Peregrine soliton can be found for instance in [55–65].

Peregrine soliton is of crucial importance due to its doubly
dimensional localization in space and time and because it defines
a limit case of a wide range of solutions to the NLSE. Thus, it has
received huge attention from mathematicians, physicists, and
engineers. Its investigations have been rolled up through many
contexts such as observation of Peregrine solitons in a
multicomponent plasma with negative ions [66, 67], phase
properties of Peregrine soliton in the hydrodynamic and
optical domains [68], implementation of breather-like solitons
extracted from the Peregrine rogue wave in the nonlinear fibers
[69], demonstrating experimentally and numerically the
generation and breakup of the Peregrine soliton in
telecommunications fiber [70], optical rogue waves in an
injected semiconductor laser [71], and Peregrine solution in
the presence of wind forcing in deep water wave tank
laboratories [72].

Besides the experimental observations, numerous numerical
simulations and theoretical studies have been performed to
demonstrate and predict the occurrence of such a unique type
of soliton on a finite background in diverse physical media, for
example, in Bose-Einstein condensates [73], freak waves as
limiting Stokes waves in the ocean [74], in a mode-locked
fiber laser [75], in singly resonant optical parametric
oscillators [76], Peregrine solitons and algebraic soliton pairs
in Kerr nonlinear media [77], the interaction of two in-phase and
out-of-phase Peregrine solitons in a Kerr nonlinear media [41],
and recently in lattice systems [78]. For other studies, see also [18,
21, 29, 79–85].

In this work, we aim at reviewing the theoretical studies that
have been performed for Peregrine solitons of NLSEs with
different setups and conditions. The work is arranged as
follows. In Section 2, we derive the general breather class of
the NLSE via the Darboux transformation and Lax pair method.
We show that the Peregrine soliton solution is a limiting case of
the general breather solution. An alternative route is then
presented where we implement a specific seed solution to
derive directly the Peregrine soliton solution. Section 3 is
devoted to reviewing the Peregrine solitons of higher-order
and inhomogeneous NLSEs. In Section 4, the Peregrine
solitons of NLSEs with external constant and variable
potentials are reviewed. Section 5 discusses the Peregrine
solitons in coupled NLSEs, known as the Manakov system or
the vector NLSE (N-coupled NLSEs), the coupled Gross-
Pitaevskii equations, the coupled Hirota equations, the coupled
cubic-quintic NLSEs, the PT-symmetric coupled NLSEs, and the

higher-order coupled NLSEs. In Section 6, we review the works
done on Peregrine solitons of the discrete NLSEs, the Ablowitz-
Ladik equations, the generalized Salerno equation, and the Hirota
equations. In Section 7, the Peregrine solitons in nonlocal NLSEs
are presented. The nonlocal NLSE is a non-Hermitian and PT-
symmetric equation with the nonlinearity term potential
V(x, t)u(x, t) � u(x, t)up(−x, t)u(x, t), where u(x, t) is the
mean field wavefunction, satisfying the PT-symmetric
condition, V(x, t) � Vp(−x, t). The nonlocality can also be
seen in the presence of the reverse time dependency where
V(x, t) � Vp(x,−t) or with the combination of spatial and
temporal nonlocalities V(x, t) � Vp(−x,−t). In Section 8, we
discuss the Peregrine solitons of higher dimensional and mixed
NLSEs. In Section 9, the Peregrine solitons in saturable NLSEs
will be discussed. We end up in Section 10 by the main
conclusions and outlook for future work. The solutions for all
the NLSEs considered are provided in the Supplementary
Material.

2 ANALYTICAL DERIVATION OF THE
FUNDAMENTAL PEREGRINE SOLITON

Various analytical methods are used to solve different versions of
the NLSE such as the inverse scattering transform [86–93], the
Adomian Decomposition method [94], the Homotopy Analysis
method [95, 96], the similarity transformation method [97–102],
and the Darboux transformation and Lax pair method [103–106],
just to name a few. This section is devoted to deriving the general
breather solution of the fundamental NLSE using the Darboux
transformation and Lax pair method [107]. We show that, under
certain limits, the general breather solution reduces to the
Akhmediev breather, the Kuznetsov-Ma breather, the
Peregrine soliton, the single bright soliton, or the continuous
wave solution. The Darboux transformation method is an
applicable method for solving only linear systems and cannot
be directly applied for nonlinear systems. A crucial additional
step is required to make it applicable for nonlinear systems as
well. It is to search for an appropriate pair of matrices that
associates the nonlinear equation to a linear system. This pair was
introduced firstly in 1968 by P. D. Lax [108] and now named Lax
pair. The Lax pair should be associated with the nonlinear system
through what is called a compatibility condition. The next step is
to solve the obtained linear system using a seed solution, which is
a known exact solution to the nonlinear system. This technique
gives remarkable merit which is the applicability to perform new
exact solutions. Each seed solution performs another exact
solution that belongs to the family of the seed solution. The
latter obtained solution could be used as a new seed solution for
the next performance round. All achieved solutions will belong to
the same family of the initial seed solution. It is well known that
using the trivial solution, u(x, t) � 0, as a seed in the Darboux
transformation method for the NLSE will produce the single
bright soliton solution. The single bright soliton solution can act
as a seed solution in the next round to generate the two-soliton
solution. Keeping on the same track, multisoliton solutions can be
generated in this way. In order to generate the general breather
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solution of the NLSE, a nontrivial seed solution is needed, namely,
the continuous wave solution u(x, t) � A eiA

2 t , where A is an
arbitrary real amplitude of the wave. Here we include the final
results. For the details of the mathematical derivation see
Supplementary Appendix.

The fundamental NLSE can be written in dimensionless form
as

iut + 1
2
uxx +

∣∣∣∣u 2u � 0,
∣∣∣∣ (1)

where u � u(x, t) is the complex wave function and the subscripts
denote partial derivatives with respect to t and x. The general
breather solution of Eq. 1 can be compactly written as*

u[1] � A eiA
2 t × 1 −

�
8

√
λ1r
A

(A2 + Γ2) cos(q1) + i (A2 − Γ2) sin(q1)
+ 2A[Γr cosh(q2) − i Γi sinh(q2)]
2A Γr cos(q1) + (Γ2 + A2) cosh(q2)

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭,

(2)

where

q1 � δ1 +
�
2

√ [ �2√
x Δi − 2 t (Δi λ1i + Δr λ1r)],

q2 � δ2 +
�
2

√ [ �2√
xΔr − 2 t(Δr λ1i − Δi λ1r)]

Δr � Re[ ���������������2 (λ1r − i λ1i)2 − A2

√ ],Δi � Im[ ����������������2 (λ1r − i λ1i)2 − A2

√ ]
Γr � Δr +

�
2

√
λ1r , Γi � Δi −

�
2

√
λ1i, and Γ �

������
Γ2r + Γ2i
√

FIGURE 1 | The fivemembers of the solution class (2) all at λ1r � 0.07. (A)CWat A � ��
2

√
λ1r , (B) soliton at A � 0, (C) Peregrine soliton at A � − ��

2
√

λ1r , (D) Akhmediev
breather at A � 1.5

��
2

√
λ1r , (E) Kuznetsov-Ma breather at A � ��

2
√

λ1r /1.5.
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This is the general breather solution of the NLSE with five
arbitrary real parameters, λ1r , λ1i, δ1, δ2, and A, which can be,
with certain sets of parameter’s values, reduced to different types
of solutions within the same family. For the sake of obtaining the
Akhmediev breather, the Kuznetsov-Ma breather, the Peregrine
soliton, the single bright soliton, and the continuous wave
solution as limiting cases of solution Eq. 2, the first four free
parameters are held on λ1r � 0.05, λ1i � 0, δi � 0, and δr � 0, while
we choose A to be the variable parameter.

(1) Continuous wave: In the limitA→
�
2

√
λ1r , the general breather

solution returns back to the seed solution with an amplitude
A � − �

2
√

λ1r (Figure 1A)

u[1] � − �
2

√
λ1r e

2iλ21r t . (3)

(2) Soliton: In the trivial limit, whenA→ 0, the general breather
solution reduces to a soliton solution which is localized in x
and does not change as it propagates, fixed shape along t
direction (Figure 1B)

u[1] � −2 �
2

√
λ1r e

4iλ21r t sech(2 �
2

√
λ1rx). (4)

(3) Kuznetsov-Mabreather:When
∣∣∣∣A∣∣∣∣< �

2
√

λ1r the general breather
solution becomes periodic only in t and localized in x, which is
referred to as a KM breather (Figure 1E).

(4) Akhmediev breather: When
∣∣∣∣A∣∣∣∣> �

2
√

λ1r the general breather
solution becomes periodic in x and localized in t, which is
currently known as an Akhmediev breather (Figure 1D).

(5) Peregrine soliton: In the nontrivial limit, when
A→ − �

2
√

λ1r , the period goes to infinity and the breather
solution reduces to the Peregrine soliton which is localized
in both x and t and given by the rational expression
(Figure 1C)

u[1] � �
2

√
λ1r e

2iλ21r t(−3 − 16iλ21rt + 8λ21rx
2 + 16iλ41rt

2

1 + 8λ21rx
2 + 16λ41rt

2
). (5)

*There are different forms of the general breather solution in the
literature. Three more expressions are listed in [8].

3 PEREGRINE SOLITONS OF
HIGHER-ORDER AND INHOMOGENEOUS
NLSES
This section is dedicated to review existing Peregrine soliton
solutions of the inhomogeneous NLSE with higher-order effects
and potentials reported in the literature. In general, the higher-
order NLSE (HNLSE) encompasses the effects of the higher-order
dispersion, the higher-order nonlinearity, the stimulated Raman
self-frequency shift, and the self-steepening effects in addition to
group velocity dispersion (GVD) and cubic nonlinearity of

fundamental NLSE. Such HNLSEs play a significant role in
describing the dynamics of the ultrashort pulse propagation,
supercontinuum generation [109], Heisenberg spin chain [110],
ocean waves [16], and so forth. However, our context will be
adhering to the Peregrine soliton solutions realized for such
HNLSEs with different higher-order dispersive and nonlinear
effects under certain circumstances. Diverse HNLSEs have been
reported in the literature, namely, the Hirota equation [111], the
Lakshmanan-Porsezian-Daniel equation [110], the quintic NLSE
[22], the sextic NLSE [112, 113], heptic NLSE [112], and octic
NLSE [112]. This section attempts to review the occurrence of the
Peregrine solution reported in the aforementioned HNLSEs.
Additionally, the inhomogeneous NLSE which is commonly
termed as variable coefficient NLSE is also explored for the
occurrence of Peregrine solutions [114, 115]. Understanding
such inhomogeneous NLSEs plays a significant role in
describing the nonuniform, defective, and irregular space-time
dependence of the physical systems as well as discovering the apt
control parameters required for diverse complex systems [85,
116–118]. The higher-order and inhomogeneous NLSEs, in
which Peregrine solutions are reported, are listed below.

3.1 The Interaction of the Optical Rogue
Waves Described by a Generalized HNLSE
With (Space-, Time-) Modulated
Coefficients [118]

iψz � β(z, t)ψtt + [V(z, t) + ic(z, t)]ψ + g(z, t)|ψ|2ψ

+ i[α1(z)ψttt + α2(z) z(|ψ|2ψ)
zt

+ α3(z)ψ z|ψ|2
zt
] + [μ(z)

+ iσ(z, t)]ψt .

(6)

In the above equation, β(z, t), V(z, t), c(z, t), and g(z, t)
represent the (space-, time-) modulated coefficients of GVD,
external potential, gain/loss, and SPM, respectively. α1(z), α2(z),
and α3(z) account for third-order dispersion, self-steepening, and
stimulated Raman scattering coefficients, respectively. μ(z) and
σ(z, t) denote the coefficients of differential gain or loss parameter
and (space-, time-) modulated walk-off, respectively. (Solutions:
See S1 & S2.)

3.2 The Fourth-Order Integrable
Generalized NLSE With Higher-Order
Nonlinear Effects Describing the
Propagation of Femtosecond Pulse
Through a Nonlinear Silica Fiber [119]

iψt + ψxx + 2
∣∣∣∣ψ|2ψ + c1(ψxxxx + 6ψ2

xψ
* + 4

∣∣∣∣ψx|2ψ
+ 8
∣∣∣∣ψ 2ψxx + 2ψ2ψ*

xx + 6
∣∣∣∣ψ 4ψ) � 0.
∣∣∣∣∣∣∣∣ (7)

Here c1 indicates the strength of higher-order linear and
nonlinear effects. (Solution: See S3.)
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3.3 The Fifth-Order NLSE Describing
One-Dimensional Anisotropic Heisenberg
Ferromagnetic Spin Chain [120]

iψt +
1
2
(ψxx + 2|ψ|2ψ) − iα(ψxxx + 6|ψ|2ψx)

+ c[ψxxx + 6|ψ|4ψ + 2ψ2ψ*
xx + 4ψ|ψx|2 + 6ψ*(ψx)2

+ 8|ψ|2ψxx] − iδ[ψxxxxx + 30|ψ|4ψx + 20ψ*ψxψxx

+ 10|ψ|2ψxxx + 10(ψ∣∣∣∣ψx
2)x] � 0,
∣∣∣∣∣

(8)

where the parameters α, γ, and δ are the coefficients of third-order
dispersion, fourth-order dispersion, and fifth-order dispersion,
respectively. (Solution: See S4.)

3.4 The Dynamics of Ultrashort Optical
Pulses Propagating Through an Optical
Fiber Described by a Higher-Order NLSE
[121]

iψx + α2 K2(ψ) − iα3 K3(ψ) + α4 K4(ψ) − iα5 K5(ψ) � 0, (9)

where K2, K3, K4, and K5 are cubic, Hirota, Lakshmanan-
Porsezian-Daniel, and quintic operators, respectively.

K2 � ψtt + 2ψ
∣∣∣∣ψ|2,

K3 � ψttt + 6ψt

∣∣∣∣ψ|2,
K4 � ψtttt + 8

∣∣∣∣ψ|2ψtt + 6
∣∣∣∣ψ|4ψ + 4

∣∣∣∣ψt |2ψ + 6ψψ2
t + 2ψ2ψtt ,

K5 � ψttttt + 10
∣∣∣∣ψ 2ψttt + 10(ψ∣∣∣∣ψt

2)t+20ψψtψtt + 30
∣∣∣∣ψ 4ψt .
∣∣∣∣∣∣∣∣∣∣∣∣

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
αi(i � 1, 2, 3, 4, 5) are real constants. (Solution: See S5.)

3.5 The Sixth-Order NLSE With a Single
Higher-Order Dispersion Term Describing
the Dynamics of Modulation Instability,
Rogue Waves, and Spectral Analysis [122]

iψz + δ2Γ2(ψ) + δ6Γ6(ψ) � 0, (10)

where δ2 and δ6 are the second- and sixth-order dispersion
coefficients, respectively. Γ2 and Γ6 are cubic and sextic
operator, respectively. In this analysis, the second-order
dispersion coefficient value is fixed as δ2 � 1/2.

Γ2 � ψtt + 2ψ|ψ|2,
Γ6 � ψtttttt + ψ2[60∣∣∣∣ψt

∣∣∣∣2ψ* + 50ψtt(ψ*)2 + 2ψ*
tttt]

+ ψ[12ψ*ψtttt + 18ψ*
tψttt + 8ψtψ

*
ttt + 70(ψ*)2ψ2

t + 22
∣∣∣∣ψtt

∣∣∣∣2]
+ 10ψt[3ψ*ψttt + 5ψ*

tψtt + 2ψtψ
*
tt] + 10ψ3[2ψ*ψ*

tt + (ψ*
t)2]

+ 20ψ*ψ2
tt + 20ψ

∣∣∣∣ψ∣∣∣∣6.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(Solution: See S6.)

3.6 An Infinite Hierarchy of the Integrable
NLSE [112]

F[ψ(x, t)] � iψx + α2 K2[ψ(x, t)] − iα3 K3[ψ(x, t)]
+ α4 K4[ψ(x, t)] − iα5 K5[ψ(x, t)] + α6 K6[ψ(x, t)]
− iα7 K7[ψ(x, t)] + α8 K8[ψ(x, t)]
− iα9 K9[ψ(x, t)] + . . .� 0,

(11)

where K2, K3, K4, K5, K6, K7, K8, and K9 are cubic,
Hirota, Lakshmanan-Porsezian-Daniel, quintic, sextic, heptic,
octic, and ninth-order operators, respectively.
αj(j � 1, 2, 3, 4, 5, 6, 7, 8, 9, . . .) are real constants. The higher-
order operators up to K8 are provided below

K2 � ψtt + 2ψ|ψ|2,
K3 � ψttt + 6ψt |ψ|2,
K4 � ψtttt + 8|ψ|2ψtt + 6|ψ|4ψ + 4|ψt |2ψ + 6ψ2

tψ
* + 2ψ2ψ*

tt ,

K5 � ψttttt + 10|ψ|2ψttt + 10(ψ|ψt |2)t + 20ψ*ψtψtt + 30|ψ|4ψt ,

K6 � ψtttttt + [60ψ*|ψt |2 + 50(ψ*)2ψtt + 2ψ*
tttt]ψ2

+ ψ[12ψ*ψtttt + 8ψtψ
*
ttt + 22|ψtt |2]

+ ψ[18ψtttψ
*
t + 70(ψ*)2ψ2

t ] + 20(ψt)2ψ*
tt + 10ψt[5ψttψ

*
t

+ 3ψ*ψttt] + 20ψ*ψ2
tt + 10ψ3[(ψ*

t)2 + 2ψ*ψ*
tt] + 20ψ|ψ|6,

K7 � ψttttttt + 70ψ2
ttψ

*
t + 112ψt |ψtt|2 + 98|ψt |2ψttt

+ 70ψ2[ψt[(ψ)2 + 2ψ*ψ*
tt] + ψ*(2ψttψ

*
t + ψtttψ

p)]
+ 28ψ2

tψ
p
ttt + 14ψ[ψp(20|ψt |2ψt + ψttttt) + 3ψtttψ

p
tt

+ 2ψttψ
p
ttt + 2ψttttψ

p
t + ψtψ

*
tttt + 20ψtψtt(ψ*)2] + 140|ψ|6ψt

+ 70ψ3
t (ψ*)2 + 14(5ψttψttt + 3ψtψtttt)ψ*,

K8 � ψtttttttt + 14ψ3[40 |ψt |2(ψ*)2 + 20ψtt(ψ*)3 + 2ψ*
ttttψ

*

+ 3(ψ*
tt)2+ 4ψ*

tψ
*
ttt] + ψ2[28ψ*(14ψttψ

*
tt+ 11ψtttψ

*
t

+ 6ψtψ
*
ttt) + 238ψtt(ψ*

t)2 + 336|ψt |2ψ*
tt + 560ψ2

t (ψ*)3
+ 98ψtttt(ψ*)2 + 2ψ*

tttttt] + 2ψ{21ψ2
t [9(ψ*

t)2 + 14ψ*ψ*
tt]

+ ψt[728ψttψ
*
tψ

* + 238ψttt(ψ*)2 + 6ψ*
ttttt] + 34|ψttt|2

+ 36ψttttψ
*
tt + 22ψttψ

*
tttt + 20ψtttttψ

*
t + 161ψ2

tt(ψ*)2
+ 8ψttttttψ

*} + 182ψtt|ψtt|2 + 308ψttψtttψ
*
t + 252ψtψtttψ

*
tt

+ 196ψtψttψ
*
ttt + 168ψtψttttψ

*
t + 42ψ2

tψ
*
tttt + 14ψ*(30ψ3

tψ
*
t

+ 4ψtttttψt + 5ψ2
ttt + 8ψttψtttt) + 490ψ2

tψtt(ψ*)2
+ 140ψ4ψ*[(ψ*

t)2 + ψ*ψ*
tt] + 70ψ|ψ|8.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(Solution: See S7.)
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3.7 A Generalized Variable Coefficient
Inhomogeneous NLSE With Varying
Dispersion, Nonlinearity, Gain, and External
Potentials [123]

iψt +
1
2
β(t)ψxx + G(t)|ψ|2ψ − (2α(t)x + 1

2
Ω(t)x2)ψ � i

c(t)
2

ψ.

(12)

Here, β(t) and G(t) are the dispersion and nonlinearity
management parameters. α(t), Ω(t), and c(t) represent linear
and harmonic oscillator potential and gain (c(t)< 0) or loss
(c(t)> 0) coefficients, respectively. (Solutions: See S8 & S9.)

3.8 A Special Case of Eq. 12: The Variable
Coefficient Inhomogeneous NLSE for
Optical Signals [124]

iψx +
1
2
β(x)ψtt + χ(x)|ψ|2ψ + α(x)t2ψ � ic(x)ψ. (13)

Here, β(x), χ(x), α(x), and c(x) denote GVD, nonlinearity,
normalized loss rate, and loss/gain coefficients, respectively.
(Solutions: See S10 & S11.)

3.9 An Electron-PlasmaWave Packet With a
Large Wavelength and Small Amplitude
Propagating Through the Plasma Described
by an Inhomogeneous NLSE With a
Parabolic Density and Constant Damping
Interaction [125]

iψz + ψtt + 2
∣∣∣∣ψ 2ψ − (αt − β2t2)ψ + iβψ � 0,
∣∣∣∣ (14)

where α and β are linear and damping coefficient, respectively. α t
and β2 t2 account for the profiles of linear and parabolic density.
(Solution: See S12.)

3.10 The Propagation of the Femtosecond
Pulse Through an Inhomogeneous Fiber
With Selective Linear and Nonlinear
Coefficients Described by an
Inhomogeneous Hirota Equation [126]

ψz � α1(z)(iψtt +
1
3δ
ψttt) + α4(z)(iδ ψ∣∣∣∣ψ 2 + ∣∣∣∣ψ 2ψt) + α6(z)ψ,

∣∣∣∣∣∣∣∣
(15)

where α6 � α1,z α4 − α1 α4,z

2α1 α4
. Here α1(z), α2(z), and α6 represent the

contribution of the dispersion, nonlinearity, and gain/loss
coefficient, respectively; δ is a constant. (Solution: See S13.)

3.11 The NLSE Describing the Water Waves
in the Infinite Water Depth [127]

i(ψt + cgψx) − ω0

8k20
ψxx −

1
2
ω0k

2
0|ψ|2ψ � 0, (16)

where cg � zω/zk is the group velocity. The angular frequency
ω0 �

����
g k0
√

, where k0 and g are the wave number and the
acceleration due to gravity, respectively. (Solution: See S14.)

4 PEREGRINE SOLITONS WITH EXTERNAL
POTENTIALS

This section deals with reviewing the Peregrine soliton solutions
reported in the NLSE with diverse external potentials. In
nonlinear dynamics, a waveform which can exhibit a localized
translation resulting from the counteracting dispersive and
nonlinear effects is coined as “soliton”. Such classical soliton is
also referred to as autonomous soliton, owing to the role of time
as an independent variable and its absence in the nonlinear
evolution equation. Those autonomous solitons can preserve
their shape and velocity before and after collisions with an
introduction of a phase shift [5]. However, in real
circumstances, physical systems may be subjected to external
space- and time-dependent forces. In such a case, these systems
are known as nonautonomous systems and their corresponding
solitons are known as nonautonomous solitons [128–130].
Furthermore, it is confirmed that solitons in such systems still
have the ability to preserve their profile after collisions and adapt
to the external potentials as well as to dispersive and nonlinear
variations, but sacrificing the stability in amplitude, speed, and
spectra [116, 131, 132]. In addition, such nonautonomous NLSEs
can be generalized to describe the unusual phenomenon of rogue
waves in different situations [85, 105, 123, 133–137]. Those rogue
waves are characterized by spatiotemporal localization and
possess the amplitudes greater than twice as that of the
surrounding background [11, 13, 17, 18]. Further, dynamics of
such rogue waves have been demonstrated experimentally in
nonlinear optics [23, 24, 27, 138], plasma physics [139], Bose-
Einstein condensation (BEC) [73], and atmospheric dynamics
[140]. One of the basic waveforms of the rogue wave is the
Peregrine soliton [11] whose appearance in the nonautonomous
NLSEs under the influence of various external potentials will be
presented below.

4.1 The Gross-Pitaevskii (GP) Equation
Describing Matter Rogue Wave in BEC With
Time-Dependent Attractive Interatomic
Interaction in Presence of an Expulsive
Potential [141]

iψt −
1
2
ψxx + a(t)|ψ|2ψ + 1

2
λ2x2ψ � 0, (17)
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where a(t) is the nonlinear coefficient, defined by a(t) �
|as(t)|/aB with as(t) the s-wave scattering length and aB the
Bohr radius. The aspect ratio is given by λ � |ω0|/ω⊥, where ω0 and
ω⊥ are oscillator frequencies in the direction of cigar and
transverse axes, respectively. (Solution: See S15.)

4.2 A Generic (1 + 1)-Dimensional NLSEWith
Variable Coefficients in Dimensionless
Form [142]

iψt +
D
2
ψxx − g|ψ|2ψ − Vψ � 0, (18)

where D and g represent the coefficient of dispersion and
nonlinearity and V is an external potential denoting the trap
confining the atoms in BECs. (Solutions: See S16 & S17.)

4.3 NLSE Describing the Nonlinear Optical
Systems With the Spatially Modulated
Coefficients in Presence of a Special
Quadratic External Potential in the
Dimensionless Form [143]

iψz + d(x)ψxx + 2c(z, x)∣∣∣∣ψ 2ψ + V(z, x)ψ � 0.
∣∣∣∣ (19)

Here, d(x) and c(z, x) are the diffraction and the nonlinearity
coefficients, respectively. V(z, x) � d(x)(ax2 + b) denotes the
external potential modulated by the diffraction coefficient,
with a and b being the real constants. (Solution: See S18.)

4.4 A GNLSE With Distributed Coefficients
Describing the Amplification or Absorption
of Optical Pulse Propagating Through a
Monomode Optical Fiber [144]

iψz −
1
2
β(z)ψtt + c(z)|ψ|2ψ + id(z)ψ � 0, (20)

where β(z), c(z), and d(z) areGVD, nonlinearity, and amplification/
absorption coefficients, respectively. (Solution: See S19.)

4.5 NLSE Describing the Rogue Wave
Dynamics under a Linear Potential [105]

iψt +
1
2
ψxx + c(t)(x − x0(t)) + |ψ|2ψ � 0, (21)

where c(t) and x0(t) are real arbitrary functions. (Solutions: See
S20 & S21.)

4.6 NLSE Describing Rogue Wave Under a
Quadratic Potential [105]

iψt +
1
2
ψxx +

1
2
( _c2 − €c)x2ψ + ec|ψ|2ψ � 0, (22)

where c(t) is an integrability condition of the above equation,
relating the coefficients of the quadratic potential and the
nonlinearity. (Solution: See S22.)

4.7 AGP EquationWith an External Potential
Describing the Mean Field Dynamics of a
Quasi-One-Dimensional BEC [145]

iψt +
1
2
ψxx + c(t)|ψ|2ψ + V(x, t)ψ − i

2
g(t)ψ � 0, (23)

where the nonlinearity parameter is defined by c(t) � as(t)
aB

, with
as(t) the scattering length and aB the Bohr radius. V(x, t) �
1
2Ω

2(t)x2 + h(t)x denotes the external potential, Ω2(t) � −ω20(t)
ω2⊥

with ω0 and ω⊥ representing the trap frequency in the axial
direction and the radial trap frequency, respectively. h(t) and
g(t) denote the linear potential and gain/loss coefficients for
atomic and thermal cloud. (Solution: See S23.)

4.8 A GNLSE Describing the Pulse
Propagation Through Tapered
Graded-Index Nonlinear Waveguide
Amplifier [146]

iψz +
1
2
ψxx + F(z) x

2

2
ψ − i

2
G(z)ψ + |ψ|2ψ � 0, (24)

where F(z) andG(z) are the dimensionless tapering function and
gain profile, respectively. (Solutions: See S24 & S25.)

4.9 The Propagation of Rogue Waves
Described by a Nonautonomous NLSE With
an External Harmonic Potential [147]

iψt +
α(t)
2

ψxx + (− ic(t) + ω(t)r2
2

+ β(t)|ψ|2)ψ � 0, (25)

where α(t), c(t), and β(t) represent the coefficients of the
dispersion, the distributed gain/loss, and the Kerr nonlinearity,
respectively. ω(t)r2/2 represents the harmonic potential.
(Solutions: See S26 & S27.)

4.10 An Inhomogeneous NLSE With an
External Potential to Tune the Width and
Shape of the Pulse [148]

iψt + ψxx + 2
∣∣∣∣ψ 2ψ + α2x2ψ + iα ψ � 0,
∣∣∣∣ (26)

where α is a real number. (Solution: See S28.)
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4.11 The (1 + 1)-Dimensional
Nonautonomous NLSE With a Linear
Potential [149]

iψz +
β(z)
2

ψtt + χ(z)|ψ|2ψ − 2α(z)tψ − ic(z)ψ � 0, (27)

where β(z) and χ(z) are the coefficients of varying dispersion and
nonlinearity, respectively. The term 2α(z)tψ denotes an
approximate form of self-induced Raman effect. c(z) is the
gain parameter. (Solutions: See S29 & S30.)

4.12 A Nonautonomous NLSE With Variable
Coefficients in Presence of Varying Linear
and Harmonic Potentials Describing the
Optical Pulse Propagation [150]

iψz(z, t) +
d(z)
2

ψtt(z, t) + r(z)|ψ(z, t)|2ψ(z, t)
+ ]1(z)tψ(z, t) + ]2(z)t2ψ(z, t) � 0,

(28)

where d(z) describes the varying dispersion. r(z) is a
transformation coefficient that relates the nonlinear
coefficient with the gain/loss coefficient. ]1(z) and ]2(z)
denote the varying linear and harmonic potential,
respectively. (Solution: See S31.)

4.13 A NLSE Describing Varying Dispersion
With an External Harmonic Oscillator
Potential [151]

iψz +
D(z)
2

ψtt + R(z)|ψ|2ψ + i(α(z)

+ δD(z)P(z)t)ψt −
i
2
Γ(z)ψ � 0.

(29)

Here D(z), R(z), α(z), P(z), and Γ(z) are varying dispersion in a
harmonic oscillator potential form, varying nonlinearity, velocity
of propagation, nonlinear focus length, and gain/loss coefficient,
respectively. (Solutions: See S32 & S33.)

4.14 NLSE With Spatially Modulated
Coefficients and a Special External
Potential in the Dimensionless Form [39]

iψz +
1
2
β(x)ψxx + χ(x)|ψ|2ψ + 1

2
β(x)( − 1

4
x2 +m + 1

2
)ψ � 0.

(30)

Here, β(x) and χ(x) denote coefficients of the diffraction and the
nonlinearity, respectively. The external potential is a simple
quadratic potential modulated by the diffraction coefficient,

where m is a nonnegative integer referred to as the quantum
modal parameter. (Solution: See S34.)

4.15 A Quasi-One-Dimension
Gross-Pitaevskii Equation Describing BEC
With Time-Dependent Quadratic Trapping
Potential [152]

iψt +
1
2
ψxx + σ c(t)|ψ|2ψ + f (t) x

2

2
ψ + h(t)xψ − i

2
g(t)ψ � 0.

(31)

Here c(t) � 2as(t)/aB with as and aB being the atomic scattering
length and the Bohr radius. Further, f (t) � −ω20(t)/ω2⊥,
h(t) � −α(t)/ω2⊥a⊥, and g(t) � η(t)/Zω⊥ are the atoms confined
in a cylindrical trap, time-dependent parabolic trap, and linear time-
dependent potential, respectively, with a⊥ � (Z/mω⊥)1/2. Here, σ �
+1(−1) corresponds to as(t)< 0(> 0) defining attractive
(repulsive) time-dependent scattering length. ω0 and ω⊥ are the
trap frequency in the axial direction and the radial trap frequency,
respectively. α(t) and η(t) represent the interaction of linear time-
dependent potential trap and gain/loss term incorporates the
interaction of condensate with normal atomic cloud through
three body interactions, respectively. (Solutions: See S35 & S36.)

5 PEREGRINE SOLITONS IN COUPLED
NLSES

This section presents the Peregrine soliton solutions reported in
the context of coupled NLSEs (CNLSEs), starting from basic
vector NLSEs or the Manakov model [153] to the CNLSEs with
the effects of higher-order dispersion/diffraction, self-focusing/
defocusing, and other higher-order nonlinear effects [109, 154].
Such CNLSEs play a vital role in describing the interaction of
multiple components of a vector wave or multiple scalar waves in
numerous physical systems. In literature, several reports have
demonstrated the significance of the CNLSEs in nonlinear
science, namely, birefringent optical fibers [155], BEC [156],
oceanic studies [157], biophysics [158], and even finance
[159]. Recently, vector rogue waves featured with more than
one component have been given special attention in nonlinear
science, for their striking dynamics when compared to those of
the scalar systems. A plethora of studies has been reported to
understand such phenomena, which demonstrate new excitation
patterns manifesting the vector rogue waves compared to that of
the scalar rogue waves with well-known eye-shaped patterns [16,
160, 161]. Bludov et al. originally reported the numerical
existence of the rogue waves in a two-component BEC
described by the coupled GP equation with variable scattering
lengths [162], followed with substantial analytical studies
describing the spatiotemporal distribution of dark rogue waves
[163], higher-order solutions [164], and baseband modulation
stability featuring bright-dark and dark-dark rogue waves [165].
Furthermore a multi-rogue wave reveals four-petaled flower in
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spatiotemporal distribution [166] and resonant interactions [167]
in a three-component coupled NLSEs. In addition, these rogue
waves have also been found to demonstrate unusual distribution
of rogue waves in spatiotemporal distribution plane when
compared to the scalar ones. Moreover, integrable mixed
CNLSEs (M-CNLSEs) feature-rich solutions of the multi-rogue
wave structures including rogue wave doublet, bright-dark
composites, bright-dark triplet, and bright-bright and bright-
dark quartets are also constructed to understand the rogue
wave dynamics in multicomponent physical systems [168].
This section will be confined within our aim to present the
Peregrine soliton solution under the framework of CNLSEs.

5.1 A Manakov Model [169–173]

iψ1t + ψ1xx + 2(∣∣∣∣ψ1|2 +
∣∣∣∣ψ2|2)ψ1 � 0,

iψ2t + ψ2xx + 2(∣∣∣∣ψ1
2 + ∣∣∣∣ψ2

2)ψ2 � 0,
∣∣∣∣∣∣∣∣ (32)

(solutions: See S37, S38, S39, S40, S41, S42 & S43.)

5.2 Special Cases of the Manakov System
i. The Manakov system of the form [174]

iψ1t + ψ1xx + 2μ(∣∣∣∣ψ1|2 +
∣∣∣∣ψ2|2)ψ1 � 0,

iψ2t + ψ2xx + 2μ(∣∣∣∣ψ1
2 + ∣∣∣∣ψ2

2)ψ2 � 0,
∣∣∣∣∣∣∣∣ (33)

where μ is a real constant. (Solution: See S44.)

ii. The two-coupled NLSE describing the wave evolution
dynamics through a two-mode nonlinear fiber in
dimensionless form [175]

iψ1z + ψ1tt + 2(|ψ1|2 + |ψ2|2)ψ1 � 0,
iψ2z + ψ2tt + 2(|ψ1|2 + |ψ2|2)ψ2 � 0.

(34)

(Solution: See S45.)

iii. The Manakov model in the normal dispersion regime [63]

iψ1z − ψ1tt + σ(|ψ1|2 + |ψ2|2)ψ1 � 0,
iψ2z − ψ2tt + σ(|ψ1|2 + |ψ2|2)ψ2 � 0,

(35)

where z, t, σ are the propagation distance, retarded time, and the
strength of the cubic nonlinearity, respectively. (Solution: See S46.)

iv. The focusing CNLSE of the form [38, 164]

iψ1t +
1
2
ψ1xx + (|ψ1|2 + |ψ2|2)ψ1 � 0,

iψ2t +
1
2
ψ2xx + (|ψ1|2 + |ψ2|2)ψ2 � 0.

(36)

(Solutions: See S47 & S48.)

v. The Manakov system [165]

iψ1t + ψ1xx − 2s(|ψ1|2 + |ψ2|2)ψ1 � 0,
iψ2t + ψ2xx − 2s(|ψ1|2 + |ψ2|2)ψ2 � 0,

(37)

where the constant s takes the value −1 or +1 for focusing or
defocusing regime, respectively. (Solution: See S49.)

vi. The Manakov system describing the propagation of optical
pulses through the birefringent optical fibers [176]

iψ1x +
D
2
ψ1tt + (|ψ1|2 + |ψ2|2)ψ1 � 0,

iψ2x +
D
2
ψ2tt + (|ψ1|2 + |ψ2|2)ψ2 � 0.

(38)

Dispersion (D) indicates the normal dispersion for (D � −1) and
the anomalous dispersion for (D � 1). (Solution: See S50.)

5.3 The Three-Component CNLSE [177]

iψ1t + ψ1xx + 2(|ψ1|2 + |ψ2|2 + |ψ3|2)ψ1 � 0,
iψ2t + ψ2xx + 2(|ψ1|2 + |ψ2|2 + |ψ3|2)ψ2 � 0,
iψ3t + ψ3xx + 2(|ψ1|2 + |ψ2|2 + |ψ3|2)ψ3 � 0.

(39)

5.4 A Special Case of Eq. (39): The
Three-Component CNLSE [178]

iψ1t +
1
2
ψ1xx + (|ψ1|2 + |ψ2|2 + |ψ3|2)ψ1 � 0,

iψ2t +
1
2
ψ2xx + (|ψ1|2 + |ψ2|2 + |ψ3|2)ψ2 � 0,

iψ3t +
1
2
ψ3xx + (|ψ1|2 + |ψ2|2 + |ψ3|2)ψ3 � 0.

(40)

(Solutions: See S51 & S52.)

5.5 The Three-ComponentManakov System
in the Defocusing Regime [179]

iψ1z + iδψ1t + ψ1tt − σ(|ψ1|2 + |ψ2|2 + |ψ3|2)ψ1 � 0,
iψ2z − iδψ2t + ψ2tt − σ(|ψ1|2 + |ψ2|2 + |ψ3|2)ψ2 � 0,
iψ3z + ψ3tt − σ(|ψ1|2 + |ψ2|2 + |ψ3|2)ψ3 � 0,

(41)

where δ denotes the group velocity mismatch and σ describes the
coefficient of cubic nonlinearity. (Solution: See S53.)

5.6 The CNLSE Describing the Nonlinear
Interaction of the Short Wave (A) and the
Long Wave (U) [180]

i
zA
zξ

+ 1
2
z2A
zτ2

+ UA � 0,

zU
zξ

− z|A|2
zτ

� 0.

(42)

(Solution: See S54.)

Frontiers in Physics | www.frontiersin.org December 2020 | Volume 8 | Article 59688610

Uthayakumar et al. Peregrine Solitons of the Higher-Order

54

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


5.7 The Integrable M-CNLSE [168]

iψ(l)
t + ψ(l)

xx + ψ(l)∑M
j�1

δj|ψ(j)|2 � 0, l � 1, 2, . . .M. (43)

Here δj s can be positive (negative) value defining focusing
(defocusing) nonlinearity. (Solution: See S55.)

5.8 A Two-Coupled NLSE in Dimensionless
Form [163]

iψ1z + σ1ψ1tt + [2g1|ψ1|2 + 2g2|ψ2|2]ψ1 � 0,

iψ2z + σ2ψ2tt + [2g1|ψ1|2 + 2g2|ψ2|2]ψ2 � 0, (44)

where σ1 and σ2 define the sign of GVD, taking the value +1 or −1
for anomalous or normal GVD, respectively. g1 and g2 are
nonlinearity parameters determining the properties of Kerr
medium with electrostriction mechanism. (Solution: See S56.)

5.9 The Coupled Derivative NLSE [181]

iψ1t + ψ1xx −
2
3
iϵ [(|ψ1|2 + |ψ2|2)ψ1]x � 0,

iψ2t + ψ2xx −
2
3
iϵ [(|ψ1|2 + |ψ2|2)ψ2]x � 0,

(45)

where ϵ takes the value ± 1. (Solution: See S57.)

5.10 A CNLSE With Negative Coherent
Coupling Describing the Propagation of
Orthogonally Polarized Optical Waves in an
Isotropic Medium [182]

iψ1z + ψ1tt + 2(|ψ1|2 + 2|ψ2|2)ψ1 − 2ψ*
1ψ

2
2 � 0,

iψ2z + ψ2tt + 2(2|ψ1|2 + |ψ2|2)ψ2 − 2ψ2
1ψ

*
2 � 0.

(46)

(Solutions: See S58 & S59.)

5.11 An Integrable Generalization of the
CNLSE [183]

ψ1xt + αβ2ψ1 − 2iαβψ1x − αψ1xx + iαβ2ψ1ψ2ψ1x � 0,
ψ2xt + αβ2ψ2 − 2iαβψ2x − αψ2xx − iαβ2ψ1ψ2ψ2x � 0,

(47)

where α and β are constants. (Solution: See S60.)

5.12 A Coupled NLSE With Special External
Potential in a Parabolic Form [184]

iψ1z + β(x)ψ1xx + 2 χ(x)(|ψ1|2 + |ψ2|2)ψ1 + U(x)ψ1 � 0,
iψ2z + β(x)ψ2xx + 2 χ(x)(|ψ1|2 + |ψ2|2)ψ2 + U(x)ψ2 � 0,

(48)

where U(x) � β(x)(ax2 + b) is a parabolic external potential
modulated by the diffraction coefficient, with real constants a

and b. β(x) and χ(x) denote the effective diffraction coefficient
and the nonlinearity coefficient, respectively. (Solution: See S61.)

5.13 The Gross-Pitaevskii Equations [185]

iψ1t � −ψ1xx + (g1|ψ1|2 + g|ψ2|2)ψ1 + β(t)ψ2,
iψ2t � −ψ2xx + (g|ψ1|2 + g2|ψ2|2)ψ2 + β(t)ψ1,

(49)

where g1 and g2 are the dimensionless nonlinear coefficients for
the quasi-one-dimensional condensate. The factor g can take two
values g � ± 1. The β(t) in the last term can be used to switch
between the two hyperfine states, originated from the external
magnetic field. (Solution: See S62.)

5.14 A Coupled GNLSE [186]

iψ1t + ψ1xx − 2ψ2
1ψ2 + 4β2ψ3

1ψ
2
2 + 4iβ(ψ1ψ2)x ψ1 � 0,

iψ2t − ψ2xx + 2ψ1ψ
2
2 − 4β2ψ2

1ψ
3
2 + 4iβ(ψ1ψ2)x ψ2 � 0,

(50)

where β is a constant, describing the strength of higher-order
terms. (Solution: See S63.)

5.15 A CNLSE [187]
iψ1t + ψ1xx + 2(|ψ1|2 + 2|ψ2|2)ψ1 − 2ψ*

1ψ
2
2 � 0,

iψ2t + ψ2xx + 2(|ψ2|2 + 2|ψ1|2)ψ2 − 2ψ*
2ψ

2
1 � 0.

(51)

(Solution: See S64.)

5.16 The Two-Component CNLSE With
Four-Wave Mixing Term [188]

iψ1t +
1
2
ψ1xx + σ(|ψ1|2 + 2|ψ2|2)ψ1 + σψ2

2ψ
*
1 � 0,

iψ2t +
1
2
ψ2xx + σ(2|ψ1|2 + |ψ2|2)ψ2 + σψ2

1ψ
*
2 � 0,

(52)

where σ � ± 1 accounts for attractive (+) or repulsive (−)
interactions.

5.17 A Special Case of Eq. 52: An Integrable
CNLSE [189]

iψ1t + ψ1xx + 2|ψ1|2ψ1 + 4|ψ2|2ψ1 + 2ψ2
2ψ

*
1 � 0,

iψ2t + ψ2xx + 2|ψ2|2ψ2 + 4|ψ1|2ψ2 + 2ψ2
1ψ

*
2 � 0.

(53)

(Solutions: See S65 & S66.)

5.18 The Evolution of Two Orthogonally
Polarized Components in an Isotropic
Medium Described by the Normalized
CNLSE [190, 191]

iψ1z + ψ1tt + 2(|ψ1|2 − 2|ψ2|2)ψ1 − 2ψ*
1ψ

2
2 � 0,

iψ2z + ψ2tt + 2(2|ψ1|2 − |ψ2|2)ψ2 + 2ψ*
2ψ

2
1 � 0.

(54)

(Solutions: See S67 & S68.)
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5.19 A System of Linearly Coupled NLSEs
for Field Variables [60]

iψ1z � −ψ1xx + (χ1|ψ1|2 + χ|ψ2|2)ψ1 + icψ1 − ψ2,
iψ2z � −ψ2xx + (χ|ψ1|2 + χ1|ψ2|2)ψ2 − icψ2 − ψ1,

(55)

where χ1 and χ denote the SPM and XPM coefficients,
respectively. γ represents the PT-balanced gain. (Solution:
See S69.)

5.20 A CNLSE Describing the Dynamics of
Light Propagation Through PT-Symmetric
Coupled Waveguides [192]

iψ1z +
1
2
ψ1xx + (χ1|ψ1|2 + χ|ψ2|2)ψ1 � −ψ2 + icψ1,

iψ2z +
1
2
ψ2xx + (χ|ψ1|2 + χ1|ψ2|2)ψ2 � −ψ1 − icψ2,

where the parameters χ (or χ1 > 0) and χ (or χ1 < 0) correspond to
the focusing and defocusing case, respectively. The γ in the last
term describes PT-balanced gain in the first and loss in the second
waveguide. The relation ψ2(x, z) � ± ψ1(x, z)exp( ± iθ) is used
which casts above equations into the single equation of the form

iψz +
1
2
ψxx + (χ1 + χ|)ψ|2ψ ± cos(θ)ψ � 0. (56)

(Solutions: See S70 & S71.)

5.21 A CNLSE With the Four-Wave Mixing
Term Which Describes the Pulse
Propagation in a Birefringent Fiber
[193–196]

iψ1t + ψ1xx + 2(a|ψ1|2 + c|ψ2|2 + bψ1ψ
*
2 + b*ψ*

1ψ2)ψ1 � 0,
iψ2t + ψ2xx + 2(a|ψ1|2 + c|ψ2|2 + bψ1ψ

*
2 + b*ψ*

1ψ2)ψ2 � 0.
(57)

Here a and c are real constants, describing the self-phase
modulation and cross-phase modulation effects, respectively. b
is a complex constant, describing the four-wave mixing effects.
(Solutions: See S72, S73, S74 & S75.)

5.22 A Focusing-Defocusing Type CNLSE
[197]

iψ1t + ψ1xx + 2c(|ψ1|2 − |ψ2|2)ψ1 − c(ψ2
1 + ψ2

2)ψ*
1 � 0,

iψ2t + ψ2xx + 2c(|ψ1|2 − |ψ2|2)ψ2 + c(ψ2
1 + ψ2

2)ψ*
2 � 0,

(58)

where γ denotes the strength of nonlinearity. (Solution: See S76.)

5.23 A CNLSE With Variable Coefficients
[198]

iψ1t + ψ1xx + v(x, t)ψ1 + g(t)(|ψ1|2 + |ψ2|2)ψ1 + ic(t)ψ1 � 0,
iψ2t + ψ2xx + v(x, t)ψ2 + g(t)(|ψ1|2 + |ψ2|2)ψ2 + ic(t)ψ2 � 0,

(59)

where v(x, t), g(t), and c(t) are the coefficients of the external
potential, nonlinearity, and gain, respectively. (Solutions: See
S77 & S78.)

5.24 The Generalized CNLSE for Two
Components [199]

iψ1z + α1(z)ψ1xx + β1(z)|ψ1|2ψ1 + δ1(z)|ψ2|2ψ1 + ]1(x, z)ψ1

+ ic1(z)ψ1� 0, iψ2z + α2(z)ψ2xx + β2(z)|ψ1|2ψ2

+ δ2(z)|ψ2|2ψ2 + ]2(x, z)ψ2 + ic2(z)ψ2 � 0,
(60)

where α1(z) and α2(z) are diffraction (dispersion)
coefficients. β1(z) and β2(z) are nonlinear coefficients.
δ1(z) and δ2(z) are the coefficient of gain/loss. ]1 and ]2 are
the two real valued functions of spatial coordinates x and z,
describing the external potentials. c1 and c2 are real valued
functions of the propagation distance z. (Solutions: See
S79 & S80.)

5.25 The Coupled Inhomogeneous NLSE
[200]

iψ1t + ψ1xx + 2(|ψ1|2 + |ψ2|2)ψ1 − (αx − β2x2)ψ1 + iβψ1 � 0,
iψ2t + ψ2xx + 2(|ψ1|2 + |ψ2|2)ψ2 − (αx − β2x2)ψ2 + iβψ2 � 0,

(61)

where α denotes the coefficient of the linear density profile and β is
the coefficient of damping. αx and β2x2 correspond to the linear
and parabolic density profiles. (Solution: See S81.)

5.26 The Higher-Order CNLSEWith Variable
Coefficients [201]

iψjz −
1
2
β2(z)ψjtt − c(z)⎛⎝∑2

n�1
anj|ψn|2⎞⎠ψj + iβ3(z)ψjttt

+ iχ(z)⎛⎝∑2
n�1

anj|ψn|2⎞⎠ψjt + iδ(z)⎛⎝∑2
n�1

anjψntψ
*
j
⎞⎠ψj

+ iΓ(z)ψj � 0, j � 1, 2.

(62)
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Here β2(z), c(z), β3(z), χ(z), δ(z), and Γ(z) are coefficients of
group velocity dispersion, nonlinearity (SPM and XPM),
TOD, SS, SFS, and loss/gain, respectively. (Solution:
See S82.)

5.27 The Coupled Hirota Equations [202]

iψ1t +
1
2
ψ1xx + (|ψ1|2 + |ψ2|2)ψ1 + iϵ[ψ1xxx + (6|ψ1|2 + 3|ψ2|2)ψ1x

+ 3ψ1ψ
*
2ψ2x]� 0, iψ2t +

1
2
ψ2xx + (|ψ1|2 + |ψ2|2)ψ2

+iϵ[ψ2xxx + (6|ψ2|2 + 3|ψ1|2)ψ2x + 3ψ2ψ
*
1ψ1x] � 0,

(63)

where ϵ is a constant that provides the strength of higher-order
effects and scales the integrable perturbations of the simple
Manakov system. (Solutions: See S83 & S84.)

5.28 A Coupled Cubic-Quintic NLSE
Describing the Pulse Propagation in
Non-Kerr Media [203]

iψ1z + ψ1tt + 2(|ψ1|2 + |ψ2|2)ψ1 + (ρ1|ψ1|2 + ρ2|ψ2|2)2ψ1

− 2i[(ρ1|ψ1|2 + ρ2|ψ2|2)ψ1]t + 2i(ρ1ψ*
1ψ1t + ρ2ψ

*
2ψ2t)ψ1

� 0, iψ2z + ψ2tt + 2(|ψ1|2 + |ψ2|2)ψ2 + (ρ1|ψ1|2 + ρ2|ψ2|2)2ψ2

− 2i[(ρ1|ψ1|2 + ρ2|ψ2|2)ψ2]t + 2i(ρ1ψ*
1ψ1t + ρ2ψ

*
2ψ2t)ψ2� 0,

(64)

where ρ1 and ρ2 are the real parameters. (Solution: See S85.)

5.29 A Coupled Cubic-Quintic NLSE
Describing the Effects of Quintic
Nonlinearity on the Propagation of
Ultrashort Pulse in a Non-Kerr Media [204]

iψ1t + ψ1xx + 2(|ψ1|2 + |ψ2|2)ψ1 + (ρ1|ψ1|2 + ρ2|ψ2|2)2ψ1

− 2i[(ρ1|ψ1|2 + ρ2|ψ2|2)ψ1]x + 2i(ρ1ψ*
1ψ1x + ρ2ψ

*
2ψ2x)ψ1

� 0, iψ2t + ψ2xx + 2(|ψ1|2 + |ψ2|2)ψ2 + (ρ1|ψ1|2 + ρ2|ψ2|2)2ψ2

− 2i[(ρ1|ψ1|2 + ρ2|ψ2|2)ψ2]x + 2i(ρ1ψ*
1ψ1x + ρ2ψ

*
2ψ2x)ψ2� 0,

(65)

where ρ1 and ρ2 are real constants. (Solution: See S86.)

5.30 A Fourth-Order CNLSE Describing the
Ultrashort Pulse Propagation in a
Birefringent Optical Fiber [205]

iψαt + ψαxx + 2ψα∑2
ρ�1

|ψρ|2 + c⎡⎢⎢⎣ψαxxxx + 2ψα∑2
ρ�1

|ψρx|2

+ 2ψαx∑2
ρ�1

ψρψ
*
ρx + 6ψαx∑2

ρ�1
ψ*
ρψρx + 4ψαxx∑2

ρ�1
|ψρ|2

+ 4ψα∑2
ρ�1

ψ*
ρψρxx + 2ψα∑2

ρ�1
ψρψ

*
ρxx + 6ψα

⎛⎝∑2
ρ�1

|ψρ|2⎞⎠2⎤⎥⎥⎥⎦
� 0, (66)

where α � 1, 2. γ is a real parameter that denotes the strength of
higher-order linear and nonlinear effects. (Solution: See S87.)

5.31 A NLS-Type System With
Self-Consistent Sources Associated With
the Two-Component Homogeneous
Plasma [206]

ψ1t −
iα
2
ψ1xx + iα σ|ψ1|2ψ1 − k0ψ2ψ

*
3 � 0,

ψ2x − ψ1ψ3 � 0, ψ3x − 2ik0ψ3 − σψ*
1ψ2 � 0,

(67)

where α, σ, and k0 denote the coefficients of dispersion,
nonlinearity, and coupling, respectively. (Solution: See S88.)

6 PEREGRINE SOLITONS IN DISCRETE
NLSE

This section delivers the Peregrine soliton solutions presented in
the literature in the framework of discrete NLSEs. Since its origin
from the mid-1960s, the general NLSE of continuous form plays a
significant role in unraveling the physical phenomena and
insights which lead to numerous scientific and technological
applications in various nonlinear systems. Further, owing to its
outstanding versatility, different forms of continuous NLSEs,
namely, scalar and vector NLSEs, have been proposed with
suitable additional terms to predict various dynamical
situations in numerous nonlinear systems [90, 109, 207]. From
the past three decades, apart from continuous nonlinear systems,
considerable efforts have also been made to investigate the
nonlinear discrete systems characterized by structural
discontinuities and lattices. These systems find potential
applications in electronic circuits [208, 209], optical waveguides
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[210], nonlinear lattices [211], spatial energy concentrators [212],
coupled nonlinear waveguide arrays [213], BEC trapped in periodic
optical lattices [214], photorefractive crystals [215], and so forth.
Those nonlinear discrete systems, discrete NLSEs, can be modeled
through discretizing the continuous NLSE via appropriate
transformations. In such discrete NLSEs, the energy evolution is in
a semidiscrete form characterized by the spatial discretization and
temporal continuity [90].

Additionally, the pioneering work by Ablowitz and Ladik led
to a cutting-edge method for constructing a family of semidiscrete
and doubly discrete nonlinear systems associated with their linear
operator pairs, necessary for obtaining the solutions of the
nonlinear systems via the inverse scattering transform (IST)
[216]. Further, those formulations include an integrable
semidiscretization of NLSE as well as doubly discrete integrable
NLSE referred to as integrable discrete NLSE (IDNLSE) [217]. These
equations form basic discrete equations which serve as a model for
the plethora of applications where exact solutions can be realized
through diverse methods such as Darboux and Bäcklund
transformations in addition to the IST [86, 87, 89, 90, 93, 218].
Firstly, the DNLSE was reported by Christodoulides et al., in a
nonlinear array of coupled waveguides displaying discrete self-
focusing [219], followed by the experimental realization of
discrete spatial solitons in AlGaAs nonlinear waveguide arrays
[213]. Solitons resulting in these systems are due to the interplay
between discreteness and self-trapping nonlinearity and coined as
spatial discrete solitons or lattice solitons [220]. On the other hand,
Peregrine solitons of DNLSEs display different dynamical behavior
compared to that of the continuous counterpart and find interesting
applications in spatial energy concentrators [212], photonic lattices
[221], anharmonic lattices [222], Heisenberg spin chains [223], self-
trapping on a dimer [224], and so forth. These Peregrine solitons
that arise in discrete systems are studied in a broad category under
the context of i) the DNLSEs [90, 219], ii) the Ablowitz-Ladik
equations [90, 225], iii) the discrete Hirota equations (a combination
of DNLSE and discrete complex modified KdV equations) [90, 226],
and iv) the Salerno equation (an interpolation of the cubic DNLSE
and the integrable Ablowitz-Ladik equation) [227]. Here, we present
the class of DNLSEs where the Peregrine solitons were reported.

6.1 The Focusing and Defocusing
Ablowitz-Ladik (AL) Equation [228]

i
dψn

dt
� (1 ± |ψn|2)(ψn+1 + ψn−1). (68)

In the above AL equation, the term |ψn|2 with + and − sign
represents focusing and defocusing regimes, respectively.
(Solution: See S89.)

6.2 The DNLSE Describing an Array of
Coupled Nonlinear Waveguides [229]

i
dψn

dt
+ ψn+1 + ψn−1 − 2ψn + σ|ψn|2ψn � 0. (69)

Here, the constant σ takes the value ‘‘ + 1} denoting the focusing
nonlinearity and ‘‘ − 1} denoting the defocusing nonlinearity.
(Solution: See S90.)

6.3 An Optical Field Propagating Through a
Tight Binding Waveguide Array Described
by the DNLSE [230]

i
dψj

dz
� −Jj(ψj+1 + ψj−1) + Vjψj + g|ψj|2ψj, (70)

where Jj is the coupling coefficient between j-th waveguide and
adjacent waveguides. Vj is the propagation constant of the j-th
waveguide. g is the constant describing nonlinear interaction.
(Solution: See S91.)

6.4 The Discrete NLSE [231]

i
dψn

dt
� ψn+1 − 2ψn + ψn−1 + ψnψ

*
n(ψn+1 + ψn−1). (71)

(Solution: See S92.)

6.5 The Integrable AL Equation [232, 233]

i
dψn

dt
+ (ψn−1 + ψn+1)(1 + |ψn|2) − 2ψn � 0. (72)

(Solutions: See S93 & S94.)

6.6 The Modified AL Equation [234]

i
dψn

dt
+ (ψn−1 + ψn+1)(1 + |ψn|2) − 2(q2 + 1)ψn � 0. (73)

(Solution: See S95.)

6.7 The Generalized Ablowitz-Ladik-Hirota
Lattice Equation With Variable Coefficients
[235]

iψn,t + [Λ(t)ψn+1 + Λ*(t)ψn−1](1 + g(t)|ψn|2) − 2vn(t)ψn

+ ic(t)ψn� 0. (74)

Here, the tunnel coupling constant between the sites is given by
Λ(t) � α(t) + iβ(t), with α(t) and β(t) the differentiable real
valued functions. g(t), vn(t), and c(t) represent time-
modulated interstice nonlinearity, space-time-modulated
inhomogeneous frequency shift, and time-modulated effective
gain/loss constants, respectively. (Solution: See S96.)
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6.8 The Generalized Salerno Equation [64]

i
dψn

dt
� −1

2
(ψn+1 − 2ψn + ψn−1) − μ|ψn|2ψn

−1
2
(1 − μ)|ψn|2(ψn+1 + ψn−1). (75)

Above equation corresponds to the DNLSE, when μ � 1, and
reduces to the AL system, when μ � 0, respectively. (Solution:
See S97.)

6.9 The Discrete Hirota Equation [233]

i
dψn

dt
+ [(a − ib)ψn−1 + (a + ib)ψn+1](1 + |ψn|2) − 2ψn � 0.

(76)

(Solution: See S98.)

6.10 A Spatially Discrete Hirota Equation
[236]

dψn

dt
� α(1 + |ψn|2)[ψn+2 − 2ψn+1 + 2ψn−1 − ψn−2 + ψ*

n(ψ2
n+1

− ψ2
n−1) − |ψn−1|2ψn−2 + |ψn+1|2ψn+2 + ψn(ψ*

n−1ψn+1
− ψ*

n+1ψn−1)] − iβ(1 + |ψn|2)(ψn+1 + ψn−1) + 2iβψn,

(77)

where α and β are real constants. (Solution: See S99.)

6.11 A Single Ablowitz-Ladik Equation With
Only One Component [237]

i
dψ(1)

n

dt
+ 1
2h2
(ψ(1)

n−1 + ψ(1)
n+1 − 2ψ(1)

n ) + 1
2
(ψ(1)

n−1 + ψ(1)
n+1)∣∣∣∣ψ(1)

n |2 � 0,

(78)

where 1/h2 is a real coefficient. (Solution: See S100.)

6.12 The Discrete AL Equation [238]

i
dψn

dt
� ψn+1 + ψn−1 − 2ψn

h2
+ σ|ψn|2(ψn+1 + ψn−1). (79)

Here σ � +1 and −1 for focusing and defocusing nonlinearity,
respectively. h is a real parameter. (Solution: See S101.)

6.13 The Coupled AL Equations Describing
the Coupled Discrete Nonlinear Wave
Systems [51]

ψ(1)
n,t � −i(σ + |ψ(1)

n |2)(ψ(2)*
n + ψ(2)*

n−1 ),
ψ(2)
n,t � i(σ + |ψ(2)

n |2)(ψ(1)*
n+1 + ψ(1)*

n ). (80)

Here σ � +1 and −1 denote the focusing and defocusing
nonlinearity, respectively. (Solution: See S102.)

6.14 The System of Differential-Difference
Equations on the Doubly Infinite Lattice
[239, 240]

i
dψ(1)

n

dt
� ψ(1)

n+1 − 2ψ(1)
n + ψ(1)

n−1 − ψ(1)
n ψ(2)

n (ψ(1)
n+1 + ψ(1)

n−1),
−i dψ

(2)
n

dt
� ψ(2)

n+1 − 2ψ(2)
n + ψ(2)

n−1 − ψ(1)
n ψ(2)

n (ψ(2)
n+1 + ψ(2)

n−1) (81)

with ψ(2)n � σψ(1)*n . (Solutions: See S103 & S104.)

6.15 The Coupled AL Equation With Variable
Coefficients Describing the Optical Field
Through the Tight Binding Waveguide Array
[241]

i
dψ(1)

n

dt
+ [1 + g1(t)|ψ(1)

n |2 + g2(t)|ψ(2)
n |2][Λ1(t)ψ(1)

n+1 + Λ*
1(t)ψ(1)

n−1]
− 2v1(n, t)ψ(1)

n + ic1(t)ψ(1)
n

� 0, i
dψ(2)

n

dt
+ [1 + g1(t)|ψ(2)

n |2 + g2(t)|ψ(1)
n |2][Λ2(t)ψ(2)

n+1

+ Λ*
2(t)ψ(2)

n−1] − 2v2(n, t)ψ(2)
n + ic1(t)ψ(2)

n � 0.

(82)

Here the tunnel coupling coefficients between sites are given by
Λ1(t) � a(t) + ib(t), Λ2(t) � c(t) + id(t) with a(t), b(t), c(t),
and d(t) being differentiable functions. g1(t) and g2(t) denote
the time-modulated interstice nonlinearity. The space-time-
modulated inhomogeneous frequency shifts are denoted by
v1(t) and v2(t). c1(t) and c2(t) represent the time-modulated
effective gain and loss term. (Solution: See S105.)

7 PEREGRINE SOLITONS IN NONLOCAL
NLSES

The objective of this section is to present the existing Peregrine
soliton solutions reported in the literature under the context of
nonlocal NLSEs. In nonlinear systems, NLSEs play a ubiquitous
role in understanding the diverse nonlinear phenomena, finding
potential applications from fundamental to advanced technologies
[109]. Out of such diversemanifestations of NLSEs, the NLSEwith
parity-time symmetry has shown an extensive recent research
interest. This equation displays invariance under the joint
transformations of time t→ − t, space x→ − x (both time and
space reversal symmetry), and complex conjugation. Its original
prediction was by Bender et al. in a class of non-Hermitian PT
invariant Hamiltonians in quantum mechanics [242]. PT-
symmetric systems have gained great attention in diverse fields
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of research. Apart from the quantum mechanics, PT-symmetric
systems have been investigated in many other physical systems,
namely, nonlinear optics [243], plasmonics [244], BEC [245],
electronics [246], and acoustics [247]. Such PT-symmetric
systems allow the realization of a new class of gain/loss
balanced dissipative as well as conservative systems which
features unusual dynamics and control which cannot be
realized in the conventional systems [248]. In the background
of NLSEs, PT-symmetric systems involve two different models,
namely, i) the nonlinear optical system where the optical potential
is fixed PT-symmetric [243, 249–251] and ii) the coupled and
multicomponent NLSE with a balance gain/loss [60, 252, 253].

Recently, Ablowitz et al. introduced an exactly integrable nonlocal
PT-symmetricNLSEwhere the nonlinearity is nonlocal as well as PT-
symmetric [254]. Furthermore, they constructed a discrete one-
soliton solution via a left-right Riemann-Hilbert formulation in an
exactly solvable PT-symmetric DNLSE which then discretized the
above reported NLSE [255]. Since then, a numerous nonlocal
integrable NLSEs have been reported such as the reverse time
NLSE [93], the reverse space-time NLSE [93, 256], the nonlocal
derivate NLSE [93, 257], PT-symmetric Davey-Stewartson equation
[93, 258], and the reverse space-time complex modified KdV
equation [93, 259, 260], to explore the exciting behaviors of
nonlocal solutions in such systems. Recently, intense research
investigations have been made in rogue waves to understand and
control their appearance in nonlinear optics [155], BEC [156],
hydrodynamics [157], biophysics [158], and so forth. In general,
these rogue waves are mathematically expressed in a rational form
which exhibits both spatial and temporal localization.Moreover, they
possess interesting dynamical patterns and are found to be observed
in a large number of local nonlinear integrable systems [17, 21, 173,
261, 262]. In the following, we list out the Peregrine soliton solution
under the context of different nonlocal PT-symmetric NLSEs with
space reversal, time reversal, and space-time reversal.

7.1 The Nonlocal NLSE With Parity-Time
Symmetric Self-Induced Potential [263]

iψz +
1
2
ψxx + ψ(x, z)ψ*(−x, z)ψ(x, z) � 0. (83)

(Solutions: See S106 & S107.)

7.2 The Reverse Time Nonlocal NLSE [256]

iψt(x, t) � ψxx(x, t) + 2ψ2(x, t)ψ(x,−t). (84)

(Solution: See S108.)

7.3 ANonlocal NLSEWith the PT-Symmetric
Potential [264]

iψt(x, t) � ψxx(x, t) + 2ψ2(x, t)ψ*(−x, t). (85)

(Solution: See S109.)

7.4 A Nonlocal NLSE [265]

iψt(x, t) � ψxx(x, t) − 2ψ2(x, t)ψ*(−x, t). (86)

(Solution: See S110.)

7.5 A Nonlocal NLSE With the Self-Induced
PT-Symmetric Potential [266]

iψt(x, t) + ψxx(x, t) +
1
2
ψ2(x, t)ψ*(−x, t) � 0. (87)

(Solution: See S111.)

7.6 A Reverse Time Nonlocal NLSE [267]

iψt(x, t) � ψxx(x, t) + 2σψ2(x, t)ψ(x,−t). (88)

Here, the constant σ takes the values +1 and −1 for focusing
and defocusing nonlinearity, respectively. (Solution: See
S112.)

7.7 A Nonlocal NLSE [268]

iψt(x, t) � ψxx(x, t) + 2σψ2(x, t)ψ*(−x, t). (89)

Here, σ takes the value +1 or −1 for focusing or defocusing
nonlinearity, respectively. (Solution: See S113.)

7.8 A Nonlocal Derivative NLSE [269]

iψt(x, t) + ψxx(x, t) + σ[ψ2(x, t)ψ*(−x, t)]x � 0, (90)

where σ takes the value +1 or −1 for focusing or defocusing
nonlinearity, respectively. (Solution: See S114.)

7.9 A Nonlocal Third-Order NLSE [270]

iψt + icψx + ψxx + σψ[ψ(−x, t)]*ψ + iλ ψxxx

+ 3iλ σ ψ[ψ(−x, t)]*ψx� 0, (91)

where λ, σ, and c are real constants. (Solution: See S115.)

7.10 An Integrable Three-Parameter
Nonlocal Fifth-Order NLSE [271]

iψt + S(ψ, r) + αH(ψ, r) + cP(ψ, r) + δQ(ψ, r) � 0, (92)

where ψ ≡ ψ(x, t), r ≡ r(x, t) are complex fields; α, γ, and δ are all
real parameters.

Here, a) S(ψ, r) denotes the nonlocal NLS part
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S(ψ, r) � 1
2
ψxx + ψ2r, (93)

b) H(ψ, r) represents the nonlocal Hirota part

H(ψ, r) � ψxxx + 6ψψx r, (94)

c) P(ψ, r) denotes the nonlocal Lakshmanan-Porsezian-Daniel
(LPD) part

P(ψ, r) � ψxxxx + 8ψ rψxx + 6ψ3r2 + 4ψψx rx + 6ψ2
xr + 2ψ2rxx,

(95)

and d) Q(ψ, r) is the nonlocal quintic part

Q(ψ, r) � ψxxxxx + 10ψ rψxxx + 10(ψψxrx)x + 20r ψxψxx

+ 30ψ2r2ψx, (96)

where r(x, t) � σ ψ*(−x, t) and σ � ± 1. (Solutions: See S116,
S117, S118 & S119.)

7.11 The Nonlocal Variant of the NLSE in a
Dimensionless Form [272]

i
zψ

zt
+ 1
2
z2ψ

zx2
+ θ ψ − μ ψ � 0,

]
z2θ

zx2
− 2q θ � −2|ψ|2, (97)

where θ represents the optically induced deviation of the
director angle, ν is the nonlocality parameter, μ is the
propagation constant, and q is the parameter that represents
the square of the applied static electric field that pretilts the
nematic dielectric. Using Fourier transform θ can be
rewritten as

θ � F−1[F[2|ψ|2]
]k2 + 2

].
Here k is the wave number relevant to the Fourier variable.
(Solution: See S120.)

7.12 The Generalized PT-Symmetric
Nonlocal CoupledNLSEWith Nonlocal SPM,
XPM, and FWM of the Following Form [273]

i
zψ1(x, t)

zt
+ z2ψ1(x, t)

zx2
+ [aψ1(x, t)ψ*

1(−x, t)

+ bψ1(x, t)ψ*
2(−x, t) + cψ2(x, t)ψ*

2(−x, t)
+ d ψ*

1(−x, t)ψ2(x, t)]ψ1(x, t)

� 0, i
zψ2(x, t)

zt
+ z2ψ2(x, t)

zx2
+ [aψ1(x, t)ψ*

1(−x, t)

+ bψ1(x, t)ψ*
2(−x, t) + cψ2(x, t)ψ*

2(−x, t)
+ d ψ*

1(−x, t)ψ2(x, t)]ψ2(x, t)� 0, (98)

where a and c correspond to the nonlocal SPM and XPM,
respectively, while b, d represent the nonlocal FWM terms.
(Solution: See S121.)

8 PEREGRINE SOLITONS IN HIGHER
DIMENSIONAL AND MIXED NLSES

This section aims at presenting the Peregrine soliton solutions of
higher dimensional and mixed NLSEs reported in the existing
literature. The one-dimensional (1D) cubic NLSE or (1 + 1)-
dimensional ((1 + 1)-D) cubic NLSE appears in diverse fields of
physics, namely, nonlinear optics, plasma physics, BEC, condensed
matter physics, and superfluids [109]. A successful first, completely
integrable property of such (1 + 1)-D NLSE has been reported by
Ablowitz et al., through the inverse scattering transform technique
[87]. Higher dimensional NLSEs of such a basic (1 + 1)-DNLSE can
be obtained by replacing the second spatial derivative through the
Laplacian. Moreover, higher dimensional NLSEs are not integrable,
but localized solutions are found to exist in two transverse directions
[274, 275]. However, the obtained solutions are not robust against
perturbations and found to be unstable after a finite distance. Also,
the (3 + 1)-D NLSEs are not integrable, but localized solutions for
these equations have been reported through the numerical
simulations [6] and via the similarity transformations [275–277].
In particular, this section is related to the Peregrine soliton solution.
The Peregrine solitons found profound interest in diverse areas of
physics, namely, optical systems [278], BEC [73], hydrodynamics
[12], and superfluids [25]. Originally, such Peregrine soliton
solutions have been reported in the two-dimensional graded-
index waveguides using the similarity transformation [279],
followed by their appearance in a two-dimensional graded-index
grating waveguide [280] and two-dimensional coupled NLSEs with
distributed coefficients [281]. The Peregrine soliton solutions in a (3
+ 1)-D inhomogeneous NLSE with variable coefficients [282] and a
(3 + 1)-D higher-order coupled NLSE [283] have also been
reported. These Peregrine solitons play an inevitable role in
describing the dynamics of ocean waves, nonlinear optics, and
BEC. Hence, this section considers reporting the Peregrine soliton
solutions of various higher dimensional NLSEs and mixed NLSEs.
Here, the mixed NLSEs refer to the higher dimensional NLSEs with
other physical effects, namely, inhomogeneity, external potential,
variable coefficient, and nonlocality. Such higher dimensional and
mixed NLSEs in which Peregrine soliton solutions are reported will
be listed in this section.

8.1 THE THREE-DIMENSIONAL
INHOMOGENEOUS NLSE WITH VARIABLE
COEFFICIENTS IN A DIMENSIONLESS
FORM [282]

iψt � −1
2
∇2ψ + v(r, t)ψ + g(t)|ψ|2ψ + ic(t)ψ. (99)
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8.2 A Special Case of Eq. 99 [284]

iψt � −β(t)
2

∇2ψ + v(r, t)ψ + g(t)|ψ|2ψ + ic(t)ψ � 0, (100)

where ψ � ψ(r, t), r ∈ R3, r � (x, y, z), ∇ ≡ (zx, zy, zz) with
zx � z/zx . v(r, t) is an external potential with a real valued
function of time and spatial coordinates. β(t), g(t), and c(t)
denote the coefficients of linearity, nonlinearity, and gain/loss,
respectively. (Solutions: See S122, S123 & S124.)

8.3 A (2 + 1)-Dimensional NLSE With an
External Potential [285]

iψt + ψxx + ψyy − g(x, y, t)|ψ|2ψ − V(x, y, t)ψ � 0, (101)

where g(x, y, t) is the coefficient of nonlinearity and V(x, y, t) is
an external potential. (Solutions: See S125 & S126.)

8.4 The 3D Variable Coefficient NLSE of the
Form With Linear and Parabolic Potentials
[286]

iψt +
β(t)
2

Δψ + χ(t)|ψ|2ψ + V(t, x, y, z)ψ � ic(t)ψ, (102)

where ψ � ψ(t, x, y, z) is the order parameter in BECs or the
complex envelope of the electric field in optical communication
system. Here Δ � z2x + z2y + z2z is the 3-dimensional Laplacian
operator. The functions β(t), χ(t), and c(t) are the coefficients
of the diffraction, nonlinearity, and gain/loss. Here, the potential
V � V1(t)(x + y + z) + V2(t)Y2, where V1(t) and V2(t) are
linear and parabolic potential strengths and Y2 � x2 + y2 + z2.
(Solution: See S127.)

8.5 A (2 + 1)-Dimensional NLSE With
Variable Coefficients [287]

iψt + ψxy + α(x, y, t)ψ + β(t)ψ z−1x zy|ψ|2 + ic(t)ψ � 0, (103)

where ψ � ψ(x, y, t), with the propagation variables x, y and
transverse variable t. α(x, y, t) is an external potential which is
the real valued function of space and time. β(t) and c(t) are the
coefficients of nonlinearity and gain/loss. The inverse d-bar
operator, z−1x � z−1z + z−1z , z � x + iy, zz � 1

2 (zx − izy),
zz � 1

2 (zx + izy), and (zzf ) � 1
π
∫
R2

f (x′,y′)dx′dy′
z−z′

. (Solution: See S128.)

8.6 A Two-Dimensional Nonlocal NLSE [288]

iψt � −ψxx − σψ∫​
+∞

−∞
|ψ|2dy � 0, (104)

where ψ ≡ ψ(x, y, t) is a two-dimensional field envelope and
σ (> 0) is the nonlinearity coefficient. (Solution: See S129.)

8.7 A (2 + 1)-Dimensional Variable Coefficient
NLSE With Partial Nonlocality [289]

iψt + β(t)ψxx + χ(t)ψ∫​
+∞

−∞
|ψ|2dy � 0, (105)

where ψ � ψ(t, x, y). β(t) and χ(t) are the coefficients of
diffraction and nonlinearity, respectively. (Solution: See S130.)

8.8 A (2 + 1)-Dimensional Variable
Coefficient Partially Nonlocal NLSE [290]

i
zψ

zz
+ β(z) z

2ψ

zx2
+ χ(z)ψ∫​

+∞

−∞
|ψ|2dy + c(z)x2ψ � 0, (106)

where ψ � ψ(z, x, y) describing the optical field or wave function of
condensate. β(z) and c(z) are the coefficients of diffraction and
tapering effect/harmonic trapping potential, respectively. The
nonlinearity is localized in x-direction and nonlocalized in
y-direction with the coefficient function χ(z). (Solution: See S131.)

8.9 A (2 + 1)-Dimensional (2D) Nonlocal
NLSE Satisfying the Two-Dimensional
Parity-Time-Symmetric Potential
V(x, y) � V*(− x, − y) [291, 292]

iψt + ψxy + ψ r � 0, ry � [ψ(x, y, t)ψ(−x,−y, t)*]x, (107)

where ψ � ψ(x, y, t) and V(x, y, t) � ψ(x, y, t)ψ*(x, y, t).
(Solutions: See S132 & S133.)

8.10 A Two-Dimensional Nonlocal NLSE
[293]

iψt + ψxx + ψyy − 2ψxy + 2ψV � 0, V � ψ(x, y, t)ψ*(−x,−y, t),
(108)

where ψ � ψ(x, y, t). (Solution: See S134.)

8.11 The Integrable “Reverse Space” 2D
Nonlocal NLSE [294]

(izt + z2xy)ψ(x, y, t) − λ

2
ψ(x, y, t)(z−1z

+ z−1z )zy[ψ(x, y, t)ψ*(−x,−y, t)]
� 0, λ � ± 1. (109)

8.12 A Reverse Space-Time Nonlocal NLSE
[294]

(izt + z2xy)ψ(x, y, t) − λ

2
ψ(x, y, t)(z−1z

+ z−1z )zy[ψ(x, y, t)ψ*(−x, y,−t)]
� 0, λ � ± 1. (110)
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Here z ≡ x + iy and z−1z,z are operators inverse to
zz ≡ (1/2)(zx − izy) and zz ≡ (1/2)(zx + izy). (Solutions: See
S135 & S136.)

8.13 A Two-Dimensional Two-Coupled
Variable Coefficient NLSE [281]

iψ1z +
β(z)
2
(ψ1xx + ψ1yy) + R(z)∑2

k�1
|ψk|2ψ1 � ic(z)ψ1,

iψ2z +
β(z)
2
(ψ2xx + ψ2yy) + R(z)∑2

k�1
|ψk|2ψ2 � ic(z)ψ2,

(111)

where ψj � ψj(x, y, z), j � 1, 2. The real analytic spatial functions,
β(z), R(z), and c(z) represent the diffraction, nonlinearity, and
gain/loss parameter, respectively. (Solution: See S137.)

8.14 The Variable Coefficient NLSE
Describing the Inhomogeneous Nonlinear
Waveguide [295]

iψ1z +
β

2
(ψ1xx + ψ1yy) + χ(z)(r11|ψ1|2 + r12|ψ2|2)ψ1

+ 1
2
f (z)(x2 + y2)ψ1� ig(z)ψ1, iψ2z +

β

2
(ψ2xx + ψ2yy)

+χ(z)(r21|ψ1|2 + r22|ψ2|2)ψ2 +
1
2
f (z)(x2 + y2)ψ2� ig(z)ψ2,

(112)

where ψ1(x, y, z) and ψ2(x, y, z) are the two normalized
orthogonal components of electric fields. β, χ(z), g(z), and f(z)
denote the dispersion, nonlinearity, gain, and geometry of
tapered waveguide coefficients, respectively. r11 and r22 are
the self-phase modulation coefficients for ψ1(x, y, z), ψ2(x, y, z)
and r12 and r21 are the cross-phase modulation coefficients.
(Solution: See S138.)

8.15 The Variable Coefficient CNLSE [296]

iψ1z +
1
2
[β1(z)ψ1xx + β2(z)ψ1yy + β3(z)ψ1tt] + χ(z)(σ11|ψ1|2

+ σ12|ψ2|2)ψ1� ic(z)ψ1, iψ2z +
1
2
[β1(z)ψ2xx + β2(z)ψ2yy

+β3(z)ψ2tt] + χ(z)(σ21|ψ1|2 + σ22|ψ2|2)ψ2 � ic(z)ψ2,
(113)

where ψ1(z, x, y, t) and ψ2(z, x, y, t) are the two normalized
complex mode fields. β1(z) and β2(z) are the coefficients of
diffractions along the x and y transverse coordinates. β3(z) is
the coefficient of dispersion. χ(z) is the SPM, accounting for the
self-focusing (χ > 0) or the self-defocusing (χ < 0) nonlinearity.
The parameters σ11, σ12, σ21, and σ22 determine the ratio of the
coupling strengths of the cross-phase modulation to the SPM. For
linearly polarized eigenmodes, σ11 � σ22 � 1, σ12 � σ21 � 2/3, in

case of circularly polarized eigen modes, σ11 � σ22 � 1, σ12 � σ21 �
2 and for the elliptically polarized eigen modes, σ11 � σ22 � 1,
2< σ12 � σ21 < 2/3. The parameter c(z) represents the loss when
c(z)< 0 or gain when c(z)> 0. (Solution: See S139.)

9 PEREGRINE SOLITONS IN SATURABLE
NLSES

This section presents the Peregrine soliton solutions reported in the
literature under the family of the saturable NLSEs. In nonlinear
dynamics, the ultrashort optical pulse propagation through the
dielectric waveguides like optical fibers is governed by the NLSEs.
The key parameter that plays a decisive role in the nonlinear effects
of such optical fibers is an intensity dependent variation of the
refractive index, also known as the optical Kerr effect. The Kerr
index induced refractive index results in the self-phase modulation
which ultimately broadens the optical spectrum.Moreover, it is well
known that the Kerr nonlinearity determines the nonlinear
response of the optical medium up to a certain level of input
power, but when input power level exceeds a certain value, the role
of higher-order nonlinear susceptibility is inevitable. This eventually
results in the saturation of the nonlinear response of the system. In
general, all nonlinearities saturation is owing to the upper limit for
change in the refractive index of thematerial mediumand thereafter
system does not display any change in the nonlinear index even at
very high input power levels [109]. Also, it is demonstrated that the
saturation in cubic nonlinearity is equivalent to the occurrence of
the third-, fifth-, and seventh-order nonlinear susceptibility [297].
Such nonlinear index saturation has been originally observed in
dual core nonlinear directional couplers by Stegeman et al. [298],
followed by plethora of studies to understand the detrimental effects
of nonlinear saturation in the coupling behaviors of directions
couplers [299–302]. The propagation of solitons through the
materials with nonlinear saturation has also been expressed
through numerical and analytical methods. The dynamics of
such system provide the evidence of the existence of bistable
solitons of the same duration with different peak powers [303].
Moreover, the dynamics of ultrashort pulse propagation through
the fibers with saturable nonlinearity in the normal dispersion
regime has also been analyzed to determine the minimum duration
of the output pulse of fiber-grating compressor [304]. In addition,
the nonlinear saturation effects play a significant role in theMI gain
spectrum of the ultrashort pulse propagation through the
semiconductor doped fibers [305–307]. This section lists out the
saturable NLSEs in which Peregrine soliton solutions were reported.

9.1 A NLSE Describes Quasi-1D
Bose-Einstein Condensates [308]

iψt � −1
2
ψxx + V(x)ψ + 1 − (3/2)|ψ|2�������

1 − |ψ|2
√ ψ, (114)

where V(x) � 1
2Ω

2x2 is an external potential of harmonic form. Ω
is the normalized trap strength. (Solution: See S140.)
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10 SUMMARY AND OUTLOOK

The historical review of the discovery of the Peregrine soliton
goes side by side with the mathematical steps of its derivation. We
have adopted here the most common method of derivation,
namely, the use of Lax pair and Darboux transformation.
Employing the continuous wave as a seed solution, we have
analytically derived the general breather solution of the NLSE
through the Darboux transformation and Lax pair technique. We
have shown that this class of solution turns out, under certain
limits, into its five members, the Akhmediev breather, the
Kuznetsov-Ma breather, the Peregrine soliton, the single bright
soliton, and the continuous wave solution. When the temporal
period of the Kuznetsov-Ma breather approaches infinity, it falls
into the Peregrine soliton. A similar result is obtained when the
spacial period of the Akhmediev breather tends to infinity. We
have then collected all Peregrine soliton solutions of the NLSE
and its various variations that are found in the literature.
Particularly, we have recorded the Peregrine soliton solutions
in higher-order and inhomogeneous NLSEs, in NLSE with
external potentials, in coupled NLSEs, in discrete NLSEs, in
nonlocal NLSEs, in higher dimensional and mixed NLSEs, and
finally in saturable NLSEs. The Peregrine waves in saturable
nonlinear systems are not sufficiently explored. Concerning
studies in such systems will yield more information about
modulation instability and new frequency generations, that
will play a crucial role in nonlinear optical fields.

While studying the various nonlinear dynamics modeled by
the NLSEs is a developing and attractive area of research, this
work will be a useful guideline to keep track of new NLS
frameworks that admit Peregrine soliton solutions, youthful
stability investigations, up-to-date formation mechanisms,
and fresh experimental observations. One future extension
of this work is a deep exploration of the existence of Peregrine
solitons in higher coupled NLSEs and higher dimensional
systems. The accompanying features of these systems could
support the robustness of the Peregrine soliton against
different perturbations and initial conditions and thus
generate more stable rogue wave structures. Additionally, it
may be interesting to investigate numerically complex
nonintegrable systems in order to achieve more stable rogue

waves. Constructing such models experimentally allows for the
monitorization of randomly many possible nonlinear
dynamics. This opens the door to a better understanding of
the preactions accomplished by extreme events such as
rogue waves.

As the multisoliton interaction is one of the formation
mechanisms of the rogue waves and it is recently reported in
the bioenergy transport mechanism in the helical protein [32],
this evidence may also be extended to different biomechanisms.
Moreover, one of the not fully explored aspects, yet very
important, is the knowledge of how a variety of initial
conditions are influencing the rogue wave formation. In
nonlinear optics, the knowledge of initial conditions plays an
essential role in generating, on purpose, rogue waves in order to
produce high energy light pulses. Last but not least, with regard to
the dispersion and nonlinearity management, it may be
interesting to consider interactions of multi-Peregrine solitons
modeling by higher dimensional NLSEs. Recently, photonic
rogue waves are analytically reported in lattice systems [78].
This will be useful in understanding wave interactions in
diverse crystal structures.
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39. Zhong WP, Belić M, Zhang Y. Second-order rogue wave breathers in the
nonlinear schrödinger equation with quadratic potential modulated by a
spatially-varying diffraction coefficient. Optic Exp (2015) 23:3708–16.
doi:10.1364/OE.23.003708.

40. Wang Q, Li X. Collision properties of rogue waves in optical fiber. Optic
Commun (2019) 435:255–64. doi:10.1016/j.optcom.2018.11.037.

41. Zhen-KunW, Yun-Zhe Z, Yi H, FengW, Yi-Qi Z, Yan-Peng Z. The interaction
of peregrine solitons. Chin Phys Lett (2014) 31:090502. doi:10.1088/0256-
307X/31/9/090502.

42. Ankiewicz A, Kedziora DJ, Akhmediev N. Rogue wave triplets. Phys Lett A
(2011) 375:2782–5. doi:10.1016/j.physleta.2011.05.047.

43. Al Khawaja U, Bahlouli H, Asad-uz-zaman M, Al-Marzoug S. Modulational
instability analysis of the peregrine soliton. Commun Nonlinear Sci Num Simul
(2014) 19:2706–14. doi:10.1016/j.cnsns.2014.01.002.

44. Schober C, Strawn M. Stability analysis of the peregrine solution via squared
eigenfunctions. AIP Conf Proc (2017) 1895:040004. doi:10.1063/1.5007371.

45. Calini A, Schober C. Observable and reproducible rogue waves. J Optic (2013)
15:105201. doi:10.1088/2040-8978/15/10/105201.

46. Islas A, Schober CM. Numerical investigation of the stability of the rational
solutions of the nonlinear schrödinger equation. Appl Math Comput (2017)
305:17–26. doi:10.1016/j.amc.2017.01.060.

47. Calini A, Schober C. Numerical investigation of stability of breather-type
solutions of the nonlinear schrödinger equation. Nat Hazards Earth Syst Sci
(2014) 14:1431. doi:10.5194/nhess-14-1431-2014.

48. Calini A, Schober CM, Strawn M. Linear instability of the peregrine breather:
numerical and analytical investigations. Appl Numer Math (2019) 141:36–43.
doi:10.1016/j.apnum.2018.11.005.

49. Ankiewicz A, Devine N, Akhmediev N. Are rogue waves robust against
perturbations?. Phys Lett A (2009) 373:3997–4000. doi:10.1016/j.physleta.
2009.08.053.

50. Onorato M, Proment D. Approximate rogue wave solutions of the forced and
damped nonlinear Schrödinger equation for water waves. Phys Lett A (2012)
376:3057–9. doi:10.1016/j.physleta.2012.05.063.

51. Wen XY, Yan Z, Malomed BA. Higher-order vector discrete rogue-wave states
in the coupled Ablowitz-Ladik equations: exact solutions and stability. Chaos
(2016) 26:123110. doi:10.1063/1.4972111.

52. Muñoz C. Instability in nonlinear schrödinger breathers. Proyecciones (2017)
36:653–83. doi:10.4067/S0716-09172017000400653.

53. Chen S, Soto-Crespo JM, Grelu P. Coexisting rogue waves within the (2 + 1)-
component long-wave–short-wave resonance. Phys Rev E (2014) 90:033203.
doi:10.1103/PhysRevE.90.033203.

54. Klein C, Haragus M. Numerical study of the stability of the peregrine breather.
Preprint repository name [Preprint] (2015) Available from: https://arxiv.org/
abs/1507.06766.

55. Chan HN, Chow KW, Kedziora DJ, Grimshaw RHJ, Ding E. Rogue wave
modes for a derivative nonlinear schrödinger model. Phys Rev E (2014) 89:
032914. doi:10.1103/PhysRevE.89.032914.

56. Kharif C, Touboul J. Under which conditions the benjamin-feir instability may
spawn an extreme wave event: a fully nonlinear approach. Eur Phys J Spec Top
(2010) 185:159–68. doi:10.1140/epjst/e2010-01246-7.

57. Van Gorder RA. Orbital instability of the peregrine soliton. J Phys Soc Jpn (2014)
83:054005. doi:10.7566/JPSJ.83.054005.doi:10.1140/epjst/e2010-01246-7.

58. Cuevas-Maraver J, Malomed BA, Kevrekidis PG, Frantzeskakis DJ.
Stabilization of the peregrine soliton and kuznetsov–ma breathers by
means of nonlinearity and dispersion management. Phys Lett A (2018) 382:
968–72. doi:10.1016/j.physleta.2018.02.013.

59. El-Tantawy S, Shan SA, Akhtar N, Elgendy A. Impact of electron trapping
in degenerate quantum plasma on the ion-acoustic breathers and super
freak waves. Chaos, Solit Fractals (2018) 113:356–64. doi:10.1016/j.chaos.
2018.04.037.

60. Bludov YV, Driben R, Konotop VV, Malomed B. Instabilities, solitons and
rogue waves in -coupled nonlinear waveguides. J Optic (2013) 15:064010.
doi:10.1088/2040-8978/15/6/064010.

61. Shin H. Deformation of a peregrine soliton by fluctuating backgrounds. Phys
Rev E (2013) 88:032919. doi:10.1103/PhysRevE.88.032919.

Frontiers in Physics | www.frontiersin.org December 2020 | Volume 8 | Article 59688621

Uthayakumar et al. Peregrine Solitons of the Higher-Order

65

https://doi.org/10.1016/j.physleta.2008.12.036
https://doi.org/10.1016/j.physleta.2008.12.036
https://doi.org/10.1016/j.physleta.2009.04.023
https://doi.org/10.1103/PhysRevE.85.066601
https://doi.org/10.1103/PhysRevE.80.026601
https://doi.org/10.1103/PhysRevE.91.022919
https://doi.org/10.1038/nature06402
https://doi.org/10.1364/OE.16.016467
https://doi.org/10.1103/PhysRevLett.101.065303
https://doi.org/10.1103/PhysRevLett.101.065303
https://doi.org/10.1103/PhysRevLett.104.104503
https://doi.org/10.1038/nphys1740
https://doi.org/10.1038/nphys1740
https://doi.org/10.1103/PhysRevLett.106.204502
https://doi.org/10.1103/PhysRevLett.106.204502
https://doi.org/10.1103/PhysRevA.80.043818
https://doi.org/10.1103/PhysRevX.3.041032
https://doi.org/10.1103/PhysRevX.3.041032
https://doi.org/10.1103/PhysRevE.91.032928
https://doi.org/10.1103/PhysRevE.91.032928
https://doi.org/10.1016/j.ijleo.2017.11.200
https://doi.org/10.1140/epjst/e2010-01253-8
https://doi.org/10.1016/j.physleta.2009.11.058
https://doi.org/10.1016/j.physleta.2009.12.014
https://doi.org/10.1007/s00340-013-5609-9
https://doi.org/10.1063/1.4906770
https://doi.org/10.1063/1.4906770
https://doi.org/10.1088/0253-6102/71/2/152
https://doi.org/10.1364/OE.23.003708
https://doi.org/10.1016/j.optcom.2018.11.037
https://doi.org/10.1088/0256-307X/31/9/090502
https://doi.org/10.1088/0256-307X/31/9/090502
https://doi.org/10.1016/j.physleta.2011.05.047
https://doi.org/10.1016/j.cnsns.2014.01.002
https://doi.org/10.1063/1.5007371
https://doi.org/10.1088/2040-8978/15/10/105201
https://doi.org/10.1016/j.amc.2017.01.060
https://doi.org/10.5194/nhess-14-1431-2014
https://doi.org/10.1016/j.apnum.2018.11.005
https://doi.org/10.1016/j.physleta.2009.08.053
https://doi.org/10.1016/j.physleta.2009.08.053
https://doi.org/10.1016/j.physleta.2012.05.063
https://doi.org/10.1063/1.4972111
https://doi.org/10.4067/S0716-09172017000400653
https://doi.org/10.1103/PhysRevE.90.033203
https://arxiv.org/abs/1507.06766
https://arxiv.org/abs/1507.06766
https://doi.org/10.1103/PhysRevE.89.032914
https://doi.org/10.1140/epjst/e2010-01246-7
https://doi.org/10.7566/JPSJ.83.054005
https://doi.org/10.1140/epjst/e2010-01246-7
https://doi.org/10.1016/j.physleta.2018.02.013
https://doi.org/10.1016/j.chaos.2018.04.037
https://doi.org/10.1016/j.chaos.2018.04.037
https://doi.org/10.1088/2040-8978/15/6/064010
https://doi.org/10.1103/PhysRevE.88.032919
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


62. Cuevas-Maraver J, Kevrekidis PG, Frantzeskakis DJ, Karachalios NI, Haragus
M, James G. Floquet analysis of kuznetsov-ma breathers: a path towards
spectral stability of rogue waves. Phys Rev E (2017) 96:012202. doi:10.1103/
PhysRevE.96.012202.

63. Li JH, Chan HN, Chiang KS, Chow KW. Breathers and ‘black’ rogue waves of
coupled nonlinear schrödinger equations with dispersion and nonlinearity of
opposite signs. Commun Nonlinear Sci Num Simul (2015) 28:28–38. doi:10.
1016/j.cnsns.2015.03.019.

64. Hoffmann C, Charalampidis E, Frantzeskakis D, Kevrekidis P. Peregrine
solitons and gradient catastrophes in discrete nonlinear schrödinger
systems. Phys Lett A (2018) 382:3064–70. doi:10.1016/j.physleta.2018.08.014.

65. Birem M, Klein C. Multidomain spectral method for schrödinger equations.
Adv Comput Math (2016) 42:395–423. doi:10.1007/s10444-015-9429-9.

66. Bailung H, Sharma SK, Nakamura Y. Observation of peregrine solitons in a
multicomponent plasma with negative ions. Phys Rev Lett (2011) 107:255005.
doi:10.1103/PhysRevLett.107.255005.

67. Pathak P, Sharma SK, Nakamura Y, Bailung H. Observation of ion acoustic
multi-peregrine solitons in multicomponent plasma with negative ions. Phys
Lett A (2017) 381:4011–8. doi:10.1016/j.physleta.2017.10.046.

68. Xu G, Hammani K, Chabchoub A, Dudley JM, Kibler B, Finot C. Phase
evolution of peregrine-like breathers in optics and hydrodynamics. Phys Rev E
(2019) 99:012207.doi:10.1103/PhysRevE.99.012207.

69. Yang G, Wang Y, Qin Z, Malomed BA, Mihalache D, Li L. Breather like
solitons extracted from the peregrine rogue wave. Phys Rev E (2014) 90:062909.
doi:10.1103/PhysRevE.90.062909.

70. Hammani K, Kibler B, Finot C, Morin P, Fatome J, Dudley JM, et al. Peregrine
soliton generation and breakup in standard telecommunications fiber.Opt Lett
(2011) 36:112–4. doi:10.1364/OL.36.000112.

71. Zamora-Munt J, Garbin B, Barland S, Giudici M, Leite JRR, Masoller C, et al.
Rogue waves in optically injected lasers: origin, predictability, and suppression.
Phys Rev A (2013) 87:035802. doi:10.1103/PhysRevA.87.035802.

72. Chabchoub A, Hoffmann N, Branger H, Kharif C, Akhmediev N. Experiments
on wind-perturbed rogue wave hydrodynamics using the peregrine breather
model. Phys Fluids (2013) 25:101704. doi:10.1063/1.4824706.

73. Bludov YV, Konotop VV, Akhmediev N. Matter rogue waves. Phys Rev A
(2009) 80:033610. doi:10.1103/PhysRevA.80.033610.

74. Dyachenko AI, Zakharov VE. Modulation instability of stokes wave freak
wave. J Exp Theor Phys Lett (2005) 81:255–9. doi:10.1134/1.1931010.

75. Zaviyalov A, Egorov O, Iliew R, Lederer F. Rogue waves in mode-locked fiber
lasers. Phys Rev A (2012) 85:013828. doi:10.1103/PhysRevA.85.013828.

76. Oppo GL, Yao AM, Cuozzo D. Self-organization, pattern formation, cavity
solitons, and rogue waves in singly resonant optical parametric oscillators.
Phys Rev A (2013) 88:043813. doi:10.1103/PhysRevA.88.043813.

77. Chen S, Song LY. Peregrine solitons and algebraic soliton pairs in kerr media
considering space–time correction. Phys Lett A (2014) 378:1228–32. doi:10.
1016/j.physleta.2014.02.042.

78. Rivas D, Szameit A, Vicencio RA. Rogue waves in disordered 1d photonic
lattices. Sci Rep (2020) 10:1–8. doi:10.1038/s41598-020-69826-x.

79. Osborne AR, OnoratoM, SerioM. The nonlinear dynamics of rogue waves and
holes in deep-water gravity wave trains. Phys Lett A (2000) 275:386–93. doi:10.
1016/S0375-9601(00)00575-2.

80. Osborne AR. The random and deterministic dynamics of ‘rogue waves’ in
unidirectional, deep-water wave trains. Mar Struct (2001) 14:275–93. doi:10.
1016/S0951-8339(00)00064-2.

81. Yan Z. Nonautonomous “rogons” in the inhomogeneous nonlinear
schrödinger equation with variable coefficients. Phys Lett A (2010) 374:
672–9. doi:10.1016/j.physleta.2009.11.030.

82. Dai CQ, Wang YY, Tian Q, Zhang JF. The management and containment of
self-similar rogue waves in the inhomogeneous nonlinear schrödinger
equation. Ann Phys (2012) 327:512–21. doi:10.1155/2016/7879517.

83. Xu S, He J, Wang L. Two kinds of rogue waves of the general nonlinear
schrödinger equation with derivative. Europhys Lett (2012) 97:30007. doi:10.
1209/0295-5075/97/30007.

84. Yang G, Li L, Jia S. Peregrine rogue waves induced by the interaction between a
continuous wave and a soliton. Phys Rev E (2012) 85:046608. doi:10.1103/
PhysRevE.85.046608.

85. Zhao LC. Dynamics of nonautonomous rogue waves in Bose–Einstein
condensate. Ann Phys (2013) 329:73–9. doi:10.1016/j.aop.2012.10.010.

86. Ablowitz MJ. Lectures on the inverse scattering transform. Stud Appl Math
(1978) 58:17–94. doi:10.1002/sapm197858117.

87. Ablowitz MJ, Segur H. Solitons and the inverse scattering transform.
Philadelphia, PA: Siam (1981) 434 p.

88. Drazin PG, Johnson RS. Solitons: an introduction. Cambridge, UK: Cambridge
University Press (1989) 226 p.

89. Ablowitz MJ, Ablowitz M, Clarkson P, Clarkson PA. Solitons, nonlinear
evolution equations and inverse scattering. Bull London Math Soc (1993)
25:620–2. doi:10.1112/blms/25.6.620.

90. Ablowitz M, Prinari B, Trubatch A. Discrete and continuous nonlinear
schrödinger systems. Cambridge, UK: Cambridge University Press (2005)
276 p.

91. Aktosun T. Inverse scattering transform and the theory of solitons. Preprint
repository name [Preprint] (2009) Available from: https://arxiv.org/abs/0905.
4746.

92. Ablowitz MJ. Nonlinear dispersive waves: asymptotic analysis and solitons.
Cambridge, UK: Cambridge University Press (2011) 348 p.

93. Ablowitz MJ, Musslimani ZHF. Inverse scattering transform for the integrable
nonlocal nonlinear schrödinger equation. Nonlinearity (2016) 29:915. doi:10.
1088/0951-7715/29/3/915.

94. Adomian G. Solving frontier problems of physics: the decomposition method;
with a preface by yves cherruault. Dordrecht, Netherlands: Kluwer Academic
Publishers (1994) 12 p.

95. Liao SJ. An explicit, totally analytic approximate solution for blasius’ viscous
flow problems. Int J Non Lin Mech (1999) 34:759–78. doi:10.1016/S0020-
7462(98)00056-0.

96. Liao S. On the homotopy analysis method for nonlinear problems. Appl Math
Comput (2004) 147:499–513. doi:10.1016/S0096-3003(02)00790-7.

97. Ye J, Zheng C. Exact projective excitations of nonautonomous nonlinear
schrödinger system in (1 + 1)-dimensions. J Mod Phys (2012) 3:702. doi:10.
4236/jmp.2012.38095.

98. Zhao D, He XG, Luo HG. Transformation from the nonautonomous to
standard nls equations. Eur Phys J D (2009) 53:213–6. doi:10.1140/epjd/
e2009-00051-7.

99. Pérez-García VM, Torres PJ, Konotop VV. Similarity transformations for
nonlinear schrödinger equations with time-dependent coefficients. Phys
Nonlinear Phenom (2006) 221:31–6. doi:10.1016/j.physd.2006.07.002.

100. Kundu A. Integrable nonautonomous nonlinear schrödinger equations are
equivalent to the standard autonomous equation. Phys Rev E (2009) 79:
015601. doi:10.1103/PhysRevE.79.015601.

101. Kruglov V, Peacock A, Harvey J. Exact self-similar solutions of the
generalized nonlinear schrödinger equation with distributed coefficients.
Phys Rev Lett (2003) 90:113902. doi:10.1103/PhysRevLett.90.113902.
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Mutual interaction of localized nonlinear waves, e.g., solitons and modulation instability
patterns, is a fascinating and intensively-studied topic of nonlinear science. Here we report
the observation of a novel type of breather interaction in telecommunication optical fibers,
in which two identical breathers propagate with opposite group velocities. Under
controlled conditions, neither amplification nor annihilation occurs at the collision point
and most interestingly, the respective envelope amplitude, resulting from the interaction,
almost equals another envelope maximum of either oscillating and counterpropagating
breather. This ghost-like breather interaction dynamics is fully described by an N-breather
solution of the nonlinear Schrödinger equation.

Keywords: nonlinear waves, modulation instability, breathers, solitons, nonlinear fiber optics

INTRODUCTION

The study of both, formation and interaction of localized waves has been a central task in nonlinear
physics during the last decades, including plasma physics, fluid dynamics, Bose-Einstein condensates
and photonics. Among different types of nonlinear localized waves, solitons are the most
representative and ideal testbed to investigate nonlinear wave interactions due to their intrinsic
particle-like properties during propagation [1–4]. A generic and relevant case of study for various
fields of research is the elastic and nonlinear interaction of envelope solitons, which can be described
by the focusing one-dimensional nonlinear Schrödinger equation (NLSE). In this conservative and
integrable system, the possible collision of solitons with different velocities does not affect their shape
or velocity after interaction, and their main physical properties keep unchanged. In general, the
interaction-induced displacement in position and phase shift are independent on the relative phases
of the envelope solitons. However, collision dynamics in the interaction region strongly depends on
the relative phases. Consequently, in the simplest case of two-soliton collision with opposite
velocities, as shown in Figures 1A1–D1 the two solitons appear to attract with each other and
cross (forming a transient peak) in the in-phase configuration, while they seem to repel each other
and as such stay apart in the out-of-phase case. The wave magnitude at the central point of collision
then evolves from the sum of the two solitons’ amplitudes (i.e., amplification) to their difference
(i.e., annihilation), respectively. A large range of theoretical descriptions, numerical simulations and
experimental observations of such soliton interactions and their possible synchronization have been
reported earlier [5–12].

Besides solitons, breather solutions of the NLSE are also exciting examples to investigate
nonlinear wave interactions because of the salient complexities of breather synchronization in
relation to their self-oscillating properties. From this point of view, phase-sensitive breather
interactions are now widely studied [13–22]. More particularly, for co-propagative breathers,
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breather molecules can be formed when group velocity and
temporal phase of breathers are perfectly synchronized, while
for counter-propagating breathers, the phase-sensitive collision
process exhibits various dynamical behaviors. Two of them have
been studied in detail in the context of rogue wave formation,
namely amplification and annihilation cases that resemble soliton
collisions. The above interactions are fully described by
N-breather solutions of the NLSE [16, 18]. However, the two-
breather collision has been recently found to provide a peculiar
third configuration for particular phases, neither of the above-
mentioned cases, the later leads to a peak amplitude at the central
point of collision equivalent to the single breather amplitude
before or after the collision. Phenomenologically, it seems that
one breathermysteriously disappears in the nonlinear interaction
region, but it then appears after that. That is why this intriguing
breather interaction was vividly termed by “ghost interaction”
[19]. Its generalization to the N-breather interaction is still under
investigation. However, both, detailed analysis and experimental
confirmation of this remarkable dynamics for the simplest two-
breather collision are still to emerge into light.

To address this scientific gap, we present the observation of
ghost interaction of two breathers in a single-pass
telecommunication optical fiber experiment. By means of the
Fourier-transform pulse shaping technique applied to an optical
frequency comb, we generate the initial condition for two
counter-propagating breathers with desired temporal phases.
The experimental results are in excellent agreement with the
exact two-breather solution of the NLSE. We confirm that this
peculiar phase-sensitive breather interaction is strictly different to
the well-known soliton interactions. Our study paves the way for

novel directions of investigation in the rich landscape of complex
nonlinear wave dynamics [23–26].

METHOD

Theoretical Model and Breather Solutions
Our theoretical framework and starting point is based on the
dimensionless form of the self-focusing 1D-NLSE:

iψξ +
1
2
ψττ +

∣∣∣∣ψ∣∣∣∣2ψ � 0, (1)

where subscripts stand for partial differentiations. Here, ψ is a wave
envelope, which is a function of ξ (a scaled propagation distance or
longitudinal variable) and τ (a co-moving time, or transverse
variable, moving with the wave group-velocity). This
conventional form of the NLSE is widely used to describe the
nonlinear dynamics of one-dimensional optical and water waves
[25]. This integrable equation can be solved using various
techniques and admits a wide class of unstable pulsating
solutions known as breathers [13]. The simplest cases (i.e., first-
order breathers) are well-known localized structures emerging
from the modulation instability process [26]. The general one-
breather solution is a localized wave envelope which coat the plane
wave in space-time and propagate with a particular group velocity
and oscillating period in relation to carrier. This also includes
limiting cases such as time-periodic Akhmediev breathers [13],
space-periodic Kuznetsov-Ma breathers [27, 28] and the doubly-
localized Peregrine breather [29], which have been observed in
various experimental configurations [30–37]. Higher-order

FIGURE 1 | Typical temporal evolution of soliton-pair interaction (first line) and breather-pair interaction (second line). (A1) Dependence of amplitude at the soliton
collision point

∣∣∣∣ψ2S(0, 0)
∣∣∣∣ on the soliton phases θ1 and θ2. (B1–D1) Amplitude evolution of soliton collision with soliton phases: θ1 � 0, θ2 � 0 (b1); θ1 � π/2, θ2 � 0 (c1);

θ1 � π, θ2 � 0 (d1). (b1-d1) are plotted based on the two-soliton solution of NLSE with the soliton parameters: angular frequencies Ω1 � −Ω2 � 0.5; soliton amplitudes
A1 � A2 � 1. (A2)Dependence of amplitude at the breather collision point

∣∣∣∣ψ2B(0,0)
∣∣∣∣ on temporal phases θ1 and θ2. Prototypes of interactions include Amplification

(B2), Annihilation (C2), and “Ghost interaction” (D2). (A1–D2) are plotted based on the one-pair breather solution of NLSE. In all these cases, key parameters of
breathers are listed as follows R1 � R2 � 1.05, α1 � −α2 � 0.4, μ1 � μ2 � 0. while θ1 � θ2 � 0 for (B2); θ1 � θ2 � π/2 for (C2) and θ1 � θ2 � π for (D2). Red arrows in (B1)
and (B2) indicate the moving motions of solitons and breathers respectively.
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breathers can be simply generated by considering the interaction of
the above elementary breathers, thus, associated to the nonlinear
superposition ofmultiple breathers [13, 38, 39].More generally, the
NLSE has an exact N-breather solution, which can be constructed
by appropriate integration technique by studying the auxiliary
linear Zakharov-Shabat system. More technical details to solve the
NLSE, e.g., applications of the dressing method are reported in
Refs. [16, 18]. In the following, we restrict our work to the general
two-breather solution. It has four main parameters R1,2, α1,2

(subscripts 1 and 2 correspond to the first and second breather)
which control the main breather properties (localization, group
velocity, and oscillation) and four additional parameters
μ1,2 ∈ [−∞,∞] and θ1,2 varying between 0 et 2 π that define
the location and phase of each breather. More details can be
found in Ref. [40]. In particular, we study the simplest one-pair
breather solution ψ2B with breathers moving in opposite directions
in the (ξ, τ) -plane that can be obtained by setting
R1 � R2 � 1 + ε � R, α1 � −α2 � α. The resulting solution can be
written as follows:

ψ2B(ξ, τ) � [1 + (R2 − 1
R2
) N

Δ sin2α]eiξ , (2)

where

N � (R − 1
R
)sinα(∣∣∣∣q1∣∣∣∣2qp21q22 + ∣∣∣∣∣q2∣∣∣∣∣2qp11q12)

− i(R + 1
R
)cosα[(qp1q2)qp21q12 − (q1qp2)qp11q22]

and

Δ � (R + 1
R
)2

cos2α
∣∣∣∣∣q11q22 − q12q21

∣∣∣∣∣2 + (R + 1
R
)2∣∣∣∣∣q1∣∣∣∣∣2∣∣∣∣∣q2∣∣∣∣∣2sin2α

In these expressions, qi � (qi1, qi2) with i � 1, 2 as a two-
component vector function, which contains the following
components:

q11 � e−φ1 − e−φ1−iα

R
,

q12 � eφ1 − e−φ1−iα

R
,

q21 � e−φ2 − eφ1+iα

R
,

q22 � eφ2 − e−φ2+iα

R

with φ1 � ητ + cξ + μ1
2 + i(kτ + ωξ + θ1

2) and φ2 � ητ − cξ + μ2
2 −

i(kτ − ωξ + θ2
2).

The parameters η, k, c and ω are defined as:

η � −1
2
(R − 1

R
)cosα,

k � −1
2
(R + 1

R
)sinα,

c � −1
2
(R2 + 1

R2
)sin2α

and

ω � 1
2
(R2 − 1

R2
)cos2α

Figures 1A2–D2 presents the interaction of a pair of
counter-propagating breathers when R1 � R2 � 1.05, α1 �
−α2 � 0.4, thus corresponding to two identical and
symmetric breathers propagating with the same oscillating
frequency but opposite group velocities. Here, we fixed the
temporal position μ1,2 � 0, so the central point of collision
locates at the origin (ξ � 0, τ � 0). According to the two-
breather solution of the NLSE, we continuously vary the
breather phase θ1,2 over the full range [0, 2π] to analyze its
impact on the resulting waveform and amplitude at the
origin. As shown in Figure 1A2, the amplitude of the
collision-induced wave

∣∣∣∣ψ2B(0, 0)∣∣∣∣ strongly depends on θ1,2

values, the maximum is obtained for θ1,2 � 0 or θ1,2 � 2π, when
synchronization of the maximal amplitude of pulsating
breathers is perfectly reached. When θ1,2 ∼ π/2, the
amplitude at the central point of collision decreases to a
minimum value close to the constant background amplitude∣∣∣∣ψ0∣∣∣∣ ∼ 1. Interestingly, there is another local peak of

∣∣∣∣ψ2B(0, 0)∣∣∣∣
at θ1,2 � π, whose amplitude is very close to that of a single
breather before or after the collision

∣∣∣∣ψ1∣∣∣∣ ∼ 2.7. In order to
improve the unveiling of the space-time dynamics of such
breather interactions, we depict the full wave evolution in
Figure 1B2–D2 for the following cases: 1) θ1 � θ2 � 0, the
synchronized collision of breathers that generates a rogue
peak with extremely high amplitude (already reported
experimentally in Ref. [15]); 2) θ1 � θ2 � π/2, the quasi-
annihilation of breathers that gives rise to very small
perturbations located on the plane wave (already reported
experimentally in Ref. [19]). However, note that in this case,
we observe a jump of wave field symmetry before and after the
collision of these two breathers because of the noticeable π

-phase shift (see Figure 1C2). This specific configuration of
breather collision also known as superregular breathers can
be regarded as a prototype of small localized perturbations of
the plane wave for describing modulation instability [16]; 3)
θ1 � θ2 � π, the two breathers are almost transformed into a
single one in the main local interaction and interaction
region, at the origin

∣∣∣∣ψ2B(0, 0)∣∣∣∣ ∼ ∣∣∣∣ψ1∣∣∣∣, which raises the
impression that one breather has vanished (see Figure 1D2).

We emphasize that such ghost interaction of breathers as
illustrated in Figure 1D2 cannot occur for the soliton counterpart
(see Figures 1A1–D1). To clarify this point, we compare
systematically the phase-dependent soliton collision and the
phase-dependent breather collision. Similarly, we consider a
pair of counter-propagating solitons with the amplitudes A1 �
A2 � A and the frequencies Ω1 � −Ω2 � Ω. In this configuration,
the two-soliton solution (on zero-background) can be written in
the following form [18]:
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ψ2S(ξ, τ) � 2A
Ω2(∣∣∣∣q1∣∣∣∣2qp21q22 + ∣∣∣∣q2∣∣∣∣2qp11q12) − iAΩ[(q*1q2)qp21q12 − (qp2q1)qp11q22]

A2
∣∣∣∣q11q22 − q12q21

∣∣∣∣2 +Ω2
∣∣∣∣q1∣∣∣∣2∣∣∣∣q2∣∣∣∣2 eiξ ,

(3)

In this expression, qi � (qi1, qi2) with i � 1, 2 is a two-component
vector function having the following components: q11 � e−φ1 ,
q12 � eφ1 , q21 � e−φ2 , q22 � eφ2 , with

φ1 �
A
2
τ + AΩ

2
ξ + μ1

2
+ i(Ω

2
τ +Ω2 − A2

4
ξ + θ1

2
) and

φ2 �
A
2
τ − AΩ

2
ξ + μ2

2
+ i( − Ω

2
τ +Ω2 − A2

4
ξ + θ2

2
).

Again, the μ and θ are key parameter to control the soliton
position and phase. We set μ1 � μ2 � 0 and Figure 1A1
demonstrates the dependence of the amplitude at the collision
point

∣∣∣∣ψ2S(0, 0)∣∣∣∣ on θ1 and θ2. Compared to the breather collisions,
here the key parameter for soliton collision is the relative soliton
phase θ1 − θ2. In general, amplification interaction occurs for
θ1 − θ2 � 0, and annihilation interaction happens for θ1 − θ2 �
π.While for other values of relative soliton phase,

∣∣∣∣ψ2S(0, 0)∣∣∣∣ keeps
being low ( ∼ 0), and a partial energy exchange occurs from one
soliton to another in the collision area which leads to a
remarkable significant time-parity symmetry transformation
(examples shown in Figures 1B1–D1).

Experimental Setup
In order to validate these theoretical predictions with respect
to ghost interaction of breathers, we have performed
experiments with light waves propagating in high-speed
telecommunication-grade components, as depicted in
Figure 2. The main challenge here is the arbitrary wave
shaping to establish the specific initial excitation of counter-
propagating breathers with desired phases in the (ξ, τ) -plane
(more details can be found in Ref. [41]).

To this end, a 20 GHz optical frequency comb passes through
a programmable optical filter (wave-shaper) to precisely control
both amplitude and phase characteristics of each comb line. As a
result, we can synthesize any arbitrary perturbation of a
continuous wave background in a time-periodic pattern
whose frequency is equal to the comb spacing. This temporal
pattern is then amplified by erbium-doped fiber amplifier
(EDFA) to achieve the exact excitation of the two-breather
solution in terms of average power for nonlinear propagation
into our single-mode optical fiber (SMF). The corresponding
temporal and spectral power profiles of the light-wave are
presented in Figures 2B–C. Note that the initial condition
for the breather pair is time-periodic with a period of 50 ps.
Hereafter, we select the center time slot (−25 ps< t < 25 ps) to
investigate the collision dynamics of the breather pair as shown
in gray shaded area in Figure 2B. The nonlinear propagation is
studied with different lengths of the same fiber and
characterized by means of an optical sampling oscilloscope
(OSO) with sub-picosecond resolution in the time domain
and a high dynamics-range optical spectrum analyzer (OSA)
in the Fourier domain. The maximum propagation distance
fixed was chosen to limit the impact of linear propagation losses
in our optical fiber as well as possible interaction occurring
between neighboring elements of the periodic pattern. Our fiber
properties are the following: group velocity dispersion
β2 � −21.1 ps2km− 1, linear losses α � 0.2 dB km− 1, and
nonlinear coefficient c � 1.2W−1km− 1.

RESULTS

We present our experimental results on the nonlinear space-time
evolution of the breather pair studied in the above theoretical
section, for the specific temporal phases θ1 � θ2 � π. To this
purpose, we fixed the average power to P0 � 0.74W. Then, we

FIGURE 2 | Experimental setup and generation of initial conditions. (A) Schematic diagram of the experimental setup. EDFA: erbium-doped fiber amplification;
SMF: single mode fiber; OSA: optical spectral analyzer; OSO: optical sampling oscilloscope. Shaded-green box represents the home-made frequency comb source with
a repetition rate of 20 GHz. (B–C) Designed initial conditions at 20 GHz repetition rate for a pair of contra-propagative breathers in both temporal and spectral domains.
Solid blue lines are theoretical curves; Solid red lines are experimental measurements. Here breather parameters are: R1,2 � 1.5, α1 � −α2 � 0.5, μ1,2 � 0, θ1,2 � π.
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gradually increase the propagation distance (i.e., the fiber length)
by a step of 100 m. The correspondence between normalized and
physical units can be retrieved by making use of the following
relations between dimensional distance z (m) and time t (s) with
the previously mentioned normalized units: z � ξLNL and t � τt0.
In these expressions, the characteristic (nonlinear) length
and time scales are LNL � (cP0)− 1 ∼ 1216 m and
t0 �

������∣∣∣∣β2∣∣∣∣LNL√
∼ 4.74 ps, respectively. The dimensional optical

field A(z, t)(W1/2) is A � ��
P0

√
ψ.

Figures 3A1–A2 presents the concatenation of temporal
(amplitude) profiles and power spectra which were recorded at
the output of the distinct fiber segments with increasing length.
The careful control of phases allows to observe the ghost
interaction between the counter-propagating breathers. The
full space-time dynamics is indeed in excellent agreement with
theory shown in Figures 3B1–B2. We can notice the five mains
peaks appearing during the whole evolution studied in
Figure 3A1: two peaks at ξ1 ∼ − 2.2 for the two breathers
before collision; one peak at ξ2 ∼ 0 at the collision point; and
two peaks at ξ3 ∼ 2.2 for the two breathers after the collision.
Correspondingly, we observe the maxima of spectral
broadening for respectively ξ � ξ1, ξ � ξ2 and ξ � ξ3 (shown
in Figure 3A2), thus, confirming the different nonlinear
temporal focusing patterns. Figure 3C1 presents the
comparison of the recorded temporal waveforms for
|ψ(ξ � ξ1, τ)|, |ψ(ξ � ξ2, τ)| and |ψ(ξ � ξ3, τ)|. Strikingly, all
these five peaks are found to nearly exhibit similar
waveforms and maximum amplitudes, this is also
corroborated by the spectral analysis reported in
Figure 3C2. Only very minor discrepancies can be noticed
mainly ascribed to the linear propagation losses in our optical
fiber and some artifacts of the initial wave shaping.

DISCUSSION

As shown above, during the ghost interaction of two
breathers, only a single breather peak remains occurrent at
the collision point. The reason for this intriguing
phenomenon is related to the fact that there is a
continuous and varying power exchange between the
background and each localized perturbation all along the
propagation, which is an intrinsic property of breathers.
Therefore, when these two breathers nonlinearly interact
near the collision point, for a given particular phase-
collision-interaction, one of the breather peaks appears to
be almost hidden in the background and then emerges again
after the collision by following the energy conservation.
Moreover, the breather pair keeps the spatial and temporal
symmetry during the whole evolution. It is also worth to
mention that such peculiar ghost interaction does not occur in
conventional soliton-soliton collision scenarios because of the
lack of pulse-background energy exchange [see Figures
1A1–D1].

In summary, we performed a systematic theoretical
comparison between the phase-sensitive soliton-soliton
collisions and breather-breather collisions. All different
configurations are fully described by the exact N-breather
solution of the NLSE. More importantly, we provided the
first experimental observation of the very fascinating type of
ghost interaction of breathers, which confirms our theoretical
predictions. We also point out that our study is here restricted
to the interaction of two identic counter-propagating breathers,
while much more complicated many-body interactions of
breathers with asymmetric conditions, including different
amplitudes and/or oscillating frequencies, still require

FIGURE 3 | Experimental observation of ghost interaction of two breathers. Color maps showing the evolution of temporal amplitude (A1) and power spectrum
(A2) for the two breathers observed in experiment. Dashed white lines indicate the position of local maximum amplitudes, which are also the position of largest spectral
broadenings, before collision (ξ1 ∼ − 2.2), during collision (ξ2 ∼ 0) and after collision (ξ3 ∼ 2.2). (B1–B2) Corresponding theoretical predictions based on the two-
breather solution of NLSE. (C1) Comparison of the amplitude profiles measured at ξ � ξ1 (blue curve), ξ � ξ2 (red curve) and ξ � ξ3 (green curve). (C2) Comparison
of power spectra recorded at ξ � ξ1 (blue curve), ξ � ξ2 (red curve) and ξ � ξ3 (green curve). Thin dark curve is the theoretical spectrum at ξ � 0. Key parameters of the
breather pair: R1,2 � 1.5, α1 � −α2 � 0.5, μ1,2 � 0, θ1,2 � π.
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further investigations. Our current results concede a novel step
toward the understanding of interactions between localized
waves in nonlinear physics. These may naturally lead to
encourage further relevant experimental studies and
theoretical investigations in various fields of nonlinear wave
physics.
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A Peregrine Soliton-Like Structure
That Has Nothing to Deal With a
Peregrine Breather
Christophe Finot*

Laboratoire Interdisciplinaire Carnot de Bourgogne, UMR 6303 CNRS-Université Bourgogne-Franche Comté, 21000 Dijon,
France

We report on experimental results where a temporal intensity profile presenting some of the
main signatures of the Peregrine soliton (PS) is observed. However, the emergence of a
highly peaked structure over a continuous background in a normally dispersive fiber
cannot be linked to any PS dynamics and is mainly ascribed to the impact of Brillouin
backscattering.

Keywords: peregrine soliton, optical fiber, nonlinear propagation, brillouin scattering, ultrashort pulses

INTRODUCTION

Peregrine soliton (PS) or breather that was initially analytically derived by H. Peregrine [1] has since
its first experimental demonstration in a physical system in 2010 [2] generated a very large number of
experimental and theoretical studies driven primarily by the search for extreme events [3]. Therefore
this coherent structure presenting temporal and spatial localizations has been extensively
investigated first in the field of fiber optics [2, 4] and then in the hydrodynamic domain [5] and
multicomponent plasmas [6]. In optics, PS is a rational solution of the nonlinear Schrodinger
equation (NLSE) that describes the evolution of light in a fiber with focusing nonlinearity: the
combination of anomalous dispersion and self-phase modulation induced by Kerr nonlinearity leads
to the emergence of a wave that appears from nowhere and disappears without leaving a trace [3].
The list of the fiber-based nonlinear processes that are linked to the PS evolution is a long one and
includes the modulation instability [7], the propagation of turbulent fields [8-10], the initial stage of
temporal compression of higher-order soliton pulses [11], the focusing of super-Gaussian structures
[12], the generation of ultrashort structures [13]. . . Peregrine-like structures have also more recently
been observed in other photonic systems that may deviate from the simple NLSE framework. Indeed,
PS or breather features have been experimentally or theoretically reported in lasers [14], optical
cavities [15], metamaterials [16], quadratic or photorefractive media [17, 18].

In this present brief report, we discuss a simple experimental fiber-based configuration where
temporal intensity profiles presenting several signatures of the PS waveform are recorded. However,
we demonstrate that even if intriguing similarities may exist, the observed coherent structure must be
carefully analyzed and we conclude that our observations should not be straightforwardly associated
with a PS dynamics.

METHOD

The experimental setup we implemented is sketched in Figure 1A and relies on devices from the
telecommunication industry that are commercially available. A continuous wave at 1,550 nm is first
intensity modulated thanks to a lithium niobate modulator operating at its point of maximum
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transmission and driven by an electrical pulse generator that
delivers super-Gaussian pulses at a repetition rate of 2 GHz.
The resulting temporal intensity profile is plotted in
Figure 1B and is a continuous wave where light has been
switched off for a duration of 40 ps. Particular care has been
devoted to the optimization of the extinction ratio in order to
prevent parasitic interference between a residual unwanted
background and the main structures [19]. The temporal
profile can be well fitted by an inverted second-order
super-Gaussian pulse. Its spectrum is recorded on a high-
resolution optical spectrum analyzer (see Figure 1C) and
exhibits a high signal-to-noise ratio as well as a high level of
symmetry and coherence degree (the spectral linewidth of the
components being below the resolution of the optical spectral
analyzer, i.e., 5 MHz). The signal is then amplified thanks to a
low-noise erbium-doped fiber amplifier that delivers an
average power that can be continuously tuned from
10 dBm up to 23 dBm. Propagation occurs in a single
spool of 10.5 km of dispersion-shifted fiber with normal
dispersion (second-order dispersion β2 of 19 ps2/km and a
nonlinear coefficient c of 2/W/km). After propagation, the
signal is analyzed with a photodiode and a high-speed
sampling oscilloscope (electrical bandwidth of 50 GHz) as
well as with an optical sampling oscilloscope.

Light propagation in a single-mode fiber can be described by
the NLSE that also includes losses. The evolution of the complex
scalar field ψ(t, z) in the slowly varying approximation is therefore
governed by Ref. 20:

i
zψ

zz
� 1
2
β2
z2ψ

zt2
− c

∣∣∣∣ψ∣∣∣∣2ψ − α

2
ψ (1)

with z and t being the longitudinal and temporal coordinates,
respectively. α is a coefficient of optical losses. This equation
can be numerically solved by the widely used split-step
Fourier algorithm [20]. When light propagates in an
anomalous dispersive fiber, one of the solutions of the loss-
free NLSE is the PS which temporal profile ψS(τ) at the point
of maximum focusing is described by the following typical
rational solution:

ψS(τ) � 1 − 4
1 + 4 τ2

(2)

where ψS is the field normalized with respect to the continuous
background and τ a normalized time depending on the system
parameters.

RESULTS

The temporal output profile recorded on a high-speed sampling
oscilloscope for the highest input power available is plotted in
Figure 2A (solid blue line). For this power, the initial 40 ps dip of
light has significantly reshaped into a highly peaked structure
having a temporal duration at half-maximum of 16.6 ps. The
highly symmetric intensity profile goes down to a minimum value
at t � ±28 ps and lies on a continuous background, that is, nine

FIGURE 1 | (A) Experimental setup: CW: continuous wave; IM: intensity modulator; EDFA: erbium-doped fiber amplifier; OSO: optical sampling oscilloscope; PD:
photodiode; ESO: electrical sampling oscilloscope; HR OSA: high-resolution optical spectrum analyzer. (B) Temporal intensity profile of the input pulse. Experimental
results (circles) are fitted with an inverted super-Gaussian pulse (blue solid line) and compared with an ideal rectangular waveform (red). (C) Experimental optical
spectrum of the input pulse.
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times weaker than the peak intensity. Results recorded
independently on an optical sampling oscilloscope (Figure 2B)
fully confirm these features of the intensity profile and stress that
the minimum value of the wave is close to zero. The overall profile
can be adjusted by the typical temporal intensity waveform of the

PS at the point of maximum compression (Eq. 2, with τ adjusted
to fit the experimental data, red dotted lines). Such a similarity is
deeply intriguing as PS are supposed to exclusively exist in
presence of focusing nonlinearity, i.e., in the anomalous
regime of dispersion. The evolution of the output profile

FIGURE 2 | (A) Experimental output temporal profile recorded on the ESO (blue line) compared with a fit by the PS waveform (Eq. 2, red dotted line). Input average
power is 23 dBm. (B) Same as (A) but recorded on the OSO. (C) Evolution of the temporal intensity profile according to the input power. Intensity profiles are normalized
by the intensity of the output continuous background. The white dashed line indicates the temporal location of the sharp edges of the input waveform.

FIGURE 3 | (A)Numerical simulations of the power-dependent output temporal intensity profiles based on the NLSE including constant losses. Intensity profiles are
normalized by the intensity of the output continuous background. Left inset: comparison of the experimental and numerical results (red and blue lines, respectively)
obtained for an input average power of 200 mW. Right inset: numerical results plotted with the same temporal and power ranges as Figure 2C and with the same color
scale. (B) Experimental measurement of the output average power (circles) according to the input average power. Results without any Brillouin mitigation (red
circles) are compared with results when mitigation is applied (blue circles). Diamonds represent the level of losses, that is, experienced: linear losses (blue diamonds) and
nonlinear losses (red diamonds). The evolution of the experimental nonlinear losses according to the input power is fitted by a linear trend (solid red line).
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according to the input power is summarized in Figure 2C. It
confirms that the ratio R of the peak-power/continuous
background continuously increases with the input power,
similarly to what can be usually observed with breathers in the
initial stage of the growth and decay cycle.

In order to confirm the experimentally recorded dynamics,
we have run numerical simulations based on the NLSE (Eq. 1)
including linear constant losses of 0.25 dB/km. The evolution of
the output intensity profile according to the input power is
summarized in Figure 3A. It is clear that the NLSE in its
simplest form completely fails to reproduce the main
experimental findings (see also the right and left insets for a
direct comparison with the experimental results). The
differences are so high that the NLSE cannot even be
considered as a zero-order approximation giving a
qualitative trend. A moderate bump is visible at the center
of the waveform and can be interpreted as the temporal analog
of the Arago spot as we have detailed in Ref. 21. However, its
amplitude is well below the amplitude of the continuous wave.
Even if its level increases with input power, numerical
simulations ran for input powers up to 26 dBm do not
predict any R above 1. This inability of the usual NLSE
model to provide even qualitative insights on the pulse
dynamics forces us to reconsider the validity of the various
assumptions made and to rethink our model.

DISCUSSION

In order to better understand the physical origin of the major
discrepancy between the numerical predictions and the
experimental data, we recorded the output average power
according to the input power. The results are reported in
Figure 3B and outline that the assumption of a constant level of
loss severely fails. Indeed, whereas the input power is increased by
one order of magnitude, the output power remains more or less

constant. This indicates that the losses grow continuously with
power. Those extra-losses are ascribed to Brillouin backscattering
[20, 22–24] induced by the constant background. Indeed, estimating
the Brillouin threshold with the formula Pthx 21 Aeff /(Leff gB)
[20, 24] and standard values for single mode fiber (gB � 5 × 10–11 m/
W, Aeff � 80 μm2 and Leff the effective length), we can expect impact
of Brillouin scattering for a fewmWof average power only. Note that
in our previous experiments, we have conveniently mitigated this
unwanted Brillouin signal by using a series of optical isolators [25] or
an extra phase modulation [21]. Connections between Brillouin
scattering and rogue events have already been highlighted in fiber
lasers [26, 27], but to our knowledge never in the case of cavity-free
passive propagation.

In order to take into account these extra losses in a very simple
and empirical way, we have plotted in Figure 3B with red
diamonds the difference between the output power when
Brillouin mitigation is applied and when no mitigation is
involved. The experimental evolution of these extra losses is
found to follow as a first approximation a linear trend (see
linear fit, red line, losses and power expressed in dB). The
optical spectrum of our input condition (Figure 1C) reveals
that the main central component has a spectral intensity, that
is, more than 20 dB higher than the other components.
Consequently, we may assume that Brillouin backscattering
will very predominantly be induced by the CW component
and will in return only deplete this component. In our
experiment, we have not observed clear signatures of a
double-Brillouin effect on the co-propagating wave so that we
can also neglect as a first approximation double Brillouin
backscattering and do not need to take into account the
details of the Brillouin frequency gain.

In order to take into account the experimentally observed
trends in a simple way, we also assume for the sake of simplicity
that the losses accumulated over propagation can be considered
as distributed losses. For the range of power we study (i.e., input
powers above the Brillouin threshold), all these assumptions

FIGURE 4 | (A) Numerical simulations of the output temporal intensity profiles based on the NLSE including power-dependent losses due to Brillouin
backscattering. Intensity profiles are normalized by the intensity of the output continuous background. Inset shows the results obtained in a virtual fiber with opposite
dispersion. (B). Details of the temporal intensity and phase profiles (panel (B1) and (B2), respectively) obtained for an input power of 23 dBm: numerical simulations of the
propagation in the fiber with normal dispersion (blue line, nonlinear losses included) are compared with a fit with a PSwaveform (dotted red line). The blue dotted line
represents the results predicted with a virtual anomalously dispersive fiber (nonlinear losses included). The mixed black line recalls the experimental results.
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result in the power and frequency dependent description of the
losses as:

αdB(ω, Pin,dB) � α0,dB + δ(ω)(APin,dB + B) (3)

where α0 is the level of linear losses, ω the angular frequency and
A, B coefficients extracted from the experimental measurements
that can be linked to the Brillouin gain and threshold.

Note that our goal in this brief report is not to perform a
detailed and accurate modeling of the Brillouin gain properties of
fiber under investigation, but rather to identify the key elements
that qualitatively explain our dynamics. Therefore, we have not
tried to develop complete and accurate simulations of the
interactions of the signal with the Brillouin wave [24]. As such
a modeling requires the simulation of at least two counter-
propagating waves, it may become quickly a long dedicated
work that does not correspond to the target of this brief report.

Results obtained with our experiment-inspired description of
the losses plugged into the NLSE are reported in Figure 4A where
we can make out the major differences compared to Figure 3A. A
peak emerges from the central part and the ratio R between the
peak power of the central structure and the continuous background
is now clearly well above 1. The various trends recorded
experimentally (Figure 2C) become well captured by the
numerical simulations. The inset of Figure 4A shows results of
the same simulations run with parameters of a virtual fiber having a
dispersion coefficient opposite to the normally dispersive fiber
under investigation (β2 of −19 ps2/km, all other parameters being
kept identical). In this case, the central structure is much less
pronounced, in agreement with the impact of the nonlinearity on
the evolution of the temporal Arago spot [21].

Details of the temporal profile simulated in the normal regime
of dispersion are provided in Figure 4B for an input average
power of 23 dBm and confirm the ratio of nine between the peak
intensity and the continuous background. Once again, the overall
temporal intensity profile can be well fitted with the PS typical
waveform and it is found that the intensity goes down to zero.
However, some limits of our empirical and approximate
description of the attenuation are also apparent such as its
inability to retrieve quantitatively the pronounced oscillations
surrounding the central peak. As a consequence, we cannot
unambiguously identify the physical nature of the ripples
observed on top of the continuous wave.

The numerical simulations also enable us to get access to the
phase profile (Figure 4B2). Quite surprisingly, the observed
phase profile also presents similarities with the phase profile of
a PS, that is, characterized by a phase jump of π at the minimum
of the intensity profile [28]. Profile simulated for propagation in
the anomalous profile with nonlinear losses is also included and
stresses that the combination of Kerr nonlinearity with dispersion
affects the nonlinear dynamics even when Brillouin
backscattering is a dominant effect. The focusing regime leads
to a central peak with an amplitude, that is, underestimated
whereas the two surrounding ripples are increased compared to
the experiment.

From the numerical results based on our basic empirical
description of the nonlinear losses, we can deduce that the
physics involved in the emergence of the spiky structure is

extremely different from the one involved in the PS dynamics.
Contrary to the PS case where the wave emerges from the
interaction of self-phase modulation and anomalous
dispersion, the crucial component in our study is Brillouin
scattering that depletes the continuous background and
consequently increases the ratio R. In this context,
normalization by the value of the continuous background may
distort the interpretation as it gives the feeling that a strong peak
emerges from an energy focusing process whereas the main effect
is the drop of the value of the continuous background. One may
also note that the coherent structure under investigation will not
experience the growth-and-decay cycle typical of the PS and
values of R above nine can be recorded as observed in Figure 4A
with R � 12 for P0 � 400 mW. We can finally notice that contrary
to the usual PS which temporal width decreases in the stage of
temporal compression, both in experiments as well as in the
numerics, the temporal duration of the central peak is not
severely influenced by the input power, confirming that the
underlying dynamics is very different.

CONCLUSION

To conclude, we have described an experimental configuration
where several features of the Peregrine soliton seem to be
reproduced during the propagation of a temporal hole of light
in a fiber with normal dispersion. However, we demonstrate that
despite these observed signatures, the physics, that is, involved is
radically different and is essentially ascribed to the Brillouin
backscattering that depletes the continuous background. With
this example as well as another work dealing with breathers’
features [29], we stress that great care should always be devoted
when trying to identify the nature of coherent structures in an
experimental record. A deep understanding of the underlying
physical dynamics is required before claiming that extreme
structures such as Peregrine solitons are observed in a system.
In this context, numerical simulations are of great help. For the
problem under investigation, whereas the standard NLSE was
unable to retrieve the experimental features, adding nonlinear
losses that only affect the continuous component was sufficient to
qualitatively reproduce the influence of the input power on the
output field. Finally, note that in a recent contribution, we have
numerically stressed that PS could be observed in a similar
configuration when the intensity modulation is replaced by a
phase modulation [30].

DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be
made available by the authors, without undue reservation.

AUTHOR CONTRIBUTIONS

CF: Conceptualization, Methodology, Investigation, Validation,
Writing, Project administration.

Frontiers in Physics | www.frontiersin.org January 2021 | Volume 8 | Article 5904155

Finot Brillouin Rogue Wave Like Structure

83

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


FUNDING

We acknowledge the financial support of the Institut Universitaire
de France (IUF) and the Bourgogne-Franche Comté Region.

ACKNOWLEDGMENTS

The research work has benefited from the PICASSO experimental
platform of the University of Burgundy.

REFERENCES

1. Peregrine H.Water waves, nonlinear Schrödinger equations and their solutions.
J Austral Math Soc Ser B (1983) 25:16–43. doi:10.1017/S0334270000003891

2. Kibler B, Fatome J, Finot C, Millot G, Dias F, Genty G, et al. The Peregrine
soliton in nonlinear fibre optics. Nat Phys (2010) 6:790–5. doi:10.1038/
nphys1740

3. Akhmediev N, Ankiewicz A, Taki M. Waves that appear from nowhere and
disappear without a trace. Phys Lett (2009) 373:675–8. doi:10.1016/j.physleta.
2008.12.036

4. Hammani K, Kibler B, Finot C, Morin P, Fatome J, Dudley JM, et al. Peregrine
soliton generation and breakup in standard telecommunications fiber. Opt Lett
(2011) 36:112–4. doi:10.1364/OL.36.000112

5. Chabchoub A, Hoffmann NP, Akhmediev N. Rogue wave observation in a water
wave tank. Phys Rev Lett (2011) 106:204502. doi:10.1103/PhysRevLett.106.204502

6. Bailung H, Sharma SK, Nakamura Y. Observation of Peregrine solitons in a
multicomponent plasma with negative ions. Phys Rev Lett (2011) 107:255005.
doi:10.1103/PhysRevLett.107.255005

7. Dudley JM, Genty G, Dias F, Kibler B, Akhmediev N. Modulation instability,
Akhmediev Breathers and continuous wave supercontinuum generation. Opt
Express (2009) 17:21497–508. doi:10.1364/OE.17.021497

8. Kibler B, Hammani K, Michel C, Finot C, Picozzi A. Rogue waves, rational
solitons and wave turbulence theory. Phys Lett A (2011) 375:3149–55. doi:10.
1016/j.physleta.2011.07.006

9. Tikan A, Bielawski S, Szwaj C, Randoux S, Suret P. Single-shot measurement of
phase and amplitude by using a heterodyne time-lens system and ultrafast digital
time-holography. Nat Photon (2018) 12:228–34. doi:10.1038/s41566-018-0113-8

10. Toenger S, Godin T, Billet C, Dias F, Erkintalo M, Genty G, et al. Emergent
rogue wave structures and statistics in spontaneous modulation instability. Sci
Rep (2015) 5:10380. doi:10.1038/srep10380

11. Tikan A, Billet C, El GA, Tovbis A, Bertola M, Sylvestre T, et al. Universality of
the peregrine soliton in the focusing dynamics of the cubic nonlinear
schrödinger equation. Phys Rev Lett (2017) 119:033901. doi:10.1103/
PhysRevLett.119.033901

12. Audo F, Kibler B, Fatome J, Finot C. Experimental observation of the
emergence of Peregrine-like events in focusing dam break flows. Opt Lett.
(2018) 43:2864–7. doi:10.1364/OL.43.002864

13. Fatome J, Kibler B, Finot C. High-quality optical pulse train generator based on
solitons on finite background. Opt Lett (2013) 38:1663–5. doi:10.1364/OL.38.001663

14. Hu X, Guo J, Song YF, Zhao LM, Li L, Tang DY. Dissipative pergrine solitons in
fiber lasers. J Phys Photonics (2020) 2:034011. doi:10.1088/2515-7647/ab95f3

15. Bao C, Jaramillo-Villegas JA, Xuan Y, Leaird DE, Qi M, Weiner AM.
Observation of fermi-pasta-ulam recurrence induced by breather solitons in
an optical microresonator. Phys Rev Lett (2016) 117:163901. doi:10.1103/
physrevlett.117.163901

16. Xu G, McNiff J, Boardman A, Kibler B. Space-time evolution of optical
breathers and modulation instability patterns in metamaterial waveguides.
Wave Motion (2020) 93:102448. doi:10.1016/j.wavemoti.2019.102448

17. Schiek R, Baronio F. Spatial Akhmediev breathers and modulation instability
growth-decay cycles in a quadratic optical medium. Phys Rev Res (2019) 1:
032036. doi:10.1103/physrevresearch.1.032036

18. Marcucci G, Pierangeli D, Agranat AJ, Lee RK, DelRe E, Conti C. Topological
control of extreme waves. Nat Commun (2019) 10:5090. doi:10.1038/s41467-
019–12815-0

19. Parriaux A, Conforti M, Bendahmane A, Fatome J, Finot C, Trillo S, et al.
Spectral broadening of picosecond pulses forming dispersive shock waves in
optical fibers. Opt Lett (2017) 42:3044–7. doi:10.1364/OL.42.003044

20. Agrawal GP. Nonlinear fiber optics. 4th ed. San Francisco, CA: Academic Press
(2006)

21. Finot C, Rigneault H. Arago spot formation in the time domain. J Opt (2019)
21:105504. doi:10.1088/2040-8986/ab4105

22. Damzen MJ, Vlad V, Mocofanescu A, Babin V. Stimulated Brillouin scattering:
fundamentals and applications. CRC Press (2003)

23. Ippen EP, Stolen RH. Stimulated Brillouin scattering in optical fibers. Appl
Phys Lett. (1972) 21:539–41. doi:10.1063/1.1654249

24. Kobyakov A, Sauer M, Chowdhury D. Stimulated Brillouin scattering in
optical fibers. Adv Opt Photon. (2010) 2:1–59. doi:10.1364/AOP.2.000001

25. Finot C. Optical pulse doublet resulting from the nonlinear splitting of a super-
Gaussian pulse. Laser Phys Lett. (2020) 17:025103. doi:10.1088/1612-202X/
ab66c3

26. Hanzard P-H, Talbi M, Mallek D, Kellou A, Leblond H, Sanchez F, et al.
Brillouin scattering-induced rogue waves in self-pulsing fiber lasers. Sci Rep.
(2017) 7:45868. doi:10.1038/srep45868

27. Boukhaoui D, Mallek D, Kellou A, Leblond H, Sanchez F, Godin T, et al.
Influence of higher-order stimulated Brillouin scattering on the occurrence of
extreme events in self-pulsing fiber lasers. Phys Rev A. (2019) 100:013809.
doi:10.1103/PhysRevA.100.013809

28. Xu G, Hammani K, Chabchoub A, Dudley JM, Kibler B, Finot C. Phase
evolution of Peregrine-like breathers in optics and hydrodynamics. Phys Rev E.
(2019) 99:012207. doi:10.1103/PhysRevE.99.012207

29. Andral U, Kibler B, Dudley JM, Finot C. Akhmediev breather signatures from
dispersive propagation of a periodically phase-modulated continuous wave.
Wave Motion. (2020) 95:1025–45. doi:10.1016/j.wavemoti.2020.102545

30. Sheveleva A, Finot C. Temporal Fresnel diffraction induced by phase jumps in
linear and nonlinear optical fibres. Results Phys. (2020) 19:103344. doi:10.
1016/j.rinp.2020.103344

Conflict of Interest: The author declares that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Copyright © 2021 Finot. This is an open-access article distributed under the terms of
the Creative Commons Attribution License (CC BY). The use, distribution or
reproduction in other forums is permitted, provided the original author(s) and
the copyright owner(s) are credited and that the original publication in this journal is
cited, in accordance with accepted academic practice. No use, distribution or
reproduction is permitted which does not comply with these terms.

Frontiers in Physics | www.frontiersin.org January 2021 | Volume 8 | Article 5904156

Finot Brillouin Rogue Wave Like Structure

84

https://doi.org/10.1017/S0334270000003891
https://doi.org/10.1038/nphys1740
https://doi.org/10.1038/nphys1740
https://doi.org/10.1016/j.physleta.2008.12.036
https://doi.org/10.1016/j.physleta.2008.12.036
https://doi.org/10.1364/OL.36.000112
https://doi.org/10.1103/PhysRevLett.106.204502
https://doi.org/10.1103/PhysRevLett.107.255005
https://doi.org/10.1364/OE.17.021497
https://doi.org/10.1016/j.physleta.2011.07.006
https://doi.org/10.1016/j.physleta.2011.07.006
https://doi.org/10.1038/s41566-018-0113-8
https://doi.org/10.1038/srep10380
https://doi.org/10.1103/PhysRevLett.119.033901
https://doi.org/10.1103/PhysRevLett.119.033901
https://doi.org/10.1364/OL.43.002864
https://doi.org/10.1364/OL.38.001663
https://doi.org/10.1088/2515-7647/ab95f3
https://doi.org/10.1103/physrevlett.117.163901
https://doi.org/10.1103/physrevlett.117.163901
https://doi.org/10.1016/j.wavemoti.2019.102448
https://doi.org/10.1103/physrevresearch.1.032036
https://doi.org/10.1038/s41467-019�12815-0
https://doi.org/10.1038/s41467-019�12815-0
https://doi.org/10.1038/s41467-019�12815-0
https://doi.org/10.1364/OL.42.003044
https://doi.org/10.1088/2040-8986/ab4105
https://doi.org/10.1063/1.1654249
https://doi.org/10.1364/AOP.2.000001
https://doi.org/10.1088/1612-202X/ab66c3
https://doi.org/10.1088/1612-202X/ab66c3
https://doi.org/10.1038/srep45868
https://doi.org/10.1103/PhysRevA.100.013809
https://doi.org/10.1103/PhysRevE.99.012207
https://doi.org/10.1016/j.wavemoti.2020.102545
https://doi.org/10.1016/j.rinp.2020.103344
https://doi.org/10.1016/j.rinp.2020.103344
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Waves that Appear From Nowhere:
Complex Rogue Wave Structures and
Their Elementary Particles
Nail Akhmediev*

Department of Theoretical Physics, Research School of Physics, The Australian National University, Canberra, NSW, Australia

The nonlinear Schrödinger equation has wide range of applications in physics with spatial
scales that vary from microns to kilometres. Consequently, its solutions are also
universal and can be applied to water waves, optics, plasma and Bose-Einstein
condensate. The most remarkable solution presently known as the Peregrine
solution describes waves that appear from nowhere. This solution describes unique
events localized both in time and in space. Following the language of mariners they are
called “rogue waves”. As thorough mathematical analysis shows, these waves have
properties that differ them from any other nonlinear waves known before. Peregrine
waves can serve as ‘elementary particles’ in more complex structures that are also
exact solutions of the nonlinear Schrödinger equation. These structures lead to specific
patterns with various degrees of symmetry. Some of them resemble “atomic like
structures”. The number of particles in these structures is not arbitrary but satisfies
strict rules. Similar structures may be observed in systems described by other
equations of mathematical physics: Hirota equation, Davey-Stewartson equations,
Sasa-Satsuma equation, generalized Landau-Lifshitz equation, complex KdV equation
and even the coupled Higgs field equations describing nucleons interacting with neutral
scalar mesons. This means that the ideas of rogue waves enter nearly all areas of
physics including the field of elementary particles.

Keywords: nonlinear schrodinger equation, rogue waves, peregrine wave, water waves, optical fibers

1 INTRODUCTION

The nonlinear Schrödinger equation (NLSE) has wide range of applications in physics with spatial
scales that vary from microns to kilometres and even light years. It describes nonlinear wave
phenomena in optics [1, 2], oceanography [3, 4], plasmas [5, 6], atmosphere [7], Bose-Einstein
condensate [8, 9] and cosmology [10]. Taking into account the lowest order nonlinearity and
dispersion, this equation describes nonlinear wave phenomena at the fundamental level. NLSE serves
as a basic tool for understanding modulation instability [11, 12], solitons [13], periodic waves [14]
and extreme waves [15, 16]. The ideas born in the studies of NLSE solutions can be transferred to
many other systems. Despite being studied for nearly 50 years, the NLSE solutions have a rich
structure and provide surprises for researchers even today [17].

Being a practical introduction to a special issue, this article provides a basic review of
mathematical results on NLSE that are important for understanding the nonlinear phenomena
in general. It leaves aside the complexities of inverse scattering technique [13], Darboux
transformation [18], theta functions [19] and other sophistications of modern mathematics [20].
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Instead, it provides solutions in explicit form so that everyone can
appreciate their clarity, simplicity of making useful plots and
most importantly, the possibility of using them in applications.

The NLSE describes systems with an infinite number of
degrees of freedom. Being integrable, it has an infinite number
of solutions that can be presented in analytic form. Among them,
there are fundamental ones such as soliton solutions [13],
Akhmediev breathers [21–24], the Peregrine solution [26–28]
and the general doubly-periodic solutions [17, 22]. These can be
considered as fundamental modes of the nonlinear system each
with a specific single eigenvalue of the inverse scattering
transform [13]. More complicated solutions are nonlinear
superpositions of these fundamental ones. Although
mathematically, these superpositions may look highly
complicated, conceptually, they can be understood as a
combination of fundamental solutions. The corresponding
spectrum of eigenvalues for complex solutions is a combined
set of individual eigenvalues.

Presently, the most studied combinations are multi-soliton
solutions [13, 29]. Next in complexity are multi-Akhmediev
breathers [25, 31]. Rogue waves can also be superimposed
resulting in multi-rogue wave solutions. In contrast to multi-
solitons and multi-ABs, multi-rogue waves are degenerate
solutions. The eigenvalues corresponding to the individual
contributions are located at the same point of the complex
plane. Despite this complication, multi-rogue waves are also
well studied [32–34] but, perhaps, their physics is less
understood [35–37] than the physics of any other solutions of
the NLSE. The main reason is the unusual set of rules that control
their superposition [35]. On the other hand, the superpositions of
elementary doubly-periodic solutions studied in [17, 22] still need
to be constructed. This task is mathematically challenging and has
not been addressed so far. Existence of “explicit” solutions in
terms of theta functions [19] does not provide any clue for solving
this highly involved task.

Building higher-order superpositions consisting of the same
type of fundamental solutions, say, multi-soliton solutions is
relatively simple task [38]. This may be done using techniques
such as Darboux transformation [30]. Mixing different types of
fundamental solutions is more difficult. However, this has also
been done in a few recent works. Mixing them is the way to
address problems such as rogue waves on top of a periodic
background [39, 40]. The number of possibilities is literally
infinite.

After what is said above, it may seem strange that the NLSE
model is the simplest one among the existing nonlinear
evolution equations. However, this is indeed the case. The
NLSE provides the conceptual background for further
developments in the science of rogue waves. We should
keep in mind that the first known integrable equation
which is the real KdV equation [41] does not have rogue
wave solutions. It cannot be used as a mathematical platform
for rogue wave research. On the contrary, the ideas developed
in the studies of NLSE solutions can be further extended to
many other systems. These include Hirota equation [42], Sasa-
Satsuma equation [43], Davey-Stewartson equations [44–46],
Sine-Gordon equation [47], Landau-Lifschitz equation [48]

and many others. The basic concepts are valid not only for
integrable equations but can be expanded to non-integrable
cases [49, 50] and, to some extent, to dissipative systems
[51, 52].

The generality of the concept of rogue waves can be further
expanded to extreme events in nature. Clearly, the equations that
describe natural phenomena are more complex than the NLSE
[53]. Nevertheless, these are also evolution equations that can be
solved if not analytically, then numerically [54]. Rogue waves
must be part of complex evolution of the system with either
regular or chaotic initial conditions. These rogue waves may take
more complicated forms than a simple Peregrine wave. They can
take the form of tornadoes or hurricanes. These are also
formations that “appear from nowhere”. Thus, they do belong
to the class of rogue waves or “extreme events”.

Our task here is well defined by the subject of the special issue.
Therefore, we will concentrate on the Peregrine wave, its analogs
and its higher-order combinations. This is a very small subset of
the whole set of multi-parameter families of solutions of the
NLSE. Nevertheless, this subset plays an important role in
explaining extreme events in many physical situations.
Understanding variety of complex phenomena starts with the
studies of simple examples. These simple examples are listed in
the present rendition.

2 NLSE

The relative simplicity of the nonlinear Schrödinger equation, its
integrability [13] and its applicability to many weakly nonlinear
dispersive systems made it a universal model for wave
propagation. The most common applications include deep
ocean water waves [3, 4] and waves in an optical fiber [1, 2].
Universality means that this equation can be written in a standard
form that is applicable to all major physical settings. Variables in
this form are dimensionless and there are no free parameters.
Namely,

i
zψ

zx
+ 1
2
z2ψ

zt2
+ ∣∣∣∣ψ∣∣∣∣2ψ � 0 (1)

Here, we consider x as the propagation distance and t as the
retarded time in a reference frame moving with the group
velocity. The function ψ means the envelope of the wave
packet. Being a complex function, it defines both, the
amplitude of the envelope and the phase shift of the carrier wave.

For a given central frequency of narrow banded waves, the
group velocity of the waves is well defined by the dispersion
relation. In this case, the propagation distance and time in the
moving frame are linearly related. This means that the time and
the distance can be easily exchanged in Eq. 1 [4]. This
replacement creates an alternative form of the equation that
has been used in the earlier descriptions of water wave
propagation [4]. Evolution in time is also convenient in
problems related to Bose-Einstein condensate. For experiments
in water tanks and in optical fibers, it is more convenient to stick
to the notations taken in Eq. 1. Then waves are evolving along the
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tank or along the fiber and the shape of the wave envelope can be
observed moving along with the wave packet.

All solutions below will be given in dimensionless form that
directly satisfy Eq. 1. For practical applications, solutions must be
rescaled to dimensional variables, i.e. they must be expressed in
meters (kilometres) along the tank or along the fiber, in seconds
for the transverse variable and in the amplitude units for ψ. In the
case of an optical fiber, this rescaling is given by:

X � LNL × x, T �
������∣∣∣∣β2∣∣∣∣LNL

√
× t, Ψ � ��

PP

√ × ψ, (2)

where LNL � (cPP)− 1 is the nonlinear length, c is the nonlinear
coefficient defined by the material of the fiber, β2 is the group
velocity dispersion defined by the fiber design, and PP is the pump
power. Coefficients in the rescaling can be transferred to the
equation or used only with the transformation (2). The latter
choice is more convenient as it allows us to keep the NLSE to be a
universal model.

In the case of waves in deep water the rescaling takes the form:

X � x

kξ2
, T � �

2
√ t

ωξ
, Ψ � ψξ

k
, (3)

where X is dimensional distance along the tank, T is dimensional
time in the frame moving with the group velocity cg � ω

2k, Ψ is the
envelope of the water wave elevation, ω is the carrier frequency
and k is carrier wavenumber that satisfies the dispersion relation
ω � ��

gk
√

with g � 9.81 m/s2 being the gravitational acceleration.
Dimensionless parameter ξ is the wave steepness defined as the
product of the wave amplitude a and the wavenumber k.

Further adjustment of solutions can be done with the use of
scaling transformation

ψ′(x, t) � αψ(αx, α2t) (4)

Namely, if ψ(x, t) is a solution of the NLSE (1), then ψ′ is also a
solution of the same equation. Eq. 4 provides an additional tool
for adjustment of initial conditions to the required levels in
optical and hydrodynamic experiments.

3 PEREGRINE WAVE

One of the simplest non-singular rational solutions of the NLSE
1) is given by [15, 16, 26]:

ψ(x, t) � [4 1 + 2ix
1 + 4x2 + 4t2

− 1]eix, (5)

It is known as the Peregrine solution or Peregrine soliton [27] or
Peregrine breather [28]. The modulus of this complex solution is
shown in Figure 1. The main feature of this solution is the
localization of its central peak both in time and in space. The
constant background represents a plane wave with an infinite
source of energy. This solution has all features of rogue waves in
the ocean [15, 16]. It represents an unexpected wave event on an
otherwise flat background.

Peregrine solution has been observed in various experiments.
The most notable ones are in water waves [55] and in optical

fibers [27]. This solution appears in field evolution dynamics with
variety of initial conditions [56]. Moreover, the Peregrine solution
can be considered as a universal structure emerging in any type of
intensity localization of high power pulses [57]. We can consider
it as an “elementary particle” of more complicated patterns that
can appear on a plane wave background. As the NLSE is the
envelope equation, the Peregrine solution may describe both the
wave of elevation or a depression. The latter is known as the rogue
wave hole [58]. Solutions similar to the Peregrine one can also be
found in other physical systems [59–62]. Thus, the phenomenon
of rogue wave is even more universal than we can imagine.

4 HIGHER-ORDER ROGUE WAVE
SOLUTIONS

There are higher-order rational solutions of the NLSE that we
can call rogue waves. The second order solution has been first
presented in [14]. Several methods are known for constructing
higher-order solutions of integrable equations [18, 32–34]. A
hierarchy of rogue wave solutions with progressively increasing
central amplitudes are presently known as Akhmediev-
Peregrine (AP) breathers [63–66]. Their general form can be
written as:

ψN(x, t) � [(− 1)N + GN(x, t) + ixHN(x, t)
DN(x, t) ]eix, (6)

where G, H and D are polynomials, and N is the order of the
solution. In the case of the Peregrine solution (5), N � 1 and we
have: G1(x, t) � 4,H1(x, t) � 8,D1(x, t) � 1 + 4x2 + 4t2.

For the second order solution, the polynomials are given by
[14, 67]:

FIGURE 1 | A single Peregrine wave of the NLSE [15]. The maximum
amplitude at the origin is three while the background amplitude is 1. The
solution has two zeros along the t axis at each side of the maximum. This
simple wave structure appears in more complicated rogue wave
patterns.
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G2 � 3
8
− 3t2 − 2t4 − 9x2 − 10x4 − 12t2x2,

H2 � 15
4
+ 6t2 − 4t4 − 2t4 − 2x2 − 4x4 − 8t2x2,

D2 � 1
8
[3
4
+ 9t2 + 4t4 + 16

3
t6 + 33x2 + 36x4 + 16

3
x6 − 24t2x2

+ 16t4x2 + 16t2x4].
This solutions is shown in Figure 2A. While for the first order

solution shown in Figure 1 the amplitude is 3 times the
background, the maximum amplitude of the second order
solution shown in Figure 2A is 5 times the background.

The second-order solution with free parameters has been
given earlier in [32, 73]. The solution intensity

∣∣∣∣ψ∣∣∣∣2 is
completely defined by the denominator D2(x, t). Namely,∣∣∣∣ψ2(x, t)

∣∣∣∣2 � 1 + [log(D2(x, t))]tt [71]. The latter is now given by:

D2(x, t) � β2 + c2 + 64t6 + 48t4(4x2 + 1) − 16βt3

+ 12t2(16x4 − 24x2 + 4cx + 9) + 12tβ(1 + 4x2)
+ 64x6 + 432x4 − 16cx3 + 396x2 − 36cx + 9

where β and γ are free real parameters of the solution. This solution
is shown in Figure 2B. When β � 0 and c � 0, the solution reduces
to the second-order AP solution shown in 2(a). An interesting fact
about the solution shown in Figure 2B is that despite being of the
second order it contains three elementary rogue waves rather than
two. This is a distinctive feature of multi-rogue wave solutions.
They are different from multi-soliton solutions that have the
number of solitons equal to the order of the solution [30].

The general form of the third-order rogue wave solution is
cumbersome. It has several free parameters. Various forms of the
third-order solution have been presented in [71, 73–75] and [76].
Instead of giving the general form, we restrict ourselves with a
simpler one-parameter case. As the solution intensity

∣∣∣∣ψ3

∣∣∣∣2 is
completely defined by the denominator D3(x, t),

∣∣∣∣ψ3(x, t)
∣∣∣∣2 � 1 +

[log(D3(x, t))]tt [71], we only present the expression for D3(x, t)
[37, 76]. It has a single free real parameter b:

D3(x, t) � ∑12
j�0

dj(T)(2x)j, (7)

where the polynomials dj(T � 2t) are:
d0 � b2(T2 + 1) + T12 + 6T10 + 135T8 + 2340T6 + 3375T4

+ 12150T2 + 2025,

d1 � −10b(T6 − 9T4 − 45T2 + 45),
d2 � b2 + 6(T10 − 15T8 + 90T6 + 2250T4 − 6075T2 + 15525),
d3 � 10b(T4 + 18T2 + 9),
d4 � 15(T8 − 12T6 − 90T4 + 5220T2 + 9585),
d5 � 6b(3T2 − 17),
d6 � 20(T6 + 3T4 + 675T2 + 765), d7 � −2b,
d8 � 15(T4 + 18T2 + 249),
d9 � 0,

d10 � 6(T2 + 21),
d11 � 0, d12 � 1.

The third-order solutions are shown in Figure 3 for the cases
b � 0 and b � 2 × 107. The third-order solution consists of six
Peregrine waves. When b � 0, all six are located at the origin
leading to the central amplitude 7. For nonzero b, the solution
splits into six components. Each of them is a Peregrine wave as
can be seen from Figure 3B. One of them is located at the origin.
Five others are at the corners of an equilateral pentagram. The
total number of Peregrine waves is again higher than the order of
the solution. Remarkably, the number of Peregrine waves in exact
solutions cannot be equal to 2, 4, 5.We can consider the Peregrine
wave as the elementary rogue wave solution. Equivalently, we can
consider it as a rogue wave quantum or elementary particle of
rogue wave patterns.

5 COMPLEX ROGUE WAVE PATTERNS

The Nth order rogue wave solution always contains N(N + 1)/2
Peregrine waves. Namely, solution of the order N � 1, 2, 3, 4, 5/
contains 1, 3, 6, 10, 15,/ Peregrine waves, respectively. These are
known as ‘triangular numbers’ illustrated in Figure 4. They are
defined as the total number of points in a regular pattern within a
triangle with N points along its edges.

FIGURE 2 | (A) AP solution of the second order [15]. (B) Rogue wave triplet with parameters c � 200 and β � 0 [73]. Here, the second order solution consists of
three Peregrine waves.
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Rogue wave patterns are defined by the order of the
solution, N, and may depend on additional free parameters.
Two examples are given above. These free parameters split the
solution into individual Peregrine waves. These parameters
specify separations and relative positions of the individual
components on the (x, t)-plane. Any solution of Nth order
contains N(N + 1)/2 individual components that, when well-
separated, can be identified as Peregrine waves. This is a
fundamental result [35]: the number of Peregrine waves in
a multi-rogue wave solution of the NLSE is given by a
triangular number. No other number of Peregrine waves
can be present in a general multi-rogue wave solution. This
number does not depend on whether the “elementary
particles” in the higher-order rogue wave are well-separated
or partially separated. In the latter case, when the free
parameters are small, the number of Peregrine waves is not
visually obvious.

The maximal amplitude of a rogue wave is one of its main
characteristics. The maximal amplitude of the higher-order AP
solutions when all Peregrine waves are located at the origin is
(2N + 1) times the background, where N is the order of the
solution [63, 68–70]. This is the highest possible amplitude for all
imaginable rogue wave patterns.

A detailed classification of the rogue wave patterns has been
given in [72]. The main results of this classification are shown
in Figure 5. It shows the calculated rogue wave patterns that
increase in order from top to bottom of table. A single

Peregrine wave that is the solution of the first order is
located in the top left cell. Higher-order AP solutions are
located in the left column. The figure shows only solutions of
up to 6-th order, although the list can be continued
indefinitely. The second column represents regular
triangular structures. The third column represents
pentagram patterns. The fourth column provides examples
of heptagram structures, i.e., patterns with seven Peregrine
waves on one or several circles of different radii. Further
columns have 9, 11, . . . Peregrine waves in the outer and
inner shells of the structure.

“Atomic-like” circular structures are located along the
diagonal line. Starting from order 3, they consist of a central
nucleus containing N − 2 elementary rogue waves in the form of
an AP solution and 2N − 1 Peregrine waves playing the role of the
shell of “electrons”. Patterns in inner cells of the table can be
considered as “atomic structures” with several shells of
“electrons”. The larger variety of patterns for higher-order
solutions is caused by the larger number of free parameters
controlling the solution. The rogue wave patterns can also
have a lower symmetry than in Figure 5. Some examples can
be found in [36, 71].

There is no doubt that these patterns can be observed
experimentally. Indeed, a single Peregrine wave has been
observed in optics [27], in water waves [55] and in a
multicomponent plasma [77]. It may soon be observed in
Bose-Einstein condensate [78, 79]. The rogue wave triplet has

FIGURE 3 | (A) Third order rogue wave solution given by Eq. (7) with b � 0. (B) Third-order rogue wave solution with a circular pattern. It is given by Eq. (7) with
b � 2 × 107. Each ‘elementary particle’ in this structure is a single Peregrine wave.

FIGURE 4 | The first five triangular numbers. They are represented by the number of solid dots within each triangle.
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been observed in a water wave tank [80]. AP solutions up to fifth-
order have also been observed in water waves [81]. As the NLSE

has a wide range of applications, these solutions may appear
in situations that we cannot even predict right now.

Can this approach be used for a description of elementary
particles and atomic structures? Obviously, this will need
more sophisticated equation than the NLSE. As mentioned,
the phenomena described in this review are not unique to the
NLSE although, perhaps, the NLSE case is the most studied of
all. Rogue waves have been found in systems described by the
Hirota and Maxwell-Bloch equations [42, 82], Sasa-Satsuma
equation [83], Fokas-Lenells equation [84], in systems with
self-steepening effect [85, 86] and even in the case of the
complex KdV equation [87, 88]. Patterns of multi-rogue wave
solutions similar to those in Figure 5 have been found for the
complex modified KdV equation [89], Kundu–Eckhaus
equation [90], coupled nonlinear Schrödinger–Boussinesq
equations [91], generalized derivative nonlinear
Schrödinger equations [92, 93], generalized Landau-
Lifshitz equation [48], Manakov equations [94], the
three–wave resonant interaction equations [95, 96],
discrete Ablowitz-Ladik equations [97] and even in the
case of breather collisions [98, 99]. Most recent work [100]
shows that the ideas of rogue waves now enter the field of
elementary particles. Namely, patterns similar to those in
Figure 5 may appear in the case of coupled Higgs field
equations describing nucleons interacting with neutral
scalar mesons [100]. Further developments of the rogue
wave theory along these lines may boost our vision of the
complex world and how it is build out of simple fundamental
particles.
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Local Emergence of Peregrine
Solitons: Experiments and Theory
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It has been shown analytically that Peregrine solitons emerge locally from a universal
mechanism in the so-called semiclassical limit of the one-dimensional focusing nonlinear
Schrödinger equation. Experimentally, this limit corresponds to the strongly nonlinear
regime where the dispersion is much weaker than nonlinearity at initial time.We review here
evidences of this phenomenon obtained on different experimental platforms. In particular,
the spontaneous emergence of coherent structures exhibiting locally the Peregrine soliton
behavior has been demonstrated in optical fiber experiments involving either single pulse or
partially coherent waves. We also review theoretical and numerical results showing the link
between this phenomenon and the emergence of heavy-tailed statistics (rogue waves).

Keywords: Peregrine soliton, optical fibers, semiclassical limit, one-dimensional nonlinear Schrödinger equation,
self-compression of optical solitons

1 INTRODUCTION

Recent mathematical works have recently triggered new research by unifying two old concepts,
namely, the Peregrine soliton (PS) and the pulse compression in focusing nonlinear media [1]. The
latter has been in particular widely investigated in optical fiber experiments for obvious application
purposes [2], while the former has been extensively studied as a remarkable localized solution of the
one-dimensional focusing nonlinear Schrödinger equation (1-D NLSE) [3]

iψz +
1
2
ψtt + |ψ|2ψ � 0, (1)

for a complex wave field ψ(t, z).
The universal NLSE (1) describes at leading order nonlinear waves in various physical systems

and is integrable [4]. Its exact solutions called solitons on finite background (SFBs) such as
Akhmediev breathers, Kuznetsov–Ma, and Peregrine solitons have been derived several decades
ago [3, 5–8]. First studied in the context of modulation instability, SFBs have been the subject of a
renewed interest in the 2000s because these localized solutions are considered as possible prototypes
of rogue waves [9–12]. The PS solution is given by

ψPS(t, z) � [1 − 4(1 + 2iz)
1 + 4t2 + 4z2

]eiz , (2)
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and it exhibits the remarkable property to be localized both in
space and in time [3]. It has been experimentally generated by
using specifically designed initial conditions in optical fibers [13],
plasmas [14], and water tank [15].

In a completely different context, pulse compression has been
widely studied in the last 4 decades both experimentaly in optical
fiber experiments and theoretically by using numerical
simulations of the NLSE [2, 16–19]. The goal of these studies
was to provide the shortest possible pulse with the highest peak
power at the output of the fiber. It is very important to note that
these studies have been focused on the so-called higher-order
solitons, also named “N-solitons” which means that the initial
pulse is “made” of several solitons in the framework of the inverse
scattering transform (IST) [20]. As a consequence, it is often
considered that the pulse compression arises from the
propagation of bound-state multi-soliton solutions [17].

Mathematics has provided in the 2010s a different perspective on
pulse compression in focusing regime of the NLSE [1]. It has been
rigorously demonstrated that in the semiclassical (zero dispersion)
limit of the NLSE, a sufficiently smooth pulse undergoes a gradient
catastrophe, that is, the divergence of the derivatives of the field that
is regularized by the generation of a coherent structure locally
(asymptotically) described by the PS solution.

Very importantly, this theorem provides a local interpretation of
the mechanism underlying the pulse compression and links this
phenomenon with the famous PS. Note that the result is somehow
surprising because the pulse compression is obviously achieved with
zero boundary conditions, while the PS is a solution of the NLSE
with nonzero boundary conditions. Moreover, this mechanism is
universal because it is independent of the soliton content and of the
exact shape of the initial pulse. As a consequence, while the exact PS
is often seen as the interaction between a plane wave and a soliton
[21], the local emergence of the PS arising in the pulse compression
does not require the existence of the soliton.

This short review aims at presenting the main mathematical
and experimental results related to the local emergence of the PS
in the process of pulse compression. We also show the important
consequences of this phenomenon on the statistical properties of
nonlinear random waves in focusing NLSE systems [22–24].

2 MATHEMATICAL RESULTS:
REGULARIZATION OF THE GRADIENT
CATASTROPHE IN THE SEMICLASSICAL
FOCUSING NLSE

Semiclassical limit is a powerful tool to study large space–time,
z, t, behavior of the NLSE (1). It is achieved by introducing a small
parameter 0< ε≪ 1 and rescaling ξ � εz, τ � εt, ψ(z, t)→ ψ(ξ, τ; ε)
so that focusing NLSE (1) assumes the form

iεψξ +
1
2
ε2ψττ + |ψ|2ψ � 0. (3)

In the following, we assume that the amplitude of ψ at ξ � 0 is
O(1).

Physically, the nondimensional dispersion parameter ε is
determined by the ratio of the nonlinear medium’s internal
coherence length (the soliton width/duration) and the typical
scale of initial data. Therefore, the study of small-dispersion
dynamics in (3) is equivalent to the study of the evolution of
large-scale data in the original NLSE (1). Importantly, the limit as
ε→ 0 in Eq. 3 enables analysis of solutions to (1) for both large
and O(1) t, z-scales using the same equation.

It is convenient to introduce a Wentzel–Kramers–Brillouin
(WKB)-type representation for ψ(τ, ξ) (the Madelung transform):

ψ � �
ρ

√
ei

ϕ
ε , ϕτ � u (4)

to convert the semiclassical NLSE (3) into a system:

ρξ + (ρu)τ � 0,

uξ + uuτ − ρτ − ε2(ρττ
4ρ

− ρ2τ
8ρ2

)
τ

� 0,
(5)

for the wave field intensity (power) ρ(τ, ξ) � |ψ|2 and the “chirp”
u(τ, ξ). Note that the system (5) is strictly equivalent to the NLSE.

The dispersionless limit is obtained from (5) by setting ε � 0. In
this limit, the system (5) is of elliptic type so that its solutions,
when exist, have finite life span due to the development of infinite
τ- and ξ-derivatives of ρ and u at some critical point τ � τc, ξ � ξc,
which is often referred to as a point of gradient catastrophe [25].
In the vicinity of the gradient catastrophe point, the contribution
of the dispersive term O(ε2) in (5) becomes significant so that at
ξ > ξc, the emerging regularized dynamics exhibit large-amplitude,
ε-scaled oscillations of the intensity signifying the singular nature
of the semiclassical ε→ 0 limit. The results reported in this review
have been obtained mathematically and realized experimentally
for small but nonzero values of ε [1]. Below, we summarize the
history of the mathematical ideas underlying these results.

The semiclassical limit of the NLSE is most efficiently studied
in the framework of the IST method [20]. At the heart of this
theory is a linear differential [Zakharov–Shabat (ZS)] operator
whose spectrum is determined by the NLSE wave field ψ(τ, ξ)
playing the role of the scattering potential. Generally, the IST
spectrum has two components: discrete and continuous. The
discrete component is related to a soliton “content” of ψ(τ, ξ),
while the continuous component corresponds to dispersive wave
radiation as ξ→∞. The potentials ψ(τ, ξ) having pure continuous
spectrum are called solitonless. The IST spectrum is invariant with
respect to the NLSE evolution and so can be evaluated at ξ � 0.

The study of the semiclassical limit of integrable equations was
initiated by Lax and Levermore [26] in the framework of the
Korteweg–de Vries (KdV) equation for which the associated
scattering operator is self-adjoint. The attempts to extend the
Lax–Levermore theory to the focusing NLSE ran into
complications due to non–self-adjoint nature of the ZS
operator for (3). The first numerical studies [27–29] revealed
an τ, ξ-region of the initial evolution of smooth modulated plane
wave followed by the emergence of a region filled with rapid
nonlinear oscillations exhibiting complex spatiotemporal
behavior (see Figure 1A). The development of the steepest
descent method of Deift–Zhou for matrix Riemann–Hilbert
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problems (RHPs) (see, e.g., [30]) in 1990s led to rigorous
mathematical studies of the semiclassical NLSE limit in Ref. 31
(pure discrete spectrum, i.e., solitons only) and in Ref. 32 (both
purely radiative (solitonless) cases and radiation with solitons)
revealed the detailed micro- and macroscopic structures of the
emerging oscillations. In particular, in Ref. 32, the NLSE (Eq. 3)
evolution of a one-parameter family of modulated plane wave
potentials

ψ(τ, 0; ε) � sech(τ)eiϕ/ε, ϕ � −μ log(cosh(τ)), (6)

where μ ∈ R is the chirp parameter controlling the phase, was
studied. The advantage of this family of potentials is that the
corresponding scattering data (the IST spectrum) can been
calculated explicitly [33]; moreover, its soliton “content” is
controlled by the chirp parameter μ; the discrete spectrum
component (solitons) is only present when |μ|< 2; otherwise,
the spectrum is purely continuous (radiation). The spectrum is
purely discrete if and only if μ � 0 and ε � 1

N, where N � 1, 2, . . ..
In this case, the potential (6) represents an exact N-soliton
solution of the NLSE (3).

The RHP approach allowed establishing rigorous semiclassical
asymptotics describing the complex nonlinear dynamics of the
NLSE (3) with analytic initial data decaying as |τ|→∞. In
particular, it was shown in Ref. 32 that for the potential (Eq.
6), the initial evolution is approximated at leading order in ε by
the solution of the dispersionless NLSE (ε � 0 in (Eq. 5)) that
undergoes gradient catastrophe at the point (τc, ξc) � (0, 1

μ+2) (see
Ref. 34 for broader class of initial data ψ(τ, 0; ε)).

It was shown in Ref. 1 that if the gradient catastrophe occurs (for
ε � 0), it exhibits a regularization mechanism (for ε≠ 0) via the
emergence of a localized coherent structure, which is asymptotically
close to PS (2). The mechanism is universal because it does not
depend on the particular form of initial data ψ(τ, 0; ε). Specifically, it
was shown that the solution at the point of maximum localization
τm � τc +O(ε4/5), ξm � ξc +O(ε4/5) assumes the form |ψ(τ, ξm)| �

a0[1 − 4/(1 + 4a20((τ − τm)/ε)2)](1 +O(ε1/5)), where a0 �������
ρ(0, ξc)

√ +O(ε1/5) is the background amplitude, that is, it is
determined at the leading order by the value of instantaneous
power at the gradient catastrophe point. In the case of potential
(6), it was found that ρ(0, ξc) � μ + 2. The maximum value of |ψ| in
the local PS is then 3a0 and is determined up to O(ε1/5). We stress
that the above approximate PS solution is valid locally, in the
ε-vicinity of the point (τm, ξm).

Importantly, the effect of the local emergence of the PS right
beyond the gradient catastrophe point is universal and does not
depend on the composition of the (global) IST spectrum of the
initial data. In other words, the initial condition for (5) can have
high soliton content or be completely solitonless—in all cases, the
PS appears as a nonlinear coherent structure locally regularizing
the gradient catastrophe. The specific form of the initial condition
affects only the time ξm of the PS development.

3 LOCAL EMERGENCE OF THE
PEREGRINE SOLITON IN EXPERIMENTS
WITH SINGLE PULSE
The self-compression of pulses has been a very widely
investigated topic experimentally, especially since the first
observation of solitonic behavior in optical fibers in 1980 [35].
Indeed, it has been observed that the propagation of solitonic
pulses with sufficiently high initial peak power is always
accompanied, at first, by a narrowing of the pulses and an
increase in their peak power before eventually undergoing
successive splittings. These observations have been successfully
compared to the well-known dynamics of higher-order solitons
or “N-solitons” such that the phenomenon of pulse self-
compression was referred to as the “Soliton effect” [2, 36, 37].
This effect has been widely studied [16, 38], including the two-
stage compression technique [39] and higher-order effects
[40, 41].

FIGURE 1 | Local emergence of the Peregrine soliton in the process of pulse compression. (A) Numerical simulations: space–time dynamics of a single hump,
reproduced with permission from Ref. 24. (B) Intensity and (C) phase measurements of compressed pulse characteristics in optical fiber at the distances indicated,
comparing experiment (black line) with simulations (red line). For the results at 10.0 and 10.6 m, there is a flip in the phase characteristics across the central intensity lobe.
Dashed lines are the theoretical profiles of an ideal Peregrine soliton, reproduced with permission from Ref. 43.
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In the context of 1-D hydrodynamics experiments, similar
dynamics have been observed in the compression of the envelope
of N � 2 and N � 3 solitons, which suggests that the underlying
mechanism may be of the same origin [42].

The recent mathematical results described above provide a
new interpretation of the mechanism underlying most of the past
experiments on what was called “soliton self-compression.” Two
main ideas are important: (i) the mechanism actually does not
depend on the soliton content of the pulse and (ii) the Peregrine
soliton emerges locally as the regularization of gradient
catrastrophe.

Point (ii) has been recently demonstrated in optical fiber
experiments [43] using two different setups. In particular,
picosecond pulses with a peak power P0 � 26.3 W have been
injected into a Ge-doped highly nonlinear optical fiber. The input
pulses were well fitted by a sech profile corresponding to a soliton
of an order N ≈ 6, that is, ε ≈ 0.16. These experiments were
performed for different fiber lengths, and a complete
characterization of the compressed pulse in both amplitude
and phase was achieved using the FROG technique [44]. The
retrieved intensity (bottom) and phase (top) at the fiber lengths
indicated, comparing experiment (black line) with simulations
(red line), are plotted in Figures 1B,C. In all cases, there is an
excellent agreement between experiment and simulation.
Importantly, the intensity and phase profiles of an ideal PS
solution match very well the experiment and simulation across
the pulse center while approaching the maximum compression
point (for the lengths of the fiber around 10 m). The main
difference is that the PS solution is characterized by the
background that extends to τ→ ± ∞, whereas the pedestal
observed in experiments is limited by the temporal width of
the input pulse. As explained above, the emergence of the PS here
is a local dynamical mechanism. As observed in Figure 1B, the π
phase jump occurring at zero intensity between the central lobe
and the background pedestal is a remarkable signature of the PS.
Moreover, the change of the sign of the phase derivative across the
maximum compression point, another characteristic of the exact
PS solution, is also observed in the experiments between 10 and
10.6 m.

It is important to note that the experimental results of [43]
show that the mechanism demonstrated in the semiclassical limit
of NLSE [1] is very robust and can be observed over a very broad
range of ε. The PS is observed at the maximum compression point
of the pulse as long as ε � ������

LD/LNL
√

≤ 0.5 (N > 2).

4 STATISTICAL SIGNATURES IN
NONLINEAR RANDOM WAVE EVOLUTION

Recent studies have shown that the dynamical mechanism
leading to the local emergence of the PS (see Sections 3 and
4) plays a crucial role in the emergence of rogue waves (RWs) and
in the statistics of integrable turbulence [22–24]. Integrable
turbulence corresponds to complex dynamical phenomena
arising along the nonlinear propagation of random waves in a
system governed by an integrable equation such as the NLSE [22,
43, 45–49].

An important example of integrable turbulence in NLSE
systems arises when the initial field corresponds to the linear
superposition of numerous independent Fourier components:

ψ(τ, ξ) � ∑
k

ak(ξ)e2πiT kτ with k ∈ Z. (7)

Here, periodic boundary conditions with a period T are used, and
ak(0) � |a0k|eiϕ0k is a kth Fourier component with a uniformly
distributed random phase ϕ0k ∈ [−π, π]. This kind of partially
coherent waves is fundamental because of the omnipresence, in
natural environments, of stochastic waves with a finite Fourier
spectrum having delta-correlated frequency components. The
central limit theorem shows that the statistics of ψ given by
Eq. 7 is Gaussian and the statistics of |ψ|2 is exponential [46].

First observed in the open sea, RWs have been studied in a
large variety of nonlinear media and can be defined as extreme
(high-amplitude) events that appear more frequently than
predicted by the linear theory [11]. Experimental
investigations of the evolution of the partially coherent wave
first in a water tank [50] and later in controlled optical fiber
experiments well described by the NLSE [46] demonstrated the
emergence of non-Gaussian statistics. An example of
corresponding numerical simulation is shown in Figure 2,
where the nonlinear propagation of partially coherent initial
condition characterized by the exponential distribution for |ψ|2
(depicted by green in plots in Figures 2A,D) leads to the heavy-
tailed probability density function (Figure 2A orange and red
lines)—the main evidence of the rogue wave emergence.

It is important to note that at present, there is no theory
describing these statistical properties in the focusing 1-D NLSE
system [22, 23, 46, 49]. However, remarkably, the local PSs (see,
e.g., inset in Figure 2D), previously considered as a prototype of
RWs, were identified in numerical simulations of the NLSE,
reported along with the pioneering experimental observations.
By using temporal imaging techniques, it has been proved that the
temporal intensity profile of some extreme events emerging
during the evolution of partially coherent light in optical fibers
resembles the localized PS [22]. Recent advances of heterodyne
time microscopy have enabled the ultrafast single-shot
measurement of both phase and amplitude of random waves
[23]. By using this technique, the local emergence of the PS
embedded in partially coherent waves propagating in optical
fibers has been fully demonstrated [23]. Having access to the
phase and intensity profiles, it becomes possible to reconstruct the
complex amplitude and, therefore, numerically find the initial
structure resulting in the RW simply by simulating the reversed
NLSE. Such nonlinear temporal holography revealed that the
typical structure that leads to the RW emergence is a large initial
hump. This observation constitutes the first solid evidence of the
gradient catastrophe regularization playing a role in the nonlinear
dynamics of partially coherent waves. Note that similar
observations have been made in deep water wave experiments
[51, 52].

A systematic study of the local PS emergence in integrable
turbulence behind the 1-D NLSE has been provided first
numerically [24] and later verified experimentally in a 1-D
water tank [52]. Employing the robust theoretical results
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described in Section 2, a strong correlation between the
distribution of lengths of local PS maximum compression and
the most probable distances of the RW emergence has been
found. Assuming that local humps present in the initial
conditions evolve independently at least before the gradient
catastrophe point, maximum compression points were
estimated for each of them locally by renormalizing the NLSE
according to the hump’s amplitude and duration. The computed
probability density of the local PS emergence position took a
shape of an asymmetric overshoot having a distinct maximum. As
a measure of deviation from the Gaussian distribution, and
therefore, the increased probability of RW observation, a
fourth moment of the distribution (kurtosis) was employed.
The presence of the overshoot in the kurtosis evolution for
partially coherent initial conditions (see Figure 2C) has been
shown in Ref. 53. Numerical simulations reported in Ref. 24
demonstrate a remarkable correlation between these two
overshoots, implying that the area of the highest probability of
observation of the extreme events in the evolution of partially
coherent waves in the focusing 1-D NLS model is directly related
to the local emergence of PSs as a regularization of the gradient
catastrophe. As well as for the deterministic initial conditions
described in Section 3, this effect remains valid beyond the formal
applicability of the results reported in Ref. 1.

5 DISCUSSION

The PS has been originally discovered as a breather solution of the
focusing NLSE (with nonzero boundary conditions) that exhibits

the remarkable property to be localized both in space and time [3].
It has been observed in experiments made in the 2000s with
plasmawaves [14], water waves [15], and optical waves [13]. In the
2010s, it has been shown mathematically that the PS also emerges
locally as a universal mechanism of dispersive regularization of a
gradient catastrophe arising in the self-focusing evolution of an
initially broad pulse [1]. This mechanism of local emergence of the
PS is universal in the sense that it depends neither on the exact
shape of the initial pulse nor on its soliton content. The
understanding that the PS emerges locally in the process of
self-focusing of a broad wave packet [43] has shed new light
on the self-compression of light pulses, which has been extensively
studied in the fiber optics community in the 1980s.

The dynamical process of the emergence of the PS in the
evolution of broad and smooth wave packets is highly relevant in
the context of integrable turbulence where the nonlinear
evolution of partially coherent waves is investigated at the
statistical level. Partially coherent waves with an initial Gaussian
statistics are indeed composed of a random collection of large
humps (see Figure 2) which individually experience the self-
focusing process leading to the gradient catastrophe regularized
by the emergence of the PS [24]. As shown in Ref. [24], this feature
explains well the behavior followed by statistical moments of the
wave field such as the kurtosis. Remarkably, a similar conclusion
draws from the large deviation theory with applications to the
stochastic water wave dynamics [54].

The scenario of the local emergence of the PS in the
regularization of a gradient catastrophe is expected to be
robust against some perturbations such as dissipation and
forcing [55, 56], and higher-order nonlinear effects [57].

FIGURE 2 | Numerical simulations of partially coherent wave propagation in the focusing NLS system. (A) Probability density function of
∣∣∣∣ψ∣∣∣∣2 at three different

propagation distances ξ � 0 (green), 0.366 (orange), and 2 (red). The dashed black line corresponds to exp(−∣∣∣∣ψ|2). (B) Spatiotemporal diagram of
∣∣∣∣ψ∣∣∣∣. White boxes

highlight the coherent structures that appear out of initial humps and can be locally fitted with the Peregrine soliton. The scale of ξ is identical in (B) and (C). (C) Evolution of
the kurtosis (black). Green, orange, and red lines correspond to ξ � 0, 0.366, and 2. The kurtosis and the probability density function are computed over 10’000
realizations of the partially coherent wave similar to one depicted in (B). (D)

∣∣∣∣ψ∣∣∣∣2 profile at two values of ξ � 0, 0.366 (colors are preserved). Inset plot demonstrates a fit of
the high-amplitude event with the exact formula of the Peregrine soliton. In all the simulations, the value of ε is 0.2, reproduced with permission from Ref. 24.
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However, the investigation of the role of higher-order effects now
represents essentially an open question.
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On the Analytical and Numerical
Solutions of the Linear Damped NLSE
for Modeling Dissipative Freak Waves
and Breathers in Nonlinear and
DispersiveMediums: An Application to
a Pair-Ion Plasma
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In this work, two approaches are introduced to solve a linear damped nonlinear
Schrödinger equation (NLSE) for modeling the dissipative rogue waves (DRWs) and
dissipative breathers (DBs). The linear damped NLSE is considered a non-integrable
differential equation. Thus, it does not support an explicit analytic solution until now, due to
the presence of the linear damping term. Consequently, two accurate solutions will be
derived and obtained in detail. The first solution is called a semi-analytical solution while the
second is an approximate numerical solution. In the two solutions, the analytical solution of
the standard NLSE (i.e., in the absence of the damping term) will be used as the initial
solution to solve the linear damped NLSE. With respect to the approximate numerical
solution, the moving boundary method (MBM) with the help of the finite differencesmethod
(FDM) will be devoted to achieve this purpose. The maximum residual (local and global)
errors formula for the semi-analytical solution will be derived and obtained. The numerical
values of both maximum residual local and global errors of the semi-analytical solution will
be estimated using some physical data. Moreover, the error functions related to the local
and global errors of the semi-analytical solution will be evaluated using the nonlinear
polynomial based on the Chebyshev approximation technique. Furthermore, a
comparison between the approximate analytical and numerical solutions will be carried
out to check the accuracy of the two solutions. As a realistic application to some physical
results; the obtained solutions will be used to investigate the characteristics of the
dissipative rogue waves (DRWs) and dissipative breathers (DBs) in a collisional
unmagnetized pair-ion plasma. Finally, this study helps us to interpret and understand
the dynamic behavior of modulated structures in various plasma models, fluid mechanics,
optical fiber, Bose-Einstein condensate, etc.

Keywords: semi-analytical solution, finite difference method, dissipative rogue waves and breathers, moving
boundary method, collisional pair-ion plasmas
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1 INTRODUCTION

In the past few years, interest has increased in the treatment
required to solve differential equations analytically and
numerically which led to the interpretation of ambiguous
nonlinear phenomena that exist and propagate in various
fields of science such as the field of optical fiber, Bose-
Einstein condensate, biophysics, Ocean, physics of plasmas,
etc. [1–19]. For instance, the Schrödinger-type equation and
its family are devoted to interpreting and investigating the
behavior of waves accompanied by the movement of particles
in multimedia [4–20]. Additionally, the family of the nonlinear
Schrödinger-type equation is used to investigate modulated
envelope structures such as dark solitons, bright solitons,
gray solitons, rogue waves, breathers structures etc. which
can propagate with group wave velocity [11–20]. This family
has been solved analytically and numerically using several
analytical and numerical methods [1]. The following
standard/cubic NLSE

iztΨ + 1
2
Pz2xΨ + Q

∣∣∣∣Ψ 2Ψ � 0,
∣∣∣∣ (1)

is considered one of the most universal models used to describe
and interpret various physical nonlinear phenomena that can
exist and propagate in nonlinear and dispersive media. Numerous
monographs and published papers are devoted to studying the
NLSE which possesses a special solution in the form of pulses,
which retain their shapes and velocities after interacting among
themselves. Such a solution is called modulated envelope dark
soliton. Other nonlinear modulated structures such as bright and
gray solitons, cnoidal waves, etc. could be modeled using Eq. 1
and its family. Furthermore, the importance of Eq. 1 extends to
the explanation of some mysterious modulated unstable
phenomena such as rogue waves (RWs)/freak waves (FWs)/
killer waves/huge waves/rogons, all names are synonymous.
These waves were observed for the first time in ocean and
marine engineering [21] and then extended to appear in many
branches of science such as in water tanks [18, 22], finance [23],
optical fibers [24–26], in atmosphere and astrophysics [27, 28],
and in electronegative plasmas [29–32], etc. In recent decades,
explaining the mechanisms of rogue wave (RW) propagation in
different systems have been one of the main topics that occupy
the minds of many researchers.

RWs have been described by many researchers as temporary/
instantaneous waves “that appear suddenly and abruptly
disappear without a trace” [33]. RWs possess some
characteristics that distinguish them from other modulated
waves such as, 1) it is a space-time localized wave i.e., not
periodic in both space and time 2) it is a single wave which
propagates with the largest amplitude compared to the
surrounding waves (almost three times [29] (for first-order
RWs) or five times [31] (for second-order RWs), and 3) the
statistical distribution of the RW amplitude has a tail that does
not follow the Gaussian distribution [34]. Furthermore, there is
another type of unstable modulated structure that can be
described and investigated by Eq. 1 and its family, which are
called the solitons on finite backgrounds (SFB) or are known as

breathers waves including the Akhmediev breathers (ABs) and
the Kuznetsov–Ma breathers (KMBs) [35]. Both the ABs and the
KMBs are exact periodic solutions to Eq. 1. With respect to the
ABs and according to Eq. 1, it is a space-periodic solution but is
localized in the time domain. On the contrary, with respect to the
KMBs, it is a time-periodic solution but is localized in the space
domain. Both the ABs and KMBs have a plane wave solution
when |t|→∞ and |x|→∞, respectively. Furthermore, for a
limiting case of the periodic breathers, both the ABs and
KMBs become localized (i.e., the ABs and KMBs become
RWs) in the temporary and spatial domain, [36, 37].

To understand and interpret the puzzle of generating and
propagating these types of huge waves in various fields of
sciences, many researchers focused their efforts to solve the
integrable NLSE and its higher-orders, which describe the
analytical RWs and breathers solutions. Most published papers
about these waves have been confined to investigating the
undamped RWs and breathers in the absence of the damping
forces (the friction force or collisions between the media particles)
[19, 38–40]. In fact, we can only neglect the force of friction in
very few cases of superfluids (no viscosity). So consequently, this
force must be taken into consideration when studying the
propagation of these waves in optical fiber, laser, physics of
plasmas, etc. to ensure the phenomenon under consideration
is described accurately and comprehensively. Recently, different
experimental approaches have been used to generate the
dissipative RWs (DRWs) in Mode-Locked Laser [41],
multiple-pulsing mode-locked fiber laser [42], fiber laser [43],
and in an ultrafast fiber laser [44]. Theoretically, few attempts
have been made to understand the physical mechanism of
generating and propagating DRWs and DBs (dissipative
Akhmediev breathers (DABs) and dissipative Kuznetsov-Ma
breathers (DKMBs) in the fluid mechanics and in plasma
physics when considering the friction forces [45–50]. In these
papers, authors tried to find an approximate analytical solution to
the following non-integrable linear damped NLSE.

iztΨ + Pz2xΨ + Q
∣∣∣∣Ψ 2Ψ + iRΨ � 0
∣∣∣∣ (2)

These studies relied on the use of an appropriate transformation
[45] to convert Eq. 2 into the integrable NLSE (1) which has a
hierarchy of exact analytical solutions such as envelope solitons,
RWs, breathers, cnoidal waves, etc. Motivated by the observations
of RWs in the laboratory in the case of electronegative plasmas
and a fiber laser, we have made some subtle and distinguishable
attempts to obtain some approximate analytical and numerical
solutions for Eq. 2 without converting this equation to the
standard cubic NLSE (1). In the first attempt (our first
objective), the DRWs and DBs solutions will be obtained in
the form of semi-analytical solutions based on the exact analytical
solution to Eq. 1. To our knowledge, this is the first attempt to
derive an approximate analytical solution with high accuracy for
the DRWs and DBs of Eq. 2 without transforming it to Eq. 1. The
second objective of our study, is to use some hybrid numerical
methods, such as the moving boundary method (MBM) with the
finite difference method (FDM), to solve the non-integrable Eq. 2
numerically and to make a comparison between the numerical
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approximate solution and the semi-analytical solution to check
the accuracy and the effectiveness of both of them. Moreover, the
maximum local (at a certain value of time, say, at final time) and
global (taken over all space-time domain) errors of the semi-
analytical solution are estimated. Furthermore, the error
functions related to the whole space-time domain and final
time for the semi-analytical solution is evaluated using the
polynomial based on the Chebyshev approximation technique.
The most important characteristic of our techniques is their
ability to give an excellent, accurate, and comprehensive
description for the phenomena under study.

The remainder of this paper is structured as follows: in
Section 2, we briefly review the results obtained by Sikdar
et al. [49] studying both collisionless and collisional envelope
solitons in collisional pair-ion unmagnetized plasmas with
completely depleted electrons. The profile of modulational
instability (MI) of the (un)damped electrostatic potential is
also analyzed and investigated in Section 2. Moreover, the
(un)stable regions of ion-acoustic (IA) modulated structures
are determined precisely, depending on the criteria of the MI of
non-dissipative and dissipative modulated structures. In
Section 3, the exact analytical RW and breathers solutions to
Eq. 1 are discussed briefly. Thereafter, we devote great effort to
solve and analyze Eq. 2 analytically to obtain a semi-analytical
solution to the DRWs and DBs. In Section 4, the hybrid MBM-
FDM is introduced to analyze Eq. 2 to investigate the
characteristics behavior of both the DRWs and DBs. The
results are summarized in Section 5.

2 THE PHYSICAL MODEL AND A LINEAR
DAMPED NLSE

Sikdar et al. [49] reduced the fluid governing equations of the
collisional pair-ion unmagnetized plasmas to the linear damped
NLSE using a reductive perturbation technique (the derivative
expansion method) to study both collisionless and collisional
envelope solitons (bright and dark solitons). In this model, the
plasma system consists of warm positive and negative fullerene
ions (C+

60 and C−
60) in addition to considering the ion-neutral

collision [49, 51]. The linear damped NLSE obtained by Sikdar
et al. [49] is similar to Eq. 2. In Sikdar et al. [49] model, the linear
damping term (iRΨ) appeared as a result of considering the ion-
neutral collision. The coefficients P, Q, and R represent the
coefficients of the dispersion, nonlinear, and linear damping
terms, respectively. These coefficients are functions of various
plasma parameters such as, the temperature T± and the ion-
neutral collision frequency ]± of both the positive and negative
ions. The derivation details of the linear damped NLSE for the
present model and the values of P, Q, and Γc can be found in Ref.
49. Sikdar et al. [49] observed that in the dimensional form, the
system supports two modes, namely, high frequency ion plasma
wave (IPW) and low frequency ion-acoustic wave (IAW). They
also observed that for the IPW both P and Q are always positive
against the modulated wavenumber (k) and for different values of
(T+,T−) � (0.9, 0.6) and (T+,T−) � (0.0.54, 0.9). On the other
hand, for the IAW, the coefficient P is always negative while the

coefficient Q may be positive or negative depending on the value
of the modulated wavenumber. Moreover, it was found that the
coefficient of the dissipative term Γc is always positive for all cases.
It is known that in the absence of the dissipative/damping term
(Γc � 0), the standard NLSE supports a series of exact analytical
solutions like the dark solitons, bight solitons, gray solitons, RWs,
breathers (Akhmediev breathers (ABs), and Kuznetsov–Ma
breathers (KMBs)), etc. On the contrary, in the presence of
the dissipative term (Γc ≠ 0), the linear damped NLSE becomes
completely non-integrable, i.e., it does not have an exact
analytical solution in its present form. As a result, this
equation could be solved numerically or semi-analytically by
one of the known methods describing many nonlinear
modulated structures that can exist and propagate in different
branches of science [49].

Without loss of generality, we can rewrite the linear damped
NLSE in the following form Refs. 49 and 52.

iztΨ + 1
2
Pz2xΨ + Q

∣∣∣∣Ψ 2Ψ + iRΨ � 0,
∣∣∣∣ (3)

where P ≡ P/2 and Γc ≡ R.
According to the linear stability analysis and for undamped

modulated structures (R � 0), the nonlinear modulated envelope
excitations (IWA and IPW) become stable (unstable) if
Q> 0(Q< 0) is fulfilled [53]. In this case, the sign of the
product PQ is a necessary and sufficient condition to
determine the regions of different types of modulated
excitations in the present model. However, for damped
modulated structures (R≠ 0), the criteria for MI of envelope
excitations become a function of time in addition to the physical
parameters related to the model under consideration and in this
case, there are other restrictions on the propagation of the
dissipative IAW and IPW envelope structures [46–50, 54, 55].
In this case and according to the linear stability analysis, the value
of nonlinear dispersion relation is obtained as:
Ω2 � (PK2)2(1 − K2

c (τ)/K2), with the critical modulated
wavenumber K2

c (τ) � (2Q/P)∣∣∣∣ψ0|2exp(−2Rτ) where Ω(≪ω)
and K(≪ k) refer to the perturbation frequency and
wavenumber in the slowly coordinates (x, t), ψ0 donates the
amplitude of the pumping carrier wave (which is a constant value
and larger than the perturbation value). At first glance, we can see
that the modulated structures become unstable if PQ> 0 &Ω2 < 0
& t < tmax are fulfilled. Here, t donates the time (or period) of the
wave propagation and tmax � [1/(2R)]ln[2Q∣∣∣∣ψ0|2/(PK2)] gives
the MI period [46–50]. On the contrary, for t > tmax even if
PQ> 0, the modulated envelope structures become stable and
in this case both dissipative RWs and dissipative breathers cannot
exist in this model. It can be seen that for R � 0, the critical
wavenumber of modulated structures K2

c � (2Q/P)∣∣∣∣ψ0|2 does not
depend on t.

In the present study, we take the IAWmode as an example for
applying our numerical and semi-analytical solutions for
investigating the behavior of the dissipative RWs and
dissipative breathers. Knowing that the analytical and
numerical solutions that we obtain can be applied to any
system and mode, we only take the IAW mode as an example.
The (in)stability regions electrostatic modulated structures must

Frontiers in Physics | www.frontiersin.org February 2021 | Volume 9 | Article 5802243

El-Tantawy et al. Dissipative Rogue waves and Breathers

102

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


be determined precisely before embarking on solving this equation.
Figure 1 demonstrates the (un)stable regions of the (un)damped
modulated structures according to the above mentioned criteria. In
Figures 1A–C the product of PQ, the square perturbation
frequency of modulated structures Ω2, and tmax are,
respectively, plotted against the wavenumber k for (T+,T−) �
(0.9, 0.6) and (T+,T−) � (0.0.54, 0.9). As mentioned above, the
necessary and sufficient condition to define the (in)stability regions
of modulated structures is the sign of the product of PQ which for
PQ< 0 (PQ> 0), the wave becomes stable (unstable) as shown in
Figure 1A. With respect to the damped modulated structures
(R≠ 0) when propagating the unstable wave, the conditions PQ> 0
&Ω2 < 0 & t < tmax must be fulfilled, otherwise the stable wave can
be existed and propagated. Form Figure 1C, we can determine the
time of propagation for the unstable wave by taking any time value
which satisfies the unstable conditions: PQ> 0 &Ω2 < 0 & t < tmax.
It should be mentioned here that the RWs and breathers could
propagate only in the unstable regions.

In the following sections, we devote our effort to solving Eq. 3
using two approximate methods to investigate the characteristic
behavior of some modulated structures that propagate within
such a model of DRWs and DBs (DABs and DKMBs), etc.

3 ROGUE WAVES AND BREATHERS
SOLUTIONS OF LINEAR DAMPED NLSE

The two approximate methods used to find some approximate
solutions for Eq. 3 are:

(1) The first method is the semi-analytical method where the
exact solution to the standard NLSE (R � 0) is used to

construct an approximate analytical solution to Eq. 3
without any iterations or use of computer code. In
addition, the speed obtaining the result does not depend
on the efficiency of the device.

(2) The second method is a hybrid method between two
numerical methods; the moving boundary method
(MBM) and the finite difference method (FDM).
Furthermore, in these methods, the exact solution to the
standard NLSE (R � 0) is used as the initial solution to
finding the approximate numerical solutions to Eq. 3. In
this case, the numerical solutions depend on a computer
code and the accuracy depends on the number of iterations.
The speed of running a code also depends on the efficiency
of the device.

3.1 Analytical RWs and Breathers Solutions
to the NLSE
It is obvious that the dissipation effect can be neglected (R � 0)
as compared to the dispersion effect, if the dispersion effect
becomes more dominant than the dissipation effect. In this case,
the linear damped NLSE (3) can be reduced to the following
standard NLSE

iztΦ + 1
2
Pz2xΦ + Q

∣∣∣∣Φ 2Φ � 0 & ∀(x, t) ∈ [
∣∣∣∣ (4)

where [ ∈ [Li, Lf ] × [Ti,Tf ] represents the physical domain of x
and t, Li + Lf gives the length of the plasma system, and Tf < tmax,
and for simplicity Φδ ≡ Φδ(x, t) ≡ Ψ|R�0 is used.

The exact breathers and RWs solutions of Eq. 4 is Refs. 20
and 38.

FIGURE 1 | The regions of (un)stable electrostatic ion-acoustic modulated structures according to (A) the sign of the product PQ and (B) the sign of both Ω2 are
plotted against the wavenumber k for different values of (T+ , T−). Also, (C) the maximum value of modulational instability period tmax is plotted against the wavenumber k
for different values of (T+ , T−). Note that the DRWs and DBs only exist in the regions that meet the instability conditions (PQ>0&Ω2 <0& t< tmax).
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Φδ �
��
P
Q

√ [1 + 2(1 − 2δ)cosh(l1Pt) + il1sinh(l1Pt)��
2δ

√
cos(l2x) − cosh(l1Pt) ]eiPt , (5)

where the growth factor l1 �
���������
8δ(1 − 2δ)√

and the instability
wavenumber of the breathers is l2 �

��������
4(1 − 2δ)√

, and δ is a real
and positive parameter (δ > 0) responsible for determining the
type of breathers structures as follows: for δ > 1/2, the time-
periodic KMBs solution is covered as shown in Figure 2, for
0< δ < 1/2, the space-periodic ABs solution is obtained (see
Figure 3), and the RW solution is covered for δ→ 1/2 as
illustrated in Figure 4. At (x, t � 0) and (x � 0, t � 0), both
the peaks Φδ(x, 0) and the maximum amplitudes (the
amplification) Φδ−Max of RWs and breathers (ABs and
KMBs) are

Φδ(x, 0) �
��
P
Q

√ (1 + 2(1 − 2δ)��
2δ

√
cos(b2x) − 1

), (6)

and

Φδ−Max �
��
P
Q

√ (1 + 2
��
2δ

√ ) (7)

It is also known that parameter δ is responsible for the periodicity
of both KMBs and ABs, as depicted in Figure 3. An increase in δ
leads to an increase in the number of periodicity for both KMBs
(see Figure 5A) and ABs (see Figure 5B). Moreover, as seen from
Figures 2–4 and Eq. 7 the maximum amplitude of RWs
Φδ→ 1

2−Max is larger than the ABs Φ0< δ < 1
2−Max but smaller than

the KMBs Φδ > 1
2−Max i.e., Φδ > 1

2−Max >Φδ→ 1
2−Max >Φ0< δ < 1

2−Max.

FIGURE 2 | The profile of non-dissipative (R � 0) KMBs |ΨDKMBs| is plotted in the plane (x, t) for (T+ , T−) � (0.9,0.6) i.e., (P,Q, k, δ) � (−0.0522716,−1404.1, 2, 1).

FIGURE 3 | The profile of non-dissipative (R � 0) ABs |ΨDABs| is plotted in the plane (x, t) for (T+ , T−) � (0.9, 0.6) i.e., (P,Q, k, δ) � (−0.0522716,−1404.1, 2, 0.25).
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3.2 Semi-Analytical Solution of Dissipative
RWs and Breathers
It is known that Eq. 3 is a non-integrable equation i.e., it has no
analytical solution in its current form without using any
transformation. So, in this section, we devote our efforts to
obtain an approximate analytical solution for this equation. To
do that let us suppose that Q � 0, then Eq. 3 becomes

iztΨ + 1
2
Pz2xΨ + iRΨ � 0. (8)

Also, suppose that ϕ ≡ ϕ(x, t) is an exact analytical solution to

iztϕ + 1
2
Pz2xϕ � 0. (9)

According to Eqs. 8, 9, the definition of Ψ reads

Ψ � fϕ. (10)

where f ≡ f (t) is a time-dependent function which will be
determined later.

Inserting Eq. 10 into Eq. 8, we get

iztΨ + 1
2
Pz2xΨ + iRΨ

� iϕ(f ′ + Rf )
� 0.

(11)

here, the prime “′” represents the derivative with respect to t.
It is clear that for f ′ + Rf � 0, we have

FIGURE 4 | The profile of non-dissipative (R � 0) RWs |ΨDRWs| is plotted in the plane (x, t) for (T+ ,T−) � (0.9, 0.6) i.e., (P,Q, k, δ) �
(−0.0522716,−1404.1,2, → 0.5).

FIGURE 5 | The non-dissipative (R � 0) KMBs and ABs solutions are plotted against (x, t, δ) for (T+ ,T−) � (0.9, 0.6) i.e., (P,Q, k) � (−0.0522716,−1404.1, 2).
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f � e−Rt . (12)

Then Ψ � f (t)ϕ(x, t) becomes a solution to Eq. 8. This motivates
us to seek an approximate analytical solution to Eq. 3 in the
ansatz form

Ψ � fΦ, (13)

where Φ ≡ Φ(x, t) represents any exact analytical solution
to Eq. 4.

Inserting ansatz Eq. 13 into Eq. 3 and taking the following
definition into account

Q
∣∣∣∣Φ∣∣∣∣2Φ � −1

2
Pz2xΦ − iztΦ, (14)

we obtain

⎧⎪⎪⎪⎨⎪⎪⎪⎩iztΨ + 1
2
Pz2xΨ + Q

∣∣∣∣Ψ∣∣∣∣2Ψ + iRΨ � iΦ(f ′ + Rf ) + 1
2
Pf (1 − f 2)z2xΦ + if (1 − f 2)ztΦ.

(15)

Equation 15 suggests the choice

f ′ + Rf � 0 for all t, (16)

by integrating Eq. 16 once over t, yields

f � e−Rt . (17)

Finally, the semi-analytical solution to Eq. 3 for DRWs (δ→ 1/2),
DKMBs (δ > 1/2), and DABs (0< δ < 1/2) can be expressed by

Ψ � Φδe
−Rt , (18)

where Φδ is given by Eq. 5.
The residual associated to Eq. 3 reads

H(x, t) � iztΨ + 1
2
Pz2xΨ + Q

∣∣∣∣Ψ 2Ψ + iRΨ.
∣∣∣∣ (19)

In view of Eq. 15, we get

H(x, t) � 1
2
Pf (1 − f 2)z2xΦ + if (1 − f 2)ztΦ. (20)

From Eq. 20, we obtain

LR ≡
∣∣∣∣H(x, t)∣∣∣∣≤max

Ω
[∣∣∣∣∣∣∣12 f (1 − f 2)(2ztΦ + iPz2xΦ)∣∣∣∣∣∣∣] (21)

For example, the expression of the square residual error for
the DRWs (δ � 1/2) can be estimated from Eqs. 5, 21 as
follows

∣∣∣∣H(x, t)∣∣∣∣2 � 4P3[16P4t4 + 8P2t2(4x2 + 5) + (3 − 4x2)2]3
Q(4P2t2 + 4x2 + 1)6 f 2(1 − f 2)2.

(22)

By simplifying the square root of Eq. 22, we get

∣∣∣∣H(x, t)∣∣∣∣≤ 54∣∣∣∣∣∣∣∣∣∣
��
P3

Q

√
sinh(Rt)e−2Rt

∣∣∣∣∣∣∣∣∣∣. (23)

Similarly, the expression of the residual error for δ ≠ 1/2 can be
estimated after some algebraic manipulations using Eqs. 5, 21 but
the details are not inserted here because they are too large.

Let us introduce some numerical examples (or sometimes it is
called experimental examples) to investigate the characteristic
behavior of DRWs and DBs (DABs and DKMBs) to be able to
evaluate the residual errors of solution Eq. 18. In the unstable region
for the damped wave (PQ> 0 &Ω2 < 0 & t < tmax), the values of the
physical plasma parameters (T+,T−, k) � (0.9, 0.6, 2) give
(P,Q) ≈ (−0.0522716,−1404.1). Also, for the same values of the
last plasma parameters (T+,T−) � (0.9, 0.6) and different values of
wavenumber k, the values of both R and tmax could be obtained as
given in the table below.|ΨDKMBs|, DABs |ΨDABs|, and DRWs
|ΨDRWs| are, respectively, illustrated in Figures 6–8 corresponding
to the semi-analytical solution Eq. 18. Also, the impact of
normalized ion-neutral collision frequencies ]± on the profile of
DKMBs |ΨDKMBs| (similarly DABs |ΨDABs| and DRWs |ΨDRWs| but
we have not included their illustrations here) is investigated as
elucidated in Figure 9, for different values of ]± . It is observed
that the KMBs create low intensity pulses with increasing R which
has been confirmed in some laboratory experiments [41–44].
Moreover, for (T+,T−, k) � (0.9, 0.6, 1.8) which means
(P,Q) ≈ (−0.0608182,−525.935) and for different values of R,
both the maximum local (at final time Tf ) and maximum global
(on the whole domain space-time domain xi(−10)≤ x ≤ xf (10) &
0≤

∣∣∣∣t∣∣∣∣≤Tf (10)) residual errors (LR) of the approximate analytical
solution Eq. 18 are evaluated as shown in Figures 10, 11,
respectively. These errors are estimated according to formula Eq.
21 for the solution Eq. 18. Furthermore, the functions of the
maximum local and maximum global errors of solution Eq. 18
could be evaluated using the polynomials based on the Chebyshev
approximation technique [18, 19]. The comparison between the
maximum residual (local and global) errors (LR) using relation Eq.
22 and the errors functions evaluated by the Chebyshev
approximation technique is illustrated in Figure 10 for the
maximum local error and in Figure 11 for the maximum global
error. It is observed that the results produced by relationEq. 22 are in
good agreement with the results obtained by Chebyshev
polynomials. This enhances the high accuracy of the obtained
semi-analytical solution Eq. 18. It should be noted here that the
solution Eq. 18 could be used to explain and interpret the dissipative
RWs and breathers that can occur and propagate in many branches
of science such as optical fibers. Thus, any values for the coefficients
P,Q, and R could be used for any application and not only in plasma
physics which in our solution is considered to be stable with any
values for P, Q, and R.

4 NUMERICAL APPROXIMATE SOLUTIONS

Let us define the following initial value problem (i.v.p.)

iztΨ + 1
2
Pz2xΨ + Q

∣∣∣∣Ψ 2Ψ + iRΨ � 0,
∣∣∣∣ (24)

which is subjected to the initial condition

Ψ(x, t � Ti) ≡ Ψ0(x,Ti) � Φ(x), ∀ (x, t) ∈ [, (25)
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and the Dirichlet boundary conditions

{ Ψ(Li, t) � F L(t),
Ψ(Lf , t) � F R(t), (26)

where 0< |t|< tmax, [ � [Li, Lf ] × [Ti,Tf ] represents the space-
time domain, Li + Lf denotes the plasma system length, andΦ(x)
indicates any exact analytical solution to the undamped NLSE
i.e., Eq. 24 for R � 0. As a special case, the RW and breathers
solutions given in Eq. 5 could be used as the initial solution for
Eq. 24 at a certain time (say t � Ti).

4.1 Finite Differences Method
To solve the i. v.p. Eqs. 24–26 numerically using the FDM. [40,
56], we first divide the complex functionΨ ≡ Ψ(x, t) into real and
imaginary parts

Ψ � U + iV , (27)

where U ≡ U(x, t) � Re(Φ) and V ≡ V(x, t) � Im(Φ). As a
special case, the values of U and V could be obtained from
solution Eq. 5 as

U �
��
P
Q

√ [cos(Pt)
+ 2(1 − 2δ)cosh(l1Pt)cos(Pt) − l1sinh(l1Pt)sin(Pt)��

2δ
√

cos(l2x) − cosh(l1pt) ],
(28)

and

FIGURE 6 | The profile of DKMBs |ΨDKMBs| is plotted in the plane (x, t) for (P,Q, k, δ,R) � (−0.0522716,−1404.1, 2, 2,0.0136). (A) Plot3D for DKMBs |ΨDKMBs | and
(B) Contourplot for DKMBs |ΨDKMBs|.

FIGURE 7 | The profile of DABs |ΨDABs| is plotted in the plane (x, t) for (P,Q, k, δ,R) � (−0.0522716,−1404.1,2, 0.25,0.0136). (A) Plot3D for DABs |ΨDABs| and (B)
Contourplot for DABs |ΨDABs|.
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V �
��
P
Q

√ [sin(Pt)
+ 2(1 − 2δ)cosh(l1Pt)sin(Pt) + l1sinh(l1Pt)cos(Pt)��

2δ
√

cos(l2x) − cosh(l1Pt) ]
(29)

By substituting Eq. 27 into Eq. 24 and separating the obtained
equation into real and imaginary parts, we get

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
2
Pz2xU + QU(U2 + V2) − ztV − RV � 0,

1
2
Pz2xV + QV(U2 + V2) + ztU + RU � 0.

(30)

To apply the FDM, the following discretization for the space-time
domain Ω are introduced

⎧⎪⎪⎪⎨⎪⎪⎪⎩
xk � Li + kΔx& Δx � Lf − Li

m
, k � 0, 1, 2,/,m,

tj � Ti + jΔt& Δt � Tf − Ti

n
, j � 0, 1, 2, 3,/, n,

(31)

where m and n indicate the number of iterations. According to
the FDM, the values of the space and time derivatives can be
found in detail in Ref. 57.

It should be mentioned here that the FDM gives good results for
small time intervals, and this is consistent with the values of observed
time for the existing acoustic-waves in the plasma model. In general,
the large time intervals give ill conditioned systems of nonlinear
equations and they are associated to stiffness, causing numerical
instability. On the other hand, for large time intervals, the hybrid
MBM-FDM works significantly better than FDM.

FIGURE 8 | The profile of DRWs |ΨDRWs| is plotted in the plane (x, t) for (P,Q, k, δ,R) � (−0.0522716,−1404.1,2, → 0.5, 0.0136). (A) Plot3D for DRWs |ΨDRWs| and
(B) Contourplot for DRWs |ΨDRWs |.

FIGURE 9 | (A) The contourplot of DKMBs profile |ΨDKMBs| according to the semi-analytical solution Eq. 18 is plotted in the plane (t,R) and (B) The DKMBs profile
|ΨDKMBs | according to the semi-analytical solution Eq. 18 is plotted against t for different values of R. Here, (P,Q, k, δ) � (−0.0522716,−1404.1,2, 3).
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FIGURE 10 | A comparison between the maximum local error (at final time Tf � 10) of the semi-analytical solution Eq. 18 according to the relation Eq. 22 and the
function of the local error related to the final time Tf � 10 based on Chebyshev approximation technique is plotted against R for (A) DKMBs δ � 0.75, (B) DABs δ � 0.25,
and (C) DRWs δ→ 0.5. Here, (T+ ,T−) � (0.9, 0.6) i.e., (P,Q, k) � (−0.0608182,−525.935, 1.8).

FIGURE 11 | A comparison between the maximum global error (on the whole domain space-time domain −10≤ x ≤10 & 0≤ |t|≤10) of the semi-analytical solution
Eq. 18 according to the relation Eq. 22 and the function of the global error related to the whole domain space-time domain based on Chebyshev approximation
technique is plotted against R for (A) DKMBs δ � 0.75, (B) DABs δ � 0.25, and (C) DRWs δ→ 0.5. Here, (T+ , T−) � (0.9, 0.6) i.e., (P,Q, k) �
(−0.0608182,−525.935,1.8).
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4.2 The Mechanism of the Moving Boundary
Method to Analyze the Linear Damped
NLSE
To improve the approximate numerical solution that has been
obtained by the FDM, the MBM is introduced to achieve this
purpose. In this method we divide the whole-time interval
Ti ≤ t ≤Tf into subintervals of length dτ � (Tf − Ti)/n; say
Ti � t0 < t1 < t2 </< tj </< tn � Tf , where tj � Ti + jdτ
(j � 0, 1, . . . , n). Thereafter, we try to find the solution through
the subintervals say: Ψ0(x,Ti) � Φ0(x,Ti) in the subinterval
[Ti, t1] × [Li, Lf ], Ψ1(x, t1) � Φ1(x) in the next subinterval
[t1, t2] × [Li, Lf ], / until arrive to the final solution Ψj(x, tj) �
Φj(x) in the final subinterval [tj, tj+1] × [Li, Lf ] with Tf � Ti +
ndτ ≡ tn where j � 0, 1, 2, 3, n − 1. Thus, the solution on the
whole domain Π � [Xi,Xf ] × [Ti,Tf ] could be written in the
form of a linear combination of characteristic functions such as

Ψ(x, t) � ∑n−1
j�0

χ[tj ,tj+1](t)Ψj(x, tj), (32)

with

χ[tj ,tj+1](t) � { 1 if tr ≤ t < tj+1,
0 otherwise.

(33)

To illustrate the high accuracy and effectiveness of the hybrid
MBM-FDM, we present some numerical examples. For instance,

let us analyze the i. v.p. Eqs. 24–26 using the hybrid MBM-FDM
and make a comparison between the semi-analytical solution Eq.
18 and the numerical approximate solution Eq. 32 for modeling
the DRWs and DBs. The profiles of the DRWs, DABs, and
DKMBs are plotted in Figures 12–14, respectively, according
to the semi-analytical solution Eq. 18 and approximate numerical
solution Eq. 32 for any random values to the coefficients (P,Q,R)
that meet the MI criteria (PQ> 0&Ω2 < 0& t < tmax). It is
observed that both the amplitude and the width of DRWs,
DABs, and DKMBs decrease gradually with the increase of the
collisional frequency. Generally, the waves decay with an
increasing damping coefficient R. Physically, increasing R leads
to dissipating wave energy, and consequently it leads to a decrease
in the nonlinearity, which leads to the decay of these waves. The
local errors (at a certain value of time (say Tf )) of both semi-
analytical and numerical solutions are also estimated according to
Eq. 19 as shown in Table 1.

The numerical values of the maximum local and global errors
of both approximate analytical and numerical solutions for
DRWs (δ→ 1/2) are presented in Table 1. It is noted that
both approximate analytical and numerical solutions give
excellent results as illustrated in Table 1. In general, our
numerical method does not require a highly efficient device
whereas the calculations of this method could be performed
by simply using a personal computer. Moreover, the semi-
analytical solution provides excellent results, and it is more stable.

FIGURE 12 | A comparison between the semi-analytical solutionEq. 18 and the approximate numerical solution Eq. 32 for DRWs is plotted in the plane (x, t) for (A)
R � 0, (B) R � 0.07, and (C) R � 0.15. In Figure 12D the comparison between the two approximate solutions (dashed curve for solution Eq. 18 and dotted curve for
solution Eq. 32) is plotted against x for different values of R. Here, (P,Q) ≈ (−0.148,−2.6).
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FIGURE 13 | A comparison between the semi-analytical solution Eq. 18 and the numerical approximate solution Eq. 32 for DABs (δ � 0.15) is plotted in the plane
(x, t) for (A) R � 0, (B) R � 0.07, and (C) R � 0.15. In Figure 13D the comparison between the two approximate solutions (dashed curve for solution Eq. 18 and dotted
curve for solution Eq. 32) is plotted against x for different values of R. Here, (P,Q) ≈ (−0.148,−2.6).

FIGURE 14 | A comparison between the semi-analytical solution Eq. 18 and the numerical approximate solution Eq. 32 (Dotted curve) for DKMBs (δ � 2) is plotted
in the plane (x, t) for (A) R � 0, (B) R � 0.07, and (C) R � 0.15. In Figure 14D the comparison between the two approximate solutions (dashed curve for solution Eq. 18
and dotted curve for solution Eq. 32) is plotted against x for different values of R. Here, (P,Q) ≈ (−0.148,−2.6).
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5 SUMMARY

The propagation of electrostatic nonlinear dissipative
envelope structures including dissipative rogue waves
(DRWs) and dissipative breathers (DBs) in nonlinear and
dispersive mediums, such as unmagnetized collisional pair-
ion plasmas composed of warm positive and negative ions, has
been investigated analytically and numerally. Sikdar et al. [49]
reduced the fluid governing equations of this model to the
linear damped nonlinear Schrödinger equation (NLSE) using
a reductive perturbation technique (the derivative expansion
method) to study both collisionless and collisional envelope
solitons (bright and dark solitons). In our study, we used the
linear damped NLSE to study both DRWs and DBs in any
nonlinear and dispersive medium. The exact analytical
solution of the linear damped NLSE has not been possible
until now, due to the presence of the damping term.
Consequently, two effective methods were devoted to
model and solve this problem. The first one is called the
semi-analytical method which was built depending on the
exact analytical solution of the standard NLSE (without linear
damping term). The semi-analytical solution of the linear
damped NLSE is considered to be the first attempt at
modeling the DRWs and DBs in plasmas or in any other
physical medium like optical fiber and so on. In the second
method, the numerical simulation solution to the linear
damped NLSE using the hybrid new method namely, the

moving boundary method (MBM) with the finite difference
method (FDM), has been carried out. In this method, the
exact solution of the standard NLSE is used as the initial
condition to solve the linear damped NLSE using the hybrid
MBM-FDM. Moreover, both the local (at final time) and
global (on the whole domain space-time domain)
maximum residual errors of the approximate solutions
have been estimated precisely depending on the physical
parameters of the model under consideration. Furthermore,
the functions of both the local and global residual errors for
solution Eq. 18 have been evaluated using the polynomials
based on the Chebyshev approximation technique. The
comparison between the error of both the semi-analytical
and numerical solutions have also been examined and it was
found that the error is very small, which enhances the high
accuracy of the two solutions. This investigation helped us to
understand the dynamic mechanism of modulated envelope
structures in a strongly coupled complex plasma and many
other branches of science such as optical fiber or mechanical
fluid, etc.
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Ion Acoustic Peregrine Soliton Under
Enhanced Dissipation
Pallabi Pathak*

Institute of Advanced Study in Science and Technology, Ministry of Science and technology, Guwahati, India

The effect of enhanced Landau damping on the evolution of ion acoustic Peregrine soliton
in multicomponent plasma with negative ions has been investigated. The experiment is
performed in amultidipole double plasma device. To enhance the ion Landau damping, the
temperature of the ions is increased by applying a continuous sinusoidal signal of
frequency close to the ion plasma frequency ∼1MHz to the separation grid. The
spatial damping rate of the ion acoustic wave is measured by interferometry. The
damping rate of ion acoustic wave increases with the increase in voltage of the
applied signal. At a higher damping rate, the Peregrine soliton ceases to show its
characteristics leaving behind a continuous envelope.

Keywords: peregrine soliton, landau damping, ion acoustic wave, multicomponent plasma, modulational instability

INTRODUCTION

The Peregrine soliton is an isolated large-amplitude wave commonly known as rogue waves. These
are extreme and rare wave events that usually appear on the ocean surfaces. It has two unique
properties that distinguish the Peregrine soliton from ordinary solitons. Firstly, this large-amplitude
wave is localized in both time and space axis; secondly, it has amplitude amplification of more than
∼3 times that of the background wave height. One generic mechanism considered responsible for the
evolution of rogue waves is modulational instability. In this process, phase and amplitude
modulation grow due to a delicate balance between nonlinearity and group velocity dispersion.
Different solutions of nonlinear Schrodinger equation (NLSE) deal with such type of instability. In
1983, Peregrine derived a rational solution of NLSE in the context of water waves as a limit of a wide
class of solutions to the NLSE [1]. This solution was later known as Peregrine soliton, which has been
considered as a prototype of a rogue wave. Almost 3 decades later, the Peregrine soliton has been
experimentally observed in various nonlinear mediums such as fiber optics, water, and plasma [2–4].
The NLSE, in its many forms, provides the solutions of extreme wave events (rogue waves, breathers,
and envelope solitons) [5–7, 9]. Using the NLSE framework, the vigours properties of rogue waves
have been theoretically studied in different plasma systems, such as electron-positron plasma [8],
magnetized plasma [9], plasma with nonextensive electron velocity distribution [10], nonthermal
plasma [11], and dusty plasma [12–16]. Recently, Tsai et al. [17] confirmed the presence of dust
acoustic rogue waves in a self-excited laboratory dusty plasmamedium. The existence of rogue waves
has also been studied in a degenerate Thomas-Fermi plasma system [18]. The NLSE was derived for
this purpose by considering cold inertial ions and Thomas-Fermi distributed electrons and positrons.
Similar studies in electron-positron-ion plasma using a semirelativistic fluid model predicted the
evolution of both bright and dark type envelope solitons [19, 20].

In multicomponent plasma with a critical concentration of negative ions, an initial amplitude-
modulated ion wave packet undergoes self-modulation due to modulational instability and gives rise
to the formation of bright and dark (hole) ion acoustic Peregrine soliton [4, 21]. The criteria for the
generation of bright and hole Peregrine soliton out of an initial amplitude-modulated perturbation
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depend on the relative phase between the carrier and the
envelope. The evolution of envelope-like solitons in such
plasma is too described by the NLSE [22, 23]. The NLSE also
supports the existence of higher-order and multiple Peregrine
solitons [7, 24–26]. In our previous works, we have
experimentally observed both second-order Peregrine soliton
and multi-Peregrine soliton in multicomponent plasma
containing negative ions [27, 28]. It was found that the
characteristics of initial perturbations such as the amplitude
(steepness) and modulation length (and depth) play a crucial
role in the generation of both kinds of solitons.

Landau damping is a collisionless process because of which a
longitudinal space charge wave (e.g., ion acoustic wave) in plasma
decays exponentially with time. It occurs due to energy exchange
between the waves and particles in plasma when their velocities
are comparable. Eventually, Landau damping prevents the
growth of instability and creates a region of stability in the
parameter space. In laboratory discharge plasma with
Maxwellian electrons, ion waves suffer Landau damping which
become dominant when ion temperature is comparable to
electron temperature (Ti ∼ Te). Various research works have
been performed to study the solitary waves in plasmas
containing additional components like multispecies ions,
negative ions, and dust particles [29–34]. Landau damping
modifies the nature of solitary waves in such plasmas, and it
has been extensively studied both experimentally and
theoretically [35–39]. The first experiment to detect the
Landau damping of ion acoustic wave was performed in a
highly ionized cesium and potassium plasma [40]. In a Q
machine plasma experiment, Landau damping was found to
prevent the formation of solitary waves by dominating over
the steepening effect of nonlinearity [41]. However, the
strength of Landau damping reduces in the presence of
negatively charged dust particles in a Q machine plasma [42,
43]. In the double plasma (DP) device, experiments on shock and
solitary waves under enhanced Landau damping have been
performed [44, 45]. The study showed that the presence of
lighter ions enhances the damping, which prevents the
formation of solitons in a DP device [46].

The purpose of this paper is to report the experimental
investigation of the Landau damping effect on Peregrine
soliton in multicomponent plasma with a critical
concentration of negative ions. The experimental setup and
procedure to enhance the strength of Landau damping are
discussed in Experimental Setup. The experimental
measurement of Landau damping rate using interferometry
and the observation of Peregrine soliton under enhanced
damping are conferred in Results and Discussion. Finally, we
present the concluding remarks in Conclusion.

EXPERIMENTAL SETUP

Production of Multicomponent Plasma
The experiment is carried out in a DP device of a length of 120 cm
and a diameter of 30 cm with a surface plasma confinement
facility [21, 27]. The device consists of two magnetic cages

separated by a floating mesh grid in between. Argon plasma is
produced in both chambers at an operating pressure of
3.8 × 10− 4 Torr by the independent dc discharge process. The
discharge voltages and currents are maintained at 60 V and
10–50 mA, respectively. The plasma parameters are measured
with the help of an axially movable planar Langmuir probe. The
measured electron temperature and density are in the range of
1–2 eV and 108–109 cm−3, respectively. Next, to produce the
multicomponent plasma, SF6 gas is inserted into the chamber
through a fine control needle valve at a partial pressure of
(1 – 4) × 10− 5 Torr and as a result, the F− ions are produced
mainly through a dissociative attachment process. For the present
experiment, the multicomponent plasma is thus created, which
contains electrons and Ar+ and F− ions. The density of F− ions is
finely controlled to maintain the critical density ratio of negative
to positive ion, i.e., n−/n+ � 0.1, where n− is the negative ion (F−)
density and n+ is the positive ion (Ar+) density. The I–V
characteristics curves are obtained for Ar and Ar + SF6 plasma
separately, and the electron and ion saturation currents are
measured from it. From these saturation currents, the critical
density ratio is calculated by the formula r � 1 − Ies/Ies0, where Ies
and Ies0 are the Langmuir probe saturation current with and
without SF6, respectively. After attaining the desired conditions, a
slowly amplitude-modulated sinusoidal wave packet is applied to
the source anode as the initial perturbation to excite the Peregrine
soliton. The mean free path of the ion-neutral collision is
estimated to be in the order of meters; hence, the generated
plasma can be considered as collisionless [47, 48].

Method to Enhance the Strength of Landau
Damping
In a DP device, the electron to ion temperature ratio is usually high
(≥ 10), and hence the propagating wave suffers negligible Landau
damping. For this reason, the DP device is used for wave experiments
in plasma from the early days [49, 50]. Two methods are widely used
to enhance Landau damping in a DP device. The first one is to mix
lighter mass ions to increase the number of resonant particles. In a
pioneering experiment, the addition of a trace of light helium ions to a
xenon plasma has led to Landau damping of ion acoustic wave [41].
In the presence of lighter helium ions, the wave phase velocity and
temperature ratio changes only up to 10%, which induces the Landau
damping, providing all other plasma parameters unaltered. This
technique was applied to examine the enhanced Landau damping
effect on shock propagation in a DP device [44]. The damping rate
was found to be proportional to thewave number in the linear regime.
The second method is to apply a radio frequency (rf) signal
(frequency ∼ ωpi) to the separation grid of a DP device to heat
the ions [45]. The ions near the grid oscillate at this frequency and
gain energy. Hence, by adjusting the amplitude of the rf signal, plasma
ion temperature enhancement can be obtained. The experimental
investigation of collisionless damping effect on the propagation of ion
acoustic solitary waves has already been performed by using this
method [45], where an rf signal of frequency 1.78MHzwith a peak to
peak voltage (VHF) ranging from 0 to 400mV was applied to the
separation grid. This value of VHF is too small to affect the plasma
parameters other than the ion temperature. In the present experiment,
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an rf signal of frequency fHF � 900 kHz is applied to the separation
grid to heat the ions from a function generator. The desired Landau
damping rate is obtained by varying the peak to peak voltage (VHF) in
the range 0–100mV. In Figure 1, the schematic of the experimental
arrangement to control the Landau damping strength is presented.

RESULTS AND DISCUSSION

Measurement of Landau Damping Rate of
Ion Acoustic Wave
Experimentally, we first examine the linear dispersion relation of
ion acoustic wave in the present argon plasma condition using
interferometry. For this, continuous sinusoidal waves of
frequency 100–800 kHz (100 kHz in step) with amplitude
≤200 mV are applied to the source anode from a function
generator through a 1 μF capacitor. A reference signal from
the function generator is applied to the balanced mixer’s right
input through an attenuator. The plane Langmuir probe collects
the signal continuously against the axial position with a
motorized probe driving system. The probe is biased above the
plasma potential in order to detect perturbations in electron
saturation current. The signal is detected by the probe that is
coupled to the left input of the mixer. The output of the mixer is
fed to the Y axis of the X–Y recorder. The probe distance from the
grid is calibrated using a separate voltage source with a
potentiometer attached to the motor driving system and is
connected to the X axis of the X–Y recorder. Figure 2 shows
a typical linear dispersion relation for ion acoustic waves in a
normal argon plasma. The solid line represents the theoretical
dispersion relation, which is obtained by putting the experimental
plasma parameters in Eq. 1. The theoretical relation (Eq. 1) is
derived by considering the Maxwellian distribution having Te >>
Ti [51].

ω2

k2r
� KBTe

mi

⎛⎝ 1 + 3Ti
Te

1 + k2rλ
2
D

⎞⎠. (1)

FIGURE 1 | Block diagram of the experimental arrangement to enhance
the Landau damping as well as measure the dispersion relation of ion acoustic
waves.

FIGURE 2 | Dispersion relation of ion acoustic wave. The solid line is the
theoretical curve calculated from Eq. 1.

FIGURE 3 | Typical interferometer pattern for a 500 kHz signal at VHF � 0
and 100 mV. The measured damping rates are also shown.
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Hereω is the frequency component, kr is the real wavenumber,
Ti and Te are the ion and electron temperatures, respectively, and
mi is the ion mass. The Debye length, λD � 0.02 cm, and ion
plasma frequency, ωpi � 892 kHz, are measured from the plasma
parameters. In Figure 2, it is observed that the measured ω − k
relation fits well with the theoretical one. The phase velocity of the
ion acoustic wavemeasured from the lower kλD region is ∼1.04 ×
105cms− 1.

Usually, the Landau damping rate is calculated from the real
(kr) and imaginary (ki) parts of the wavenumber. As the wave
varies in space as exp(ikx), the imaginary part of the wavenumber
will produce spatial exponential damping. Here, the spatial
damping rate (ki/kr) of the wave is calculated from the phase
plots for a fixed value of VHF. The phase plots for VHF � 0 and
100 mV at applied frequency 500 kHz are shown in Figure 3. The
fast reduction of amplitude at VHF � 100 mV signifies the
increment in Landau damping rate. Generally, in basic plasma
wave experiments, the effect of Landau damping is often observed
as damping of an exciting wave during propagation. We observe
the impact of damping through resonant particles traveling at
wave phase velocity. The graphs of the measured damping rate
(ki/kr) with normalized frequency are shown in Figure 4. The
theoretical plot is obtained from the following relation [51]:

1
2 π

ki
kr

�
(TeTi)3/2exp{( Te

3Ti
)(1 − ω2

ω2
pi
)(1 + 3Ti

Te
)}.

2π3/2(1 − ω2

ω2
pi
)1/2 (2)

The damping rate of the ion acoustic wave increases as the
amplitude of the rf signal is increased. In Figure 4, the solid lines
are calculated for VHF � 0 and VHF � 100 mV from Eq. 2, whereas
the open and closed symbols are calculated values of ki/kr for

VHF � 0 and VHF � 100 mV, respectively. The experimental
points are found to coincide with the theory nicely.

Peregrine Soliton Under Enhanced Landau
Damping
Initially, to excite the Peregrine soliton, an amplitude-modulated
continuous sinusoidal wave of carrier frequency 380 kHz and
modulation frequency 30 Hz is synthesized using a pair of
function generators. The carrier frequency is typically selected
at nearly half of the ion plasma frequency (fpi ∼ 892 kHz). The
excitation amplitude of the carrier wave is varied from 2 to 9 V.
Example of the evolution of Peregrine soliton at different initial
amplitude is shown in Figure 5 at a fixed distance from the grid
x � 9 cm. The initially applied signal is shown at the top. For
carrier amplitude Vc � 5 V, the perturbation resembles the
applied perturbation, which indicates linear wave propagation.
The carrier amplitude is small, and the effective nonlinearity is
just below the threshold, due to which the perturbation is linear.
Gradually, with the increase in excitation amplitude, the wave packet
suffers steepening due to nonlinearity. When the self-modulation of

FIGURE 4 | Normalized wavenumber ω/ωpi as a function of the spatial
damping rate ki/kr . The solid curves are theoretically obtained from Eq. 2. The
open and closed symbols are experimentally measured values at VHF � 0 and
VHF � 100 mv, respectively.

FIGURE 5 | Typical examples experimentally observed Peregrine soliton
at x � 9 cm from the grid. The top trace is the applied signal with carrier and
modulation frequencies 380 and 30 kHz, respectively.
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FIGURE 6 | Observed oscilloscope trace at a fixed probe position 9 cm from the separation grid showing the transition of ion acoustic Peregrine soliton to an
envelope with an increase in VHF. (A) For VHF � 0–40 mV. (B) For VHF � 50–80 mV.

FIGURE 7 | Typical CWT scalogram of fundamental Peregrine soliton without application of VHF. The probe position is at 9 cm. (A) Time series (top) and CWT
scalogram (bottom) for Peregrine soliton for data length 0–250 µs. (B) Enlarged view of (A) for data length 50–100 µs.
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the wave packet reaches 100% atVc� 8 V, the nonlinearity is entirely
balanced by the group velocity dispersion, leading to the formation
of Peregrine soliton. The amplitude amplification factor of the
Peregrine soliton is found to be ∼3 (ratio of the peak amplitude
of the wave packet to the background carrier wave amplitude). The
group velocity of the perturbation is ∼ 2 × 105 cms− 1.

Next, a high-frequency rf signal is applied to the grid to
enforce Landau damping on the evolution of Peregrine soliton
while keeping the probe distance fixed at 9 cm (with Vc � 8 V).
The frequency of the applied continuous signal is kept fixed at
900 kHz, which is in the range of ion plasma frequency.
Modification of the Peregrine soliton due to the dissipative
effect is shown in Figures 6A,B. At VHF � 0 mV, i.e., without
the rf voltage, the Peregrine soliton is undisturbed. As VHF

increases, the Peregrine soliton amplitude decreases, which
signifies the enhancement of the strength of Landau damping.
At VHF � 60 mV, the peak of the Peregrine soliton completely
disappears. As indicated by the damping rate calculation, an
increase in VHF provides strong Landau damping. As shown in
Figures 6A,B, the amplitude of the Peregrine soliton decreases
with an increase in VHF. Although the amplitude of the

background carrier wave is increased at high VHF, which
indicates the increase in ion temperature.

A close observation of the evolution indicates that the solitary
peak amplitude gradually decreases with the reduction of
compression in the middle of the wave packet (due to which
wave energy focuses on forming a soliton). An increase in ion
temperature raises the number of resonant ions near the phase
velocity of the wave, due to which Landau damping is enhanced,
and the wave becomes less dispersive. As nonlinearity remains the
same, now both dissipation (due to enhanced Landau damping)
and dispersion compete to balance the nonlinearity.

Continuous Wavelet Transformation
Analysis
The continuous wavelet transformation (CWT) analysis is
performed for time-series data (presented in Figures 6A,B) and
shown in Figures 7, 8. The time-series data are presented along
with the CWT scalogram (3-dimensional surface plot of the
absolute coefficient matrix) to clarify the temporal locations of
the envelope. In Figure 7A, the CWT analysis of the Peregrine

FIGURE 8 | Typical CWT scalogram of fundamental Peregrine soliton with the application of VHF � 80 mV. The probe position is at 9 cm. (A) Time series (top) and
CWT scalogram for data length 0–250 µs (bottom). (B) Enlarged view of (A) for data length 50–100 µs.
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soliton for a temporal data length of 250 μs is shown (which
corresponds to the top trace of Figure 6A). The CWT
scalogram shows the broadening of the frequency spectrum at
75 µs, i.e., at the isolated peak location. For better resolution, CWT
analysis is performed for a temporal length of 50–100 μs and
shown in Figure 7B. A deep hole (dark blue) in front of the soliton
peak is observed here. This hole represents the complete self-
modulation of the initially applied wave packet due to
modulational instability.

The CWT scalogram, along with the time-series data of
envelope with enhanced Landau damping (with VHF � 80mV),
is shown in Figures 8A,B. Here, the reduction in the broadening of
the frequency spectrum is clearly observed. Also, in Figure 8B, it is
noticed that the deep hole in front of the largest wave crest almost
disappears. Figure 7B shows the focusing of energy on the narrow
wave group in themiddle of the wave packet, whereas in Figure 8B,
a continuous wave envelope is noticed. This signifies that wave
energy focusing due tomodulational instability vanishes because of
the strong Landau damping (at VHF � 80mV).

CONCLUSION

The evolution of ion acoustic Peregrine soliton under dissipation is
observed inmulticomponent plasmawith negative ions. The strength
of the Landau damping is increased by heating of ions via rf signal
(close to the ion plasma frequency) application to the separation grid.
The spatial damping rate of the ion acoustic wave is measured from
the interferometer phase plot. The experimentally measured

damping rate shows good agreement with the theory. The results
show the modification of the evolution characteristics of Peregrine
soliton. With high rf amplitude (VHF ≥ 60mV), the soliton peak
disappears, leaving behind an envelope only. At high VHF, the
damping rate increases due to the rise in the thermal velocity of
ions and thereby increasing resonant ions numbers close to the phase
velocity of the wave. Once the dissipative effect becomes more
substantial, the delicate balance between nonlinearity and group
velocity dispersion gets affected, and the soliton disappears. However,
a theoretical model considering the enhanced Landau damping effect
is yet to be established and will be considered as a future study.
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Instability of Double-PeriodicWaves in
the Nonlinear Schrödinger Equation
Dmitry E. Pelinovsky*

Department of Mathematics, McMaster University, Hamilton, ON, Canada

It is shown how to compute the instability rates for the double-periodic solutions to the
cubic NLS (nonlinear Schrödinger) equation by using the Lax linear equations. The wave
function modulus of the double-periodic solutions is periodic both in space and time
coordinates; such solutions generalize the standing waves which have the time-
independent and space-periodic wave function modulus. Similar to other waves in the
NLS equation, the double-periodic solutions are spectrally unstable and this instability is
related to the bands of the Lax spectrum outside the imaginary axis. A simple numerical
method is used to compute the unstable spectrum and to compare the instability rates of
the double-periodic solutions with those of the standing periodic waves.

Keywords: modulational instability, double-periodic solutions, Floquet spectrum, nonlinear Schrödinger equation,
standing waves

1 INTRODUCTION

Peregrine breather is a rogue wave arising on the background of the constant-amplitude wave due to
its modulational instability [1, 2]. The focusing cubic NLS (nonlinear Schrödinger) equation is the
canonical model which describes both the modulational instability and the formation of rogue waves.
Formation of rogue waves on the constant-amplitude background have been modeled from different
initial data such as local condensates [3], multi-soliton gases [4–6], and periodic perturbations [7, 8].
Rogue waves have been experimentally observed both in hydrodynamical and optical laboratories [9]
(see recent reviews in [10, 11]).

Mathematical theory of rogue waves on the constant-amplitude background has seen many recent
developments. universal behavior of the modulationally unstable constant-amplitude background was
studied asymptotically in [12, 13]. The finite-gap method was employed to relate the unstable modes on
the constant-amplitude background with the occurrence of rogue waves [14, 15]. Rogue waves of infinite
order were constructed in [16] based on recent developments in the inverse scatteringmethod [17]. Rogue
waves of the soliton superposition were studied asymptotically in the limit of many solitons [18, 19].

At the same time, rogue waves were also investigated on the background of standing periodic
waves expressed by the Jacobian elliptic functions. Such exact solutions to the NLS equation were
constructed first in [20] (see also early numerical work in [21] and the recent generalization in [22]).
It was confirmed in [23] that these rogue waves arise due to the modulational instability of the
standing periodic waves [24] (see also [25, 26]). Instability of the periodic standing waves can be
characterized by the separation of variables in the Lax system of linear equations [27] (see also [28,
29]), compatibility of which gives the NLS equation. Instability and rogue waves on the background
of standing periodic waves have been experimentally observed in [30].

Themain goal of this paper is to compute the instability rates for the double-periodic solutions to the NLS
equation, for which the wave function modulus is periodic with respect to both space and time coordinates.
In particular, we consider two families of double-periodic solutions expressed as rational functions of
the Jacobian elliptic functions which were constructed in the pioneering work [31]. These solutions

Edited by:
Heremba Bailung,

Ministry of Science and Technology,
India

Reviewed by:
Maximo Aguero,

Universidad Autónoma del Estado de
México, Mexico

Constance Schober,
University of Central Florida,

United States

*Correspondence:
Dmitry E. Pelinovsky

dmpeli@math.mcmaster.ca

Specialty section:
This article was submitted to

Mathematical and Statistical Physics,
a section of the journal

Frontiers in Physics

Received: 26 August 2020
Accepted: 04 January 2021

Published: 22 February 2021

Citation:
Pelinovsky DE (2021) Instability of

Double-Periodic Waves in the
Nonlinear Schrödinger Equation.

Front. Phys. 9:599146.
doi: 10.3389/fphy.2021.599146

Frontiers in Physics | www.frontiersin.org February 2021 | Volume 9 | Article 5991461

MINI REVIEW
published: 22 February 2021

doi: 10.3389/fphy.2021.599146

123

http://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2021.599146&domain=pdf&date_stamp=2021-02-22
https://www.frontiersin.org/articles/10.3389/fphy.2021.599146/full
https://www.frontiersin.org/articles/10.3389/fphy.2021.599146/full
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.3389/fphy.2021.599146
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2021.599146


represent perturbations of the Akhmediev breathers and describe
generation of either phase-repeated or phase-alternating wave
patterns [32, 33]. Rogue waves on the background of the double-
periodic solutions were studied in [34] (see also numerical work
in [35, 36]). Experimental observation of the double-periodic
solutions in optical fibers was reported in [37].

The double-periodic solutions constructed in [31] are
particular cases of the quasi-periodic solutions of the NLS
equation given by the Riemann Theta functions of genus two
[38–40]. Rogue waves for general quasi-periodic solutions of any
genus were considered in [41–43].

Instability of the double-periodic solutions is studied using the
Floquet theory for the Lax system of linear equations both in space
and time coordinates. We compute the instability rates of the
double-periodic solutions and compare them with those for the
standing periodic waves. In order to provide a fair comparison, we
normalize the amplitude of all solutions to unity.As a main outcome
of this work, we show that the instability rates are larger for the
constant-amplitude waves and smaller for the double-periodic waves.

The article is organized as follows. The explicit solutions to the
NLS equation are reviewed in Section 2. Instability rates for the
standing periodic waves and the double-periodic solutions are
computed in Sections 3 and 4 respectively. Further directions are
discussed in Section 5.

2 EXPLICIT SOLUTIONS TO THE NLS
EQUATION

The nonlinear Schrödinger (NLS) equation is a fundamental
model for nonlinear wave dynamics [44, 45]. We take the NLS
equation in the standard form:

iψt +
1
2
ψxx +

∣∣∣∣ψ∣∣∣∣2ψ � 0. (2.1)

This model has several physical symmetries which are checked
directly:

• translation:

if ψ(x, t) is a solution, so is ψ(x + x0, t + t0), for every
(x0, t0) ∈ R × R,

(2.2)

• scaling:

if ψ(x, t) is a solution, so is αψ(αx, α2t), for every α ∈ R, (2.3)

• Lorentz transformation:

if ψ(x, t) is a solution, so is ψ(x + βt, t)e−iβx− i
2β

2t , for every β ∈ R.

(2.4)

In what follows, we use the scaling symmetry Eq. 2.3 to normalize
the amplitude of periodic and double-periodic solutions to unity
and the Lorentz symmetry Eq. 2.4 to set the wave speed to zero.

We also neglect the translational parameters (x0, t0) due to the
symmetry Eq. 2.2.

A solution ψ(x, t) : R × R→C to the NLS Eq. 2.1 is a
compatibility condition of the Lax system of linear equations
on φ(x, t) : R × R→C2:

φx � U(λ,ψ)φ, U(λ,ψ) � ( λ ψ
−ψ −λ) (2.5)

and

φt � V(λ,ψ)φ,V(λ,ψ) � i
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ λ2 + 1

2

∣∣∣∣ψ∣∣∣∣2 1
2
ψx + λψ

1
2
ψx − λψ −λ2 − 1

2

∣∣∣∣ψ∣∣∣∣2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠, (2.6)

where ψ is the conjugate of ψ and λ ∈ C is a spectral parameter.
The algebraic method developed in [34] allows us to

construct the stationary (Lax–Novikov) equations which
admit a large class of bounded periodic and quasi-periodic
solutions to the NLS Eq. 2.1. The simplest first-order
Lax–Novikov equation is given by

du
dx

+ 2icu � 0, (2.7)

where c is arbitrary real parameter. A general solution of this
equation is given by u(x) � Ae−2icx , where A is the integration
constant. This solution determines the constant-amplitude waves
of the NLS Eq. 2.1 in the form:

ψ(x, t) � Ae−2ic(x+ct)+iA
2t , (2.8)

where A> 0 is the constant amplitude and translations in (x, t)
are neglected due to the translational symmetry Eq. 2.2. Without
loss of generality, c can be set to 0 due to the Lorentz
transformation. Indeed, transformation Eq. 2.4 with β � −c
transforms Eq. 2.8 to the equivalent form ψ(x, t) � Ae−icx− i

2c
2t+iA2t ,

which is obtained from ψ(x, t) � Ae−iA2t due to transformation
Eq. 2.4 with β � c. By the scaling transformation Eq. 2.3 with
α � A−1, the amplitude A can be set to unity, which yields the
normalized solution ψ(x, t) � eit .

The second-order Lax–Novikov equation is given by

d2u
dx2

+ 2|u|2u + 2ic
du
dx

− 4bu � 0, (2.9)

where (c, b) are arbitrary real parameters. Solutions u to the
second-order Eq. 2.9 determines the standing traveling waves of
the NLS Eq. 2.1 in the form:

ψ(x, t) � u(x + ct)e2ibt . (2.10)

Without loss of generality, we set c � 0 due to the Lorentz
transformation Eq. 2.4 with β � −c. Waves with the trivial
phase are of particular interest [20, 27]. There are two families
of such standing periodic waves given by the Jacobian elliptic
functions in the form:
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ψ(x, t) � dn(x; k)ei(1−k2/2)t (2.11)

and

ψ(x, t) � kcn(x; k)e,i(k2−1/2)t, (2.12)

where the parameter k ∈ (0, 1) is the elliptic modulus. The
solutions Eqs. 2.11, 2.12 are defined up to the scaling
transformation Eq. 2.3 and translations Eq. 2.2. The
amplitude (maximal value of

∣∣∣∣ψ∣∣∣∣) is set to unity for Eq. 2.11
and to k for Eq. 2.12. In order to normalize the amplitude to unity
for the cnoidal wave Eq. 2.12, we can use the scaling
transformation Eq. 2.3 with α � k−1.

Due to the well-known expansion formulas

dn(x; k) � sech(x) + 1
4
(1 − k2)[sinh(x)cosh(x) + x]

× tanh(x)sech(x) +O((1 − k2)2),
cn(x; k) � sech(x) − 1

4
(1 − k2)[sinh(x)cosh(x) − x]

× tanh(x)sech(x) +O((1 − k2)2),
both the periodic waves Eqs. 2.11, 2.12 approaches the NLS
soliton ψ(x, t) � sech(x)eit/2 as k→ 1. In the other limit, the
dnoidal periodic wave Eq. 2.11 approaches the constant-
amplitude wave ψ(x, t) � eit as k→ 0, whereas the normalized
cnoidal periodic wave Eq. 2.12 approaches the harmonic wave
ψ(x, t) ∼ cos(x/k)e−it/(2k2) as k→ 0.

The third-order Lax–Novikov equation is given by

d3u
dx3

+ 6|u|2du
dx

+ 2ic(d2u
dx2

+ 2|u|2u) − 4b
du
dx

+ 8iau � 0, (2.13)

where (a, b, c) are arbitrary real parameters. Waves with a � c � 0
are again of particular interest [31]. After a transformation of
variables [34], such solutions can be written in the form:

ψ(x, t) � [Q(x, t) + iδ(t)]eiθ(t), (2.14)

where Q(x, t) : R ×R→R is periodic both in the space and
time coordinates and δ(t) : R→R has a double period in t
compared to Q(x, t). There are two particular families of the
double-periodic solutions Eq. 2.14, which can be written by
using the Jacobian elliptic functions (see Appendices A and B
in [34]):

ψ(x, t) � k
cn(t; k)cn( ����

1 + k
√

x; κ) + i
����
1 + k

√
sn(t; k)dn( ����

1 + k
√

x; κ)����
1 + k

√
dn( ����

1 + k
√

x; κ) − dn(t; k)cn( ����
1 + k

√
x; κ) eit ,

κ �
����
1 − k

√����
1 + k

√
(2.15)

and

ψ(x, t) � dn(t; k)cn( �
2

√
x; κ) + i

�������
k(1 + k)√

sn(t; k)����
1 + k

√ − �
k

√
cn(t; k)cn( �

2
√

x; κ) eikt ,

κ �
����
1 − k

√ �
2

√ ,

(2.16)

where k ∈ (0, 1) is the elliptic modulus. The solutions Eqs. 2.15,
2.16 are defined up to the scaling transformation Eq. 2.3 and the
translations Eq. 2.2. The amplitude (maximal value of |u|) is����
1 + k

√ + 1 for Eq. 2.15 and
����
1 + k

√ + �
k

√
for Eq. 2.16. In order

to normalize the amplitudes of the double-periodic waves to
unity, we can use the scaling transformation Eq. 2.3 with
α � ( ����

1 + k
√ + 1)− 1 and α � ( ����

1 + k
√ + �

k
√ )− 1 respectively.

The double-periodic solutions Eqs. 2.15, 2.16 can be written
in the form:

ψ(x, t) � ϕ(x, t)e2ibt , ϕ(x + L, t) � ϕ(x, t + T) � ϕ(x, t), (2.17)

where L> 0 and T > 0 are fundamental periods in space and time
coordinates, respectively, whereas 2b � 1 for Eq. 2.15 and 2b � k
for Eq. 2.16.

Figure 1 shows surface plots of
∣∣∣∣ψ∣∣∣∣ on the (x, t) plane

within the fundamental periods. The amplitudes of the double-
periodic waves on Figure 1 have been normalized to unity by the
scaling transformation Eq. 2.3. The solution Eq. 2.15 generates the
phase-repeated wave patterns, whereas the solution Eq. 2.16
generates the phase-alternating patterns [32–34, 36].

As k→ 1, both the double-periodic solutions Eqs. 2.15 and
2.16 approach to the same Akhmediev breather given by

ψ(x, t) � cos( �
2

√
x) + i

�
2

√
sinh(t)�

2
√

cosh(t) − cos( �
2

√
t) eit . (2.18)

As k→ 0, the solution Eq. 2.15 approaches the scaled NLS soliton

ψ(x, t) � 2sech(2x)e2it , (2.19)

whereas the solution Eq. 2.16 approaches the scaled cnoidal wave

ψ(x, t) � cn( �
2

√
x;

1�
2

√ ). (2.20)

These limits are useful to control accuracy of numerical
computations of the modulational instability rate for the
double-periodic solutions in comparison with the similar
numerical computations for the standing waves.

3 INSTABILITY OF STANDING WAVES

Here we review how to use the linear Eq. 2.5, 2.6 in order to
compute the instability rates for the standing periodic waves (Eq.
2.10) (see [23, 27]). Due to the separation of variables in Eq. 2.10,
one can write

φ1(x, t) � χ1(x + ct)eibt+tΩ, φ2(x, t) � χ2(x + ct)e−ibt+tΩ, (3.1)

where Ω ∈ C is another spectral parameter and χ � (χ1, χ2)T
satisfies the following spectral problems:

χx � ( λ u
−u −λ)χ, (3.2)

and
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Ωχ + c( λ u
−u −λ)χ � i

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ λ2 + 1
2
|u|2 − b

1
2
du
dx

+ λu

1
2
du
dx

− λu −λ2 − 1
2
|u|2 + b

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠χ.

(3.3)

We say that λ belongs to the Lax spectrum of the spectral problem Eq.
3.2 if χ ∈ L∞(R). Since u(x + L) � u(x) is periodic with the
fundamental period L> 0, Floquet’s Theorem guarantees that
bounded solutions of the linearEq. 3.2 can be represented in the form:

χ(x) � χ̂(x)eiθx, (3.4)

where χ̂(x + L) � χ̂(x) and θ ∈ [−π
L,

π
L]. When θ � 0 and θ � ± π

L,

the bounded solutions Eq. 3.4 are periodic and anti-periodic,
respectively.

Since the spectral problem Eq. (3.3) is a linear algebraic
system, it admits a nonzero solution if and only if the
determinant of the coefficient matrix is zero. The latter
condition yields the x-independent relation between Ω and λ
in the form Ω2 + P(λ) � 0, where P(λ) is given by

P(λ) � λ4 + 2icλ3 − (c2 + 2b)λ2 + 2i(a − bc)λ + b2 − 2ac + 2d,

(3.5)

with parameters a and d being the conserved quantities of the
second-order Eq. 2.9:∣∣∣∣∣∣∣dudx

∣∣∣∣∣∣∣2 + |u|4 − 4b|u|2 � 8d, (3.6)

and

i(du
dx

u − u
du
dx

) − 2c|u|2 � 4a. (3.7)

Polynomial P(λ) naturally occurs in the algebraic method [34].
For the standing waves of the trivial phase with a � c � 0, the
polynomial P(λ) can be written explicitly in the form:

P(λ) � λ4 − 1
2
(u2

1 + u2
2)λ2 + 1

16
(u2

1 − u2
2)2, (3.8)

where the turning points u1 and u2 parameterize b and d in the form:

{ 4b � u21 + u2
2,

8d � −u2
1u

2
2.

(3.9)

Roots of P(λ) are located at { ± λ1, ± λ2} given by

λ1 � u1 + u2

2
, λ2 � u1 − u2

2
, (3.10)

so that the polynomial P(λ) can be written in the factorized form:

P(λ) � (λ2 − λ21)(λ2 − λ22). (3.11)

By adding a perturbation v to the standing wave u in the form

ψ(x, t) � e2ibt[u(x + ct) + v(x + ct, t)] (3.12)

and dropping the quadratic terms in v, we obtain the linearized system
of equations which describe linear stability of the standing waves
(Eq. 2.10):

⎧⎪⎪⎪⎨⎪⎪⎪⎩
ivt − 2bv + icvx + 1

2
vxx + 2|u|2v + u2v � 0,

−ivt − 2bv − icvx + 1
2
vxx + 2|u|2v + u2v � 0.

(3.13)

The variables can be separated in the form:

v(x, t) � w1(x)etΛ, v(x, t) � w2(x)etΛ, (3.14)

where Λ is a spectral parameter and w � (w1,w2)T satisfies the
spectral stability problem

iΛσ3w +⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
2
z2x + 2|u|2 − 2b + iczx u2

u2 1
2
z2x + 2|u|2 − 2b − iczx

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠w

� 0, (3.15)

where σ3 � diag(1,−1). Note that w1 and w2 are no longer
complex conjugate if Λ ∉ R.

We say that Λ belongs to the stability spectrum of the
spectral problem Eq. 3.15 if w ∈ L∞(R). If λ is in the Lax
spectrum of the spectral problem Eq. 3.2, then the bounded
squared eigenfunctions χ21 and χ

2
2 determine the bounded eigen

FIGURE 1 | Amplitude-normalized double-periodic waves Eq. 2.15 (left) and Eq. 2.16 (right) with k � 0.9.

Frontiers in Physics | www.frontiersin.org February 2021 | Volume 9 | Article 5991464

Pelinovsky Instability of Double-Periodic Waves

126

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


functions w1 and w2 of the spectral stability problem Eq. 3.15
and Ω determines eigenvalues Λ as follows:

w1 � χ21, w2 � −χ22, Λ � 2Ω. (3.16)

Validity of Eq. 3.16 can be checked directly from Eqs. 3.2, 3.3,
3.14, and 3.15. If Re(Λ)> 0 for λ in the Lax spectrum, the
periodic standing wave Eq. 2.10 is called spectrally unstable. It
is called modulationally unstable if the unstable spectrum with
Re(Λ)> 0 intersects the origin in the Λ-plane transversely to the
imaginary axis.

The importance of distinguishing between spectral and
modulational instability of the periodic standing waves appears
in the existence of rogue waves on their background. It was shown
in [46] that if the periodic standing waves are spectrally unstable
but modulationally stable, the rogue waves are not fully localized
and degenerate into propagating algebraic solitons. Similarly, it
was shown in [23] that if the unstable spectrum with Re(Λ)> 0
intersects the origin in the Λ-plane tangentially to the imaginary

axis, the corresponding rogue wave degenerates into a
propagating algebraic soliton.

Next, we compute the instability rates for the standing periodic
waves (2.10) of the trivial phase with a � c � 0. It follows from Eq.
3.11 with either real λ1, λ2 or complex-conjugate λ1 � λ2 that if
λ ∈ iR belongs to the Lax spectrum, then Λ ∈ iR belongs to the
stable spectrum. Thus, the spectral instability of the standing
periodic waves of the trivial phase is only related to the Lax
spectrum with λ ∉ iR.

For the dn-periodic wave Eq. 2.11 with u1 � 1 and
u2 �

�����
1 − k2

√
, the amplitude is already normalized to unity

and no scaling transformation is needed. Lax spectrum of the
spectral problem Eq. 3.2 is shown on Figure 2 (left) for k � 0.9. It
follows from Eq. 3.11 that P(λ)< 0 for λ ∈ (λ2, λ1) with
P(λ1,2) � 0, where λ1,2 are given by Eq. 3.10. The unstable
spectrum on the Λ-plane belongs to the finite segment on the
real line which touches the origin as is shown on Figure 2 (right),
hence the dn-periodic wave Eq. (2.11) is both spectrally and
modulationally unstable. It follows from Eq. 3.16 that

FIGURE 2 | Lax spectrum on the λ-plane (left) and stability spectrum on the Λ-plane (right) for the dn-periodic wave Eq. 2.11 with k � 0.9.

FIGURE 3 | The same as Figure 2 but for the amplitude-normalized cn-periodic wave with k � 0.85 (top) and k � 0.95 (bottom).

Frontiers in Physics | www.frontiersin.org February 2021 | Volume 9 | Article 5991465

Pelinovsky Instability of Double-Periodic Waves

127

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


max
λ ∈ [λ2 ,λ1]

Λ � max
λ ∈ [λ2 ,λ1]

2
���������������(λ21 − λ2)(λ2 − λ22)√

� (λ21 − λ22) � �����
1 − k2

√
.

Since the dn-periodic wave becomes the constant-amplitude
wave of unit amplitude if k � 0, it is clear that the maximal
instability rate is largest for the constant-amplitude wave with
k � 0, monotonically decreasing in k, and vanishes for the soliton
limit k � 1. As k→ 1, the horizontal band on Figure 2 (right)
shrinks to an eigenvalue at the origin.

For the cn-periodic wave Eq. 2.12 with u1 � k and
u2 � i

�����
1 − k2

√
, the amplitude is k. Hence, we use the scaling

transformation (2.3) with α � k−1 in order to normalize the
amplitude to unity. Lax spectrum of the spectral problem Eq.
3.2 for such an amplitude-normalized cn-periodic wave is

shown on left panels of Figure 3 for k � 0.85 (top) and k �
0.95 (bottom). The unstable spectrum on the Λ-plane is
obtained from the same expressions Λ � ± 2i

����
P(λ)√

when λ
traverses along the bands of the Lax spectrum outside iR. The
unstable spectrum resembles the figure-eight band as is shown
on the right panels of Figure 3. The figure-eight band starts and
ends at Ω � 0 for λ � λ1 and λ � λ2. Stability spectrum for both
examples is similar in spite of the differences in the Lax
spectrum. The only difference is that the figure-eight band
and the purely imaginary bands intersect for k � 0.85 (top)
and do not intersect for k � 0.95 (bottom). Thus, the cn-periodic
wave Eq. 2.12 is spectrally and modulationally unstable. As
k→ 1, the figure-eight band shrinks to an eigenvalue at the
origin.

FIGURE 4 | Instability rate Re(Λ) versus the Floquet parameter θ for the amplitude-normalized dn-periodic (left) and cn-periodic (right) waves. The values of k in
the elliptic functions are given in the plots.

FIGURE 5 | Lax spectrum on the λ-plane (left) and stability spectrum on the Λ-plane (right) for the amplitude-normalized double-periodic wave Eq. 2.15 with
k � 0.85 (top) and k � 0.95 (bottom).
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Figure 4 compares the instability rates for different standing
waves of the same unit amplitude. Re(Λ) is plotted versus the

Floquet parameter θ in [0, πL] in Eq. 3.4. For the dn-periodic wave
(left), we confirm that the growth rate is maximal for the
constant-amplitude wave (k � 0) and is monotonically
decreasing as k is increased in (0, 1). For the cn-periodic wave
(right), the growth rate is also maximal in the limit k→ 0, for
which the amplitude-normalized cn-periodic wave is expanded as

u(x) � cn(k− 1x; k) ∼ 0.5eik
−1x + 0.5e−ik

−1x as k→ 0. (3.17)

Due to the scaling transformation Eq. 2.3 and the expansion Eq.
3.17, the maximal growth rate in the limit k→ 0 is 0.25 instead of

1 and the Floquet parameter θ, for which it is attained, diverges to
infinity as k→ 0. As k increases in (0, 1), the growth rate becomes
smaller and the Floquet parameter θ for which Re(Λ)> 0 moves
toward the origin. The end point of the unstable band reaches
θ � 0, when the bands of the Lax spectrum outside iR do not
intersect iR like on Figure 3 (bottom).

4 INSTABILITY OF DOUBLE-PERIODIC
WAVES

Here we describe the main result on how to compute the
instability rates for the double-periodic waves by using the
linear Eqs. 2.5, 2.6. We write the solutions Eqs. 2.15, 2.16 in

FIGURE 6 | The same as Figure 5 but for the amplitude-normalized double-periodic wave (2.16) with k � 0.3 (top), k � 0.6 (middle), and k � 0.9 (bottom).
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the form Eq. 2.17. We represent solution φ to the linear Eqs. 2.5,
2.6 in the form:

φ1(x, t) � χ1(x, t)eibt+xμ+tΩ, φ2(x, t) � χ2(x, t)e−ibt+xμ+tΩ, (4.1)

where μ,Ω ∈ C are spectral parameters and χ � (χ1, χ2)T satisfies
the following spectral problems:

χx + μχ � ( λ ϕ
−ϕ −λ)χ, (4.2)

and

χt + Ωχ � i
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

λ2 + 1
2

∣∣∣∣ϕ∣∣∣∣2 − b
1
2
dϕ
dx

+ λϕ

1
2
dϕ
dx

− λϕ −λ2 − 1
2

∣∣∣∣ϕ∣∣∣∣2 + b

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠χ. (4.3)

Parameters μ,Ω ∈ C are independent of (x, t). This follows from
the same compatibility of the linear Lax Eqs. 2.5, 2.6 if ψ(x, t) in
Eq. 2.17 satisfies the NLS Eq. 2.1.

By Floquet theorem, spectral parameters μ,Ω ∈ C are
determined from the periodicity conditions χ(x + L, t) �
χ(x, t + T) � χ(x, t) in terms of the spectral parameter λ. We
distinguish between the space coordinate x and the time
coordinate t in order to consider stability of the double-
periodic waves Eq. 2.17 in the time evolution of the NLS
Eq. 2.1.

The Lax spectrum is defined by the condition that λ belongs to
an admissible set for which the solution Eq. 4.1 is bounded in x.

Hence μ � iθ with real θ in [−π
L,

π
L] and λ is computed from the

spectral problem Eq. 4.2with χ(x + L, t) � χ(x, t) for every t ∈ R.
With λ defined in the Lax spectrum, the spectral problem Eq.

4.3 can be solved for the spectral parameter Ω under the
condition that χ(x, t + T) � χ(x, t) for every x ∈ R. The
corresponding solution to the linear system Eqs. 4.2, 4.3
generates the solution v(x, t) of the linearized system Eq. 3.13
with u ≡ ϕ and c � 0 by means of the transformation formulas
Eqs. 3.14, 3.16. Spectral parameter Ω is uniquely defined in the

fundamental strip Im(Ω) ∈ [−π
T,

π
T], while Re(Ω) determines the

instability rate Re(Λ) by Λ � 2Ω.
If Re(Λ)> 0 for λ in the Lax spectrum, the double-periodic

wave (2.17) is called spectrally unstable. The amplitude-normalized

double-periodic waves are taken by using the scaling
transformation (2.3). We observe again that the unstable
spectrum with Re(Λ)> 0 is related with λ in the Lax spectrum
outside the imaginary axis.

For the amplitude-normalized double-periodic wave Eq.
2.15 with k � 0.85 (top) and k � 0.95 (bottom), Figure 5
shows the Lax spectrum of the spectral problem Eq. 4.2 with

μ � iθ and θ ∈ [−π
L,

π
L] on the λ-plane (left) and the stability

spectrum on the Λ-plane (right). The unstable spectrum is
located at the boundary Im(Λ) � ± 2π

T of the strip for every
k ∈ (0, 1). The double-periodic wave Eq. 2.15 is spectrally
unstable.

Figure 6 shows the same as Figure 5 but for the amplitude-
normalized double-periodic wave Eq. 2.16 with k � 0.3 (top),
k � 0.6 (middle), and k � 0.9 (bottom). The Lax spectrum on the
λ-plane has three bands, two of which are connected either
across the imaginary axis (top) or across the real axis (middle
and bottom), the third band is located on the real axis. The
unstable spectrum on the Λ-plane includes the figure-eight band
and bands located near the boundary Im(Λ) � ± 2π

T . As k→ 1,
the figure-eight band becomes very thin and the stability
spectrum looks similar to the one on Figure 5 because both
the double-periodic solutions approach the Akhmediev breather
Eq. 2.18.

Figure 7 compares the instability rates for different double-
periodic waves of the same unit amplitude. Re(Λ) is plotted

versus the Floquet parameter θ in [0, πL], where μ � iθ is defined
in Eq. 4.2.

For the amplitude-normalized double-periodic wave Eq. 2.15
(left), the instability rate is maximal as k→ 1, that is, at the
Akhmediev breather Eq. 2.18. The unstable band starts with the
same cut-off value of θ and extends all the way to θ � π

L. When
k→ 0, the instability rates quickly decrease as the double-periodic
wave approaches the NLS soliton Eq. 2.19.

For the amplitude-normalized double-periodic wave Eq. 2.16
(right), the instability rate is large in the limit k→ 0, when the
double-periodic wave is close to the particular cn-periodic wave
Eq. 2.20. Then, the rates decrease when k is increased, however,
the rates increase again and reach the maximal values as k→ 1
when the double-periodic wave approaches the Akhmediev
breather Eq. 2.18.

FIGURE 7 | Instability rate Re(Λ) versus the Floquet parameter θ for the amplitude-normalized double-periodic wave Eq. 2.15 (left) and the double-periodic wave
Eq. 2.16 (right). The values of k are given in the plots.
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5 CONCLUSION

We have computed the instability rates for the double-periodic
waves of the NLS equation. By using the Lax pair of linear
equations, we obtain the Lax spectrum with the Floquet theory
in the spatial coordinate at fixed t and the stability spectrum with
the Floquet theory in the temporal coordinate at fixed x. This
separation of variables is computationally simpler than solving
the full two-dimensional system of linearized NLS equations on
the double-periodic solutions.

As the main outcome of the method, we have shown instability
of the double-periodic solutions and have computed their
instability rates, which are generally smaller compared to those
for the standing periodic waves.

The concept can be extended to other double-periodic
solutions of the NLS equation which satisfy the higher-order
Lax–Novikov equations. Unfortunately, the other double-periodic

solutions are only available in Riemann theta functions of
genus d ≥ 2, and for practical computations, one needs to
construct such double-periodic solutions numerically,
similarly to what was done in [41]. This task is opened for
further work.
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Transformation of the Peregrine
Breather Into Gray Solitons on a
Vertically Sheared Current
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In this Brief Research Report, we show, within the framework of the nonlinear Schrödinger
equation in deep water and in the presence of vorticity (vor-NLS), that the Peregrine
breather traveling at the free surface of a shear current of slowly varying vorticity may
transform into gray solitons.

Keywords: nonlinear schrödinger equation, water waves, Solitons, breather, vorticity

1 INTRODUCTION

Within the framework of a fully nonlinear two-dimensional potential solver [4], computed the
temporal evolution of a Stokes wavetrain with a small modulation. They found that the energy
becomes focused, at the maximum of modulation, into a short wave packet of large amplitude they
called a steep wave event (SWE). They showed that the Peregrine breather, which is an exact
solution of the self-focusing nonlinear Schrödinger equation, was the most convenient
approximation of the envelope of the SWE. Note that the Peregrine breather can be derived
from the Kuznetsov-Ma breather and the Akhmediev breather in the limit of infinite temporal and
spatial period (see [7]) [3]. suggested that the Peregrine breather may provide a useful and simple
model for rogue wave events [1]. presented the first experimental observation of the Peregrine
breather in a water wave tank. More recently [2], presented the first ever observation in a wave tank
of dark solitons on the surface of water, so demonstrating the probable existence at the sea surface
of dark solitons in finite depth for kh< 1.363 where k is the carrier wavenumber and h the water
depth. They found a good agreement between the experimental soliton and the dark soliton
solution of the defocusing nonlinear Schrödinger equation. Dark solitons occur as envelope holes.
Rogue waves are large-amplitude waves which occurs at the sea surface suddenly without warning.
Such waves are accompanied by deep holes before and/or after the largest crest. Another possible
mechanism of these holes in the ocean could be dark or gray soliton generation. There is an
abundant literature on the interaction between surface water waves and spatially uniform currents.
In the real ocean, currents are never uniform. Spatially varying currents may affect strongly the
water wave behavior. Herein, we paid attention to the evolution of a Peregrine breather
propagating at the surface of a vertically sheared current. In this Brief Research Report we
propose, based on the NLS equation in infinite depth, a physical mechanism of gray soliton
generation from a Peregrine breather evolving on slowly varying underlying water vorticity.
Section 2 is devoted to the presentation of the vor-NLS equation in the presence of constant
vorticity derived by [8]. The vor-NLS equation is self-focusing or defocusing according to the
magnitude of the vorticity. Vorticity effect on the soliton solutions of the vor-NLS of self-focusing
and defocusing types is displayed. A numerical simulation of the transformation of the Peregrine
breather propagating at the free surface of a water flow of slowly varying vorticity is presented in
section 3. A conclusion is given in section 4.
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2 THE VOR-NLS

We choose an Eulerian frame (Oxyz) with unit vectors
(ex, ey , ez). The vector ez is oriented upwards so that the
acceleration due to gravity is g � −gez with g > 0. The
equation of the undisturbed free surface is z � 0. The water
waves are traveling at the surface of an underlying vertically
sheared current of constant vorticity given by U(z) � Ωz. The
study is restricted to modulated wave trains propagating with
positive phase velocities so long as both negative and positive
values of Ω are considered. [8], have shown that the spatio-
temporal evolution of the complex envelope a(ξ, τ) of the
surface elevation of a two-dimensional weakly nonlinear
modulated wave train propagating in the presence of
constant water vorticity is governed by the nonlinear
Schrödinger equation (NLS equation)

iaτ + αaξξ + c|a|2a � 0 (1)

In the case of a wave train propagating at the surface of a deep
water flow of constant vorticity ζ � −Ω, the dispersive and
nonlinear coefficients of the vor-NLS Eq.1 are

α � −ω(1 +Ω)2
k2(2 + Ω)3, c � −ωk

2

8

(Ω + 2/3)(3Ω2 + 6Ω + 6)
1 + Ω ,

with Ω � Ω/ω. We consider a carrier wave traveling from left to
right in deep water whose intrinsic frequency, intrinsic phase
velocity and intrinsic group velocity are

ω � −Ω
2
+

�������
Ω2

4
+ gk

√
,

cp � − Ω
2k

+
������
Ω2

4k2
+ g
k

√
,

cg �
Ω +

��������
Ω2 + 4gk

√
2

��������
Ω2 + 4gk

√ cp,

with k the carrier wavenumber and g the gravitational
acceleration.

[5] have compared both the linear intrinsic phase velocities
and total energies of gravity waves in the presence of constant
vorticity in finite depth and deep water and came to the
conclusion that linear gravity waves in finite depth
propagating at the surface of a water flow of constant
vorticity behave like waves in infinite depth if kh> π. We
can conclude that the unbounded water flow at z � −∞
does not influence the kinematics and dynamics of the
surface waves. In addition to the results of [5], Figure 1
shows the dimensionless intrinsic group velocity deviation
between finite and infinite depths for different values of the
vorticity. As we can see the difference between the group
velocities in finite and infinite depth becomes very weak as
kh increases beyond the value π. Equation 1 is focusing for
Ω> − 2/3 and defocusing for Ω<−2/3. Note that Ω> − 1, ∀Ω.

2.1 Effect of Vorticity on the Peregrine
Breather and Gray Soliton
The focusing vor-NLS equation admits the Peregrine breather as
solution

aP(ξ, τ) � a0k
����
−ω

2c

√ (1 − 4(1 − ia20k
2ωτ)

1 − ωa20k
2ξ2/α + a40k

4ω2τ2
)

exp( − ia20k
2ωτ/2). (2)

Note that α< 0 and c< 0, ∀Ω>−2/3. The defocusing vor-NLS
equation admits the dark, aD, and the gray, aG, solitons as
solutions.

aD � a0 tanh( ����
− c

2α

√
a0ξ)exp(ica20τ) (3)

aG � a0
exp(2im) + exp(2a0 sin(m)( ���

− c
2α

√
ξ + a0cτ cos(m)))

1 + exp(2a0 sin(m)( ���
− c
2α

√
ξ + a0cτ cos(m))) eia

2
0cτ

(4)

where a0 is the envelope amplitude of the background carrier
wave. The parameter m fixes the minimum of amplitude at the
center of the soliton. For m � π/2 this minimum is zero, with a
phase shift, that corresponds to the dark soliton. Note that α< 0
and c> 0, ∀ − 1<Ω<−2/3 (Ω> − 1 whatever the value of Ω).
Equation 3 can be derived from Eq. 4 whenm � π/2. In Figure 2
are plotted several dimensionless profiles of the Peregrine
breather and the gray soliton for different values of the
vorticity ζ � −Ω. The vorticity does not modify the
amplification factor |aP|/|aP∞|. The envelope amplitude of the
background carrier wave is |aP∞| � a0k

�������−ω/(2c)√
whereas the

FIGURE 1 | Dimensionless group velocity deviation between finite and
infinite depths as a function of the dispersive parameter for several values of
the dimensionless vorticity. In dimensionless terms, the units of acceleration
and length are the acceleration of gravity g and 2π (g � 1 and k � 1).
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maximum amplitude of the envelope is 3a0k
�������−ω/(2c)√

.
Consequently, the normalized maximum of the modulation
envelope does not depend on the vorticity. The Peregrine
breather is narrower (wider) for positive (negative) vorticity. The
width of the breather decreases as the vorticity increases. The
minimal amplitude at the center of the gray soliton is not
modified by the presence of the vortical flow. The gray solitons
becomes narrower as the positive vorticity increases.

3 EVOLUTION OF THE PEREGRINE
BREATHER ON SLOWLY VARYING
VORTICAL FLOW
Within the framework of Eq. 1, we have performed a numerical
simulation of the transformation of a Peregrine breather traveling
at the free surface of a vortical water flow whose vorticity varies
very slowly. Ω varies from zero to a value less than −2/3. For
Ω � 0 Eq. 1 is focusing whereas for Ω<−2/3 this equation is
defocusing. Consequently, the slow variation of the vorticity
transforms the focusing vor-NLS equation into defocusing. We
consider a Peregrine breather that meets progressively a vortical
water flow whose temporal variation is

Ω(τ) � sin(στ + π/2) − 1, 0≤ στ ≤ π
Ω(τ) � −2, στ > π.

The parameter σ is chosen such that the average temporal
variation of the vorticity along the ramp is of O(a20k2). The
vorticity remains constant when στ > π. Note that Ω(0) � 0 and
Ω(στ � π) ≈ − 0.828. The vor-NLS equation is solved
numerically using a pseudo-spectral Fourier method. The
periodicity length of the spatial domain is L � 160π. The
number of grid points is N � 6000. Dealiasing is used. Time
integration is carried out with a second order time-splitting
method and a fourth order Runge Kutta scheme as well. The
numerical code is checked using comparisons with the exact
breather solutions and by the self consistency of the results of the
two time integration schemes also. We have used a spatial filter
similar to that of [6] to avoid numerical instabilities. The filter

does not modify the envelope evolution because it cancels the
highest modes that do not participate in the global dynamic of the
envelope. The transfer function of the filter is exp(−]κ2), where κ
is a wavenumber in the Fourier space and ] � 10− 5 is used. With
this value of ] the loss of the energy of the carrier wave is of the
order of 1% over approximately 1,000 periods of time evolution of
the carrier. The numerical simulation has been run in
dimensionless units with k � 1 and g � 1. The initial condition
at τ � 0 is the Peregrine breather with a0 � 0.10 and Ω � 0.
Figure 3 shows the evolution of the envelope at several times.
The vorticity ζ � −Ω varies slowly along the ramp from
ζ(τ � 0) � 0 to ζ(τ ≈ 10T) � 2. At τ ≈ 6T the vor-NLS
equation becomes defocusing. T is the period of the
background of the Peregrine breather. During its propagation
along the ramp the width of the breather increases whereas its
amplitude decreases. At τ ≈ 20T , on both sides of the crest of the
envelope two small local troughs occur that then deepen during
the propagation of the envelope to give rise to the formation of
two gray solitons whose profiles are close to that of a dark soliton.
Figure 4 shows the profiles of the two gray solitons at two
different times. An excellent agreement is obtained between
the numerical and analytical profiles.

4 CONCLUSION

Within the framework of the vor-NLS equation in infinite depth we
have shown numerically that a Peregrine breather propagating at
the free surface of a slowly varying vortical flow may generate gray
solitons. The present simulation confirms in a different context the
result of [2] on the existence of dark solitons on the surface of
shallow water (kh< 1.363) in the absence of vorticity. Our
approach presents two limitations. The vor-NLS equation which
was derived for constant vorticity has been used with a slowly
varying vorticity to transform the focusing NLS equation into
defocusing during a limited time. Nevertheless, the very slow
variation of the vorticity on a small number of periods lead us
to believe that our results are physically relevant. The time to obtain
the formation of the gray solitons is beyond the time range of

FIGURE 2 | Dimensionless profiles of the Peregrine breather (left) and the gray soliton (right) for several values of the vorticity with g � 1 and k � 1.
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validity of the NLS equation. However, it is well known that
approximate models can be valid beyond their validity domain
[4]. found, from their numerical simulations of the NLS equation
over several thousands of periods, that their computations were in
qualitative good agreement over a much longer time scale than
expected, namely when the wave steepness of the carrier wave is
not too steep. Despite these limitations we conjecture the existence
of gray solitons on deep water in the presence of varying water
shear flows. Our numerical simulation provides only preliminary
results on this transition which has to be confirmed by using
models free of these two limitations.
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Boosting and Taming Wave Breakup
in Second Harmonic Generation
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Fabio Baronio2, Benjamin Wetzel 1, Alessandro Tonello1, Stefan Wabnitz5* and
Vincent Couderc1

1XLIM, UMR CNRS 7252, Université de Limoges, Limoges, France, 2Dipartimento di Ingegneria dell’Informazione, Università di
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4Institute of Physical Chemistry, Polish Academy of Sciences, Warsaw, Poland, 5Dipartimento di Ingegneria dell’Informazione,
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Modulation instability is a universal phenomenon that can be found in a wide variety of
nonlinear systems where, in the presence of a noise seed, peaks of random intensities can
be generated. Several dynamical systems admit exact solutions in the form of breathers or
solitons on a finite background. The vast majority of soliton studies has been restricted so
far to one-dimensional systems. In contrast, the occurrences of localized structures in fully
spatiotemporal systems has been only sporadically explored. In this work, we
experimentally study the conditions for the wave-breaking of spatially extended optical
beams in the process of second harmonic generation. Whenever the pump energy of the
picosecond-long fundamental beam reaches a critical level, the beam shape at the second
harmonic in a KTP crystal breaks into small filaments. These filaments exhibit extreme local
intensity peaks, and their statistical distribution can be modified by the input energy of the
fundamental beam. Moreover, by analyzing similar wave-breaking dynamics in a PPLN
crystal in the presence of a higher nonlinear quadratic response, we observe that the
spatial beam breaking may even gradually vanish as the laser intensity grows larger,
leading to a spatial reshaping into a smooth and wider beam, accompanied by a
substantial broadening of its temporal spectrum.

Keywords: second-harmonic (SH) generation (SHG), statistical optics, optical instabilities, optical chaos and
complexity, optical spatio-temporal dynamics, optical soliton, rogue wave

INTRODUCTION

A wide class of nonlinear systems exhibits Modulation Instability (MI): the onset stage of the
nonlinear dynamics of MI leads to an exponential growth of periodic perturbations [1]. Although in
presence of a noise seed, MI can give rise to peaks of random intensities, exact solutions are known,
including first-order ones such as Akhmediev breathers or Peregrine solitons. Interestingly, MI has
been largely studied in single mode optical fibers in the presence of dispersion and Kerr nonlinearity,
and solitons on a finite background take the form of pulses (in the time domain) evolving along the
fiber [2, 3]. In this work we focus our attention on a wider class of higher-dimensional nonlinear
systems that involve spatially extended optical beams, whose combined spatial and temporal
instabilities are expected to stimulate a host of further studies on nonlinear waves.

Wave-breaking, a mechanism of disintegration of optical beams or temporal pulses, has been
extensively studied in nonlinear optics. In materials with cubic (Kerr) nonlinearity, there are two
principal mechanisms of wave breaking, namely, MI and gradient catastrophe (GC): they appear in
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either the focusing or the defocusing regime, respectively.
Conversely, in materials with quadratic nonlinearities the MI
and GC processes may even coexist [4].

It is well known that beam instabilities may arise in three-wave
mixing interactions in the presence of dispersion and diffraction
[5, 6]. When limiting the analysis to pure spatial waves having a
dominant transverse dimension, such as it occurs in the case of
elliptical beams, it is possible to reduce the description of the
transverse beam evolution into a single spatial coordinate. In this
limit, MI based on quadratic interactions in type-II second
harmonic generation (SHG) may occur, see for instance Ref.
[7]. Moreover, in the limit known as cascading, it is possible to
reduce the three-wave mixing interaction to a single nonlinear
Schrödinger equation; some direct analogies can be established
with temporal effects in nonlinear fibers.

When considering the full two-dimensional (2D) nature of the
spatial transverse domain, an extended version of MI is still
possible. In particular, purely 2D MI was numerically and
experimentally discussed in Ref. [8] for type-II SHG. In Ref.
[8] the authors observed the dramatic breakup of the beam shape
at the SH, leading to spatial pattern formation: by increasing the
input power of the fundamental wave, they were able to move
from the pump depletion regime (characterized by a localized
energy exchange between the fundamental and SH) into the MI
regime, leading to a complete breakup of the SH beam. Among
other types of beam instabilities in quadratic nonlinear media,
transverse MI in three-wave mixing was reported, by considering
the vector nature of the nonlinear interaction [9].
Correspondingly, azimuthal MI was theoretically and
experimentally studied in Ref. [10], again in a type-II SHG in
potassium titanyl phosphate (KTP) crystal.

It is important to stress that, in the realm of beam instabilities
in quadratic crystals, the spatial dimensions cannot be easily

disjoined from the temporal/spectral dimensions. This is
particularly true in the high-energy regime: the ultimate
nature of MI in quadratic nonlinear media involves a
coupling between spatial and temporal dimensions [11]. This
means that MI in quadratic crystals cannot be described as a
simple product of spatial filamentation and temporal breakup;
consider for example the mechanism of colored conical
emission [12].

The presence of spatiotemporal beam instabilities can be
associated, in a phase space representation of the dynamic
evolution of a wave system, with the exponential amplification
of small initial perturbations. This means that it is also interesting
to study the beam evolution in the nonlinear stage of the
instabilities, that is beyond the initial wave breakup or in the
depleted pump regime. For instance, it may occur that, once the
multiple filaments are formed, they may subsequently self-
organize or combine (e.g., in the case of multiple filaments in
air [13]). It is also possible to observe clustering phenomena,
involving the aggregation at large scales of fine-scale structures. In
astrophysics, these phenomena are at the basis of the formation of
galaxies. In this perspective, a detailed study for the case of
saturable nonlinear media was reported in Ref. [14].

Beam instabilities often provide the mechanism for the
generation of rogue waves in 2D nonlinear wave systems. This
perspective is particularly interesting, for example, in the recently
reported cases of caustics [15], and of rogue waves in
ferroelectrics boosted by nonlinearity [16]. In the process of
rogue wave generation, the role played by nonlinearity may be
twofold. For instance, Ref. [17] describes a system in which the
presence of a weak nonlinearity was responsible for enhancing
rogue waves. Whereas the rogue wave statistics was quenched in
the strongly nonlinear regime [17]. The generation of spatial
extreme waves with non-Gaussian statistics in a nonlinear cavity

FIGURE 1 | Schematic of the experimental setup.
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with a liquid crystal light valve was studied for instance in
Ref. [18].

In a recent related work [19], we studied the generation of 2D
transverse rogue waves in the fundamental beam, as a result of
type II SHG in a KTP quadratic nonlinear crystal. These represent
a new class of transient, Peregrine-like 2D self-guided beams,
which spontaneously appear from nowhere and then disappear,
as the beam intensity grows larger. In the strong conversion
regime, temporal reshaping followed by spatiotemporal wave
breaking, acting against spatial focusing, was observed to
destabilize beam trapping.

In this work we explore, by a series of experimental studies, the
spatiotemporal beam breakup which occurs in the SH beam.
Specifically, we observed that, in a regime close to phase matching
of SHG, the SH spatial beam breaks up, leading to the formation
of a multitude of filaments. Hereafter, we simply call filaments the
nonlinear self-trapped and self-sustained solitary waves, or quasi-
solitons, that spontaneously form (and disappear) in a non-
integrable wave system. Unveiling a new mechanism for the
generation of nonlinear extreme waves with peculiar statistical
properties is of fundamental scientific interest. In addition, we
envisage that these sources of structured light may also find
interesting technological applications. Some applications of
similar structured light sources are discussed for instance in
Ref. [20], which points to the interest in generating speckled
beams with statistics that differ from a classical Rayleigh
distribution [21]. Nonlinear waves, including rogue waves have
been also recently proposed as computing reservoirs [22].

Remarkably, in our experiments we observed an unexpected
behavior in SH beam filamentation. Specifically, as the power of
the fundamental wave grows larger, instead of clustering, the
multitude of filaments composing the SH gradually sinks into a
spatially wide, and nearly uniform beam. At that point, the SH
beam partially recovers its brightness, both in the near and in the
far-field. This effect was accompanied by a significant broadening
of the temporal spectrum, ultimately evolving into a
supercontinuum, similarly to what previously observed in the
formation of a single, stable polychromatic filament [23]. The
efficiency of SHG, which can be attained in similar crystals in the
absence of nonlinear wave breaking, was recently discussed in
Ref. [24].

MATERIALS AND METHODS

The experimental setup is illustrated in Figure 1. In all of our
experiments, we used a Q-switched, mode-locked Nd:YAG laser
(EKSPLA PL2250 series), delivering 30 ps duration high-energy
pulses, at the central wavelength of 1064 nm, with a repetition
rate of 10 Hz. The laser output was protected from back-
reflections by means of a half-wave plate and a polarization
sensitive isolator (A). The laser output beam was controlled by
a second half-wave plate and a polarization beam splitter (B). An
afocal system (C), composed by two lenses of 500 mm and
150 mm, respectively, reduced the Gaussian beam diameter by
almost three times with respect to the original diameter of the
laser beam.

Two different crystals were used in our experiments. In a first
series of measurements, we used a KTP crystal, manufactured by
CASTECH. The KTP crystal was 30mm long, 8 mm thick, and
8mm wide. The SHG phase mismatch was controlled by means of
two rotational axes (Newport gimbal optic mount). A half-wave plate
(D) controlled the orientation of the input linear state of polarization
(SOP). The crystal cut permitted phase-matching of type-II SHG for
an input SOP at 45° between ordinary and extraordinary axes, for a
light beam at normal input incidence (polar angles θ � 90°,Φ � 23.5°,
with reference to the crystallographic axes).

In a second series of measurements, we replaced the KTP
crystal by a PPLN crystal (manufactured by HCP Photonics
Corporation), being 15 mm long, 1 mm thick, and 2 mm wide.
The period of inversion of the ferroelectric domain was ΛPPLN �
7.97 µm. For the PPLN crystal, SHG was obtained through the
quasi-phase-matching (QPM) technique, and the phase
mismatch was adjusted by changing the temperature of the
oven in which the crystal was placed. The phase-matching of
SHG was obtained at the temperature of 60°C, the linear SOP of
the input laser light at the fundamental frequency was kept fixed,
and aligned with the extraordinary axis of the PPLN crystal (type-
0 QPM) by means of the half-wave plate (D).

The input laser beam was adapted to the crystal type. For the
PPLN crystal, the pump beam was injected with an input
diameter of 200 μm, measured at 1/e2, by means of a 200 mm
converging lens E’. For the KTP crystal, the input beam diameter
was of 400 µm (1/e2), obtained with the help of a converging lens
E with a 100 mm focal length. In both cases, the point of beam
injection was located after the focal point of the lenses E or E’ for
the KTP or the PPLN crystal, respectively. In both cases, the beam
diffraction length at 1064 nm was much longer than the physical
length of the crystal itself, so that, at low energy levels, i.e., in the
absence of nonlinear effects, the laser beam could be considered
as non-diverging along its propagation in the crystal.

At the output face of the crystals, the SHG beam at 532 nm at the
output of the KTP crystal was filtered bymeans of a bandpass filter at
532 nm ± 3 nm. We also used a larger passband filter at
532 nm ± 10 nm for the experiments with the PPLN. The near-
field at the crystal output was magnified by a 35mm converging lens
(F), and analyzed by a BC106N-VIS CCD Thorlabs camera, with a
magnification of 4.56. The same setup was also used to analyze the
near-field at the output of the PPLN crystal: in that case, the
corresponding magnification was 8.375. To measure the far-field,
we displaced the camera. A new converging lens G was interposed at
equal distances between the camera and the near-field: such a
distance was matched to the focal length of lens G (100mm).

RESULTS

We analyzed the output SH beam shape for different input
intensities of the fundamental pump (we refer here to the peak
intensities of the input beam at the fundamental wave IFF).
Specifically, by increasing the pump beam intensity, we
observed a gradual spatial reshaping of the SH beam, which is
induced by nonlinear beam propagation in the crystal. Figure 2
summarizes the results when using the KTP crystal, for six different
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levels of IFF. The crystal orientation was kept fixed with an angular
shift of ΔΦ � +0.33° from the phase-matching angles (θ � 90°, Φ �
23.5°). As can be seen in panels (a–c) of Figure 2, for input
intensities close to 0.11 GW/cm2, we observed a spatial focusing of
the SH beam: its diameter at 1/e2 dropped from 320 µm down to
50 µm (here the pump pulse energy was 2 µJ). Panels (d–f) of
Figure 2 show that, when increasing the pump intensity IFF above
1 GW/cm2, we observed a breakup of the SH beam into a seemingly
random pattern of tightly focalized light filaments. The resulting
light intensity distribution is reminiscent of the speckled beams
which result from beam propagation through randommedia. Such
a nonlinear SH beam breakup was observed for both negative and
positive values of the phase mismatch (we analyzed the range from
ΔΦ � -1.67° to ΔΦ � +1.67°), and for nearly all orientations of the
linear SOP of the input pump. SH beam breakup only vanished
when the input SOP was aligned with the direction of either the
ordinary or the extraordinary KTP axes, so that type-II three-wave
mixing is not permitted.

We characterized the random nature of the multiple filaments
resulting from SH breakup by estimating the statistical
distribution of the patterns of light spots in each image. For
that purpose, we calculated the scintillation index of the SH as

SSHG � 〈I2SHG〉 − 〈ISHG〉2

〈ISHG〉2
(1)

where <> denotes the average over the different pixel samples of a
given image. For classical speckle patterns that obey Gaussian

statistics, the scintillation index is equal to one. For the SH output
intensity patterns in Figure 2, the SH scintillation index SSHG is
equal to 1.11 for IFF � 1.1 GW/cm2 pump intensity (Figure 2D).
The SH scintillation index drops to SSHG � 0.74 when the input
beam intensity is increased up to IFF � 1.9 GW/cm2 (Figure 2E).

Figure 3 illustrates the statistics of pixel intensities upon different
input beam powers. These statistics refer to the images reported in
panels (c), (d), (e) and (f) of Figure 2. For each pump intensity level,
we report the histogram of the SH intensity in linear and in log scale
(square inset). For ease of comparison, the round insets reproduce
the corresponding image over which the histogram is calculated. In
Figures 3B,C, the dashed curves trace the negative-exponential
probability density function (PDF) p(I) [21]:

p(I) � 1
〈I〉e

− I
〈I〉 (2)

In order to measure the mean value of the speckle spots size,
we also calculated the deterministic intensity correlations of the
images shown in Figure 2 for three values of IFF. From the image
distribution ISHG(x,y) of the SH, being x,y the coordinates of the
pixel images, we calculated first the intensity deviation from its
mean value δISHG � ISHG − 〈ISHG〉. Next, we calculated the
corresponding deterministic intensity correlation CI (Δx, Δy).

CI(Δx,Δy) � ∫∫+∞

−∞
δISHG(x, y)δISHG(x + Δx, y + Δy)dxdy (3)

The results, for three selected intensity levels IFF are illustrated
in Figure 4.

FIGURE 2 | Near-field images of the SH beam at the output face of the KTP crystal. The SH beam shape is nearly Gaussian for an input intensity of 0.01 GW/cm2

(A). The beam is depleted near the center of the Gaussian at 0.04 GW/cm2 of input intensity (B) then, for a pump intensity of 0.11 GW/cm2 (C), strong spatial
compression of the SH beam is observed. Whereas for pump intensities above 1 GW/cm2 (D)–(F) the output SH beam breaks in an irregular pattern of localized spots.
These results refer to crystal orientations of θ � 90°, Φ � 23.5° + 0.33° (focusing case) and input SOP orientation of 47°. Colormaps are normalized to the local
maximum intensity detected.
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FIGURE 3 | Statistics of the SH intensity levels, obtained in KTP for different input pump intensities IFF. In the histograms the intensity axis of the SH is normalized to
the maximum level permitted by the 8-bit camera. Note that the SH beam intensity was reduced by a variable attenuation to avoid saturation of the camera. The
attenuation was modified for each value of IFF (A, B). The circular insets are extracted from the corresponding cases of Figure 2. The red dashed curves represent the
applications of Eq.2 for the different cases.

FIGURE 4 | (A)—intensity correlations CI of the near-field images of the SH beam at the output of the KTP crystal, (B)—comparison of the spatial profile of intensity
correlations along the x and y directions, respectively. Data refer to a crystal orientation of θ � 90°, Φ � 23.5° + 0.33° and input polarization orientation of 47°. The circular
insets are extracted from the corresponding cases of Figure 2.
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In a second series of experiments, we analyzed nonlinear SH
beam reshaping when replacing the KTP crystal by PPLN crystal,
which results in a stronger nonlinear optical response. The
experimental results illustrating the evolution of the output SH
beam shape are reported in Figure 5. In particular, as shown in

panel 5(a), we observed that the SH is fully broken in multiple
filaments for a pump intensity IFF � 2.7 GW/cm2. We observed
that the distribution of filaments evolves as the pump intensity is
further increased. For pump intensities IFF � 16 GW/cm2 and
higher, output SH filaments disappear: the spatial breakup is

FIGURE 5 | (A)—near field-images of the SH beam at the output face of the PPLN crystal for different pump intensities. Near and far-fields of SH beams for (B) IFF �
2.6 GW/cm2, (C) IFF � 51 GW/cm2. The scale in the far-field image is proportional to the spatial spectrum and it refers to the experimental setup described in Methods.
These experimental results refer to a crystal temperature T � 60°C.

FIGURE 6 | (A)–(D)—spectral evolution of the SH beam for different input pump intensities. (E)—spectrum of the SH beam at IFF � 51 GW/cm2 with corresponding
photographic image. The two insets show the far-field beam shape of the two selected spectral components at 500 nm (left) and 550 nm (right), respectively.
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mitigated, and the SH beam increases its brightness both in the
near and in the far-field (see Figure 5C for 51 GW/cm2). This
type of SH spatial beam reshaping, which is not observed when
using a KTP crystal, is accompanied by large spectral broadening
of the SH, as illustrated by the series of spectra measurement
which are reported in Figure 6.

DISCUSSION

Our first series of experiments (carried out by using a KTP crystal,
and illustrated in Figure 2) demonstrates an unexpected complex
and strong spatial reshaping of SH beams in the process of type-II
SHG. For relatively weak pump intensity levels (e.g., 0.04 GW/
cm2), the output SH beam remains wide and nearly flat. Whenever
the pump intensity reaches IFF � 0.11 GW/cm2 level, we observed a
strong self-focusing of the SH beam, involving a significant
compression of its diameter. When further increasing the input
pump intensity IFF by one order of magnitude, we observed the
spatial breakup of the SH beam, and the formation of randomly
distributed filaments. The presence of multiple filaments was
confirmed till we reached the maximum available intensity IFF
� 4 GW/cm2. The corresponding statistical analysis of the pixel
intensities, corresponding to the four images of Figure 3, shows
that the level of pump intensity has direct consequences on the
PDF of the spatial intensity distribution of the SH beam. We
underline that one couldmodify the speckles statistics by exploiting
themechanism of spatial nonlinear beam breaking, while otherwise
keeping the KTP crystal unchanged.

As a possible perspective application of these results, we envisage
the possibility to customize the statistics of filaments by exploiting
nonlinear wave breaking, in alternative to other methods for
modifying the speckle intensity statistics, e.g., by using a spatial
light modulator [19]. Specifically, for an input pump intensity of
1.1 GW/cm2, the speckles PDF inFigure 3B. agrees fairly well with the
classical distribution of a Rayleigh speckle pattern. This is confirmed
by the scintillation index, which is close to unity in that case. However,
Figure 3D shows that, for input pump intensities IFF as high as 4 GW/
cm2, the PDFof speckles strongly diverges fromaRayleigh PDF, and it
even becomes not monotonic upon intensity. These changes in the
intensity statistics reflect the different topologies of the pattern of
filaments. A careful analysis of the PDF tails and their connectionwith
extreme spatial waves (like the brightest filaments shown in Figures 2
and 5) will be the subject of future analysis.

In order to compare the typical size of the generated SH, we
calculated for some of the images in Figure 2 the corresponding
deterministic correlations for the beam pattern at SH, as shown in
Figure 4. We considered three different intensities levels of IFF.
Figure 4 reveals that the short-range correlation, which is related to
the typical size of speckles, remains very similar as the pump
intensity increases from 1.1 GW/cm2 up to 1.9 GW/cm2, in spite
of some differences in the PDFs of the SH beam intensity for these
two cases. When further increasing the pump intensity up to 4 GW/
cm2, the deterministic spatial intensity correlation applied to the
image shows that the filaments tend to increase their size. The long-
range correlation is also gradually enhanced and the pump intensity
grows larger. As a matter of fact, for IFF � 4 GW/cm2 we can see that

the SH beam breakup is boosted by the large intensity of the
fundamental beam. One may thus extrapolate that, by further
increasing the pump intensity, one could gradually fill the gaps
among different filaments, which would reduce the speckle contrast.

As illustrated inFigure 5, we repeated the study of the dependence
of the SH beam breakup and its statistics by considering SHG in a
PPLN crystal. In this case, the larger effective quadratic nonlinear
response (about 15 pm/V to compare with 3 pm/V for KTP) and the
absence of walk-off allow for a stronger nonlinear interaction. Again,
we observed the presence of SH beam breakup, leading to the
generation of filaments (see Figure 5, for pump intensities from
2.7 GW/cm2 till 9 GW/cm2). Moreover, we revealed that the initial
sea of filaments (some of them possessing extreme intensity values)
becomes gradually interconnected via the generation of a broad
intensity background. Eventually, SH filaments nearly disappear,
and a spatially wide SH beam is observed for the largest values of
the pump power (see Figure 5, for pump intensities from 17 GW/
cm2 up to 51 GW/cm2). In particular, it is important to notice in
Figure 5 that both the near and the far-field patterns observed for a
51 GW/cm2 pump intensity are strongly spatially localized, although
the central spot is surrounded by a broad background. In this case, we
can somehow see that the consequences of the spatial instability
which leads to SH breaking into multiple filaments are eventually
tamed by nonlinearity. It is important to notice that this nonlinear
taming process takes place in the presence of a substantial broadening
of the temporal spectrum around the SH wavelength. The
mechanism of spectral broadening and supercontinuum
generation in PPLN for a single smooth beam in PPLN was
discussed, both experimentally and numerically, in Ref. [23]. In
the present case, the spectral broadening is taking place out of a
plurality of randomly distributed filaments, and it may possibly
involve self-phase modulation, spatial and temporal MI. The
detailed dynamics and the relative impact of these phenomena
deserve to be further investigated with numerical and analytical
studies. Figure 6 clearly illustrates the process of spectral
broadening that accompanies spatial reshaping, which occurs in
the present specific case, both in the near- and in the far-field.
The photographic images in Figure 6E show that, for such pump
intensity levels, spectral broadening emanated from the SH beam
may cover both the blue and the red regions of the visible spectrum.
These two insets show how the newly generated colors inherit the
nearly bell-shape of the SH beam.

In conclusion, in this work we have experimentally shown how
the beam shape obtained at the SH of a non-diverging pump beam
can break into multiple filaments. Moreover, we carried out a
statistical study of the intensity distribution of such filaments. We
revealed that the statistical properties of SH filaments can be
partially controlled by the level of intensity of the fundamental
beam, while keeping fixed both the crystal and polarization beam
orientations with respect to the crystallographic axes. The
generation of multiple filaments with customized statistics may
be of interest in all advanced applications requiring a structured
light illumination, for example, in the fields of microscopy or
reservoir computing. Moreover, we surprisingly observed that the
aftermath of beam breakup can lead to a taming of spatiotemporal
instabilities when the intensity of the fundamental beam is
increased well above the instability threshold. Specifically, a re-
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localization of the SH beam is accompanied by a corresponding
spectral broadening, leading to the generation of new colors in the
visible. Such spatial beam reshaping accompanied by spectral
broadening can be used to develop novel and versatile light
sources in a variety of applications ranging from nonlinear
fluorescence imaging to multispectral LIDAR measurements.
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The Peregrine soliton is the famous coherent solution of the non-linear Schrödinger

equation, which presents many of the characteristics of rogue waves. Usually studied

in conservative systems, when dissipative effects of injection and loss of energy

are included, these intrigued waves can disappear. If they are preserved, their role

in the dynamics is unknown. Here, we consider this solution in the framework of

dissipative systems. Using the paradigmatic model of the driven and damped non-linear

Schrödinger equation, the profile of a stationary Peregrine-type solution has been

found. Hence, the Peregrine soliton waves are persistent in systems outside of the

equilibrium. In the weak dissipative limit, analytical description has a good agreement

with the numerical simulations. The stability has been studied numerically. The large

bursts that emerge from the instability are analyzed by means of the local largest

Lyapunov exponent. The observed spatiotemporal complexity is ruled by the unstable

second-order Peregrine-type soliton.

Keywords: Peregrine soliton, spatiotemporal chaos, fiber ring cavity, Lugiato-Lefever equation, Kerr

frequency comb

1. INTRODUCTION

Among a large number of the exact solutions of the Non-linear Schrödinger equation, Over the
past decade, the Peregine soliton (PS) [1] has become one of the most attractive ones within
the non-linear science community. So far, PS is the best-known coherent structure that has been
successfully proposed as a prototype solution for rogues waves in conservative systems, and it aims
its localization in both temporal and spatial directions. The interest in PS has also been reinforced
by the experimental observation in an optical fiber [2], with a suitable pulse sent through the
fiber. The Peregrine soliton has been reported to spontaneously emerge from a saturated state of
modulational instability displayed by any continuous-wave solution of the non-linear Schrödinger
equation [3, 4]. The common feature of all the aforementioned works is that they are considered
in the conservative limit. An open question is the persistence and role of Peregrine waves in the
complex spatiotemporal dynamic observed in the dissipative system. Indeed, when losses are added
into the equation of a conservative dynamical system, solutions of a family generally reduce to a
single one [5]. A classic example is how the solitons form a family in the non-linear Schrödinger
equations (NLS) equation due to infinite conserved quantities for the same set of parameters.
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From these families, only one persists in the dissipative regime
due to the additional balance between losses and energy injection.
Many dissipative systems are described by the NLS equation
alongside driving and energy loss. Examples include the driven-
damped [6–8] and, parametrically, the driven-damped [9] non-
linear Schrödinger equations. In the case of the driven and
damped [7] non-linear Schrödinger equation, the equation
becomes non-integrable. Hence, emerges the question of the
persistence of the NLS Peregrine soliton. Another open question
is the following: if the PSs persist, do they play the same role
here also as some coherent rogue wave-like solutions? Indeed,
rogue wave and extremes events were also reported in dissipative
systems. In those systems, a new mechanism has been found
to induce extreme events or rogue waves: the chaos in purely
temporal systems and the spatiotemporal chaos in large degree
of freedom systems [10–13]. To infer the existence of chaos,
it is mandatory to prove the largest Lyapunov exponent is
positive [14]. For large degree of freedom, such as systems
with a transport or coupling mechanism (diffraction, diffusion,
dispersion, etc.), there exists a continuous set of exponents: the
Lyapunov spectrum [15]. Spatiotemporal chaos is characterized
by that must have a positive range. In this work, we address
the problem of the persistence of the NLS Peregrine Soliton and
study the link with some of the rogue waves reported in the
dissipative regime.

For this purpose, we consider the paradigmatic optical
dissipative system, which consists of the synchronous injection
of a light wave in ring-type Kerr medium waveguides such as
optical fiber or microresonators. The envelope of the temporal
profile of the light inside the waveguide is well-described by
the driven and damped non-linear Schrödinger equation [6–
8]. This model was derived initially from the context of forced
plasmas with oscillatory fields [6, 7] and dipole excitations in
condensed matter. In the optics, this envelope equation is also
known as the Lugiato-Lefever equation (LLE) [16–18]. The LLE
is a non-integrable equation and, to our knowledge, no closed-
form solution has been reported, yet. However, neglecting only
the dissipation may allow us to find some solutions [9, 19]
in the form of rational periodic or localized solutions. Even
in this limit, intriguingly, no rational solution of Peregrine-
type was reported. Likewise to the conservative systems, rogue
waves have been reported in the LLE [18, 20, 21]. For one of
the operating modes, the bistable regime–three possible outputs
for a same value of the driving–the rogue waves emerge in
the dynamics where the spatiotemporal chaos is seeded by a
breathing cavity solitons [18, 20]. However, the analytical profile
itself and the features of these spatiotemporal chaotic rogue waves
are not well-known. The purpose of this report is an attempt to
open up a discussion about this point. Therefore, we use the
dissipationless limit to write a closed-form rational polynomial
solution of the LLE. This analytical result is then compared
to the numerically integrated solution. Next, we consider the
persistence of this ideal case solution in the full LLE, and it
can be linked to the dissipative rogue wave previously reported.
In particular, we will show that the complexity in the LLE
is mediated by rogue waves approximated by second-order
Peregrine-like solitons.

2. THE PEREGRINE-TYPE SOLUTION

As mention in the introduction, the propagation of light in
the optical fiber loop is modeled without loss of generality by
the non-linear Schrödinger equation augmented with boundary
conditions or an Ikeda map [17, 22, 23]:

∂zA (z,T) = −i
β2

2
∂2TA (z,T)+ iγA (z,T) |A (z,T)|2 , (1)

A (0,T + TR) =
√
θEi (T)+

√
ρA (L,T) e−i80 , (2)

where TR stands for the round-trip time, which is the time taken
by the pulse to propagate along the cavity with the group velocity,
80 is the linear phase shift, θ (ρ) is the mirror transmission
(reflection) coefficient, and L is the geometrical cavity length.
The complex amplitude of the electric field inside the cavity is
A. Each of the coefficients β2 is responsible for the second order
dispersion, and γ is the non-linear coefficient of the fiber. The
independent variable z refers to the longitudinal coordinate while
T is the time in a reference frame moving with the group velocity
of the light and Ei(T) is the amplitude of the pump field. For
large enough cavity finesse F = π/α, with α the effective losses
of the cavity, the evolution of the electric field inside the loop is
well-described by the Lugiato-Lefever equation [16, 17]:

∂ψ

∂t
= S− (α + iδ)ψ − iη

∂2ψ

∂τ 2
+ i|ψ |2ψ , (3)

where α = θ/2, S = 2Ei
√
γ L, ψ = A

√
γ L, t = αT/TR

t = αm, and τ = T/Tn with Tn =
√
|β2L| /2. δ =

(2kπ − 80) is the detuning with respect to the nearest cavity
resonance k. The integer m gives the roundtrip number and
the coefficient η = ±1 is the sign of the group velocity
dispersion term (β2). In the following, we will consider η = −1
as corresponding to an anomalous group velocity dispersion.
Despite its apparent simplicity this equation is non-integrable
and closed form solution have been found only for α = 0 [9, 19],
which corresponds to a Hamiltonian equation. Numerically and
experimentally, almost all the solutions obtained in this limit of
α = 0 have been observed [24]. Among these solutions, the
localized structure and cavity solution have been themost studied
but have never been described by a Peregrine-like profile. This is
the purpose of the following. Considering α = 0, assuming a
constant phase, and introducing u(t, τ ) = ψ(τ ) exp(iπ/2), the
equation for the steady solution of the LLE reads as follows:

uττ − δu+ u3 = −S. (4)

Multiplying Equation (4) by uτ , integrating over τ and
introducing f = u+ a, its follows

fτ = f

√

f 2/2+ 2af + (δ − 3a2), (5)

where a is solution of the cubic equation

a3 − δ a− S = 0. (6)
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FIGURE 1 | Localized structure of the driven dissipative non-linear Schrödinger Equation (3). (a) Evolution of the driven dissipative non-linear Schrödinger obtained by

integration of Equation (3) with α = 10−5, δ = 10−2, and S = 4× 10−4. In the right panel, (b–d), the black dashed lines correspond to the initial condition given by the

stationary Peregine profile (7), blue diamonds correspond to the numerical profile at T = 1, 000 and the red dash line to the solution from [19], respectively.

Namely, a accounts for a uniform solution of the driven
dissipative non-linear Schrödinger Equation (3). Hence, for δ −
a2 > 0 we can recover the solution founded in [9, 25]. Then, for
the special case of a2 = δ/3 the solution is as follows:

uP(τ ) =
δ
√
3

[

−1+
12

(τ/τ0)2 + 3

]

, (7)

where τ0 = 2δ. Note that this function corresponds to a decent
Lorentzian, that is, a Lorentzian supported on a negative value.
Then u2P(τ ) has the shape of a Mexican hat as illustrated in
Figure 1. uP(τ ) has the same profile as themaximally compressed
Peregrine soliton.

The result of the numerical integration of the LLE (3) for
α = 10−5, δ = 10−2, and S = 4 × 10−3 starting with uP(τ )
(Equation 7) is shown in Figure 1. These parameters are chooses
for the purpose to numerically test the stability of the solution

of Equation (7). As can be seen from the left panel this figure,
the solution remains stable. The right panel of Figure 1 gives
the instantaneous profiles in linear (b) and logarithmic (c) scales,
respectively. This chart reveals that uP(τ ) (black dashed line) is a
good approximation of the numerical solution (blue diamonds).
The red dashed line corresponding to the solution provided by
[25] is plotted for comparison. The spectra profiles Figure 1c are
also in a good agreement.

Increasing, the detuning parameter, the solution uP(τ )
develops an instability and shows a breathing dynamical
behaviors [26]. By increasing the detuning or forcing strength
further, the localized structure gives rise to a complex
spatiotemporal dynamic, as illustrated in Figure 2, characterized

by two counter-propagating fronts between the homogeneous
and the complex spatiotemporal states [20, 24]. The inserts
of Figure 2 account for the profile of the highest peak in the
spatiotemporal map. Hence, the destabilization of the localized
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FIGURE 2 | Evolution of the LLE obtained by integration of Equation (3) with α = 10−5, δ = 5× 10−2, and S = 4.3× 10−3. The bottom panels show the

instantaneous profile of the highest peak obtained in the red, cyan, and magenta box and the red line correspond to the best fit using the maximally compressed

second order Peregrine soliton (8), respectively.

solution corresponds to a process of self-replication [27]. In turn,
the complex spatiotemporal dynamical behavior observed is a
consequence of the interaction of these localized structures that
self-replicate. For comparison, we have also plotted in the same
figure the profile of uP(τ ) (dash line). It clear that uP fails to
describe this local profile. However, using the expression of the
maximally compressed second-order Peregrine soliton given by

uSP(τ ) =

[

a0 +
τ 4 + a1τ

2 + a2

τ 6 + a3τ 4 + a4τ 2 + a5

]2

. (8)

the best fit profile corresponds to the red solid lines in the bottom
panel of Figure 2. This suggests that the complex behavior
observed may be mediated by a higher-order Peregrine soliton.
The current instability scenario of the stationary non-dissipative
solution uP(τ ) qualitatively preserve in the dissipative regime [18,
20, 24]. In this limit, the dynamics have been demonstrated to be
of spatiotemporal chaos [20], and statistics on the bursts emitted

have revealed rogue waves [18]. In the following, we investigate
the local dynamics in the dissipative case to see how the emerging
rogues waves relate to the undamped solutions.

3. PEREGRINE-TYPE SOLITONS IN THE
SPATIOTEMPORAL CHAOS OF THE LLE

Strictly speaking, to prove a spatiotemporal chaotic dynamic
one may have to compute several quantities. In particular, it
is mandatory to compute the Lyapunov spectrum. Next, this
spectrum must have a positive part and a continuous region
that has an area to linearly increase along with the size of the
system. The computation of the Lyapunov spectrum itself is very
well-documented [28] and is not the purpose here. Let us recall
the main steps.

From the state of the system at a given time, the linear
evolution of any small perturbation δX can be described by

Frontiers in Physics | www.frontiersin.org 4 March 2021 | Volume 9 | Article 644584149

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


Coulibaly et al. Dissipative Peregrine-Like Extreme Events

FIGURE 3 | Evolution of the driven dissipative non-linear Schrödinger obtained by integration of Equation (3) for α = 0.2, δ = 1, and S = 0.43. The blue line

correspond to the local largest Lyapunov exponent, while the red circles are the local maxima detected. The gray bars mark the location of these local maxima.

∂tδX = JδX, where J is the respective Jacobian. In the present
case, we introduce ψ = ψr + iψi, with ψr and ψi being the
real and imaginary part of ψ respectively. At a time t = t0,
introducing ψ = ψ0 + δψ , with δψ ≪ ψ(t = t0) = ψ0 the
matrix J reads as follows:

J =





−(α + 2ψ0rψ0i) δ − ψ0
2
r − 3ψ0

2
i − ∂

2
τ

−δ + ψ0
2
i + 3ψ0

2
r )+ ∂

2
τ −(α − 2ψ0rψ0i)



 , (9)

and δX = (δψr , δψr)
t . Suppose that we want to compute the n-

th first dominant exponents of the spectrum, we introduce the
matrix L, which contains n orthonormal vectors vi to be used as
initial conditions when solving ∂tδX = JδX:

L (t = t0) ≡ [v1 v2 . . . vn] =









x11 x12 x13 . . . x1n
x21 x22 x23 . . . x2n

. . . . . . . . . .
xd1 xd2 xd3 . . . xdn









,

(10)
where d is the dimension of the system. After a time increment
dt, the matrix L evolves to L

(

t0 + dt
)

= ÛL (t0) where Û =

eJ∗dt . Using the modified Gram-Schmidt QR decomposition on
L

(

t0 + dt
)

, the diagonal elements of R account for the Lyapunov

exponents λ̃i (i = 1, . . . , n) at time t0 + dt, that is

λ̃i(t0 + dt) =
1

dt
ln

(

Rii(t0 + dt)
)

. (11)

Repeating this procedure several time, after a large number of
iterations N, the Lyapunov exponents can be approximated by

λi ≡ 〈λ̃i〉 =
1

Ndt

N
∑

k = 1

ln
(

Rii(t0 + kdt)
)

. (12)

From the spectrum {λi} an estimator of the dimension of the
chaotic attractor is given by the York-Kaplan dimension DkY =

p +
∑p

i = 1 λi/|λp+1| where p is such that
∑p

i = 1 λi > 0 and
∑p+1

i = 1 λi < 0 [29]. For a one-dimensional system of size L,
a spatiotemporal chaos implies that DKY increase linearly with
L. The spatiotemporal chaotic nature of the current dynamic
has already been proven [20] and is not the purpose here. Our
purpose now is to go inside the local dynamics. Indeed, from
the whole process of computing the Lyapunov spectrum, only
average quantities are used tomake conclusion. However, looking
at the spatiotemporal evolution such as that shown in Figure 3

(bottom panel) it is obvious that local bursts may impact the
average value. To verify this point, we have also plotted the
evolution of the largest Lyapunov exponent. The local maxima
of this exponent, marked by gray lines, always correspond to
a spatiotemporal local maximum. This shows that local bursts
are those with the largest contribution to the average of the
first Lyapunov exponent. After all, this also means that the
spatiotemporal local maxima are the highest unstable structures
that can appear in the dynamics. We can now extract from
the temporal local maxima the profile of the local maximally
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FIGURE 4 | Probability density function (A) of intensity bursts observed in the spatiotemporal chaos of Equation (3) for α = 0.2, δ = 1, and S = 0.43. Light red bars

correspond to the values above the characteristic wave height. (B) Mean intensity profile from the five larger pulses and the result of the best fit of this profile with

Equation (8). Xevents in (A) correspond to the bursts with peak values above twice the significant wave height. This height is defined as the average value of the

largest 1/3 burst.

compressed spatiotemporal bursts. As expected in the parameters
used [18], a fraction of the peak values represent extreme events,
as can be seen from Figure 4A. The mean profiles of the five
highest peaks have been used with the Equation (8) to find the
best-fit parameters. The result is given in Figure 4B and shows
a good agreement between the two profiles. This confirms that
the persistent of the behavior observed in the non-dissipative
limit comes also with the fact that the spatiotemporal chaos
observed in the dissipative limit is mediated by second-order
Peregrine-type solitons.

4. DISCUSSION

The Peregrine soliton is the famous coherent solution of the
nonlinear Schrödinger equation that presents many of the
characteristics of rogue waves. As a result, it became one of the
most studied localized solution of the Non-linear Schrödinger
equation. Despite the great interest around this solution, the
studies in dissipative systems are few relatively compared to
those in conservative systems. In this work, we have considered
the emergence of the Peregrine solitons in the paradigmatic
dissipative system and the driven and damped Non-linear
Schrödinger equation. Using the dissipationless limit, we were
able to obtain a Peregrine-like solution of this system. Even in
this limit, such a rational polynomial solution was not reported
up to now. The comparison of our solution to the result of the

numerical simulation is in quite good agreement (cf. Figure 1).
With the dissipation as no closed-form solution can be found, we
have performed numerical integration. The stationary Peregrine
soliton bifurcates to a breathing state. The local maximally
compressed state was successfully interpolated by the profile of
a second-order Peregrine soliton (see Figure 2). Unfortunately,
as a result of a bifurcation, the derivation of the corresponding
closed-form solution can not be done from the dissipationless
limit. The instability that can develop this intrigued solution
leads to the emergence of the second-order type Peregrine
soliton. In the dissipative limit, the complex behavior observed
in the conservative case persevere. Indeed, using the tools of
the theory of chaos, we were able to follow the local dynamics
(see Figure 3). In this spatiotemporal complexity shown to be
extensive chaos, we have shown that the dynamics are ruled
by the same profile of the second-order Peregrine-type soliton.
Indeed, we show that burst in local metric entropy occurs at
the same time as the emergence of a maximally compressed
second-order Peregrine soliton. Despite the effort made to find
configurations of the Non-linear Schrödinger equation, such as
variable parameters, the fact is that losses and dissipation are the
rules instead of the exceptions in real-world systems. Hence, we
believe that as with dissipative solitons, dissipative systems are
the opportunity to investigate new dynamics for the Peregrine
soliton. This work attempts to that this is possible, and we are
convinced that many other works will follow this one.
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Storage, Splitting, and Routing of
Optical Peregrine Solitons in a
Coherent Atomic System
Chong Shou1 and Guoxiang Huang1,2*

1State Key Laboratory of Precision Spectroscopy, East China Normal University, Shanghai, China, 2NYU-ECNU Joint Institute of
Physics, New York University at Shanghai, Shanghai, China

We propose a scheme to realize the storage and retrieval of optical Peregrine solitons in a
coherent atomic gas via electromagnetically induced transparency (EIT). We show that
optical Peregrine solitons with very small propagation loss, ultraslowmotional velocity, and
extremely low generation power can be created in the system via EIT. We also show that
such solitons can be stored, retrieved, split, and routed with high efficiency and fidelity
through the manipulation of control laser fields. The results reported here are useful for the
active control of optical Peregrine solitons and promising for applications in optical
information processing and transmission.

Keywords: electromagnetically induced transparency, rogue waves, Peregrine solitons, optical memory, optical
routing

1 INTRODUCTION

Rogue waves, first observed in ocean surfaces, are highly isolated spatial-temporal wave packets with
very large amplitudes when some special conditions are attained [1]. Such waves are ubiquitous in
nature and quite intriguing, since they “appear from nowhere and disappear without a trace” and
have extremely destructive power [2]. Except for ocean waves, the study on rogue waves has been
extended to many other different physical contexts, including atmosphere [3], superfluid helium [4],
capillary waves [5], water waves [6], photorefractive ferroelectrics [7], plasmas [8], ferromagnetic
materials [9], and so on [10, 11].

Peregrine soliton, firstly suggested by D. H. Peregrine in the early 1980s for nonlinear
dynamics of deep waters [12], is commonly taken as a prototype of rogue waves [13, 14]. Such
soliton, i.e., localized rational solution of nonlinear Schrödinger equation, can be taken as a
limiting case of the one-parameter family of Kuznetsov–Ma breathers [15] or Akhmediev
breathers [16]. There have been considerable interests on Peregrine solitons occurring in a
variety of physical systems [17–39]. Many efforts have also been devoted to the new
understanding of Peregrine solitons through the analysis of other types of nonlinear partial
differential equations [40–51].

Among various rogue waves, optical rogue waves have received much attention due to their
interesting properties and promising applications [10, 11, 25–39, 52–54]. However, the creation of
the optical rogue waves is not an easy task in conventional optical media (such as optical fibers and
waveguides). The reason is that the nonlinear optical effect in such media is very weak, and hence a
large input optical power is needed to obtain a significant optical nonlinearity required for the
formation of rogue waves. Although some resonance mechanisms may be exploited to enhance
nonlinear effects, near resonances significant optical absorptions occur, which result in serious
attenuation and distortion of optical pulses during propagation.
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In recent years, many efforts have been focused on the
investigation of electromagnetically induced transparency
(EIT), a typical quantum interference effect occurring in three-
level atomic systems, by which the light absorption due to
resonance may be largely suppressed and giant Kerr
nonlinearity may be obtained simultaneously [55]. By means
of EIT, it has been shown that weak-light solitons and their
storage and retrieval can be realized [56–58]. Recent works [59,
60] have demonstrated that it is possible to generate optical
Peregrine solitons with low generation power in EIT-base atomic
systems.

In this work, we suggest a scheme to realize the memory of
optical Peregrine solitons in a Λ-shaped three-level atomic gas
via EIT. We show that such solitons may have very small
propagation loss, ultraslow motional velocity, and extremely
low generation power; they can be stored, retrieved, split, and
routed with high efficiency and fidelity through the
manipulation of control laser fields. The results reported here
are helpful for the active control of optical Peregrine solitons
and promising for practical applications in optical information
processing and transmission.

The article is arranged as follows. In Section 2, the physical
model and ultraslow weak-light Peregrine solitons and their
propagation are described. In Section 3, the storage, retrieval,
splitting, and routing of such solitons are presented. Finally,
Section 4 gives a summary of the main results obtained in
this work.

2 MODEL AND ULTRASLOW WEAK-LIGHT
PEREGRINE SOLITONS

2.1 Model
We start to consider a cold three-state atomic gas with Λ-shaped
level configuration, interacting with a weak, pulsed probe laser
field (center wavenumber kp and center angular frequency ωp)
and a strong, continuous-wave (CW) control laser field
(wavenumber kc and angular frequency ωc). The probe
(control) field drives the transition |1〉↔ |3〉 (|2〉↔ |3〉); see
Figure 1A.

The total electric field in the system reads
E � Ep + Ec � ∑

l�p,c
elE lexp[i(klz − ωlt)] + c.c., where el (El) is

the unit polarization vector (envelope) of the electric field El .
To suppress Doppler effect, both the probe and control fields are
assumed to propagate along z direction.

The Hamiltonian of the system in the interaction picture reads
Ĥint � −Z(∑​ 3

j�2Δj

∣∣∣∣ j〉〈 j∣∣∣∣ + Ωp|3〉〈1| + Ωc|3〉〈2| +H.c.), where
Δ3 � ωp − (E3 − E1)/Z (Δ2 � ωp − ωc − (E2 − E1)/Z) is one-
(two-) photon detuning; Ej is the eigenvalue of the atomic
state

∣∣∣∣j〉; Ωp � (ep · p13)Ep/Z (Ωc � (ec · p23)Ec1/Z) is the half
Rabi frequency of the probe (control) field; pij is the electric-
dipole matrix element associated with levels |i〉 and

∣∣∣∣j〉. The
atomic dynamics is described by a 3 × 3 density matrix σ, obeying
the optical Bloch equation

zσ

zt
� − i

Z
[Ĥint, σ] − Γ[σ], (1)

where Γ is a relaxation matrix characterizing the spontaneous
emission and dephasing [61]. The explicit form of Eq. 1 is
presented in Section 1 of the Supplementary Material.

The evolution of the probe field Ep is governed by the Maxwell
equation ∇2Ep − (1/c2)z2Ep/zt2 � (1/ε0c2)z2Pp/zt2, where Pp �
Na{p13σ31exp[i(kpz − ωpt)] + c.c.} is the electric polarization
intensity, with Na the atomic density. Under slowly varying
envelope and paraxial approximations, the Maxwell equation
is reduced into the form

i( z

zz
+ 1
c
z

zt
)Ωp + κ13σ31 � 0, (2)

with κ13 � Naωp

∣∣∣∣p13∣∣∣∣2/(2ε0cZ). Note that we have assumed that
the probe field has a large transverse size so that its diffraction
effect is negligible. The model described here may be realized, e.g.,
by a cold 87Rb atomic gas [62], with the levels selected by
|1〉 � ∣∣∣∣52S1/2, F � 1, mF � 0〉, |2〉 � ∣∣∣∣52S1/2, F � 2, mF � 0〉,
and |3〉 � ∣∣∣∣52P1/2, F � 1, mF � 0〉. Thus we have
ωp � 2.37 × 1015 Hz,

∣∣∣∣p13∣∣∣∣ � 2.54 × 10− 27 C cm. If the atomic
density Na � 8.8 × 1011cm− 3, κ13 takes the value of
2.4 × 1010cm− 1s−1. This set of parameters will be used in the
following analysis and calculation.

2.2 Ultraslow Weak-Light Peregrine
Solitons and Their Propagation
We first investigate the linear propagation of the probe field.
When a very weak probe pulse is applied, the system undergoes a
linear evolution. In this case, the Maxwell–Bloch (MB) (Eqs. 1
and 2) admit the solution Ωp � F exp[i(Kz − ωt)], where F is a
constant,

K(ω) � ω

c
− κ13

ω + d21
(ω + d21)(ω + d31) − |Ωc|2 (3)

is linear dispersion relation, and dαβ � Δα − Δβ + icαβ (with
cαβ ≡ (Γα + Γβ)/2 + c

dep
αβ , Γβ ≡ ∑

ωα <ωβ

Γαβ, and c
dep
αβ is the

dephasing rate associated with the states |α〉 and
∣∣∣∣β〉).

Shown in Figure 1B is the imaginary part Im(K) and the real part
Re(K) of K as functions of ω. Due to the quantum interference effect
induced by the control field, an EIT transparencywindow is opened in
Im(K) (dashed line), which implies that the probe field can propagate
in this resonant atomic gas with a very small absorption. Parameters
used for plotting the figure are Δ2 � −2π × 0.64MHz,
Δ3 � −2π × 9.6MHz, c21 � 2π × 1.09 kHz, c31 � 2π × 2.5MHz,
and Ωc � 2π × 31.8MHz.

From the MB Eqs. 1 and 2 and using the method of multiple-
scales [63], we can derive the controlling equation governing the
nonlinear evolution of the probe-field envelope F (see Section 2
of the Supplementary Material), which reads

i
z

zz
F − 1

2
K2

z2

zτ2
F +W|F|2F � 0, (4)

where τ � t − z/ ~Vg [~Vg ≡ (z~K/zω)− 1 is the group velocity of the
envelope; here and in the following, the quantity with a tilde
represents the corresponding real part]; K2 � z2K/zω2 is the

Frontiers in Physics | www.frontiersin.org March 2021 | Volume 9 | Article 5946802

Shou and Huang Memory of Optical Peregrine Solitons

154

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


coefficient describing group-velocity dispersion; W is the
coefficient (describing self-phase modulation) proportional to
Kerr nonlinearity. The explicit expression of W is given in
Section 2 of the Supplementary Material.

If the imaginary parts of K andW are much smaller than their
corresponding real parts, Eq. 4 admits the Peregrine soliton
solution, which can be expressed by the half Rabi frequency

Ωp(z, t) � U0
⎡⎢⎢⎢⎢⎣1 − 4

1 + 2iz/LNon

1 + 4z2/L2
Non + 4(t − z/ ~Vg)2/τ20⎤⎥⎥⎥⎥⎦eiK0z+iz/LNon ,

(5)

where K0 ≡ K|ω�0, U0 and τ0 are respectively the characteristic
half Rabi frequency and time duration of the probe field, and
LNon ≡ 1/(U2

0

∣∣∣∣ ~W∣∣∣∣) is the characteristic nonlinearity length
(which has been assumed to equal the dispersion length
defined by LDis ≡ τ20/

∣∣∣∣~K2

∣∣∣∣ for simplicity). One sees that the
Peregrine soliton consists of a CW background and a bump in

its envelope that first grows and then decay rapidly on the
background. The physical reason for the formation of such
optical Peregrine soliton can be understood as follows. When
a plane-wave probe field with a finite amplitude is applied to
and propagates in the atomic gas, the Kerr nonlinearity brings
a modulational instability and a phase modulation to the
probe field; due to the role played by the group-velocity
dispersion, the phase modulation is converted into
amplitude modulation and peak amplification. Because of
the joint phase and amplitude modulations, the probe field
reorganizes its spatial distribution and hence the Peregrine
soliton is generated in the system.

As an example, we take τ0 � 2.36 × 10− 7 s,
U0 � 2π × 8.0MHz, and other system parameters which are the
same as those used in Figure 1B. Then we obtain
K0�−1.70+i0.02 cm− 1,K1�zK/zω ≈(4.5 − i0.05) × 10− 7 cm− 1 s,
K2 ≈ (−1.5 − i0.1) × 10− 14 cm− 1 s2, and W ≈ (1.05 − 0.004) ×
10− 16 cm− 1 s2 (estimated at ω � 0). We see that the imaginary
parts of Kj (j � 0, 1, 2) and W are much smaller than their
corresponding real parts, which is due to the EIT effect that
results in the suppression of the optical absorption in the system.
Based on these results, we obtain LNonxLDisx3.8 cm and

~Vgx7.34 × 10− 5c. (6)

Thus, the propagation velocity of the optical Peregrine soliton
is much slower than the light speed c in vacuum. If the transverse
cross-section area of the probe pulse takes the value
S � 8.0 × 10− 3 cm2, the generation power of the soliton (which
can be estimated by using the Poynting vector [56]) reads

Pmaxx1.8 μW, (7)

i.e., very small power needed for creating such soliton.
Consequently, the Peregrine solitons given here are different
from those obtained in conventional optical systems [25, 27,
28, 31].

We now investigate the propagation of the ultraslow Peregrine
soliton by exploiting Runge–Kutta method based on solving the
MB Eqs. 1 and 2 numerically. Since solution (5) has an infinite

FIGURE 1 | (A) Energy-level diagram and excitation scheme of the Λ-shaped three-level atomic system for realizing EIT. The probe field (with center angular
frequency ωp and half Rabi frequency Ωp) couples the atomic levels |1〉 and |3〉; the CW control field (with angular frequency ωc and half Rabi frequencyΩc) couples the
atomic levels |2〉 and |3〉; Γ13 (Γ23) is the decay rate from |3〉 to |1〉 (|3〉 to |2〉); Δ3 (Δ2) is one-photon (two-photon) detuning. (B) The imaginary part Im(K) and real part
Re(K) of the linear dispersion relation K as a function of ω (ω � 0 corresponds to the central frequency of the probe pulse).

FIGURE 2 | Propagation of ultraslow weak-light Peregrine solitons.
(A)

∣∣∣∣Ωpτ0
∣∣∣∣ as a function of t/τ0 and z. The solid blue line in the upper part is the

input temporal shape of the probe field with the dashed vertical lines
representing the temporal boundaries. The orange line in the lower part is
the input Peregrine soliton at z � 0. The red line represents the Peregrine
soliton propagating to z � 4.3 cmwith the maximum intensity

∣∣∣∣Ωpτ0|maxx15.2
at t � 16.9τ0 (B) The contour map for the propagation of the Peregrine soliton
(the red dashed circle) on the t-z plane. The upper color bar shows the
intensity of the probe field.
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energy due to the existence of the CW background, it cannot be
generated in a real experiment. To avoid this, we assume the
probe field at z � 0 has the form

Ωp(0, t) � Ωp0(t)⎡⎣12 tanh(t − Tp
on

Tp
s

) − 1
2
tanh(t − Tp

off

Tp
s

)⎤⎦. (8)

Here Ωp0(t) � 6.67[1 − 3.2/(1 + 4t2/τ20)] is chosen to match
the analytical solution (5); the hyperbolic tangent function is used
to impose temporal boundaries on both sides of CW background
(far from the pump part), which can make the soliton have finite
energy and also have a clear illustration on its waveshape (similar
to the case for generating dark solitons [64, 65]); Tp

s � 3.0τ0 is the
switching time when switching on and off the probe field; Tp

on �
−80τ0 and Tp

off � 4τ0 are parameters characterizing the two
temporal boundaries, respectively. The waveshape of the input
probe field at z � 0 is shown by a solid blue line in the upper part
of Figure 2A, where the dashed vertical lines represent temporal
boundaries.

The lower part of Figure 2A illustrates the result of a
numerical simulation on the propagation of the Peregrine
soliton (with Δ3 � −2π × 95.5MHz, τ0 � 1.5 × 10− 7 s, and
other parameters the same as those used in Figure 1B), by
taking

∣∣∣∣Ωpτ0
∣∣∣∣ as a function of t/τ0 and z. The orange line is the

input Peregrine soliton at z � 0; the red line denotes the
Peregrine soliton propagating to z � 4.3 cm; the maximum
value (

∣∣∣∣Ωpτ0|maxx15.2) of the soliton along the trajectory
appears sharply around z � 4.3 cm at t � 16.9τ0. Figure 2B
shows the contour map for the propagation of the Peregrine
soliton, which can be taken as a projection of Figure 2A onto
the t-z plane. One sees that the Peregrine soliton (indicated by
the red dashed circle in Figure 2B) appears sharply and
disappears suddenly; a secondary peak (soliton) emerges at
longer distance, as a result of phase modulation when the first
soliton is excited.

3 STORAGE, RETRIEVAL, SPLITTING, AND
ROUTING OF THE OPTICAL PEREGRINE
SOLITONS
We now turn to consider the memory of the optical Peregrine
solitons and related applications in optical splitting and routing
through the manipulation of the control fields.

3.1 Storage and Retrieval of the Optical
Peregrine Solitons
We first consider the storage and retrieval of optical Peregrine
solitons obtained above, which can be implemented by switching
off and on the control field described by the following switching
function:

Ωc � Ωc0[1 − 1
2
tanh(t − Tc

off

Tc
s

) + 1
2
tanh(t − Tc

on

Tc
s

)], (9)

where Ωc0 is a constant, Tc
s is the time interval for switching off

and switching on the control field (switching time), and Tc
off (T

c
on)

is the time when the control field is switched off (on).
As an example, we take Ωc0 � 2π × 31.8 MHz, Tc

off � 10.0τ0,
Tc
on � 20.0τ0, Tc

s � 3.0τ0 (τ0 � 1.5 × 10− 7s), and other system
parameters are the same as those used in Figure 2. The upper
part of Figure 3A shows the time sequences of the control field
(black line) and the probe field (blue line); the red dashed vertical
line (black dashed vertical line) represents the time Tp

off (T
c
off ).

Symbols I, II, and III denote the CW background, the Peregrine
soliton, and the low-intensity component of the probe field,
respectively. The lower part of the figure shows the result of a
numerical simulation on the storage and retrieval of the Peregrine
soliton by taking

∣∣∣∣Ωpτ0
∣∣∣∣ as a function of t/τ0 and z. Here the

orange line is the input Peregrine soliton at z � 0; the purple line
represents the Peregrine soliton at the storage period; the red line
represents the retrieved Peregrine soliton propagating to z �
4.1 cm with the maximum intensity

∣∣∣∣Ωpτ0|maxx15.4 at
t � 30.3τ0. Shown in Figure 3B is the contour map of the
storage and retrieval of the Peregrine soliton in the t-z plane

FIGURE 3 | Storage and retrieval of optical Peregrine solitons. (A) Upper
part: the black line (blue line) is the time sequence of the control (probe) field,
the red dashed vertical line is Tp

off , and the black dashed vertical line is Tc
off .

Symbols I, II, and III denote the CW background, the Peregrine soliton,
and the low-intensity component of the probe field, respectively. Lower part:∣∣∣∣Ωpτ0

∣∣∣∣ vs. t/τ0 and z with Tp
off <Tc

off ; i.e., the switching-off time of the input
probe field is before the time when the control field is switched off. The orange
line represents the input Peregrine soliton at z � 0; the purple line represents
the probe field at the storage period; the red line represents the retrieved
Peregrine soliton propagating to z � 4.1 cm with the maximum intensity∣∣∣∣Ωpτ0

∣∣∣∣maxx15.4 at tx30.3τ0. (B) The contour map of the storage and
retrieval of the Peregrine soliton in the t-z plane with Tp

off <Tc
off . The red dashed

circle denotes the retrieved Peregrine soliton (i.e., “Retrieved PS”). The upper
color bar shows the intensity of the probe field. (C) The same as panel (A) but
with Tp

off >Tc
off . (D) The contour map of the Peregrine soliton in the t-z plane

with Tp
off > Tc

off . The unstored component of the probe field is marked by the
white circle.
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with Tp
off <Tc

off . The retrieved Peregrine soliton is indicated by the
red dashed circle (i.e., “Retrieved PS”). From the figure we see that
the Peregrine soliton can be stored and retrieved some time later
in the medium.

The steps of the storage and retrieval of the Peregrine soliton
can be described as follows:

• Firstly, the control field Ωc is switched on (to establish EIT)
and the probe field (Peregrine soliton) of the form Ωp0τ0 �
6.67[1 − 3.2/(1 + 4t2/τ20)]{0.5[(t/τ0 + 80)/3.0] − 0.5tanh
[(t/τ0 − 4)/3.0]} is incident into the system (i.e., the orange
line in the lower part of Figure 3A).

• Then, the control field is switched off at time
t � Tc

off � 10.0τ0, with the switching time of the control
and probe fields setting to be Tc

s � Tp
s � 3.0τ0. The probe

field (the Peregrine soliton) is thus stored in the system
(i.e., it is converted into the atomic coherence σ21 [66, 67]).

• Lastly, the control field is switched on again at
t � Tc

on � 20.0τ0. The atomic coherence σ21 is converted
back to the probe field, and hence the probe pulse is
retrieved. Particularly, at time tx30.3τ0, the retrieved probe
field manifests as a Peregrine soliton with the maximum
intensity

∣∣∣∣Ωpτ0
∣∣∣∣maxx15.4 at the position zx4.1 cm.

The efficiency of the Peregrine soliton memory can be
characterized by the parameter η � ∫​ +∞−∞∣∣∣∣∣EPere

p (t)
∣∣∣∣∣2dt/∫​ +∞−∞∣∣∣∣∣Ein

p (t)
∣∣∣∣∣2dt [57, 67], where Ein

p (t) � Ein
p (0, t) (i.e., the input

Peregrine soliton) and EPere
p (t) � EPere

p (LPere, t) (i.e., the retrieved

Peregrine soliton), with LPere (x4.1 cm) as the position where the
Peregrine soliton is retrieved. Based on the result of
Figure 3A, we obtain η � 85.9%.

The fidelity of the Peregrine soliton memory can be described
by the parameter ηJ2, where J2 describes the degree of coincidence
of the wave shapes for the input and retrieved solitons, defined by
the overlap integral J2 � ∫​ T1

−T1

∣∣∣∣∣Ein
p (t)EPere

p (t − ΔT)
∣∣∣∣∣2dt/[∫​ T1

−T1

∣∣∣∣∣Ein
p (t)

∣∣∣∣∣2dt∫​ T1

−T1

∣∣∣∣∣EPere
p (t − ΔT)

∣∣∣∣∣2dt] [57, 67], where T1 is a
coefficient related to the temporal width of the Peregrine soliton
(i.e., corresponding to symbol II in Figure 2A), andΔT is the time
interval between the peak of the input soliton pulse Ein

p and the
peak of the retrieved soliton pulse EPere

p . Here we take ΔT �
30.3τ0 and T1 � 10τ0. We obtain ηJ2 � 84.3%. We see that the
efficiency and fidelity of the storage and retrieval of the Peregrine
soliton are quite high.

The numerical result shown in Figure 3C is similar to that of
Figure 3A but for Tp

off >Tc
off . In this case, the storage and retrieval

of the Peregrine soliton can also be implemented; however,
compared with Figure 3A (which is for Tp

off <Tc
off ), the

retrieved waveshape is little more distorted. Figure 3D
illustrates the contour map of the Peregrine soliton in the t-z
plane with Tp

off >Tc
off . One sees that the probe field has a nonzero

value in the region indicated by the dashed white circle, which
means that some parts of the probe field are not stored when the
control field is switched off. We obtain the efficiency and fidelity
of the Peregrine soliton memory for Tp

off >Tc
off are η � 77% and

ηJ2 � 65%, respectively. Based on these results, we conclude that

FIGURE 5 | Routing of optical Peregrine solitons. (A) The energy-level
diagram and excitation scheme of the double-Λ-type four-level atomic
system. In this configuration, two probe laser fields Ωp1 and Ωp2 drive the
transitions |1〉↔|3〉 and |1〉↔|4〉, respectively; two CW control laser
fieldsΩc1 andΩc2 drive the transitions |2〉↔|3〉 and |2〉↔|4〉, respectively; Δ3

and Δ4 are one-photon detunings, and Δ2 is two-photon detuning. (B) Time
sequences of the two control fields Ωc1, Ωc2 and the probe field Ωp1 for
realizing the soliton routing. The vertical red dashed line denotes the time
t � Tp

off ; the vertical black dashed lines denote the times when switching off
and on the control fields. (C) Contour maps for the routing process of the
Peregrine soliton, where the upper panel is for Ωp1 and the lower panel is for
Ωp2. The Peregrine soliton is input as the probe field Ωp1, but it is retrieved as
the probe fieldΩp2 (i.e., “retrieved PS” indicated by the red dashed circle in the
lower panel of the figure).

FIGURE 4 | Splitting of optical Peregrine solitons. (A) Energy-level
diagram and excitation scheme of the tripod-type four-level atomic system.
Here, a probe laser fieldΩp drives the transition |1〉↔ |3〉; the two CW control
fields Ωc1 and Ωc2 drive the transitions |2〉↔ |3〉 and |4〉↔ |3〉,
respectively; Γj3 is the decay rate from |3〉 to |j〉 (j � 1,2, 4); Δ3 and Δl (l � 2, 4)
are respectively one-photon and two-photon detunings. (B) Time sequences
of the control and the probe fields for realizing the optical splitting. The vertical
red dashed line is for t � Tp

off ; the vertical black dashed lines represent the
times when switching off and on the two control fields. For detailed meanings
of the symbols Tc1

off1, etc., see text. (C) The contour map of the splitting
process of the Peregrine soliton in the t-z plane. The intensities of two split
Peregrine solitons are

∣∣∣∣Ωpτ0
∣∣∣∣max � 15.4 when t � 23.0τ0 at the position z �

3.7 cm (first retrieved Peregrine soliton, i.e., “1st retrieved PS” indicated in the
figure) and

∣∣∣∣Ωpτ0
∣∣∣∣max � 14.0 when t � 61.5τ0 at the position z � 5.5 cm

(second retrieved Peregrine soliton, i.e., “2nd retrieved PS” indicated in the
figure), respectively.
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in order to get a high memory quality, the choice of Tp
off <Tc

off is
better than that of Tp

off >Tc
off .

3.2 Splitting of the Optical Peregrine
Solitons
To realize an optical splitting [67] of the Peregrine soliton, we
generalize the system into a four-level one with a tripod-type level
configuration. Here a probe field Ωp drives the transition
|1〉↔|3〉; two CW control fields Ωc1 and Ωc2 drive respectively
the transitions |2〉↔|3〉 and |4〉↔|3〉; Γj3 is the decay rate from
|3〉 to

∣∣∣∣ j〉 (j � 1, 2, 4), Δ3 and Δl (l � 2, 4) are respectively one-
photon and two-photon detunings (see Figure 4A). The
Hamiltonian of the system and the optical Bloch equations
controlling the dynamics of the atoms have been presented in
Section 5 of the Supplementary Material.

The timing sequences of the switching-off and -on ofΩcj(t) for
obtaining a Peregrine soliton splitter are shown in Figure 4B, with
Tp
off <Tc1

off1 � Tc2
off1 <Tc1

on <Tc1
off2 <Tc2

on. For jth control field Ωcj

( j � 1, 2), Tcj
s (Tcj

on) is its switching-off (switching-on) time. The
corresponding switching functions have been given in Section 5 of
the Supplementary Material. When plotting the figure, we have
set Ωc1(0) � Ωc2(0) � 2π × 31.8MHz, Tc1

off1 � Tc2
off1 � 6.0τ0,

Tc1
on � 15.0τ0, Tc1

off2 � 35.0τ0, Tc2
on � 45.0τ0, and Tc1

s � Tc2
s � 3.0τ0.

Shown in Figure 4C is the numerical result on the simulation
for obtaining the Peregrine soliton splitter by taking Ωpτ0 as a
function of t/τ0 and z (with τ0 � 1.5 × 10− 7 s). The operation
steps can be described as follows: 1) Firstly, the two control fields
Ωc1 and Ωc2 are applied and a probe field with the waveform
Ωp0(0,t)�6.67[1−3.2/(1+4(t+5)2/τ20)]{0.5tanh[(t/τ0+80)/3.0]−
0.5tanh[(t/τ0−4)/3.0]} is incident to the system. 2) Then, both
control fields are simultaneously switched off at time
t�Tc1

off1�Tc2
off1�6.0τ0. Thus the probe field is stored in the two

atomic coherences σ21 and σ41 simultaneously 67. 3) Later on,
switching on Ωc1 at t�Tc1

on�15.0τ0 (but Ωc2 is remained to be
switched off), the atomic coherence σ21 is converted back into the
probe field, and hence a new probe pulse is retrieved. At time
tx23.0τ0, this retrieved probe pulse turns into a Peregrine soliton
(i.e., “1st retrieved PS”, indicated by a red circle in Figure 4B)
with the maximum intensity

∣∣∣∣Ωpτ0
∣∣∣∣maxx15.4 at the position

z�3.7 cm. 4) By switching off Ωc1 at t�Tc1
off2�35.0τ0 and

switching on Ωc2 at t�Tc2
on�45.0τ0, the atomic coherence σ41

converts back into the probe field; this retrieved probe field turns
into another Peregrine soliton (i.e., “2nd retrieved PS”, indicated
by another red circle in Figure 4B) with the maximum intensity∣∣∣∣Ωpτ0

∣∣∣∣maxx14.0 at the position z�5.5 cm at tx61.5τ0 .
In the simulation, we have taken Δ2 � Δ4 � −2π × 0.64 MHz,

c21 � c41 � 2π × 1.09 kHz, with the other parameters the same
as those used in Figure 3A. The reason for taking Δ2 � Δ4 and
c21 � c41 is to keep the symmetry of the tripod level
configuration, which gives two nearly degenerated EITs in the
system; for details, see [67]. The splitting efficiency and fidelity of
the first (second) Peregrine soliton are η1 � 89.8% and η1J

2
1 �

85.4% (η2 � 89.3%, η2J
2
2 � 84.9%), respectively.

3.3 Routing of theOptical Peregrine Solitons
To realize all-optical routing [67, 68] of optical Peregrine solitons,
we consider a four-level atomic system with a double-Λ-type level

configuration. Here, two probe laser fields Ωp1 and Ωp2 drive the
transitions |1〉↔|3〉 and |1〉↔|4〉, respectively; two CW control
laser fields Ωc1 and Ωc2 drive the transitions |2〉↔|3〉 and
|2〉↔|4〉, respectively; Δ3 and Δ4 are one-photon detunings,
and Δ2 is two-photon detuning (see Figure 5A).

The Hamiltonian of the system and the MB equations
governing the dynamics of the atoms and light fields have
been given in Section 6 of the Supplementary Material.

For simplicity, here we consider a frequency routing process,
i.e., the probe field Ωp1 is converted into the Ωp2 (which has
different frequency from Ωp1). The time sequence of the
switching off and on of Ωcj for obtaining routing of Peregrine
soliton is shown in Figure 5B, with Tp

off <Tc1
off <Tc2

on, where T
c1
off is

the switching-off time of Ωc1 and Tc2
on is the switching-on time of

Ωc2. The corresponding switching functions have been given in
Section 5 of the Supplementary Material. Without loss of
generality, the system parameters are set to be
Ωc1 � Ωc2 � 2π × 31.8MHz, Tc1

off � 10.0τ0, Tc2
on � 25.0τ0, and

Tc1
s � Tc2

s � 3.0τ0 (switching time).
The implementing procedure of the Peregrine soliton routing

is as follows. First, by switching on the control fieldΩc1, the input
probe field Ωp1 with the initial condition Ωp0(t/τ0) � 6.67[1 −
3.2/(1 + 4t2/τ20)]{0.5tanh[(t/τ0 + 80)/3.0] − 0.5tanh[(t/τ0 − 4)/
3.0]} propagates in the system, as shown in the upper panel of
Figure 5C as a function of propagation distance t/τ0 and z. One
sees that a trajectory of the soliton shows up before its storage.
Second, by switching off Ωc1 at time t � 10τ0, the probe field Ωp1

is stored in the atomic coherence σ21. Third, by switching on the
control field Ωc2 at t � 25τ0, another probe pulse Ωp2 appears
from the atomic coherence σ21, i.e., “retrieved PS” in the lower
panel of Figure 5C. We stress that during this routing process, the
Peregrine soliton in the probe field Ωp1 is annihilated and a new
Peregrine soliton in the probe field Ωp2 (which has no input) is
created. Since the frequency of Ωp2 is different from that of Ωp1,
the system performs as a frequency router of the Peregrine
soliton.

4 CONCLUSION

We have proposed a scheme for realizing the storage and retrieval
of optical Peregrine solitons in a coherent atomic gas via EIT. We
have shown that the optical Peregrine solitons with very small
propagation loss, ultraslow motional velocity, and extremely low
generation power can be generated in the system via EIT. We
have demonstrated that such solitons can be stored, retrieved,
split, and routed with high efficiency and fidelity through the
manipulation of control laser fields.

The scheme can also be generalized to cases with more optical
output channels through the use of more control fields, and hence
the two-channel splitting and routing processes can be
generalized to multiple channel ones. Furthermore, the storage
and retrieval of the optical Peregrine solitons can be extended to
solid materials, like on-chip optical resonator systems [69]. The
research results reported here may be useful for the active control
of optical Peregrine solitons and promising for potential
applications in optical information processing and transmission.
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Rogue Waves With Rational Profiles in
Unstable Condensate and Its Solitonic
Model
D. S. Agafontsev1,2* and A. A. Gelash2,3

1P.P. Shirshov Institute of Oceanology of RAS, Moscow, Russia, 2Skolkovo Institute of Science and Technology, Moscow,
Russia, 3Institute of Automation and Electrometry of SB RAS, Novosibirsk, Russia

In this brief report we study numerically the spontaneous emergence of rogue waves in 1)
modulationally unstable plane wave at its long-time statistically stationary state and 2)
bound-state multi-soliton solutions representing the solitonic model of this state. Focusing
our analysis on the cohort of the largest rogue waves, we find their practically identical
dynamical and statistical properties for both systems, that strongly suggests that the main
mechanism of rogue wave formation for the modulational instability case is multi-soliton
interaction. Additionally, we demonstrate that most of the largest rogue waves are very well
approximated–simultaneously in space and in time–by the amplitude-scaled rational
breather solution of the second order.

Keywords: solitons, breathers, rogue waves, integrable systems, modulational instability

1 INTRODUCTION

The phenomenon of rogue waves (RWs)—unusually large waves that appear suddenly from
moderate wave background–was intensively studied in the recent years. A number of
mechanisms were suggested to explain their emergence, see e.g., the reviews [1–3]; with the
most general idea stating that RWs could be related to breather-type solutions of the underlying
nonlinear evolution equations [4–6]. Currently, ones of the most popular models for RWs are the
Peregrine rational breather [7] and the higher-order rational breather [8] solutions of the one-
dimensional nonlinear Schrödinger equation (1D-NLSE) of the focusing type,

iψt + ψxx +
∣∣∣∣ψ∣∣∣∣2ψ � 0 (1)

These solutions belong to a family of localized in space and time algebraic breathers, which
evolve on a finite background and lead to three-fold, five-fold, seven-fold, and so on, increase in
amplitude at the time of their maximum elevation. Taking specific and carefully designed initial
conditions, they were reproduced in well-controlled experiments performed in different physical
systems [9–13].

The 1D-NLSE is integrable in terms of the inverse scattering transform (IST), as it allows
transformation to the so-called scattering data, which is in one-to-one correspondence with the
wavefield and, similarly to the Fourier harmonics in the linear wave theory, changes trivially during
the motion. Thanks to its properties, the scattering data can be used to characterize the wavefield.
For spatially localized case, the scattering data consists of the discrete (solitons) and the continuous
(nonlinear dispersive waves) parts of eigenvalue spectrum, calculated for specific auxiliary linear
system. For strongly nonlinear wavefields, such as the ones where emergence of rational breathers
can be expected, the solitons provide the main contribution to the energy [14] and should therefore
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play the dominant role in the dynamics. In particular, as has
been recently demonstrated in [15]; the modulationally unstable
plane wave (the condensate) at its long-time statistically
stationary state can be accurately modeled (in the statistical
sense) with a certain soliton gas, designed to follow the solitonic
structure of the condensate. The latter naturally raises a question
of whether there is a difference between the RWs emerging in
the two systems. Indeed, in a soliton gas all RWs are multi-
soliton interactions by construction. Hence, if there is no
significant difference, then we can draw a hypothesis that for
the asymptotic stationary state of the MI (and, possibly, for
other strongly nonlinear wavefields) the main mechanism of
RW formation is interaction of solitons.

With the present paper, we contribute to the answer on this
question by summarizing our observations of RWs for both
systems. Specifically, we compute time evolution for 1,000
random realizations of the noise-induced MI of the
condensate and also for 1,000 random realizations of 128-
soliton solutions modeling the asymptotic state of the MI. For
each realization, we analyze one largest RW emerging in the
course of the evolution, thus focusing our analysis on the largest
RWs. For both systems, we observe practically identical
dynamical and statistical properties of the collected RWs. In
particular, most of the RWs turn out to be very well
approximated–simultaneously in space and in time–by the
amplitude-scaled rational breather solution (RBS) of the
second order. By measuring deviation between RWs and their
fits with RBS as an integral of the difference in the (x, t)-space, we
find that, in general, the larger the maximum amplitude of the
RW, the better its convergence to the RBS of the second order
(RBS2). The collected RWs for the two systems turn out to be
identically distributed by their maximum amplitude and
deviation from the RBS2. Additionally, we demonstrate that
the observed quasi-rational profiles appear already for
synchronized three-soliton interactions and discuss the next
steps in the ongoing research of the RW origin.

Note that in the present paper we consider solutions of the
1D-NLSE for three different types of boundary conditions: the
MI of the condensate for which we use the periodic boundary,
the multi-soliton solutions with vanishing border conditions
and the RBS having constant border conditions at infinity.
Globally, these solutions are fundamentally different, and the
different border conditions require application of separate IST
techniques, see e.g., [5, 14, 16, 17]. For instance, formally our MI
case corresponds to finite-band scattering data. However, the
characteristic widths of the structures (RWs, solitons, RBS) are
small compared to the sizes of the studied wavefields, so that
the eigenvalue bands are very narrow and we neglect their
difference from solitons. The similar idea was suggested in
[18]; where, vice versa, the soliton gas was considered as a
limit of finite-band solutions. Effectively, we assume that
formation of a RW, as a local phenomenon, represents a
similar process for all three cases of border conditions. As we
demonstrate in the paper, this assumption is supported by the
presented results, that raises an important problem that we leave
for future studies–explanation of how the three models may
exhibit locally similar nonlinear patterns.

2 NUMERICAL METHODS

For both the MI of the condensate and the soliton gas initial
conditions, we solve Eq. 1 numerically in a large box
x ∈ [−L/2, L/2], L≫ 1, with periodic boundary. We use the
pseudo-spectral Runge-Kutta fourth-order method in adaptive
grid with the grid size Δx set from the analysis of the Fourier
spectrum of the solution; see [19] for detail. As an integrable
equation, the 1D-NLSE conserves an infinite set of integrals of
motion, see e.g., [14]. We have checked that the first ten integrals
are conserved by our numerical scheme up to the relative errors
from 10− 10 (the first three invariants) to 10− 6 (the 10th invariant)
orders.

Without loss of generality, the initial conditions for the noise-
induced MI of the condensate can be written as

ψ
∣∣∣∣t�0 � 1 + ε(x) (2)

where ε(x) represents a small initial noise. We use statistically
homogeneous in space noise with Gaussian Fourier spectrum,

ε(x) � a0( ���
8π

√
θL

)1/2∑
k

e−k
2/θ2+iϕk+ikx (3)

where a0 is the average noise amplitude in the x-space, k � 2πm/L
is the wavenumber, m ∈ Z is integer, θ is the characteristic noise
width in the k-space and ϕk are random phases for each k and
each realization of the initial conditions; the average intensity
of such noise equals to a20, 〈|ε|2〉 � a20. For the numerical
experiment, we take the box of length L � 256π and small
initial noise, a0 � 10− 5, with wide spectrum, θ � 5. Note that
these parameters match those used in [19].

To generate soliton gas, modeling the asymptotic stationary
state of the noise-induced MI, we use exact 128-soliton solutions
of the 1D-NLSE. More precisely, we compute the corresponding
wavefields using numerical implementation of the 1D-NLSE
integration technique–the so-called dressing method [20]—
with 100-digits precision arithmetics, as described in [21].
Each soliton has four parameters: amplitude aj, velocity vj,
space position x0j and phase Θj; here j � 1, . . . ,M, M � 128,
and the one-soliton solution reads as

ψs(x, t) � a
exp[iυ2 (x − x0) + i

2 (a2 − υ2

2 )t + iΘ]
cosh a(x−x0)−aυt�

2
√

Following [15]; we distribute soliton amplitudes according to
the Bohr-Sommerfeld quantization rule,

aj � 2

������������
1 − (j − 1/2

M
)2

√
(4)

and set soliton velocities to zero, υj � 0, using uniformly-
distributed soliton phases Θj in the interval (0, 2π) and
uniformly-distributed space position parameters x0j in a
narrow interval at the center of the computational box. Zero
velocities mean that thesemulti-soliton solutions are bound-state.
For the 1D-NLSE in normalization Eq. 1, the Bohr-Sommerfeld
rule describes amplitudes for the bound-state solitonic content of
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a rectangular box wavefield of unit amplitude ψ � 1 and width
Lo �

�
2

√
πM, calculated with the semi-classical Zakharov-Shabat

direct scattering problem, see e.g., [14, 22, 23]. The generated 128-
soliton solutions take values of unity order approximately within
the interval x ∈ [−Lo/2, Lo/2] and remain small outside of it. For
more detail on the soliton gas, we refer the reader to [15]; where it
has been demonstrated that its spectral (Fourier) and statistical
properties match those of the long-time statistically stationary
state of the MI.

For the soliton gas, we gather the RWs by simulating time
evolution of the 128-soliton solutions in the interval t ∈ [0, 50]
and then collecting one largest RW for each of the 1,000
realizations of initial conditions. For time evolution, we use
the same pseudo-spectral Runge-Kutta numerical scheme as
for the MI of the condensate, since application of the dressing
method with evolving scattering data takes too much
computational time and provides the same result. The pseudo-
spectral scheme uses periodic boundary conditions, so that
solution ψ(x, t) needs to be small near the edges of the
computational box. We achieve this by taking the box of
length L � 384

�
2

√
π, so that our 128-soliton solutions are of

10− 16 order near its edges and take values of unity order,∣∣∣∣ψ∣∣∣∣ ∼ 1, only within its central 1/3 part (≡ Lo/L).
For the MI of the condensate, we collect the RWs similarly,

but in the time interval t ∈ [174, 200]. From the one hand, the
end of this interval is far enough, so that the system is
sufficiently close to its asymptotic stationary state, see [19]
where the same initial conditions were used. From the other
hand, a chance to detect a large RW is higher in larger
simulation boxes and if we wait longer. To make RW events
for the two systems comparable, we impose a restriction L(MI) ·
ΔT(MI) � L(SG) · ΔT(SG) on the lengths L(MI,SG) of the regions
where RWs may appear and on the time intervals ΔT(MI,SG)
during which we wait for the largest RW. For the soliton gas, the
collected RWs appear approximately in the space interval
x ∈ [−210, 210] with practically uniform distribution of their
position, so that L(SG) � 420. We believe that this property is
connected with behavior of the ensemble- and time-averaged
intensity I(x) � 〈

∣∣∣∣ψ(x, t)∣∣∣∣2〉, which remains flat I � 1 inside this
interval and starts to deviate from unity at its edges. For the MI,
the RWs may appear anywhere within the computational box
L(MI) � 256π; together with the observation time for the soliton
gas case ΔT(SG) � 50, this yields ΔT(MI) � 26 and the time
interval t ∈ [174, 200] for the MI.

The rational breather solution of the first order (RBS1)—the
Peregrine breather [7]—reads as

ψ(1)
p (x, t) � eit[1 − 4(1 + 2it)

1 + 2x2 + 4t2
] (5)

The RBS of the second order (RBS2) ψ(2)
p is too complex and

we refer the reader to [8] where it was first found. Both solutions
describe localized in space and in time perturbations that evolve
on a finite background–the condensate–and lead to three-fold
and five-fold increase in the overall amplitude at the time of their
maximum elevation. For approximation of a RW with a RBS, we
use the scaling, translation and gauge symmetries of the 1D-

NLSE: indeed, if u(x, t) is a solution of Eq. 1, then A0eiΘ · u(χ, τ),
where χ � A0(x − x0), τ � A2

0(t − t0), and A0,Θ ∈ R, is also a
solution. Technically, we detect the maximum amplitude A of a
RW together with its position x0 and time t0 of occurrence, and
also the phase at the maximum amplitude Θ � argψ(x0, t0), and
then use the scaling coefficient A0 � −A/3 for the RBS1 and A0 �
A/5 for the RBS2.

Note that, in general, RBS may have nonzero velocity v ≠ 0.
To account its influence, one can make a transformation
u(x, t)→ eivx/2−iv2t/4 · u(x − vt, t), which also prompts a
simple way to find the velocity. Indeed, at the time of the
maximum elevation t0, a RBS with zero velocity, v � 0, has
constant phase arg ψ(x, t0) � const in the region between the
two zeros closest to the maximum amplitude. In contrast, a
RBS with nonzero velocity, v ≠ 0, has constant phase slope,
arg ψ(x, t0)−ivx/2 � const, in the same region. Hence, by
computing the phase slope one can approximate RWs with
RBS of nonzero velocity. For all the RWs studied in this paper,
we have checked that taking into account velocity improves our
approximations only very slightly, and for this reason we have
decided to use RBS with zero velocity only.

Also note that in addition to the RBS1 and the RBS2, we have
examined approximation with the RBS of the 3rd order [8]; as
well. However, we have found that it works worse than either the
RBS1, or the RBS2 for all 2000 examined RWs, and thereby
excluded it from the analysis.

3 Rogue Waves With Rational Profiles
We start this Section with description of one RW event for the
soliton gas case, and then continue with examination of RW
properties for both systems–the noise-induced MI close to its
asymptotic stationary state and the soliton gas representing the
solitonic model of this state.

An example of one of the 10 largest RWs collected for the
soliton gas case is shown in Figure 1. The space profile

∣∣∣∣ψ(x, t0)∣∣∣∣
and the phase argψ(x, t0) at the time of the maximum elevation
t0 ≈ 39.2 are demonstrated in Figure 1A, the temporal evolution
of the maximum amplitude maxx

∣∣∣∣ψ∣∣∣∣—in Figure 1B, and the
space-time representation of the amplitude

∣∣∣∣ψ(x, t)∣∣∣∣ near the RW
event–in Figure 1C. As indicated in the figures, the space profile∣∣∣∣ψ(x, t0)∣∣∣∣ and the maximum amplitude maxx

∣∣∣∣ψ∣∣∣∣ are very well
approximated by the amplitude-scaled RBS2, and the space-time
representation strongly resembles that of the RBS2 as well. At the
time of the maximum elevation, the RBS2 has four zeros; the RW
presented in Figure 1 also has four local minimums that are very
close to zero and where the phase argψ(x, t0) jumps
approximately by π, see Figure 1A. Note that the phase is
practically constant between the two local minimums closest
to the maximum amplitude, as for the velocity-free RBS1 and
RBS2. The described phase pattern is sometimes considered as a
characteristic feature of RW formation, see [24, 25].

The deviation between a RW and its approximation with a
RBS can be measured locally as

d(1,2)p (x, t) �
∣∣∣∣∣ψ − ψ(1,2)

p

∣∣∣∣∣∣∣∣∣ψ∣∣∣∣ (6)
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Figure 1D shows this deviationd(2)p for theRBS2 in the(x, t)-plane:
in space–between the two local minimums closest to the maximum
amplitude x ∈ Ω, and in time–in the interval t − t0 ∈ [−0.5, 0.5],
since outside of it the maximum amplitude noticeably deviates from
the fit with the RBS2 in Figure 1C. The deviation d(2)p remains well

within 5% for most of the area demonstrated in the figure, so that the
RBS2 turns out to be a very good approximation for the presented
RW–simultaneously in space and in time.

As an integral measure reflecting the deviation between a RW
and a RBS, one can consider a quantity

FIGURE 1 | (Color on-line) One of the 10 largest RWs (the coordinate of maximum amplitude is shifted to zero for better visualization) for the soliton gas case with
time of occurrence t0 ≈ 39.2, maximum amplitude A ≈ 4.4 and deviation Eq. 7 from the RBS2 D(2)

p ≈ 0.02: (A) space profile of the RW
∣∣∣∣ψ(x, t0)∣∣∣∣ at the time t0 of its

maximum elevation, (B) time dependency of the maximum amplitude maxx
∣∣∣∣ψ∣∣∣∣, (C) space-time representation of the amplitude

∣∣∣∣ψ(x, t)∣∣∣∣ near the RW event, and (D)
relative deviation Eq. 6 between the wavefield and the fit with the RBS2 in the (x, t)-plane. In the panel (A), the thick black and the thin dash-dot red lines indicate the
space profile

∣∣∣∣ψ(x, t0)∣∣∣∣ and the phase argψ(x, t0). In the panels (A,B), the dashed blue and green lines show the fits with the RBS1 and the RBS2, respectively. In the
panel (D), the deviations d(2)

p ≥ 0.1 are demonstrated with constant deep red color.

FIGURE 2 | (Color on-line) (A,B) DeviationDp � min{D(1)
p ,D(2)

p } between RWs and their best fits with either the RBS1 or the RBS2 vs. the maximum amplitude A of
the RW: (A) for the soliton gas and (B) for the MI of the condensate close to its statistically stationary state. The blue squares indicate that the best fit is achieved with the
RBS1 and the green circles–with the RBS2. (C,D) The PDFs of (C) the maximum amplitude A for all the RWs and (D) the deviationD(2)

p for the RWs better approximated
with the RBS2, for the soliton gas (blue) and the MI of the condensate close to its statistically stationary state (red).
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D(1,2)
p � ⎡⎢⎢⎢⎢⎢⎣∫x∈Ω ∫t0+ΔT

t0−ΔT
∣∣∣∣∣ψ − ψ(1,2)

p

∣∣∣∣∣2dxdt∫
x∈Ω ∫t0+ΔT

t0−ΔT
∣∣∣∣ψ∣∣∣∣2dxdt ⎤⎥⎥⎥⎥⎥⎦1/2 (7)

Here we choose the region of integration over time t ∈ [t0 −
ΔT , t0 + ΔT] from the condition that at t0 ± ΔT the RBS2 fit
halves its maximum amplitude. Indeed, as demonstrated below,
the collected RWs have maximum amplitudes roughly between
3.3 and 5, and their halving translates the waves below the RW
threshold

∣∣∣∣ψ∣∣∣∣> 2.8, see e.g., [19]; also, for most of the RWs, the
best fit is the RBS2. For the RW presented in Figure 1, the interval
of integration in time is |t − t0|≤ 0.31 and the deviations are
D(1)

p ≈ 0.2 for the RBS1 and D(2)
p ≈ 0.02 for the RBS2.

The quantity Eq. 7 can be used to assess how well a RW can be
approximated by a RBS. Figure 2A shows the minimum
deviation Dp � min{D(1)

p ,D(2)
p } vs. the maximum amplitude of

the RW A � max
∣∣∣∣ψ∣∣∣∣ for all 1,000 RWs collected for the soliton gas

case; the RWs better approximated with the RBS1 are indicated
with the blue squares and those with the RBS2—with the green
circles. For 57 RWs the best fit turns out to be the RBS1—the
Peregrine breather, while the other 943 RWs are better
approximated by the RBS2. According to our observations, the
value of the deviation Eq. 7 below 0.05 typically means that such a
RW is very well approximated with the corresponding RBS; for
0.05(D(1,2)

p (0.1 the approximation is satisfactory, and for
D(1,2)

p T0.1—poor. Of 57 RWs better approximated with the
RBS1, only four have deviations below 0.1 and none–below
0.05; hence, approximation with the RBS1 turns out to be
satisfactory at best. For the RBS2 we have completely different
picture: 768 RWs show deviations from the RBS2 below 0.1 and
220—below 0.05. As demonstrated in Figure 2A, larger RWs are
typically better approximated with the RBS2. In particular, of 143
RWs having maximum amplitude above 4, 68 have deviation
from the RBS2 below 0.05, and the mean deviation for the entire
group of 143 RWs is 〈D(2)

p 〉 ≈ 0.055. Hence, we can conclude that
the largest RWs are typically very well approximated by the RBS2.

RWs collected close to the statistically stationary state of the
noise-induced MI show the same general properties as those for
the soliton gas case. Figure 2B demonstrates very similar
“clouds” of RWs approximated with either the RBS1, or the
RBS2 on the diagram representing the minimum deviation Dp

vs. the maximum amplitude A. Of 1,000 RWs in total, 36 are
better approximated with the RBS1 and 964—with the RBS2. Of
those better approximated with the RBS1, only three have
deviations below 0.1 and none–below 0.05. Of 964 RWs
better approximated with the RBS2, 792 have deviations
below 0.1 and 215—below 0.05. In total, 150 RWs have
amplitudes above four; out of them, 64 have deviation from
the RBS2 below 0.05, and the mean deviation among the group
of 150 RWs equals to 〈D(2)

p 〉 ≈ 0.059.
The RWs for the two types of initial conditions turn out to be

practically identically distributed by their maximum amplitude,
as demonstrated in Figure 2C with the corresponding probability
density functions (PDFs). The PDFs of the deviation D(2)

p for the
RWs better approximated by the RBS2 (green circles in Figures
2A,B) are also nearly identical, Figure 2D. Hence, we conclude
that the largest RWs for the two systems show practically identical

dynamical (resemblance with the RBS2) and statistical properties.
Note that we have repeated simulations for the MI case with
smaller and larger 1) computational boxes and 2) time windows
for collecting the RWs. As a result, we have obtained the PDF of
the maximum amplitude shifted to smaller or larger amplitudes,
respectively. The nearly perfect correspondence of the two PDFs
in Figure 2C additionally justifies the usage of the simulation
parameters discussed in the previous Section.

4 DISCUSSION AND FUTURE DIRECTIONS

As we have mentioned in [21]; some two- and three-soliton
collisions at the time of their maximum elevation have space
profiles remarkably similar to those of the RBS1 and the RBS2.
Moreover, we have presented an example of a phase-synchronized
three-soliton collision, for which both the space profile and the
temporal evolution of the maximum amplitude are very well
approximated by the RBS2. The solitons in [21] had nonzero
velocities; here we modify the two- and three-soliton examples for
the case of zero velocities and also examine the local deviations
d(1,2)p (x, t) Eq. 6 together with the integral deviations D(1,2)

p Eq. 7.
Figure 3 shows an example of three-soliton interaction with

solitons having amplitudes a1 � 1, a2 � 1.5 and a3 � 2, zero
velocities vj � 0, zero space position parameters x0j � 0 and, at
the initial time t � 0, zero phasesΘj � 0. The space profile

∣∣∣∣ψ(x, t0)∣∣∣∣
at the time of the maximum elevation t0 � 0 is remarkably similar
to that of the RBS2, and the local deviation d(2)p (x, t) remains well
within 5% for most of the area presented in the figure as well. The
integral deviation Eq. 7 equals toD(2)

p ≈ 0.016, that is even smaller
than for the RW presented in Figure 1.

To analyze how often phase-synchronized interactions of two
and three solitons of various amplitudes may lead to such quasi-
rational profiles, we have created 20 two-soliton and 20 three-soliton
interactions with solitons of random amplitudes, zero velocities
vj � 0, zero space positions parameters x0j � 0 and phases Θj � 0.
For the two-soliton interactions, the minimum deviations from the
RBS1 and the RBS2 turned out to beD(1)

p ≈ 0.077 andD(2)
p ≈ 0.061,

and the average ones—〈D(1)
p 〉 ≈ 0.14 and 〈D(2)

p 〉 ≈ 0.075,
respectively. For the three-soliton case, the minimum deviations
were D(1)

p ≈ 0.18 and D(2)
p ≈ 0.003, and the average

ones—〈D(1)
p 〉 ≈ 0.23 and 〈D(2)

p 〉 ≈ 0.022; the maximum
deviation from the RBS2 equaled to D(2)

p ≈ 0.03, that is still very
good for comparison with the RBS2. Hence, we conclude that quasi-
rational profiles very similar to that of the RBS2 appear already for
three-soliton interactions, provided that the solitons are properly
synchronized (that is, have coinciding positions and phases).

We think that the presented elementary three-soliton model
might provide an explanation of RW formation inside multi-
soliton solutions. The most direct way for future studies might
be a demonstration of a RW for synchronized many-soliton
solution. Here, however, we face a new question, that is,
whether formation of a RW is a collective phenomenon that
requires synchronization of all the solitons, or a “local” event
that can be achieved by synchronizing of a few with arbitrary
parameters of the others. Note that even the latter case represents a
challenging problem. Indeed, the few solitons that generate a RW
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acquire space and phase shifts due to the presence of the remaining
solitons, that should influence their optimal synchronization
condition. For remote solitons, the shifts can be computed
analytically using the well-known asymptotic formulas, see e.g.,
[14]; which however do not work for our case of a dense soliton gas
where all solitons effectively interact with each other. This leaves us
two options: 1) a local numerical synchronization of a small group
with “trial and error” method and 2) calculation of generalized
space-phase shifts for closely located solitons. Both ways seem
challenging at the moment.

Also note that our study is limited with respect to statistical
analysis of RWs, as we have focused on the largest RWs, while the
“common” RWs may have different dynamical and statistical
properties. Nevertheless, we believe that, since the largest RWs for
the two systems show identical properties, the “common” RWs
have identical properties too. Identification of all the RWs
according to the standard criterion A≥ 2.8 is a nontrivial
problem by itself, and we plan to return to it in the near future.

5 CONCLUSION

In this brief report we have presented our observations of RWs
within the 1D-NLSE model for 1) the modulationally unstable
plane wave at its long-time statistically stationary state and 2) the
bound-state multi-soliton solutions representing the solitonic
model of this state. Focusing our analysis on the largest RWs,
we have found their practically identical dynamical and statistical
properties for both systems. In particular, most of the RWs turn
out to be very well approximated–simultaneously in space and in
time–by the amplitude-scaled rational breather solution of the
second order (RBS2), see Figures 1, 2 and the two sets of the
collected RWs are identically distributed by their maximum
amplitude and deviation from the RBS2, see Figures 2C,D.
Additionally, we have demonstrated the appearance of quasi-
rational profiles very similar to that of the RBS2 already for
synchronized three-soliton interactions, see e.g., Figure 3.

The main messages of the present paper can be summarized as
follows. First, a quasi-rational profile very similar to a RBS does not
necessarily mean emergence of the corresponding rational breather,
as it can be a manifestation of a multi-soliton interaction. Second,

the identical dynamical and statistical properties of RWs collected
for the two examined systems strongly suggest that the main
mechanism of RW formation should be the same, i.e., that RWs
emerging in the asymptotic stationary state of theMI (and, possibly,
in other strongly nonlinear wavefields) are formed as interaction of
solitons. However, more study is necessary to clarify exactly how
interaction of solitons within a large wavefieldmay lead to formation
of a RW, and we plan to continue this research in the future.

As future directions of our studies, we consider two problems.
The first is about examination of whether formation of a RW
in a soliton gas is a collective phenomenon that requires
synchronization of all the solitons, or a “local” event that can be
achieved by synchronizing of a few. The second problem relates to
statistical analysis of all the RWs according to the standard criterion
A> 2.8, in contrast to the largest RWs analyzed in this paper.
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FIGURE 3 | (Color on-line) Synchronized three-soliton interaction of solitons having amplitudes a1 � 1, a2 � 1.5 and a3 � 2, zero velocities vj � 0, zero space
positions parameters x0j � 0 and, at the initial time t � 0, zero phasesΘj � 0: (A) space profile

∣∣∣∣ψ(x, t0)∣∣∣∣ and phase argψ(x, t0) at the time of themaximum elevation t0 � 0,
and (B) relative deviation Eq. 6 between the wavefield and the fit with the RBS2 in the (x, t)-plane. All notations are the same as in Figures 1A,D. The deviation Eq. 7 from
the RBS2 fit equals to D(2)

p ≈ 0.016.
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The presence of coherent wave groups in the ocean has been so far postulated but

still lacks evidence other than the indication from the radar images. Here, we attempt

to reconstruct a wave field to monitor the evolution of a directional wave group based

on a phase resolving two-dimensional non-linear wave model constrained by the stereo

images of the ocean surface. The reconstructed wave field of around 20 wavelength

squared revealed a coherent wave group compact in both propagating and transverse

directions. The envelope of the wave group seems to be oriented obliquely to the

propagation direction, somewhat resembling the directional soliton that was theoretically

predicted and experimentally and numerically reproduced recently. A comparison with

a constrained linear wave model demonstrated the coherence of the non-linear wave

group that propagates for tens of wavelengths. The study elaborates a possibility of a

spatially coherent short crested wave group in the directional sea.

Keywords: ocean waves, wave groups, observational tower, stereo imaging, higher-order spectral method, data

assimilation, non-linear Schrödinger equation, directional envelope soliton

INTRODUCTION

Wave groups in the ocean have been recognized as early as in the 1970s in shallow and deep waters
[1, 2] based on the analysis of time series data and spatial image. Concurrently, the formation of
the long-crested wave groups has been postulated based on the non-linear Schrödinger equation
(NLSE) and their existence was demonstrated numerically and experimentally [3, 4]. In reality,
ocean waves are short-crested, but the long-crested wave envelope dynamics have been employed
to explain the presence of wave groups, particularly in association with the generation mechanism
of freak or rogue waves [5–7], somewhat disregarding the nature of the short-crested wind-wave
field. As such, the key to understand the ocean waves, especially in the context of extremes, is
to show the presence of coherent two-dimensional wave groups. A recent study by Chabchoub
et al. [8] employed an innovative scheme of transforming the 2D+T NLSE into a 1D+pseudo time
NLSE and vice-versa thus, allowing the application of a known solution of the long-crested (1D+T)
NLSE to model a short-crested two-dimensional wave group. As a result, an oblique wave group,
oriented at an angle to the propagation direction, is formed, as suggested in the theoretical study
[9]. This theoretical conjecture of this short-crested wave field has been proven in an experiment in
a directional wave tank [10].

168

https://www.frontiersin.org/journals/physics
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://www.frontiersin.org/journals/physics#editorial-board
https://doi.org/10.3389/fphy.2021.622303
http://crossmark.crossref.org/dialog/?doi=10.3389/fphy.2021.622303&domain=pdf&date_stamp=2021-04-13
https://www.frontiersin.org/journals/physics
https://www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles
https://creativecommons.org/licenses/by/4.0/
mailto:waseda@k.u-tokyo.ac.jp
https://doi.org/10.3389/fphy.2021.622303
https://www.frontiersin.org/articles/10.3389/fphy.2021.622303/full


Waseda et al. Assimilated Directional Wave Group

However, up to now, the evidence of a coherent two-
dimensional wave group in the ocean is missing. Stereo imaging
of ocean waves is a promising and proven technology to capture
a three-dimensional wave field [11]. The limitation is that
it can only capture an area covering a few wavelengths. A
new data assimilation scheme called SWEAD (Surface Wave
reconstruction by Ensemble Adjoint-free Data assimilation) has
been recently proposed to combine the stereo images with the
phase-resolving non-linear wave model to extrapolate the surface
elevation reconstructed from stereo images [12]. The validity
of the scheme was demonstrated by a twin-experiment using
the Higher-Order Spectral Method which is now becoming a
standard tool to evaluate the phase-resolved processes based on
the spectral wave model output [13–19]. HOSM is also exploited
in data assimilation for RADAR observation [20, 21]. Unlike
these studies that assimilates observations of the same size as
the model, SWEAD incorporates observation matrix to handle
observed data considerably smaller in size than the number of
HOSM grids.

This paper reports the first successful implementation of the
SWEAD [12] to reconstruct a wave field, which analyzes the
stereo reconstructed wave field and extends the estimated wave
field to an area 900 times larger (30 by 30) than the observation.
By a careful look at the reconstructed wave field, a coherent
wave group whose envelope is oriented obliquely to the wave
propagation direction was discovered and was shown to resemble
the directional soliton [8]. The ocean tower observation by the
stereo camera and the data assimilation scheme is introduced
in section Observation and data assimilation. The reconstructed
wave field and the identified wave group therein are presented in
section Observation of Coherent Wave Group. The comparison
to the analytical solution and the linear wave field are discussed
in section Discussion. Conclusion follows.

OBSERVATION AND DATA ASSIMILATION

Hiratsuka Tower Observation
An observation by stereo camera system was conducted at the
Hiratsuka Oceanographic Experiment Station of the University
of Tokyo located at the depth of 20m, 1 km south of the
Hiratsuka beach in the north of the Sagami-Bay in Japan
(35.305467◦N, 139.345815◦E). A stereo camera system (3.92m
apart) pointing southwest is in operation since April 2017. The
camera at 16m altitude is pointing down imaging a trapezoidal
area of height around 80m (Figure 1 left). The surface elevation
was reconstructed using WASS (Waves Acquisition Stereo
System) [22]. Validation of the stereo reconstructed wave field
was made during a field campaign from Sep. 1 to Oct. 2, 2018
employing four different types of wave sensors (ultrasound wave
gauge at the tower, two wave-riders outside of the stereo imaging
region, and bottom-mounted ADCP within the stereo imaging
region) [23]. The details of the stereo imaging system and the
stereo reconstruction are reported therein and will be omitted
from this paper.

The typical wave condition at the Hiratsuka tower is a swell
system from the south. The wind-sea tends to be large for
southerly wind with unlimited fetch whereas, for northerly wind,

the wind-sea tends to be smaller due to limited fetch and the wave
system tends to be mixed with swells propagating from the south.
On Sep. 22, a swell of significant wave height ∼0.6m and peak
wave period ∼6.8 s (or ∼70m wavelength) propagated from the
south (Figure 1 right). The wind-sea generated by the 8.1 m/s
NNE wind was propagating against the swell. A small spectral
peak may represent the wind-sea, but its energy was quite low.
The spectra from the five sensors agree well-considering that they
are not necessarily collocated. The spectrum from the ADCP
measurement (magenta) appears closest to the stereo camera-
based spectrum (black) as they are collocated. Sample time-series
from the ADCP and the stereo camera are compared (Figure 2).
The phases seem to match quite well but some peak values seem
to deviate. This particular case was chosen for further analysis as
the stereo camera images were intact.

Surface Wave Reconstruction by Ensemble
Adjoint-Free Data Assimilation (SWEAD)
Surface Wave reconstruction by Ensemble Adjoint-free Data
assimilation (SWEAD) was applied to the stereo images of Sep.
22, 2018. A 300 s image sequence was selected from the 20-
min record and was assimilated into the phase resolving wave
model. SWEAD is a scheme to reconstruct a surface wave field
by assimilating observational data to a phase-resolved non-linear
wave model HOSM (Higher-Order Spectral Method) [12, 24].
An efficient data assimilation scheme called the adjoint-free data
assimilation (a4DVar) [25] was extended to a free surface water
wave problem. The HOSM is a flexible solver of the free surface
water wave in a periodic domain that can vary the order of
non-linearity. As aforementioned, the method is widely used and
documented; the details of the HOSM is omitted. In this study,
the non-linear order of HOSM M = 3 was chosen such that the
four-wave resonant interactions are incorporated.

The procedure of SWEAD is summarized here. The aim
is to find the initial phases of the Fourier coefficients of the
surface elevation η̂0(k) whose modulus is given a priori by the
directional spectra from the stereo reconstruction. Hereafter,
η̂0(k) is represented as x0 denoting the initial condition. The cost
function J (x0 )

J (x0) =
1

2

(

H (x0)−y
)T R−1

(

H (x0)−y
)

+
1

2
(x0−xb)

T B−1 (x0−xb) , (1)

is minimized wisely circumventing the use of an adjoint model to
estimate its gradient. Here, H (x0) is the model-data projection
operator, y is the observational data from the stereo images, and
R is the observation error covariance. Under the framework of
Gaussian statistics, the error statistics of the initial condition x0
is represented by the background error covariance matrix B. The
gradient of the cost function is approximated as:

PT∇J≈δYTR−1
(

H (x0)−y
)

+ PTB−1 (x0−xb) (2)

where the adjoint of the Jacobian matrix H is approximated

by the perturbed ensemble model run outputs: PTHT ≈ δYT,
where P contains the orthogonal perturbation vectors and δY
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FIGURE 1 | (left) Example of the snapshot of the stereo reconstructed wave field. Note the camera is pointing southeast; (right) Wave spectra from the Stereo camera

system (black), bottom-mounted ADCP (magenta), wave rider (Spotter, red), wave rider (Piper, blue), and Ultrasonic at the Hiratsuka tower (orange). The straight solid

lines indicate the f−4 and f−5 slopes. The sampling rates of stereo camera system, ADCP, Spotter, Piper, and Ultrasonic wave gauges are, 10.0, 2.0, 2.5, 2.0, 3.0Hz,

respectively. The averaged periodograms were obtained with the degrees of freedom ranging between 12 and 18.

FIGURE 2 | Time series comparison of the surface elevation of the collocated ADCP (blue) and the stereo-reconstruction (red).

the associated model increments. Further simplification is made
by updating the control variable as x0+Ps where the weighting
function is determined solving equation (3) at each iteration:

(

δYTR−1δY+PTB−1P
)

s= δYTR−1
(

y−H (x0)
)

−PTB−1 (x0−xb) . (3)

Further improvement of the a4DVar made the method more
stable. We took advantage of the spectral constraint and imposed
a secant condition. Various parameters were carefully determined
before the actual implementation of SWEAD. The details of these
procedures are given in [12, 24].

From the stereo image analysis, the error covariance matrix

R was estimated as Rii =
σ 2
ii
nii

where σii represents the standard

deviation of the stereo image estimates within a 1.5m by 1.5m
grid, and nii is the number of samples per grid. Note that the data
assimilation was made for the mean value of the surface elevation
of each 1.5m by 1.5 m grid.

The domain size of HOSM used in this study is 2.6426 km by
2.6426 km, with 1,024 times 1,024 grid points. The integration
time step is 0.1 s and the integration period is 350 s following
the non-linear spin-up of 50 s. For the case introduced in section

Hiratsuka Tower Observation, the peak wave period of 6.8 s,

the domain size corresponds to about 40 wavelengths, and the

integration period to 50 wave periods. The HOSM wave field
was initialized based on the spectrum from the stereo images
with random phases, and the initial phases were determined
conducting 400 perturbed ensemble runs that were repeated
for 19 iterations minimizing the cost function [23, 26]. The
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FIGURE 3 | (left) Directional spectrum estimated from the 20-min stereo image sequence. The wave numbers kx and ky are oriented along the image coordinate. A

high-pass filter with cutoff frequency of 0.1Hz was applied. Spectral density <5 % of the peak spectral density was removed as well. (right) Initial condition of the

analysis wave field by SWEAD. The red box indicates where the stereo images were taken. The markers represent the locations of the surface wave buoys. The

predictable zone for the 300 s image sequence is indicated by cyan line.

magnitude of the first term of the cost function (1) reduced by 1/7
after eight iterations and slowly reduced to about 1/10 in nineteen
iterations. With the large number of ensemble members (400),
one iteration took about three and half hour wall clock time using
the Oakforest-PACS Supercomputer System of the University of
Tokyo using 12 nodes (one node has 68 cores). The domain size
(1,024 by 1,024 and 40 wavelengths square) and the number of
ensemble members (400) were determined based on the original
study by Fujimoto [24] in balance of the predictable region and
the computational efficiency.

OBSERVATION OF COHERENT WAVE
GROUP

Initial Wave Field and Reconstructed
Waves
Based on the directional spectrum from the stereo imaging
system (Figure 3 left), the initial wavefield η0(x, y) was estimated
using SWEAD (Figure 3, right panel). The wave field in Figure 3

right is mapped south-up and the dominant wave is propagating
from the southwest. The directional spectrum was estimated
by discrete Fourier transformation of the reconstructed wave
field and was averaged over the entire 20-min image sequence.
Because the directional spectrum was estimated from an area
of 80m square, waves longer than the domain size tended to
be ambiguous in direction and therefore a high-pass filter was
applied at 0.1Hz. Spectral density <5 % of the peak spectral
density was removed as well. Nevertheless, the directional
spectrum tended to be broad in direction, and therefore, the
waves tended to propagate into the stereo imaging area from all
the directions. Those spurious waves appear in the initial wave

field as a circular pattern. The dominant wave components are
propagating from the southwest or the upper right quadrant
of Figure 3 right. It is also noticeable that there is not much
energy downstream (northeast, or the lower left quadrant). This
is because for the 300 s stereo reconstructed image sequence, the
predictable zone [27] is restricted to a circular sector (enclosed
by cyan lines in Figure 3 right) extending to the southwest from
the stereo imaging region. The waves in this area will focus
on the stereo imaging domain and well-reproduced the wave
record (Figure 4). The predictable zone was estimated for wave
components with a spectral density higher than 30 % of the peak
spectral density, thereby neglecting the waves coming from the
opposite direction to the dominant swell. The SWEAD is not
restricted to analyzing a uni-directional spectrum.

Reconstructed Directional Wave Group
From the 300 s reconstructed wave field, we have looked into
the wave field upstream of the stereo imaging area within the
predictable zone (Figure 3 right). At first sight, it appears that
the waves tend to form a beam where the energy is confined to a
finite crest length. This is partly because SWEADdoes not impose
a constraint of the homogeneity of the wave energy and therefore
the waves are absent from the area outside of the predictable
zone. However, it is plausible that non-linearity is acting against
the dispersion and thereby retaining the short crestedness of the
wave train.

Notable evolution of the group-like feature was detected
(Figure 5). The image coordinate is rotated clockwise by about
40 degrees from the original (Figure 3) such that the wave
group is propagating from right to left. The crest line is
confined in the transverse direction, and the boundary seems
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FIGURE 4 | Comparison of the surface elevation time series in the middle of the stereo imaging area; the blue line is from the stereo camera, and the red line is the

reconstructed time series by SWEAD.

inclined against the propagation. The directional wave group
seems coherent throughout the sequence of about 60 s shown in
Figure 5. The animation of the evolving wave field is provided as
Supplementary Material.

The propagation of the detected wave group is visualized by
a waterfall diagram of the wave profile along a diagonal line
connecting (1,300m, 1,300m) and (1,700m, 1,700m) in Figure 3
for 80 s (Figure 6). The propagation of a coherent wave group
is evident. The estimated propagation speed of the wave group
is about 4.6 m/s which corresponds to a 5.9 s wave period. The
estimated wave period roughly corresponds to the dominant
wave in the observed spectrum (Figure 1). Unlike the directional
soliton studied in Chabchoub et al. [8], the observed wave
group is confined in the propagation direction as well. Long-
crested envelope solitons are known to be unstable to transverse
perturbation (e.g., [28]). The reconstructed wave field indicated
a possible existence of a coherent directional wave group
confined in both propagating and transverse directions. From the
reconstructed wave field, the peak amplitude of the wave group is
estimated to be around 0.5–0.6m which corresponds to a local
steepness of A0k0∼0.06.

DISCUSSION

Directional Coherent Wave Group
The theoretical framework of the directional wave group follows
Chabchoub et al. [8]. By applying a coordinate transformation,
T = t cos θ −

y
cg
sin θ , the 2D+T NLSE reduces to a 1D+T NLSE

in which stable planar wave solutions exist. Then, interestingly

enough, in the original coordinate, the solution appears to have
a slanted envelope and the wave train becomes short-crested.
The observed directional wave group somewhat resembles the
directional soliton reproduced in a directional wave tank, which
is parametrized as:

A
(

x,y,t
)

= A0sech

[

A0k0

√

1

2
(

1− 3 sin2 θ
)

{

(ω0t cos θ

+ 2k0y sin θ
)

+2k0x cos θ
}

]

exp

[

−i

(

A0k0
)2

2
k0x

]

(4)

The surface elevation field given by
η
(

x,y,t
)

=Re
[

A
(

x,y,t
)

exp
{

i
(

k0x + ω0t
)}]

is shown as an
example in Figure 7 for the case of θ=−π/6. Note that the angle
θ should not exceed 35.26◦ for the framework to be applied. The
carrier wave is propagating from right to left and is short-crested
in the transverse direction. However, the slanted envelope
is unbounded.

The envelope of the SWEAD reconstructed directional wave
group was truncated in the propagating direction as well.
Mimicking the reconstructed wave field, the truncation of the
wave envelope was artificially introduced to the directional
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FIGURE 5 | Surface elevation contour map of the subdomain of the HOS simulation capturing a wave group. The domain covers 500m by 500m area, and is rotated

so that the waves propagate from right to left toward the stereo imaging area. The time sequence is from left to right at 30 s interval.

FIGURE 6 | Waterfall plots of the surface elevation profiles along a diagonal line in the wave field depicted in Figure 3. The line connects (1,300m, 1,300m) and

(1,700m, 1,700m) and the plot is made for 80 s long. A coherent wave group is observed.

soliton solution equation (4):

Atrunc.
(

x,y,t
)

= A
(

x,y,t
)

W (x,t) ,
where,

W (x,t) =



















0 ; x<− nπ
k0

k0
nπ

(

x + cg t
)

+ 1 ; − nπ
k0
≤ x ≤ 0

−
k0
nπ

(

x+cg t
)

+ 1 ; 0 ≤ x ≤ nπ
k0

0 ; x> nπ
k0

(5)

The W (x,t) is an arbitrary function that reduces the
wave energy to nil in the far-field. Here, we have chosen
a triangular envelope containing n waves. The surface
elevation wavefield for n=5, is shown in Figure 8,
ηtrunc.

(

x,y,t
)

= Re
[

Atrunc.
(

x,y,t
)

exp
{

i
(

k0x + ω0t
)}]

. The
wavefield remarkably resembles that reconstructed from the
stereo images (Figure 5). Since Atrunc.

(

x,y,t
)

is not a known
solution of the 2D+T NLSE, in reality, its coherence due to the
balance of non-linearity and dispersion remains to be tested.
Nevertheless, we will show in section Comparison Against the
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FIGURE 7 | Surface elevation map of the directional soliton [4] with obliqueness θ= −π
6 and the steepness A0k0 = 0.05. The time sequence is from left to right at

four-wave period interval. The wave is propagating from right to left.

FIGURE 8 | A truncated directional soliton [5]. The number of waves in a group n = 5. Nomenclature is the same as Figure 7.
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FIGURE 9 | A truncated directional Akhmediev Breather [6]. The number of waves in a group n = 5. Nomenclature is the same as Figure 7.

FIGURE 10 | Waterfall plots of the surface elevation profiles from an assimilated linear wave model. The wave profile is obtained along a diagonal line in the wave field

depicted in Figure 3. The line connects (1,300m, 1,300m) and (1,700m, 1,700m) and the plot is made for 80 s long. Coherent wave group is not observed.
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FIGURE 11 | The normalized maximum value of the surface elevation of the 300 s HOSM simulation is shown for the entire model domain (2.6426 km by 2.6426 km);

in the left, non-linear (M = 3), and in right, linear (M = 1). The color map limit is from 0 to 1.0. The coherence of the wave group is depicted by the homogeneity of the

maximum surface elevation along the beam. The square at the center denotes the stereo imaging area. The directional wave group was observed along 1,300m to

1,700m in both horizontal and vertical axes.

Linear Model, that the non-linearity was crucial in sustaining the
coherence of the reconstructed directional wave group.

The directional soliton choice may be considered as too
simplistic compared to other more advanced nonlinear envelope
models. Examples are breathers on finite background, such
as the Kuznetsov-Ma, Akhmediev or Peregrine breathers [4,
29, 30]. Given the domain limits and the absence of distinct
wave focusing, we selected the envelope soliton as a reference
being the fundamental stationary coherent structure allowing the
nonlinear interaction with the underlying waves. Nevertheless,
there is no reason not to observe how a truncated breather would
look like. By applying the same coordinate transformation to
the Akhmediev breather solution [29], we obtain the following
expression of the diagonal breather:

A
(

x,y,t
)

= A0exp
[

−i
(

A0k0
)2
k0x
]

( √
2ν2 cosh Kx + i

√
2σ sinh Kx

√
2 cosh Kx−

√
2−ν2 cos

[

δA0k0
(

ω0t cos θ + 2k0y sin θ+2k0x cos θ
)]

)

(6)

where, ν ≡ δ
√

1− sin2 θ , σ ≡ ν
√
2−ν2, K ≡

(

A0k0
)2

σk0,

and δ=
�/ω0
A0k0

representing the spectral bandwidth.

Following the same steps as before, we show in Figure 9

the surface elevation of the truncated wave train,
ηtrunc.

(

x,y,t
)

=Re
[

Atrunc.
(

x,y,t
)

exp
{

i
(

k0x + ω0t
)}]

. We
chose a small value of δ=0.0001, such that the solution
approaches the Peregrine breather [30]. The resemblance
of the directional Akhmediev breather to the directional
soliton is striking. Although the resemblance of oblique
Akhmediev/Peregrine breather, at its peak modulation, and
the stationary envelope soliton is known, the implication of

that to this study is noteworthy. Despite the wave field was
extended to cover a large domain compared to the stereo
imaging area, the domain is still not large enough to capture
the full evolution of the wave group, particularly the initial
disintegration of a wave train, known as the Benjamin-Feir
instability [31].

Comparison Against the Linear Model
The HOSM wave field constrained by the stereo images revealed
the existence of a wave group whose envelope is oblique to
the propagation direction. Moreover, the analytical model of
the directional envelope soliton with an artificial truncation
in the propagating direction resembled the reconstructed wave
group. Although this truncated directional soliton is not a
known analytical solution to the 2D+T NLSE, the reconstructed
wave field is a numerical solution that incorporates the third-
order non-linearity and is not restricted by spectral bandwidth.
To confirm that such a coherent wave field exists because of
the weak non-linearity, the SWEAD was applied to the linear
wave model or the HOSM simulation with M = 1. Note
that by assimilating the stereo images, the initial condition of
the linear HOSM is constrained such that the wavefield within
the stereo imaging region is optimally reconstructed. What we
will investigate here, however, is the difference between non-
linear and linear wave models of the wave fields outside of
the stereo imaging region but within the predictable region. In
Figure 10, the evolution of the wavefield along a line connecting
(1,300m, 1,300m) and (1,700m, 1,700m) of the simulated
domain is shown. The coherent nature of the wave group that
was found in the case of the HOSM M = 3 simulation has
diminished with HOSM M = 1 despite the two solutions
being strongly constrained by the same directional spectrum
(Figure 3 left).
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The degree of coherence of the wave evolution becomes
apparent comparing the wave fields of the entire HOSM model
domain. The normalized maximum wave amplitudes are plotted
in Figure 11 for the HOSM M = 3 simulation (left) and the
HOSM M = 1 simulation (right). While the reconstructed non-
linear wave field (Figure 11 left) shows a beam that extends
upstream and downstream of the stereo imaging region where
the energy is concentrated, the reconstructed linear wave field
(Figure 11 right) shows that the energy spreads in a broader
domain. In the linear model, there are multiple beams and
the energy seems to focus on the central part. If the wave
groups remain coherent, it is expected that the maximum surface
elevation will be homogeneous. Therefore, the high contrast of
the maximum surface elevation, as seen in the linear case, implies
that wave groups are not as coherent as in the non-linear case.
The beam tends to weaken away from the center, and this is an
artifact of the data assimilation scheme in which the predictable
zone broadens away from the center. Overall, the comparison
indicates that in the HOSM M = 1 simulation, the wave field
linearly focused in the central part to reproduce the observed
wave field, but coherence is less prominent than the HOSMM =

3 simulation. This observation is consistent with that comparing
Figures 6, 10.

CONCLUSION

A wave field was successfully reconstructed assimilating the
stereo image sequence into a non-linear phase resolving wave
model. From the reconstructed wave field, a coherent wave group
was identified in which the two-dimensional wave envelope
is not in alignment with the propagation direction of the
carrier wave. The striking resemblance of the reconstructed
directional wave group to the recently discovered directional
soliton is encouraging.

The work certainly needs further improvement. Likely, the
imaging area of 80m by 80m is not sufficient to reconstruct the
wave field of the entire 2.6 km by 2.6 km model domain as the
predictable region is limited by the time window of 300 s. As such,
the reconstructed wave field tended to focus the energy into the
stereo imaging area such that the wave field is well-reproduced
within the given time window. This tendency was even more
exaggerated when the linear HOSMmodel was used.

Nevertheless, the comparison of the non-linear and linear
reconstructed wave fields elucidated the significance of the non-
linearity in maintaining the coherence of the directional wave
group. The kinematic properties of the wave group are realistic,
with the steepness around A0k0∼0.06, and contains around 5
waves in a group. This is the first time such two-dimensional
coherent wave groups were identified in the ocean. The scheme
of combining spatial images and non-linear wave models is
promising and should be advanced by utilizing spatially wide
observations such as shipborne radar images.

We were able to observe a striking similarity between
the reconstructed ocean wave group with oblique NLS-type

envelopes. Indeed, a truncation of the water surface elevation
as modeled with an oblique form of both, envelope soliton and
Akhmediev/Peregrine-type breather, by adopting the respective
oblique angle, show an excellent agreement with the shape of the
coherent structure in the ocean. The domain limitations were
obviously a major constraint in this study for the purpose of
identification of the right coherent envelope.Moreover, it was not
possible to clearly identify the Benjamin-Feir instability process
[31], which is a possible mechanism for the formation of ocean
extreme events [7]. Nevertheless, our findings pave the way for
possible soliton or breather-type rogue wave identification in the
ocean [29, 32, 33]. We consequently believe that there is strong
potential for observations of such pulsating envelopes in the
ocean and to connect these to ocean rogue wave formations in
the future.
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Heterodyne Optical Time Domain
Reflectometer Combined With Active
Loss Compensation: A Practical Tool
for Investigating Fermi Pasta Ulam
Recurrence Process and Breathers
Dynamics in Optical Fibers
Corentin Naveau1, Guillaume Vanderhaegen1, Pascal Szriftgiser1, Gilbert Martinelli 1,
Maxime Droques2, Alexandre Kudlinski 1, Matteo Conforti 1, Stefano Trillo3, Nail Akhmediev4

and Arnaud Mussot1*

1Univ. Lille, CNRS, UMR 8523-PhLAM–Physique Des Lasers Atomes Et Molécules, Lille, France, 2Alcatel Submarine Networks,
Calais, France, 3Department of Engineering, University of Ferrara, Ferrara, Italy, 4Optical Sciences Group, Department of
Theoretical Physics, Research School of Physics, The Australian National University, Canberra, ACT, Australia

We report recent results obtained with a novel optical fiber experimental setup based on a
heterodyne optical time-domain reflectometer in the context of FPU recurrence process.
Moreover, we actively compensate the dissipation of the system. We show that we can
observe several FPU recurrences by monitoring the power and relative phase evolutions of
the main discrete frequency components involved in the process.

Keywords: Fermi Pasta Ulam recurrence, optical fibers, modulation instability, breathers and rogue waves,
heterodyne, Rayleig

1 INTRODUCTION

The Fermi-Pasta-Ulam (FPU) recurrence process describes the ability of a multimodal nonlinear
system to come back to its initial state after its energy had been distributed over its modes during the
evolution. It had been discovered in the 50s by Fermi and co-workers who were studying the
dynamics of a chain of nonlinearly coupled oscillators [1]. The problem has been extensively studied
and led to the development of a theory allowing to explain the formation of solitons by Zabusky and
Kruskal in 1965 [2]. Since then, the FPU recurrence process has been especially investigated for its
role in chaos [3] and for its relation with the nonlinear stage of modulation instability (MI), in the
framework of nonlinear systems which can be described by the nonlinear Schrödinger equation
(NLSE). In particular, it led to the development of breathers theory [4], which plays an important role
in the description of rogue waves formation [5–10]. Experimentally, FPU had been observed in
several fields of physics such as hydrodynamics [11] and electric transmission lines [12].

The first observation of FPU recurrence in optics has been achieved in 2001 by Van Simaeys et al.
[13]. The main issue was to monitor the longitudinal evolution of the optical power along the fiber to
confirm that the system indeed came back to its initial state. Van Simaeys et al. [13] succeeded via an
indirect measurement method. These results attracted a lot of attention from the nonlinear scientific
community with the publication of a short editorial in the prestigious Nature journal [14]. Indeed,
optical fibers constitute a fantastic test bed for investigations of such complex nonlinear processes as
they offer an easy tuning of initial conditions, an accurate control of fiber parameters and an accurate
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characterization of the output field with sub-ten femtosecond
resolution. For those reasons, this pioneering result has motivated
numerous studies of FPU, breathers or rogue wave formation in
fiber optics [8, 10, 15–21]. This non-exhaustive list of works
highlights the strong interest for this experimental system.
However, there are two main limitations in fiber optics
systems. Firstly, the monitoring of the longitudinal evolution
of the field is not straightforward while it is crucial in FPU
recurrence investigations to unambiguously prove that the
systems evolved before coming back to its initial state. Van
Simaens et al. exploited the invariant properties of the NLSE.
They used a fiber of fixed length and performed indirect
distributed measurements by varying the optical power Pp
instead of the distance z. This method was also used for the
first observation of Peregrine soliton [16]. However, varying Pp
also changes the MI frequency which scales in

��
Pp

√
so the

frequency detuning of the seed has also to be varied to keep a
normalized frequency detuning constant, which is not really
convenient. Another set of solutions based on cut-back
techniques had been reported. They are either fully destructive
by cutting the fiber in several pieces [15] or by using fibers of
different lengths [19] and repeating the experiments by copying
the electric field characteristics to the input of the following fiber.
Another approach to perform distributed measurements is the
use of scattering processes, either elastic (Rayleigh) or inelastic
(Brillouin), which presents the advantage of being non-invasive
and offers a good resolution [22]. As an example, Brillouin optical
time-domain reflectometry (OTDR) has been used [23, 24] to
characterize fiber optical parametric amplifiers. Concerning
OTDR based on Rayleigh scattering, it enabled the distributed
measurement of one FPU recurrence via the distributed
characterization of the pump and low-orders sidebands
intensity when the process is coherently seeded [25] or the
pump and the amplified noise intensity when it is
spontaneous [26]. These options are very interesting but have
the drawback to only measure power evolutions. We will see
below that the knowledge of the whole electric field is crucial to
accurately characterize the FPU recurrence process. The second
limitation is due to dissipation, despite the ultra-low attenuation
of optical fibers with the latest record of 0.1419 dB/km [27]. This
is the reason why in previous experiments on FPU recurrence,
most recordings had been limited to one or one and a half period
of recurrence [13, 15, 23, 25, 28]. The capability to observe more
than one recurrence period is of great interest to study in detail
the complex dynamics of the FPU process appearing at the
second compression point [29]. There is a need to develop an
experimental optical fiber system enabling the monitoring of the
longitudinal evolution of the electric field (phase and amplitude)
without loss. Note that multiple recurrences had been observed in
bulk optical systems [30], which can be considered as lossless
untill a certain point, but initial conditions are trickier to tune as
compared to fiber optics.

In this paper we present a review of recent results obtained
with a novel optical fiber experimental setup allowing a non-
invasive distributed characterization of the amplitude and phase
of the main frequency components of a laser pulse train based on
a heterodyne optical time domain reflectometer (HOTDR) [31].

Moreover, we implemented an active loss compensation scheme
by exploiting the Raman amplification effect to get an almost fully
transparent fiber [31]. Note that other groups took benefit of a
recirculating loop to observe two recurrences as it was originally
done in telecommunications applications to emulate long-haul
fiber systems [32].

The paper is organized as follows. In the first part, we
present the experimental setup. We provide detailed
information on the HOTDR technique and on the active
loss compensation compared to already published papers.
Then we review various striking results that we recently
published [33–38]. We first show a detailed
characterization of the FPU recurrence, highlighting the
symmetry breaking of the process [33, 35], demonstrate a
record of 4 recurrences in an ultra-low loss fiber [37] and
reveal the observation of A- and B-type solutions of the NLSE
[36]. Then we show that a spatio-temporal evolution of the
whole electrical field can be extracted from HOTDR
recordings [34]. We illustrate this with the fine
characterization of first and second order breathers with
sub-ps resolution.

2 BASIC CONCEPTS

MI results from the amplification of weak sidebands by a strong
pump wave. A numerical example is provided in Figure 1. As
initial conditions, we used a strong pump (Pp � 450 mW),
surrounded by two symmetric weak sidebands (20 dB below)
located at f � 35 GHz. This frequency shift corresponds to the
maximum MI gain (Figure 1A). These three waves are launched
in the anomalous region of an optical fiber. In the early steps, the
sidebands are amplified at the expense of the pump and rapidly
additional side bands resulting from multiple cascaded four wave
mixing processes are generated during the propagation. At about
5 km, more than twelve of these Fourier modes are generated
(Figure 1B) and the pump is maximally depleted. This broadest
spectrum corresponds to maximally compressed pulses in the
temporal domain (Figure 1C). Then, due to the linear and
nonlinear phase acquired by these waves, the energy flow is
reversed back into the pump. At about 9 km, the system
presents characteristics which are almost identical to initial
conditions.

This behaviour is a manifestation of the FPU recurrence
process. By further propagating in the fiber, the process can be
repeated several times. In experiments we will aim at monitoring
the evolution of the pump and sideband power evolution as well
as their relative phase to characterize in detail the FPU recurrence
process.

3 EXPERIMENTAL SETUP

The full experimental setup of the HOTDR we have developed is
shown in Figure 2A. It is relatively complex and cumbersome as
seen in the laboratory picture in Figure 2B. In the following, we
will explain each element step by step.
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FIGURE 1 | (A) Parametric gain. (B) Spatio-spectral and (C) spatio-temporal evolutions of a modulationally unstable wave. Parameters: Pp � 450 mW,
β2 � −19 × 10− 27 s2/m, c � 1.3 × 10−3 W/m, f � 35 GHz and the initial signal/idler (symmetric sidebands) to pump ratio is −20 dB.

FIGURE 2 | (A) Experimental setup. Laser 1 is a narrow linewidth (100 Hz at FWHM) CW laser and laser 2 is a continuous distributed feedback laser diode. IM (1,2): intensity
modulator, PM, phase modulator; AWG, arbitrary waveform generator; EDFA (1,2), erbium-doped fiber amplifier; ISO, isolator; AO, acousto-optic modulator; MUX, multiplexer or de-
multiplexer; SOA, semiconductor optical amplifier;PID,proportional, integral, derivative controller; PD,photo-detector; PC, polarization controller; PBS,polarizationbeamsplitter;RF, radio
frequency; LNA, low-noize radio frequencyamplifier. All instrumentsof the setup (including theoscilloscope) are referenced to thesame10 MHzclock. (B)Pictureof the experiment.
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3.1 Initial Conditions
The initial conditions we use to observe the FPU process consist
of a pump and a pair of sidebands. To generate such a three-wave
input, we first modulate the intensity of the CW beam delivered
by laser 1 in order to get 50 ns square-shaped pulses (Figure 3A)
at a 9.8 KHz ( ∼ 102 ms) repetition rate (it has to be decreased
when fiber length exceeds 10 km). To do so, an arbitrary
waveform generator produces a clock at 9.8 kHz to trigger a
pulse generator that delivers the RF signal driving the intensity
modulator (IM1). Then, the optical pulses pass through a phase
modulator (PM) to generate a frequency comb with a ∼ 35 GHz
line spacing. A programmable optical filter (waveshaper) with a
bandwidth of 10 GHz allows us to tailor the frequency comb to
select the pump, signal and idler waves and to control their
relative phases. Figure 3B shows the spectrum at the output of the
waveshaper when we do not apply any filters (blue line) and when
a filter is applied to get a symmetric three waves input (red line).
The unwanted harmonics are filtered out. Following the
waveshaper, the pulses are amplified via an erbium-doped
fiber amplifier (EDFA 1) to reach the high peak power
required to trigger the FPU recurrence process (usually around
450 mW). Then the signal goes through an acousto-optic
modulator with a high extinction ratio (typically higher than
50 dB) to reduce the CW background between pulses in order to
mitigate the stimulated Brillouin scattering (SBS). Finally, a filter
with a 1 nm bandwidth (Filter 1) removes the excess amplified
spontaneous emission. The 4 GHz OSA resolution, allows us to
get a signal to noise ratio of about 50 dB for the pump and 40 dB
for the signal and idler (see Figure 3B). Finally, short squared
pulses composed of a strong pump surrounded by weaker signal
and idler waves with adjustable amplitude and relative phase are
generated.

3.2 Local Oscillator and Phase-Locking
In order to perform phase measurements via heterodyning, the
local oscillator (laser 2) has to be initially phase-locked with laser
1. To do so, we used the method described in ref. 39 based on laser
difference-frequency. A 5 GHz bandwidth photodiode receives
the beat note of laser 1 and 2 which is then mixed with a 800 MHz
RF reference signal provided by a stable synthesizer. In order to

have a beat note close to 800 MHz, the frequency of laser 2 can be
coarsely tuned via its power supply. The resulting intermediate
frequency goes then through a PID controller (with a response
time less than 15 ns) which drives the phase of the local
oscillator. The efficiency of the phase-locking can be
monitored by looking at the beat signal of laser 1 and 2 on a
signal analyser as shown in Figures 4A,B, which display the RF
spectrum (with a 100 Hz resolution) of the beat signal when the
locking is turned off and on, respectively. Once the lasers are
phase-locked, the locking can last up to several hours. As we
intend to perform measurements not only on the pump
component but also on the signal/idler one, the laser 2 is
modulated in intensity by IM2 to create sidebands spaced by
35 GHz so that each frequency component of interest has its
own local oscillator. The RF signal driving IM2 is delivered by
the same microwave source that is driving the previous phase
modulator in order to ensure a fixed phase relation between
them. The local oscillator is then amplified by a semiconductor
optical amplifier (SOA) and the amplitude of its three main
components is roughly equalized by tuning the DC bias voltage
of IM2 to get similar local oscillators, as can be seen in
Figure 4C, which shows the spectrum of the local oscillator
after the SOA.

3.3 Active Loss Compensation
Linear losses have a strong influence on the FPU recurrence as
illustrated in Figure 5. These figures display the pump and signal
power evolutions for an initial signal to pump ratio of −10 dB and
for ΔΦinit � ϕP − ϕS � 0 (Figure 5A) or ΔΦinit � −π/2
(Figure 5B) (with ϕP and ϕS the signal and pump phase
respectively). We chose these specific value because they
trigger the system in its two main operating regimes described
by inner (ΔΦinit � 0) or outer ΔΦinit � −π/2) trajectories in the
phase plane. In both cases, one can see that dissipation strongly
influences the dynamic of the process. It reduces the amplitude of
both pump and signal waves (Figure 5B) or completely disable
the formation of the second recurrence (Figure 5A). The impact
of the attenuation on the recurrent process is more or less
pronounced depending on the initial relative phase, which is
intrinsically linked to the complex nonlinear dynamics of the

FIGURE 3 | (A) Temporal profile of the pulse. (B) Spectral profile of the pulses at the output of the waveshaper without any correction filter applied (blue) and with a
filter applied (red).
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system. It is thus necessary to compensate losses to get an almost
fully transparent optical fiber to observemore than two recurrences
in the two main operating mode of the system. With perfect loss
compensation, the dynamics of the process is ruled by the pure
NLSE and then direct comparison between experiments and theory
will be achievable. Hence, we introduced a Raman amplification
scheme. This idea, borrowed from the telecommunication field
where distributed Raman amplification is commonly used [40], has
been recently implemented successfully in a handful of nonlinear
fiber optics experiments [31, 34, 41–43]. The Raman laser source is
located at about 13 THz from the signal to benefit from the

maximum Raman gain amplification. It counter-propagates in
order to minimize the relative intensity noise transfer compared
to the co-propagative case [44]. The Raman pump power is set
empirically as follows. We chose the configuration where ΔΦinit �
± π/2 and increased the Raman pump power until the level of
signal sideband at the second peak of conversion was similar to the
first one. This allows to get the best overall compensation of the loss
along the fiber length. It lead to very similar input and output signal
power values. The efficiency of the loss compensation will be
illustrated hereafter, with experimental results in excellent
agreements with numerics from pure NLSE.

FIGURE 4 |RF spectra of themixing of the beat signal of L1 and L2with the 800 MHz reference when the system is (A) not phase-locked and (B) phase-locked. (C)
Optical spectrum of the local oscillator. These three phase-locked laser lines will be used to achieve three local oscillators to analyze the pump, idler and signal waves.

FIGURE 5 | Influence of the linear attenuation on the recurrent process. (A) Pump (blue lines) and signal (red lines) power evolutions for ΔΦinit � 0. Solid lines
correspond to the case with losses (α � 0.2 dB/km) and dashed ones to the case without losses. (B) Same for ΔΦinit � −π/2. Other parameters: Pp � 450 mW,
β2 � −19 × 10− 27 s2/m, c � 1.3 × 10−3 W/m, initial signal/idler to pump ratio of −10 dB, f � 35 GHz.
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3.4 Fading Suppression Technique and
Signal Processing
In OTDR, it is known that a random noise in amplitude and phase
is superimposed on the backscattered signal [45]. This noise, which
is detrimental as it leads to jagged measurements, finds its origins
in the random state of polarization of the backscattered light and a
speckle-like phenomenon due to huge number of scattered waves
involved in the process and/or in the thermo-mechanical
fluctuations of the propagating medium. In order to avoid it,
many techniques have been developed such as averaging over a
huge number of backscattered signal and polarization scrambling
[46, 47]. However, none of these techniques have proven to be
effective and compatible with accurate distributed phase
measurements in our setup. Thus, we have developed a novel
method which allows us to remove effectively this additional
source of noise. We made two assumptions: 1) the fading
phenomenon is a purely linear effect and 2) the thermo-
mechanical fluctuations have a characteristic time of a few
milliseconds. Therefore, we propose the following post-processing
treatment to suppress the fading. We first launch a strong 50 ns
pulse into the fiber which will experience both linear and nonlinear
effects. Then, 102 μs later, a weak pulse, attenuated by 13 dB, follows
experiencing mostly linear effects. The attenuation is obtained via
the acousto-optic modulator which is driven at half-rate clock
(4.9 KHz) so that one pulse over two is attenuated as it is
displayed in the schematic in Figure 6A. Note that the 102 μs
delay between two consecutive pulses is long enough to avoid any
overlapping between two backscattered signals but very short
compared to the response time of the thermo-mechanical
fluctuations which ensures that the linear fading effects
experienced by both backscattered waves (from the strong and
weak pulses) are strongly correlated. The output spectra at the input

and output of the fiber of weak and strong pulses are displayed in
Figures 6B,C. We observe that for strong pulses (magenta lines), the
spectrum is composed of 11 waves in this typical example
corresponding to the broadest spectrum achievable by increasing
the pump power to get the first maximum compression point at the
output of the fiber. In the opposite case, we observe a spectrummade
of 3 main waves (cyan lines) plus weak harmonics 25 dB lower than
signal/idler wave. We can thus consider that these weak pulses
mainly experience linear effects. Note that we analyze each state of
polarization of backscattered signals independently (which are later
recombined in post-processing) thanks to the use of polarization
beam splitters, thus avoiding the need of polarization scrambling.
Once the heterodyned signals are logged with the four channels of
the oscilloscope (two channels for each polarization states of the
pump and two for those of the signal), we proceed to the following
data processing. We will refer to each traces observed on the
oscilloscope as EPow,Pol,Channel(z) with z being the distance along
the fiber (obtained simply by converting the time of flight of the
backscattered wave into a distance), Pow can either be Strong (for
the nonlinear pulse) orWeak (for the reference), Pol is either 1 or 2
for each polarization state andChannel refers to the Pump or Signal.
The ratios EStrong,1,Pump(z)

EWeak,1,Pump(z) and
EStrong,2,Pump(z)
EWeak,2,Pump(z) are calculated (the procedure

is similar for the signal sideband) in order to remove all linear
contributions and to cancel the fading effect in amplitude and
phase1. Then, we used a short time fast Fourier transform (FFT)
to extract phase and intensity value for each recordings. All
demodulated traces are then averaged over at least one hundred

FIGURE 6 | (A) Schematic of the sequence of pulses launched into the fiber. (B) Spectrum of the strong (magenta lines) and weak (cyan lines) pulses at the input of
the fiber and (C) at the output of the fiber.

1Unfortunately, this removed also the linear phase due to the group velocity dispersion
acquired during the propagation, which cannot be neglected as it directly impacts
the dynamics of the system. The following phase term 1

2β2(2πf )2z is then added
later on to the measured pump-signal phase difference to get ΔΦ.
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shots to remove the noise and filtered afterward, by two types of
filters: a median filter and a Savitzky-Golay filter.

The performances of our measurement technique are illustrated
in Figure 7. Figures 7A,E show a single-shot of the pump and
signal power evolutions (normalized to their respective maxima)
and their relative phase without calibrationwith the reference (weak
pulse). One can distinguish the exchange of energy between the
pump and the signal but the measurement is very noisy and the
relative phase evolution does not agree at all with the one expected.
Figures 7B,F show the same measurements but this time with the
calibration (fading removed). Although the measurements are still
very noisy, one can notice almost two recurrences by looking at the
power evolutions and a specific relative phase evolution with jumps
around 2 km and 6 km which are approximately the positions
where the direction of the power flow between the pump and the
sideband reverses. After averaging over one hundred shots, we
observe a significant reduction of the noise as displayed in Figures
7C,G. We then obtain clean traces after applying a Savitzky–Golay
filter as shown in Figures 7D,H. All results presented in this paper
passed this data processing procedure. From this experimental
setup and this data processing, we can record clean phase and
intensity evolutions of pump and signal waves along the fiber length
and to almost perfectly compensate attenuation. In the following,
we are going to present a selection of results that we obtained with
our HOTDR system, which were not accessible with other setups.

4 FERMI-PASTA-ULAM RECURRENCE
OBSERVATION
4.1 Evolution as a Function of the Initial
Relative Phase
We first present the impact of the initial relative phase value on the
dynamics of the FPU recurrence process in Figure 8. The
experimental parameters are detailed in Figure 8 caption.

Firstly, we looked for the initial phase value allowing the system
to evolve as close as possible to the separatrix (homoclinic orbit).
This curve marks the border between the two main regimes of the
system which consists of the inner or outer trajectories in the phase
plane [29, 33, 48]. Theoretically, it corresponds to an input relative
phase between the pump and the signal ΔΦC � cos− 1(ω/2) from
the truncated three wave model [48]. Note that, for weak input
signals, the separatrix corresponds to an Akhmediev breather [4].
By finally tuning the relative phase in experiments, the closest
results we got were obtained forΔΦinit � 0.3π (Figures 8A,B), very
close from the theoretical value of ΔΦinit � 0.29π.

A single cycle of recurrence can be seen corresponding to a
single loop in the right half side of the phase plane, as expected.
Note that, a slight change of ± 0.02π makes the system switch o
the inner or outer trajectories [33]. Then, we set the input relative
phase to ΔΦinit � −0.42π. Signal and pump power evolutions are
shown in Figure 8C and the corresponding trajectory in the
phase plane in Figure 8D (solid lines). As seen, the system
experiences two recurrences. The pump extrema coincide with
the signal ones, as expected from the theory [28, 48]. The curve in
the phase plane occupies the right and left sides, showing a
symmetry breaking of the FPU recurrence process due to the
crossing of the semi-plane [33]. These results are in excellent
agreement with numerical simulations depicted in dashed lines.
Next, the relative initial phase is set to ΔΦinit � −0.15π to trigger
the symmetric case. It is illustrated in Figures 8E,F. Two
recurrences are still visible, but do not experience π shift as
can be seen in Figure 8F, where only the right plane is occupied.

The global evolution is summarized in Figure 8G. It shows the
evolution of the position of the first and second maximum
compression points as a function of the initial relative phase
value ΔΦinit . We compared our experimental results (crosses),
with theoretical predictions from Santini and Grinevitch [49]
(solid lines) and numerics from the NLSE (dashed lines). The
region for which the dynamics of the system corresponds to an

FIGURE 7 | (A) Single-shot of the pump (red line) and signal (blue line) power evolutions along the fibre when the calibration is off and (B)when the calibration is on.
(C) Averaging over a hundred shots of the pump and signal power evolution when the calibration is on and (D) same after filtering. (E,F,G,H) show the relative phase
evolutions corresponding to (A–D) respectively. All powers plot are normalised to their respective maxima.

Frontiers in Physics | www.frontiersin.org April 2021 | Volume 9 | Article 6378127

Naveau et al. HOTDR for FPU Recurrence in Optical Fibers

185

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


outer (inner) trajectory is colored in shaded green (violet) areas,
the borders correspond to the initial phase value to trigger the
separatrix of the system.

As we can see, the positions of the first and the secondmaximum
compression points diverge both for ΔΦinit � Φω � 0.29π. This is
because this particular phase corresponds to the stable manifold of
the separatrix, which entails asymptotic conversion from the input

sidebands to the pump. Conversely, the position of the first
maximum compression point is minimum for ΔΦinit � −Φω,
which entails the most rapid growth of the sidebands to the
apex. Note that the position of the second maximum
compression point still diverges for this phase value since
backconversion still occurs asymptotically along the separatrix.
The phase ± Φω being the critical parameter of the system,

FIGURE 8 | (A,C,E) Longitudinal evolution of the pump (blue) and signal (red) powers and (B,D,F) their corresponding phase plane trajectories, for ΔΦinit � −0.42π,
ΔΦinit � −0.15π and ΔΦinit � 0.30π. Solid lines correspond to experiments and dashed ones to numerical simulations. (G) Positions of the first (green) and second
(magenta) pump minima. Crosses correspond to experimental recordings, dashed lines to numerical simulations from the NLSE and solid lines to the theoretical model
from ref. 49. The grey line indicates the length of the fibre used in experiments. ΔΦinit was varied from −π/2 to π/2. η is the signal power normalized to its maximum
value. All power plots are normalized to their maxima. Parameters:Pp � 470 mW, β2 � −19 × 10− 27 s2/m, c � 1.3 × 10− 3 W/m, L � 9.2 km, ω � 1.22 (sideband detuning
from the pump of 35 GHz) and a signal/idler to pump ratio of −10.4 dB. We summarized the whole dynamics of the system including the spatio-temporal, spatio-
spectral, and phase plane evolution ranging from ΔΦinit � −0.5π to ΔΦinit � 0.5π in a video available in supplementary materials.
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influences the transition from inner to outer trajectory across this
phase. The relatively strongmodulation used in our experiment and
NLSE simulations (the sidebands contains about 15% of the total
power) induces a shift of the critical phase which is here
ΔΦc−NLSE � ± 0.32π. The measured values of the position of the
first and second recurrence are in excellent agreement with the
numerical simulations and theoretical predictions [49]. Finally, our
system allowed us to finely characterize the dynamics of FPU
recurrence in a nonlinear system modeled by the pure NLSE
and to observe two maximum compression points. More
specifically, we evidenced the two main operating regimes of the
system characterized by inner or outer trajectories as well as the
regime very close to the one modeled by the homoclinic orbit.
Detailed information on the symmetry breaking of the FPU
recurrence process can be found in refs. 33 and 35.

4.2 Record Observation of 4 Recurrences in
an Ultra-Low Loss Optical Fiber
In the previous section, we reported the observation of two
recurrences thanks to an active compensation of the loss using a
counter-propagating Raman pump. Nonetheless, much remains
to be done, since at present it is not clear how far one can go in
observing a higher number of recurrences. This is a preliminary
step for further studies on the onset of thermalization [50] for
instance. The recirculating loop architecture reported by
Goosens et al. [32] seems to be an other option, but reported
results are still limited to two recurrences. Here we show that
by improving our setup it is possible to observe more than 4
recurrences. To do so, we used an ultra-low loss optical fiber
developed for ultra-long-haul submarine telecommunication
systems [27] with 0.147 dB/km at 1550 nm (see details in
ref. 37).

Figure 9 shows an example of recordings. We set the input
phase to ΔΦinit � −π/2. This leads to phase-shifted recurrences
[48] (outer trajectories). In Figure 9A, the power evolutions along
the fiber length are represented in blue solid line for the pump

and red solid line for the signal, respectively. The phase
evolution is shown in Figure 9B. Numerics are represented
in dashed lines. As seen, four recurrences have been observed,
that is a record achievement [37]. These four recurrences
correspond to ten nonlinear lengths in quasi-lossless optical
fiber. The excellent agreement between experiments and
simulations proves that the active compensation is not far
from being perfect. Note that we also reported the
observation of more than four recurrences in ref. 37 by
triggering the regime characterized by inner trajectories
(ΔΦinit � 0). However, the system does not spatially evolve in
a purely periodic fashion, but is rather following orbits in the
infinite dimensional space that can be closer to a higher-order
solution of the nonlinear Schrödinger equation [51]. It indicates
that the input sideband power was a bit too high to remain close
to the same trajectory. These results have been made possible
due to the lowering of losses at 1550 nm by 0.05 dB/km from one
side but also at the Raman pump wavelength (1450 nm) with an
improvement of 0.08 dB/km. These results pave the way to study
further complex problems such as the role of multiple unstable
sideband pairs and the route to the thermalization using longer
fiber spans.

4.3 Observation of Type-A and B Solutions
of the Nonlinear Schrödinger Equation
Akhmediev breathers are exact solutions of NLSE that allow to
predict for a single stage of growth to the apex and the
asymptotic return to the initial state [4]. They do not allow
to predict the formation of multiple FPU recurrences.
Approximate solutions have been reported recently by means
of finite-gap theory and asymptotic expansions to describe
multiple recurrences [49]. Exact solutions have been derived
by Akhmediev et al. and recently revisited to extract their
Fourier coefficients [38]. There are two types of first-order
solutions, termed type-A and type-B, according to their
location in the infinite-dimensional phase space with respect

FIGURE 9 | Longitudinal evolution of (A) the pump (blue line) and signal (red line) powers and (B) their relative phase for ΔΦinit � −π/2. (C) Phase-plane
representation. η is the signal power normalized to the total power. Numerical simulations are shown in dashed lines and experiments in solid lines.
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to the homoclinic orbit corresponding to the Akhmediev
breather trajectory [51, 52]. Here we show that they can be
observed experimentally with our experimental setup for the
first time. We triggered both type-A and type-B solutions by
using three initial waves and setting their relative phases to
ΔΦinit � −π

2 or 0, respectively [36].
First we set ΔΦinit � 0 to trigger B-type solutions. Experimental

results are displayed in Figures 10A–C in solid lines. Two maximum
compression points are observed. The corresponding trajectory is
limited in the right half side of the phase plane in Figure 10C as
expected from theory [4] for B-type solutions. These results are in
excellent agreement with analytical solutions (Eqs. 13–16 in ref. 4
whose parameters were determined through the perfect match
condition between the initial three central waves and the
experimental three-wave input). A-type solutions are then triggered
by setting the initial phase to ΔΦinit � −π

2. Experimental results are
represented in Figures 10D–F. This time, the first maximum point
appears in the right half side of the phase plane and the second one in
the left half side. This π shift is characteristic of A-type solutions [4].
These results are also confirmed by exact solutions (dashed lines, Eqs.
13–16 in ref. 4). Detailed information can be found in ref. 36. These
results highlight the fact that this system might be a fantastic test bed
to observe more complex solutions, such as the rogue waves on the
doubly periodic background recently derived in ref. 53.

4.4 Spatio-Temporal Characterization in
Intensity and Phase
4.4.1 Principle
We saw that the measurement the phase and the intensity
evolutions of different laser lines in the spectral domain was
insightful and allowed the observation of new physical
phenomena. However, getting the spatio-temporal evolution of
the electric field would be more meaningful, providing an
observation of FPU recurrence in space. This requires phase
and intensity measurements with sub-picosecond resolution.
Standard techniques such as frequency-resolved optical gating
[54] and spectral phase interferometry for direct-electric field
reconstruction [55] (a review can be found in ref. 56) provide
these information with an excellent temporal resolution.
Recently, new methods allowing real-time full-field
characterization have been developed, based in particular on
advanced time lens [21] and/or standard time lens combined
with a dispersive Fourier transform technique [57] with typically
sub-hundred’s femtosecond resolution. However, these
techniques [21, 54–58] are limited to localized measurements.
Note that Xu et al. [59] reported recently the longitudinal full-
field characterization of Peregrine-like structures using a
combination of temporal and spectral measurements and a

FIGURE 10 | Evolution, along the fiber, of (A) the pump (blue lines) and the signal (red lines) powers, (B) the relative phase. (C) Phase-plane representation. Dotted
lines correspond to the B-type first-order solution of the NLSE and solid lines to the experimental data. Each component is normalized with respect to themaximum value
of the analytical solution. The initial relative phase is set to ΔΦinit � 0. (D–F) Same as (A–C) but for ΔΦinit � −π

2 (A-type solution). η is the signal power normalized to its
maximum value.
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reconstruction algorithm but this technique suffers from the same
limitations as the cut-back one. Based on our HOTDR setup, we
implemented a new method to perform fast and non-invasive
full-field characterization of time-periodic pulses (i.e., with
discrete line spectra) along the whole length of an optical fiber
[34]. The idea is to calculate the inverse Fourier transform of the
data recorded with the HOTDR setup to get the temporal
characteristics of the electric field. In most investigations
presented in this paper, we measured a truncated spectrum
(three main spectral components, i. e., the pump and signal/
idler) since it was enough to get a clear description of the process.
However, we remind that at maximum compression points, more
than eleven spectral components appear in the spectrum in our
configurations [33]. We estimated from numerics that the
truncation lowers the accuracy of the recordings, specifically in
regions where sharp transitions exist. By calculating the error in
the sense of the mean square difference from numerics, we
estimated that the error is about 13% by considering 3 waves,
drops down to 3% with 5 waves and to less than 1% with 7 waves
[34]. For practical reasons, we limit our recordings to 5 waves, but
there is no fundamental limitations to make it with a larger
number and to obtain almost perfect spatio-temporal recordings
with less than 1% error [34].

4.4.2 First Order Breathers
We show here the spatio-temporal evolution of the FPU
recurrence process presented in previous paragraphs. The
detection of the five waves requires launching five waves at
the fiber input in order to improve the signal-to-noize ratio in
the heterodyne detection stage. So we launched two additional
waves compared to previous experiments, but we checked

numerically that they are so weak (20 dB lower than the
pump), that they do not affect the dynamics of the system.
We only record the evolution of the pump, signal and its first
harmonic as displayed in Figures 11A,B. It shows the
longitudinal power (Figure 11A) and phase evolutions
(Figure 11B) in solid lines for experiments. The system
exhibits two recurrences, in good agreement with numerical
simulations depicted in dashed lines. We then calculate the
spatio-temporal evolution of the field via the inverse Fourier
transform from the five waves. The intensity plot is displayed in
Figure 11C and exhibits two maximum compression points at
about 1.5 km and 6 km, respectively, which are in phase, as
expected (here ΔΦinit � 0). This is in good overall agreement
with the results obtained from numerical simulations
accounting for the full spectrum and displayed in
Figure 11D. The experimental spatio-temporal 2D-map
shows broader pattern maximum compression points due to
the truncation [34].

The spatio-temporal evolution of the phase of the field is
displayed in Figures 11E,F. The experimental evolution is in very
good agreement with numerical simulations, the impact of the
truncation being less pronounced on the phase evolution.
Noteworthy, in the temporal case (Figure 11G), we observe a
phase jump close to π between the center of the pulses and their
wings and equal to π in simulations which is one of the
characteristic features of Akhmediev breathers and Peregrine
soliton [8]. More details can be found in ref. 34 where we also
reported the spatio-temporal evolution of the FPU recurrence
when the symmetry is broken. Finally, we demonstrated that our
HOTDR system enables non-invasive distributed measurements
of the electric field in the temporal domain with a resolution lying
in the picosecond scale with a 20 m spatial resolution.

FIGURE 11 | (A, B) Power and phase of the pump, signal and first harmonic (solid lines for experiments and dashed lines for numerics). Spatio-temporal evolutions
of the power and phase, (C, E) from numerics and (D, F) from experiments calculated from the inverse Fourier transform of the whole spectrum in numerics and
truncated to 5 waves in experiments. Parameters: Pp � 460 mW, β2 � −19 × 10− 27 s2/m, c � 1.3 × 10− 3 W/m, initial signal/idler to pump ratio of −10 dB and harmonics
to pump ratio of −20 dB, signal/idler detuning 35 GHz from the pump, harmonics detuning 70 GHz from the pump.
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4.4.3 Second Order Breathers
Second order breathers is a family of higher order solutions of the
NLSE [60]. They have already been observed in fiber optics
systems by Frisquet et al. [18]. They are known to experience
sharper edges and higher maximum powers compared to first-
order solutions (e.g., the maximal normalized intensity of a first
order breather is 9 while it is 25 for a second-order one). Thus,
they are of great interest because they could constitute good
prototypes to model extremely rare and powerful rogue waves.
We will show that it is possible to record the spatio-temporal
evolution of their intensity and phase with our experimental
setup. The solution of the field envelope of a second-order
breather is reported in ref. 60. We use the same normalized
parameters in the following. In order to design the experimental
initial conditions to trigger second-order breathers, we started
from the analytical expression of these breathers [60] and
truncated this solution to the 5 central components. We then
use these 5 waves to trigger the formation of second order
breathers.

We checked numerically (not shown here) that these solutions
are very robust and while being excited by a truncated initial
condition, they remain quasi-unchanged. We set the phase and
amplitude in experiments by using the waveshaper (Figure 2).

As an example, we choose a solution for which signal and
harmonics experience the same linear MI gain: ξ1 � ξ2 � −2.87
(and τ1 � τ2 � 0). In physical units, this corresponds to ω1 �
2/

�
5

√
and ω2 � 4/

�
5

√
in normalized units from ref. 60. For a total

power of P0 � 500 mW, β2 � −19 × 10− 27 s2/m and
c � 1.3 × 10− 3 W/m this corresponds to f1 � 26.6 GHz and
f2 � 53.2 GHz. With these parameters, the maximum
compression point of this second order breather is predicted
at z � 4.41 km. The Fourier transform of this solution
[Ψ(ξ � 0, τ)] is calculated in order to get the input spectrum.
This spectrum is displayed in red in Figure 12A. As we can see, it
is composed of many sidebands with only four falling within the
MI gain band (the MI gain curve is superimposed in blue): the
signal and idler at frequencies ± f1 and their first harmonics at
± f2 � ± 2f1. These bands have indeed experience similar
parametric gain. We extracted the phase and amplitude value
of the 5 main components and use them as initial conditions in

experiments. The input initial spectrum is shown in Figure 12B.
Experimental results are depicted in Figures 13C,D,G,H. The
evolution of the pump, signal and harmonic power (Figure 13C)
are in excellent agreement with numerical simulations (solid lines
in Figure 13A), triggered with the truncated 5 waves solution, as
well as the analytical solution (dashed black lines in Figure 13A).
The relative phase evolution is shown in Figure 13B (numerics
and analytical solutions) and in Figure 13D (experiments). The
agreement between experiments, numerics and analytical
predictions is excellent too. It means that while initial
conditions does not correspond exactly to second order
solutions, it is still possible to trigger this solution. By
calculating the inverse Fourier transform of these 5 waves it is
possible to plot the spatio-temporal evolution of the power
(Figure 13G) and the phase (Figure 13H). As seen, a sharp
and powerful second-order breather can be observed. We
obtained a pretty good agreement with numerical simulations
(Figures 13E,G). The main disagreement at the maximum
compression point is due to the truncation. We show that
using the HOTDR setup and then calculating the inverse
Fourier transform, it is possible to obtain the spatio-temporal
evolution of the electric field of a second-order breather. An even
better agreement would be possible by using more waves.

5 CONCLUSION

We have reviewed recent results obtained with a novel optical
fiber experimental setup based on a heterodyne optical time-
domain reflectometer allowing to monitor the power and
relative phase evolution of the main discrete frequency
components of a periodic laser pulse train. Moreover, we
actively compensated fiber losses with a conter-propagating
Raman pump leading to an almost fully transparent optical
fiber which can be accurately modeled by the NLSE. We
provided details about the experimental setup, notably about
the multi-heterodyne detection technique, the phase-locking
between the laser and the local oscillator, the solution we
developed to suppress the fading effect, and the data
processing. Then, we presented a selection of results recently

FIGURE 12 | (A) Spectrum at ξ � 0 from the Fourier transform from ref. 60 for ξ1 � ξ2 � −2.87 and Pp � 500 mW, β2 � −19 × 10− 27 s2/m, c � 1.3 × 10−3 W/m,
ω1 � 2/

��
5

√
and ω2 � 4/

��
5

√
. The linear MI gain, normalized to its maximum, is superimposed in blue. (B) Experimental input spectrum in gray line (amplitude) and red dotes

(phase). The MI gain spectrum is superimposed in dashed blue lines.
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obtained with this system in the context of the FPU recurrence
process. It enabled the observation of several FPU recurrences
for the first time, the study of their dynamics, and a direct
comparison with analytical predictions from the pure NLSE.
More precisely, the symmetry breaking of the FPU process has
been observed by varying initial conditions, in excellent
agreement with analytical predictions. Moreover, we showed
by recording first harmonics in addition to the signal, idler,
and pump waves it is possible to obtain the spatial evolution of
the electric field of time-periodic pulses with a sub-ps
resolution. We illustrated the performance of this technique
by showing the power and phase evolution along the fiber
of first and second-order breathers. All these results have
been confirmed by numerical simulations, and remarkably
with analytical solutions thanks to the efficient loss

compensation scheme we developed. This original
experimental setup combining dissipation compensation
and non-invasive characterization of the electric field of a
periodic laser pulse train is a powerful tool in nonlinear fiber
optics experiments that could be implemented to investigate
other nonlinear effects.
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FIGURE 13 |Relative pump, signal and harmonic power and phase evolutions, respectively, from (A,C) numerical simulations with a five-wave input and (B,D) from
experiments. Blue lines correspond to the pump, red ones to the signal and green ones to the harmonic. Dashed black lines in (A,C) correspond to the analytical solution
from Theory [61]. Spatio-temporal evolution of the field power and phase (E,G) from numerical simulations and (F,H) from experiments. The spatio-temporal plot of (F,H)
are obtained through the inverse Fourier transform of fives waves. Parameters: Pp � 470 mW, signal/idler to pump ratio of −17.7 dB, harmonics to pump ratio of
−18.7 dB, φp � −0.68 rad, φs � 0.26 rad, φh � 2.82 rad, f1 � 26.6 GHz and f2 � 53.2 GHz (f1 � 26.3 GHz and f2 � 52.6 GHz in experiments).
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Roadmap on optical rogue waves and extreme events. J Opt (2016) 18(6):
063001. doi:10.1088/2040-8978/18/6/063001

10. Dudley JM, Genty G, Mussot A, Chabchoub A, Dias F. Rogue waves and
analogies in optics and oceanography. Nat Rev Phys 1(11):675–89. doi:10.
1038/s42254-019-0100-0

11. Lake BM, Yuen HC, Rungaldier H, Ferguson WE. Nonlinear deep-water
waves: theory and experiment. part 2. evolution of a continuous wave train.
J Fluid Mech (1977) 83(1):49–74. doi:10.1017/S0022112077001037

12. Jäger D. Soliton propagation along periodic-loaded transmission line. Appl
Phys (1978) 16(1):35–8. doi:10.1007/bf00931418

13. Van Simaeys G, Emplit P, Haelterman M. Experimental demonstration of the
Fermi-Pasta-Ulam recurrence in a modulationally unstable optical wave. Phys
Rev Lett (2001) 87(3):033902. doi:10.1103/PhysRevLett.87.033902

14. Akhmediev NN. Nonlinear physics. Déjà vu in optics. Nature (2001)
413(6853):267–8. doi:10.1038/35095154

15. Mussot A, Kudlinski A, Droques M, Szriftgiser N, Akhmediev N. Fermi-Pasta-
Ulam recurrence in nonlinear fiber optics: the role of reversible and irreversible
losses. Phys Rev X (2014) 4(1):011054. doi:10.1103/physrevx.4.011054

16. Kibler B, Fatome J, Finot C,Millot G, Dias F, GentyG, et al. The Peregrine soliton
in nonlinear fibre optics. Nat Phys (2010) 6(10):790–5. doi:10.1038/nphys1740

17. Kibler B, Fatome J, Finot C, Millot G, Genty G, Wetzel B, et al. Observation of
Kuznetsov-Ma soliton dynamics in optical fibre. Sci Rep (2012) 2:463. doi:10.
1038/srep00463

18. Frisquet B, Kibler B, Millot G. Collision of Akhmediev breathers in
nonlinear fiber optics. Phys Rev X (2013) 3(4):041032. doi:10.1103/
physrevx.3.041032

19. Hammani K, Wetzel B, Kibler B, Fatome J, Finot C, Millot G, et al. Spectral
dynamics of modulation instability described using Akhmediev breather
theory. Opt Lett (2011) 36(11):2140–2. doi:10.1364/OL.36.002140

20. Erkintalo M, Hammani K, Kibler B, Finot C, Akhmediev N, Dudley JM, et al.
Higher-order modulation instability in nonlinear fiber optics. Phys Rev Lett
(2011) 107(25):253901. doi:10.1103/PhysRevLett.107.253901

21. Tikan A, Bielawski S, Szwaj C, Randoux S, Suret P. Single-shot measurement of
phase and amplitude by using a heterodyne time-lens system and ultrafast
digital time-holography. Nat Photon (2018) 12(4):228–34. doi:10.1038/
s41566-018-0113-8

22. Thévenaz L. Review and progress in distributed fiber sensing. In: Optical fiber
sensors. Cancun, Mexico: Optical Society of America (2006). ThC1.

23. Armand V, Alasia D, Lantz E, Maillotte H, Thévenaz L, Gonzalez-Herraez M, et al.
Brillouin optical time-domain analysis of fiber-optic parametric amplifiers. IEEE
Photon Technol Lett (2007) 19(3):179–81. doi:10.1109/LPT.2006.890039

24. Alishahi F, Vedadi A, Shoaie MA, Soto MA, Denisov A, Mehrany K, et al.
Power evolution along phase-sensitive parametric amplifiers: an experimental
survey. Opt Lett (2014) 39(21):6114–7. doi:10.1364/OL.39.006114

25. Hu X, Chen W, Lu Y, Yu Z, Chen M, Meng Z. Distributed measurement of
fermi-pasta-ulam recurrence in optical fibers. IEEE Photon Technol Lett (2018)
30(1):47–50. doi:10.1109/lpt.2017.2773615

26. Martins HF, Martin-Lopez S, Corredera P, Salgado P, Frazão O, González-
Herráez M. Modulation instability-induced fading in phase-sensitive optical
time-domain reflectometry. Opt Lett (2013) 38(6):872–4. doi:10.1364/OL.38.
000872

27. Tamura Y, Sakuma H, Morita K, Suzuki M, Yamamoto Y, Shimada K, et al.
Lowest-ever 0.1419-db/km loss optical fiber. In: Optical fiber communication
Conference, 2017 March 19-23, Los Angeles, CA. Optical Society of America
(2017). Th5D–1.

28. Bendahmane A, Mussot A, Kudlinski A, Szriftgiser, P, Conforti M, Wabnitz S,
et al. Optimal frequency conversion in the nonlinear stage of modulation
instability. Optic Express (2015) 23(24):30861–71. doi:10.1364/OE.23.030861

29. Moon HT. Homoclinic crossings and pattern selection. Phys Rev Lett (1990)
64(4):412. doi:10.1103/PhysRevLett.64.412

30. Pierangeli D, Flammini M, Zhang L, Marcucci G, Agranat AJ, Grinevich PG,
et al. Observation of Fermi-Pasta-Ulam-Tsingou recurrence and its exact
dynamics. Phys Rev X (2018) 8(4):041017. doi:10.1103/physrevx.8.041017

31. Mussot A, Naveau C, Conforti M, Kudlinski A, Copie F, Szriftgiser P, et al.
Fibre multi-wave mixing combs reveal the broken symmetry of Fermi-Pasta-
Ulam recurrence. Nat Photon (2018) 12(5):303–8. doi:10.1038/s41566-018-
0136-1

32. Goossens JW, Hafermann H, Jaouën Y. Experimental realization of fermi-
pasta-ulam-tsingou recurrence in a long-haul optical fiber transmission
system. Sci Rep (2019) 9(1):1–11. doi:10.1038/s41598-019-54825-4

33. Mussot A, Conforti M, Trillo S, Copie F, Alexandre K. Modulation instability
in dispersion oscillating fibers. Adv Opt Photon (2018) 10(1):1–42. doi:10.
1364/AOP.10.000001

34. Naveau C, Szriftgiser, P, Kudlinski A, Conforti M, Trillo S, Mussot A. Full-field
characterization of breather dynamics over the whole length of an optical fiber.
Opt Lett (2019) 44(4):763–6. doi:10.1364/OL.44.000763

35. Naveau C, Szriftgiser P, Kudlinski A, Conforti M, Trillo S, Mussot A. Experimental
characterization of recurrences and separatrix crossing in modulation instability.
Optic Lett (2019) 44(22):5426–9. doi:10.1364/ofc.2018.th3d.5

36. Vanderhaegen G, Szriftgiser P, Naveau C, Kudlinski A, Conforti M, Trillo
S, et al. Observation of doubly periodic solutions of the nonlinear
schrödinger equation in optical fibers. Opt Lett 45(13):3757–60. doi:10.
1364/OL.394604

Frontiers in Physics | www.frontiersin.org April 2021 | Volume 9 | Article 63781214

Naveau et al. HOTDR for FPU Recurrence in Optical Fibers

192

https://www.frontiersin.org/articles/10.3389/fphy.2021.637812/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/fphy.2021.637812/full#supplementary-material
https://doi.org/10.1103/physrevlett.15.240
https://doi.org/10.1103/physrevlett.15.240
https://doi.org/10.1063/1.1861554
https://doi.org/10.1007/bf01017105
https://doi.org/10.1007/bf01017105
https://doi.org/10.1038/nature06402
https://doi.org/10.1016/j.physleta.2009.04.023
https://doi.org/10.1088/2040-8978/15/6/060201
https://doi.org/10.1088/2040-8978/15/6/060201
https://doi.org/10.1038/nphoton.2014.220
https://doi.org/10.1088/2040-8978/18/6/063001
https://doi.org/10.1038/s42254-019-0100-0
https://doi.org/10.1038/s42254-019-0100-0
https://doi.org/10.1017/S0022112077001037
https://doi.org/10.1007/bf00931418
https://doi.org/10.1103/PhysRevLett.87.033902
https://doi.org/10.1038/35095154
https://doi.org/10.1103/physrevx.4.011054
https://doi.org/10.1038/nphys1740
https://doi.org/10.1038/srep00463
https://doi.org/10.1038/srep00463
https://doi.org/10.1103/physrevx.3.041032
https://doi.org/10.1103/physrevx.3.041032
https://doi.org/10.1364/OL.36.002140
https://doi.org/10.1103/PhysRevLett.107.253901
https://doi.org/10.1038/s41566-018-0113-8
https://doi.org/10.1038/s41566-018-0113-8
https://doi.org/10.1109/LPT.2006.890039
https://doi.org/10.1364/OL.39.006114
https://doi.org/10.1109/lpt.2017.2773615
https://doi.org/10.1364/OL.38.000872
https://doi.org/10.1364/OL.38.000872
https://doi.org/10.1364/OE.23.030861
https://doi.org/10.1103/PhysRevLett.64.412
https://doi.org/10.1103/physrevx.8.041017
https://doi.org/10.1038/s41566-018-0136-1
https://doi.org/10.1038/s41566-018-0136-1
https://doi.org/10.1038/s41598-019-54825-4
https://doi.org/10.1364/AOP.10.000001
https://doi.org/10.1364/AOP.10.000001
https://doi.org/10.1364/OL.44.000763
https://doi.org/10.1364/ofc.2018.th3d.5
https://doi.org/10.1364/OL.394604
https://doi.org/10.1364/OL.394604
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


37. Vanderhaegen G, Szriftgiser P, Kudlinski A, Conforti M, Trillo S, Droques M,
et al. 2020. Observation of four fermi-pasta-ulam-tsingou recurrences in an ultra-
low-loss optical fiber, Opt Express. 28(12):17773–81. doi:10.1364/OE.391560

38. Conforti M, Mussot A, Kudlinski A, Trillo S, Akhmediev N. Doubly periodic
solutions of the focusing nonlinear Schrödinger equation: recurrence, period
doubling, and amplification outside the conventional modulation-instability
band. Phys Rev A (2020) 101:023843. doi:10.1103/physreva.101.023843

39. Friederich F, Schuricht G, Deninger A, Lison F, Spickermann G, Haring
Bolívar P, et al. Phase-locking of the beat signal of two distributed-feedback
diode lasers to oscillators working in the mhz to thz range.Optic Express (2010)
18(8):8621–9. doi:10.1364/OE.18.008621

40. Headley C, Agrawal G. Raman amplification in fiber optical communication
systems. 1st ed. Academic Press (2005). 392.

41. Juan Diego Ania-CastañónEllingham TJ, Ibbotson R, Chen X, Zhang L,
Turitsyn SK. Ultralong raman fiber lasers as virtually lossless optical media.
Phys Rev Lett (2006) 96:023902. doi:10.1103/physrevlett.96.023902

42. Xu G, Conforti M, Kudlinski A, Mussot A, Trillo S. Dispersive dam-break flow
of a photon fluid. Phys Rev Lett (2017) 118(25):254101. doi:10.1103/
PhysRevLett.118.254101

43. Kraych AE, Suret P, Gennady E, Randoux S. Nonlinear evolution of the locally
induced modulational instability in fiber optics. Phys Rev Lett (2019) 122(5):
054101. doi:10.1103/physrevlett.122.054101

44. Agrawal GP. Nonlinear fiber optics. 5th ed. Academic Press (2012). 648.
45. Healey P. Fading in heterodyne OTDR. Electron Lett (1984) 20(1):30–2. doi:10.

1049/el:19840022
46. IzumitaH, Furukawa SI., KoyamadaY, Sankawa I. Fading noise reduction in coherent

OTDR. IEEE Photon Technol Lett (1992) 4(2):201–3. doi:10.1109/68.122361
47. Yang G, Fan X,Wang B, Liu Q, He Z. Polarization fading elimination in phase-

extracted OTDR for distributed fiber-optic vibration sensing. In: 2016 21st
OptoElectronics and Communications Conference (OECC) held jointly with
2016 International Conference on Photonics in Switching (PS), 2016 July 3-7.
Niigata, Japan. IEEE (2016). pages 1–3.

48. Trillo S, Wabnitz S. Dynamics of the nonlinear modulational instability in
optical fibers. Opt Lett (1991) 16(13):986–8. doi:10.1364/ol.16.000986

49. Grinevich PG, Santini PM. The exact rogue wave recurrence in the NLS
periodic setting via matched asymptotic expansions, for 1 and 2 unstable
modes. Phys Lett (2018) 382(14):973–9. doi:10.1016/j.physleta.2018.02.014

50. Wabnitz S, Akhmediev N. Efficient modulation frequency doubling by
induced modulation instability. Opt Commun (2010) 283(6):1152–4. doi:10.
1016/j.optcom.2009.11.030

51. KimmounO, Hsu HC, Branger H, Li MS, Chen YY, Kharif C, et al. Modulation
instability and phase-shifted Fermi-Pasta-Ulam recurrence. Sci Rep (2016) 6:
28516. doi:10.1038/srep28516

52. Akhmediev NN, Korneev VI. Modulation instability and periodic solutions of
the nonlinear Schrödinger equation. Theor Math Phys (1986) 69(2):1089–93.
doi:10.1007/bf01037866

53. Chen J, Pelinovsky DE, White RE. Rogue waves on the double-periodic
background in the focusing nonlinear Schrödinger equation. Phys Rev E
(Nov 2019) 100:052219. doi:10.1103/PhysRevE.100.052219

54. Rick T. Frequency-resolved optical gating: the measurement of ultrashort
laser pulses. Springer, Boston, MA: Springer Science & Business Media
(2012).

55. Iaconis C, Walmsley IA. Spectral phase interferometry for direct electric-field
reconstruction of ultrashort optical pulses. Opt Lett (1998) 23(10):792–4.
doi:10.1364/ol.23.000792

56. Walmsley IA, Dorrer C. Characterization of ultrashort electromagnetic pulses.
Adv Optic Photon (2009) 1(2):308–437. doi:10.1364/aop.1.000308

57. Ryczkowski P, Närhi M, Billet C, Merolla JM, Genty G, Dudley JM. Real-time
full-field characterization of transient dissipative soliton dynamics in a
mode-locked laser. Nat Photon (2018) 12(4):221–7. doi:10.1038/s41566-
018-0106-7

58. Cheng L, Goda K. The complete optical oscilloscope. Nat Photon (2018) 12(4):
190–1. doi:10.1038/s41566-018-0141-4

59. Xu G, Hammani K, Chabchoub A, Dudley JM, Kibler B, Finot C, 2019. Phase
evolution of peregrine-like breathers in optics and hydrodynamics, Phys Rev E.
99(1):012207. doi:10.1103/PhysRevE.99.012207

60. Kedziora DJ, Ankiewicz A, Akhmediev N. Second-order nonlinear
Schrödinger equation breather solutions in the degenerate and rogue wave
limits. Phys Rev E - Stat Nonlinear Soft Matter Phys (2012) 85(6):066601.
doi:10.1103/PhysRevE.85.066601

61. Devine N, Ankiewicz A, Genty G, Dudley JM, Akhmediev N. Recurrence phase
shift in Fermi-Pasta-Ulam nonlinear dynamics. Phys Lett (2011) 375(46):
4158–61. doi:10.1016/j.physleta.2011.10.006

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Copyright © 2021 Naveau, Vanderhaegen, Szriftgiser, Martinelli, Droques,
Kudlinski, Conforti, Trillo, Akhmediev and Mussot. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (CC BY).
The use, distribution or reproduction in other forums is permitted, provided the
original author(s) and the copyright owner(s) are credited and that the original
publication in this journal is cited, in accordance with accepted academic practice.
No use, distribution or reproduction is permitted which does not comply with
these terms.

Frontiers in Physics | www.frontiersin.org April 2021 | Volume 9 | Article 63781215

Naveau et al. HOTDR for FPU Recurrence in Optical Fibers

193

https://doi.org/10.1364/OE.391560
https://doi.org/10.1103/physreva.101.023843
https://doi.org/10.1364/OE.18.008621
https://doi.org/10.1103/physrevlett.96.023902
https://doi.org/10.1103/PhysRevLett.118.254101
https://doi.org/10.1103/PhysRevLett.118.254101
https://doi.org/10.1103/physrevlett.122.054101
https://doi.org/10.1049/el:19840022
https://doi.org/10.1049/el:19840022
https://doi.org/10.1109/68.122361
https://doi.org/10.1364/ol.16.000986
https://doi.org/10.1016/j.physleta.2018.02.014
https://doi.org/10.1016/j.optcom.2009.11.030
https://doi.org/10.1016/j.optcom.2009.11.030
https://doi.org/10.1038/srep28516
https://doi.org/10.1007/bf01037866
https://doi.org/10.1103/PhysRevE.100.052219
https://doi.org/10.1364/ol.23.000792
https://doi.org/10.1364/aop.1.000308
https://doi.org/10.1038/s41566-018-0106-7
https://doi.org/10.1038/s41566-018-0106-7
https://doi.org/10.1038/s41566-018-0141-4
https://doi.org/10.1103/PhysRevE.99.012207
https://doi.org/10.1103/PhysRevE.85.066601
https://doi.org/10.1016/j.physleta.2011.10.006
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


ORIGINAL RESEARCH
published: 28 April 2021

doi: 10.3389/fphy.2021.593394

Frontiers in Physics | www.frontiersin.org 1 April 2021 | Volume 9 | Article 593394

Edited by:

Amin Chabchoub,

The University of Sydney, Australia

Reviewed by:

Alexey Slunyaev,

Institute of Applied Physics

(RAS), Russia

Liang Yang,

Cranfield University, United Kingdom

Zhihua Xie,

Cardiff University, United Kingdom

*Correspondence:

Qingwei Ma

q.ma@city.ac.uk

Specialty section:

This article was submitted to

Mathematical and Statistical Physics,

a section of the journal

Frontiers in Physics

Received: 10 August 2020

Accepted: 26 March 2021

Published: 28 April 2021

Citation:

Wang J, Ma Q, Yan S and Liang B

(2021) Modeling Crossing Random

Seas by Fully Non-Linear Numerical

Simulations. Front. Phys. 9:593394.

doi: 10.3389/fphy.2021.593394

Modeling Crossing Random Seas by
Fully Non-Linear Numerical
Simulations
Jinghua Wang 1,2, Qingwei Ma 3*, Shiqiang Yan 3 and Bingchen Liang 1

1 School of Engineering, Ocean University of China, Qingdao, China, 2 Faculty of Engineering, National University of

Singapore, Singapore, Singapore, 3 School of Mathematics, Computer Science and Engineering, City University of London,

London, United Kingdom

Bimodal spectrum wave conditions, known as crossing seas, can produce extreme

waves which are hostile to humans during oceanic activities. This study reports some new

findings of the probability of extreme waves in deep crossing random seas in response

to the variation of spectral bandwidth through fully non-linear numerical simulations.

Two issues are addressed, namely (i) the impacts of the spectral bandwidth on the

changes of extreme wave statistics, i.e., the kurtosis and crest exceedance probability,

and (ii) the suitability of theoretical distribution models for accurately describing the wave

crest height exceedance probability in crossing seas. The numerical results obtained by

simulating a large number of crossing sea conditions on large spatial-temporal scale with

a variety of spectral bandwidth indicate that the kurtosis and crest height exceedance

probability will be enhanced when the bandwidth of each wave train becomes narrower,

suggesting a higher probability of encountering extreme waves in narrowband crossing

seas. Meanwhile, a novel empirical formula is suggested to predict the kurtosis in

crossing seas provided the bandwidth is known in advance. In addition, the Rayleigh and

second-order Tayfun distribution underestimate the crest height exceedance probability,

while the third-order Tayfun distribution only yields satisfactory predictions for cases with

relatively broader bandwidth regarding the wave conditions considered in this study. For

crossing seas with narrower bandwidth, all the theoretical distribution models failed to

accurately describe the crest height exceedance probability of extreme waves.

Keywords: crossing seas, extreme waves, kurtosis, exceedance probability, fully non-linear potential theory

INTRODUCTION

The need for the analysis of extreme waves arises in many branches of science and engineering,
while in the practice of designing the maritime structure, extreme waves are sometimes referred to
as design waves with a certain return period on the basis of statistical analysis [1]. One example
is so-called rogue waves featuring twice the significant height that impose substantial threats to
the survivability of engineering applications and the safety of navigation activities. And their
appearances are widely reported in unidirectional seas, directional seas, and crossing seas [2].
They are conventionally believed to be rare events, however, recent studies pointed out that their
probability is higher than predictions based on linear theories [3]. In unidirectional seas, one of
the mechanisms indicates that their formations are induced by the third-order non-linear quasi-
resonant interactions, i.e., the so-called modulational instability, and their probability is associated
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with the Benjamin-Feir Index (BFI). To describe such extreme
wave events, breather solutions to the third-order non-linear
Schrödinger equation (NLSE) are suggested [4]. They have
been successfully employed to reproduce extreme waves in
laboratories [5–7] and numerical simulations [8, 9].

However, waves are short-crested in reality and a non-
linear numerical analysis of several sets of observed field data
in various European locations indicate that the main reason
for the occurrence of extreme waves in directional seas is
the constructive interference of elementary waves enhanced by
second-order bound non-linearities rather than the modulation
instability [10]. Therefore, breather models are usually not
employed for the purpose to study extreme waves in directional
seas. Nevertheless, ocean wave spectra, in some cases, are
characterized by the coexistence of two wave systems in different
propagating directions. This bimodal condition featuring two
different spectral peaks is known as crossing seas. It has
been recently pointed out that crossing seas are potentially
hazardous and can create a freakish sea state where the
probability of encountering rogue waves is high. For instance,
a large percentage of ship accidents are reported due to bad
weather conditions occurring in crossing sea states [11]. Some
well-known examples are the Draupner wave [12], the Louis
Majesty accident [13], and the tanker Prestige accident [14].
The properties of such extreme waves in crossing seas can differ
significantly from those in non-crossing seas, e.g., experimental
examination on the Draupner wave reveals that the onset and
the type of wave breaking plays a significant role in creating
steeper extreme waves in crossing seas [15]. Recently, some
studies have suggested that extreme waves in crossing seas can
be induced by modulational instability and can be represented
by using a crossing breather wave model [16, 17]. Based on a
stability analysis of themodel, it is concluded that the occurrences
of extreme waves in crossing seas are directly linked to (i) the
angle between the propagating direction of two wave systems
and (ii) the spectral bandwidth. Subsequently, many studies have
been carried out to explore the effects of the crossing angles on
extreme wave occurrences. For example, the stability analysis
for two perturbed uniform wave trains implies that an extreme
wave is the result of the balance between the large amplification
factor and the large growth rate, so that angles between 10 and
30◦ are most probable for establishing a rogue wave sea [18],
while the sideband growth reduces significantly at angles beyond
about 40◦ and reaching complete stability at 60–80◦ [19]. Besides,
Shukla et al. [20] extended the analysis to study the crossing
of two wave groups with finite spectral bandwidth and found
that the random-phased non-linearly interacting waves could
propagate over long distances without being affectedmuch by the
modulational instability. For a wide enough spectral distribution,
the formation of extreme waves might be completely suppressed.

In more realistic scenarios, e.g., random crossing seas
featuring a bimodal JONSWAP (Joint North Sea Wave Project)
shape spectrum, numerical results obtained by using the Euler
equation suggest that the maximum value of the kurtosis,
which is often adopted to indicate the probability of extreme
waves, is achieved when the crossing angle is between 40
and 60◦ [21]. Besides, the numerical simulations based on the

Schrödinger-type equation and fully non-linear potential theory
model indicate that for crossing angle at near 90◦, the non-linear
interactions between the two crossing wave systems practically
have negligible impact on the kurtosis [14]. More recently,
Luxmoore et al. [22] investigated the effects of directional
spreading and crossing angles on the statistics of wave crest
heights. It is reported that the kurtosis and wave crest height
exceedance probability are more sensitive to the variation of the
directional spreading than the magnitude of the crossing angles
between two crossing seas; it is also reported that reducing the
directional spreading increases the kurtosis and the exceedance
probabilities of extreme waves.

Though the crossing angles between two systems play an
important role in the statistics of extreme waves, the question on
the other hand about how the extreme wave statistics respond
to the spectral bandwidth has not been studied so far. Hereby,
we aim to address this issue through numerical modeling of
the crossing random seas in deep water by using the Enhanced
Spectral Boundary Integral (ESBI) model based on the fully non-
linear potential theory [23]. In particular, we are interested in the
crossing seas featuring symmetrical bimodal spectra consisting
of two unidirectional random wave trains. Two questions
will be answered in this study, namely (i) how the extreme
wave statistics, i.e., the kurtosis and crest height exceedance
probability, behave in response to the spectral bandwidth and (ii)
whether the theoretical probability distribution, i.e., the Rayleigh
distribution and second- and third-order Tayfun distributions,
can be used to accurately describe the exceedance probability.
In addition, a novel empirical formula will also be suggested
to predict the kurtosis provided that the bandwidth is given in
advance. The outcome of this study will contribute to gaining
insight into extreme wave mechanisms in crossing seas and may
offer solutions for optimizing the design and operations in ocean
engineering practice.

METHODOLOGIES

Statistical Approach: Kurtosis and Wave
Crest Exceedance Probability
The kurtosis is often employed to indicate the probability of
extreme waves. Its mathematical form can be expressed by using
the formula

κ =
m4

m2
2

, (1)

where m2 and m4 are the second and fourth moments of the
surface elevation, respectively. The Gaussian theory states that
the kurtosis equals to 3. However, the non-linear effects can
enhance the extreme wave probability, and therefore, kurtosis
is usually larger than 3 depending on the degree of the wave
non-linearities. Considering wave non-linearities up to the third
order, it is reported that the kurtosis is the summation of a
dynamic component due to non-linear quasi-resonant wave–
wave interactions and a Stokes bound harmonic contribution
[24, 25]. In a spreading sea, the former becomes a function of
angular width of the directional spectrum and BFI [26, 27]. For
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FIGURE 1 | Plan view of the computational domain used in the numerical

simulations. ⊗: location of wave probe.

crossing seas consisting of two unidirectional wave trains, as
studied in this paper, we employ the formula for narrowband
waves to predict the kurtosis [26, 28]:

κ̃ = 3+
π
√
3
BFI2 + 24ε2, (2)

where BFI is the Benjamin-Feir index given by

BFI =

√
2ε

ν
(3)

with wave steepness parameter ε = kpHs/4 and bandwidth
parameter ν, where kp is the peak wavenumber and Hs is
the significant height as 4 times the SD (short for Standard
Deviation) of the surface elevations recorded at the gauges shown
in Figure 1. For a narrowband wave train, its spectrum can be
approximated by using the Gaussian distribution with its SD as
the spectral bandwidth ν. However, the bandwidth parameter
ν is not explicitly defined for crossing random seas, which will
be further discussed in section Kurtosis. For simplicity, this
study focuses on crossing sea featuring a symmetrical bimodal
spectrum so that the method by Trulsen et al. [14] is adopted to
quantify the spectral bandwidth. In other words, the bandwidth
of the crossing sea is characterized by one of the bimodalities,
which is denoted by its half-width at half of the spectrum
peak, i.e.,

ν =
(

kr − kl
)

/(2kp), (4)

where kr and kl are corresponding wavenumbers that satisfy
S
(

kr
)

= S
(

kl
)

= S
(

kp
)

/2 and kr > kp > kl, S
(

k
)

is the
wavenumber spectrum of the unidirectional sea.

On the other hand, the occurrence of extreme waves can also
be depicted by the wave crest exceedance probability distribution
model. For a Gaussian sea based on the linear wave theory, the
exceedance probability of wave crest can be represented by the
Rayleigh distribution [29]:

PR = exp
(

−8χ2
)

, (5)

where χ = Hc/Hs,Hc is the crest heightmeasured from themean
water level to the crest peak. It is only accurate for describing
the statistics for small steepness waves where the second- and
higher-order non-linear effects are insignificant. However, when
the wave steepness is relatively large, the second-order non-linear
effects cannot be overlooked; hence, the second-order Tayfun
distribution was suggested [30]:

P
(2)
T = exp

[

−

(

−1+
√
8σχ + 1

)2

2σ 2

]

, (6)

where σ is one-third of the skewness of the free surface elevation.
Furthermore, to accurately describe the exceedance probability
considering third-order effects of narrowband waves, the third-
order Tayfun distribution was proposed by incorporating the
bandwidth coefficient in the steepness parameter [31]:

P
(3)
T = P

(2)
T

(

1+ 3χ2
(

4χ2 − 1
))

, (7)

where 3 can be approximated by using 3 = 8 (κ − 3) /3 and
κ is the kurtosis defined by Eq. (1) [10]. Note that though
Eqs. (5)∼(7) have been employed for studying wave statistics in
bimodal seas [22], they are originally derived for unimodal seas,
not for crossing seas. The extent to which they are able to model
the distribution of crossing seas will be examined. To do so, the
key parameters such asHs, σ , and κ in Eqs. (5)∼(7) are estimated
by using the time histories recorded at wave gauges as illustrated
in Figure 1.

Deterministic Approach: Fully Non-Linear
Numerical Simulation
In this study, the ESBI method based on the fully non-linear
potential theory [23] is employed to simulate crossing random
seas. The details of the method are well-documented in Wang
and Ma [23]. Only some key equations are briefed here for the
completeness of the paper. All the dimensionless variables used
in the ESBI are defined in such a way, e.g., those in length
are multiplied by peak wavenumber kp, i.e., (X,Z) = kp (x, z),
time is multiplied by peak wave frequency ωp, i.e., T = ωpt,
velocity potential is multiplied by k2p/ωp, where x, z and t
denote horizontal, vertical coordinates and time, respectively.
The still water level is specified at Z=0. The free surface boundary
conditions based on the fully non-linear potential theory can be
reformulated as

∂TM + AM = N (8)
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with each term expressed as

M =

(

KF {η}

K�F
{

φ̃

}

)

,A =

[

0 −�

� 0

]

and

N =













K
(

F {V} − KF
{

φ̃

})

K�
2 F

{
(

V+∇ζ ·∇φ̃

)2

1+|∇ζ |2
−

∣

∣

∣
∇φ̃

∣

∣

∣

2
}













,

where φ and η are the velocity potential and deflection of the free
surface, respectively, φ̃ denotes the values of velocity potential at
the surface, F {∗} =

∫

∗e−iK·XdX is the Fourier transform, and
F−1 {∗} denotes the inverse transform, the wavenumber K = |K|,
and the frequency� =

√
K. Eq. (8) will be used as the prognostic

equation for updating the free surface and velocity potential in
the time domain, and its solution can be given by

M (T) = e−A(T−T0)

[

∫ T

T0

eA(T−T0)NdT +M (T0)

]

, (9)

where

eA1T =





cos�1T − sin�1T
sin�1T cos�1T



 .

Eq. (9) can be solved by using the fifth-order Runge–Kutta
method with an adaptive time step. An energy dissipation model
suggested by Xiao et al. [32] is also introduced to the ESBI to
suppress breaking waves, i.e.,

3 = exp

(

−

∣

∣

∣

∣

K

β

∣

∣

∣

∣

α )

,

where α = 30 and β = 8. Its effectiveness has been
demonstrated and confirmed by direct comparison against
laboratory measurements.

In addition, to update φ̃ and η in the time domain, the
vertical velocity V requires to be calculated at each time step.
The evaluation of V can be achieved by using the boundary
integral equation. It is decomposed into four parts depending
on the degree of non-linearities. For clarity of the paper,
the formulations for calculating V are summarized in the
Appendix. The evaluation is computationally efficient, owing to
the utilization of the Fast Fourier Transform. Note that the energy
dissipation model is applied to both the surface elevation and
velocity potential when the number of iterations for estimating
the vertical velocity exceeds four times, instead of every time step
as used in Xiao et al. [32]. For more details about the numerical
scheme, readers can refer to Wang and Ma [23].

The ESBI model has been successfully employed to simulate
the Peregrine breather and its interactions with random waves
in unidirectional seas, and good agreement is achieved in
comparison with the experiment measurements [9]. To verify the
robustness of the ESBI model for simulating random crossing

seas for the purpose in question in this study, validation
is performed here by comparing with the laboratory results
reported in Toffoli et al. [21]. To reproduce this crossing sea
state with the same wave conditions by using the ESBI model,
the computational domain covers 40-by-40 peak wavelengths
and is resolved into 1,024-by-512 points in the X- and Y-
directions, respectively. The selected domain size and resolution
in space ensure that the Fourier modes up to 7- and 3-times
peak wavenumber in the X- and Y- directions, respectively, are
free of aliasing. A sensitivity test indicates that this resolution is
sufficiently accurate to model the highly non-linear interactions
between the two crossing wave trains for the purpose of this
study. For instance, if we denote the error as the maximum
difference between free surface elevation signals recorded on a
probe at the same location divided by significant height, then
the maximum error among all probes between the results based
on the current configuration and those obtained by using 2,048-
by-512 and 1,024-by-1,024 points is only about 4.3 and 5.2%,
respectively. The wave generation zone is placed along the Y-
direction and 5 peak wavelengths from the left boundary, while
the waves are absorbed in the surrounding boundaries. The plan
view of the computational domain is illustrated in Figure 1,
where only part of the domain on the right-hand side is effectively
used for the simulations. The wave gauges are deployed every 4
and 5 peak wavelengths in the X- and Y- directions, respectively,
indicating that there are 8 × 7 = 56 gauges used in total. This
will avoid the issue where using a single point observation is
insufficient to investigate the extreme wave ensembles as the
gauge may not always be located at the focusing point [33]. For
each individual crossing sea state, four realizations are carried
out by using different random number sequences as the phases
for generating random waves, which is sufficient for overcoming
the uncertainties due to the selection of random phases on
calculating wave statistics (this will be further discussed in section
Kurtosis). Meanwhile, each simulation lasts for 1,000 peak
periods (equivalent to a typical 3-hour sea state), and the first 100
peak wave periods will be used for developing an established sea.
We use wave surface time histories collected on the gauges where
the sea state becomes equilibrium among 100–1,000 peak periods
for estimating the wave statistics. It is estimated that about a
total number of 105 waves are recorded on the chosen gauges in
the domain based on an up-cross method, which is sufficient to
achieve reliable statistics. Such a method to determine the total
number of waves differs from that employed by Trulsen et al. [14],
where spatiotemporal correlation needs to be considered. Note
that the ensemble of data measured at different locations will
be used to estimate the exceedance probability. For the purpose
of making a comparison with theoretical probability distribution
models, the condition of homogeneity and uncorrelation should
hold. We compared the wave action over space and correlations
of signal collected on different gauges and found that both the
conditions, i.e., homogeneity and weak correlation, are affirmed,
but the results are not presented in the paper for brief.

The wave condition employs the JONSWAP spectrum with
a fixed peak enhancement factor γ = 6 and wave steepness
kpHs = 0.28. The spreading is zero and thus each individual
random wave train is unidirectional. The angle between two
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crossing seas is fixed at ϕ = 40o throughout this study, which is
identified as the most hazardous angle leading to the maximum
kurtosis observed in the laboratory [21]. It is worth noting that
this angle is not necessarily the case for a two perturbed uniform
wave train as sideband growth is observed to reduce significantly
at angles beyond 40◦ [19]. The kurtosis is then estimated by using
Eq. (1) along the X-direction (Y = 0), i.e., the mean direction,
based on the simulated free surface elevation. In addition to the
laboratory results, the numerical results by using the fully non-
linear Higher-Order Spectrum (HOS)method reported in Toffoli
et al. [21] are also included here for comparisons, all of which
are summarized in Figure 2. In general, the numerical results
obtained by using the ESBI depict that the kurtosis gradually
grows along the X- direction and becomes stabilized near the
end of the computational domain. This trend agrees very well
with that observed in the laboratory, namely (i) the agreement
between two curves being within the confidence interval of about
± 0.2; (ii) the difference of maximum kurtosis near the end
being about 0.8%; and (iii) the difference of maximum excess
kurtosis being about 8%. However, there is a big deviation from
those obtained by using the HOS method. The reason may be
that the configuration of the HOS model is not exactly the same
as those in the laboratory, e.g., periodic boundary conditions
and a smaller domain size are adopted in the simulations by
using the HOS method. On the other hand, by examining the
significant height along the mean direction, a reduction of about
2% is observed on the last gauge at the end of the domain in
comparison with the first gauge due to the usage of the energy
dissipation model to suppress breaking waves. Nevertheless, the
agreement between the results obtained by using the ESBI and
those from the experiment implies that the ESBI model with the
current configurations can be reliably used for the purpose of
this study.

RESULTS AND DISCUSSIONS

To investigate the effects of the spectral bandwidth on extreme
wave statistics in crossing seas, the JONSWAP spectrum is
employed with selected values for peak enhancement factor
among γ = 1 ∼ 9. This range basically covers the majority
of the cases from the broadband to narrowband seas [1]. Note
that the larger γ is, the narrower the spectrum is. The bandwidth
parameter ν is estimated based on Eq. (4) and its values are
summarized in Table 1. Other configurations are the same as
those explained in section Methodologies. Selected snapshots of
the free surface elevation in space are extracted at the end of the
simulation and they are displayed in Figure 3. It shows that at this
selected time instance, the number of extreme waves observed in
the crossing sea of narrow bandwidth is larger than those in the
relatively broadband sea.

TABLE 1 | Peak enhancement factor against spectral bandwidth.

γ 1 1.3 1.6 2 3 4 6 9

ν 0.49 0.39 0.31 0.25 0.19 0.16 0.14 0.11

Kurtosis
Kurtosis was selected in this study for the indication of extreme
wave probability as it has been known that the non-linear four-
wave interactions are one of the primary causes of rogue waves,
and there is a strong correlation between the kurtosis and the
strength of four-wave interactions [24]. Prior to investigating
the effects of spectral bandwidth on kurtosis, it is of interest
to examine whether the kurtosis is enhanced or not due to the
crossing of twowave trains. For that examination, the simulations
of non-crossing unidirectional random waves with kpHs = 0.28
and γ = 6 were performed, and the values of kurtosis along
Y = 0 are shown in Figure 2. It is observed that the kurtosis
for non-crossing seas grows in a similar trend to that of the
crossing seas, i.e., it gradually increases along Y = 0 and
becomes stabilized after propagating a distance of about 23 peak
wavelengths. However, the excess part of the stabilized kurtosis
near the end of the computational domain for the non-crossing
seas was 36.8% smaller than that of the crossing seas. This
is not surprising as the crossing sea state can produce higher
steepness waves in comparison with non-crossing seas [15].
Consequently, the probability of observing extreme waves during
the crossing increases; hence, the kurtosis will be enhanced. It
should also be pointed out that as the crossing seas are established
by two unidirectional wave trains, the kurtosis monotonically
increases with distance to the asymptotic value and will not drop
afterward without change of computational conditions, which
is in contrast to the “overshoot” phenomenon observed in the
spreading waves, where the dynamic excess kurtosis will vanish
at a large distance due to energy spreads directionally [27].
In addition, to address that the kurtosis obtained by the fully
non-linear model is induced by third- and higher-order non-
linearities, another group of simulations of crossing seas with
the wave condition kpHs = 0.28 and γ = 6 were performed
by restricting the estimation of the vertical velocity in the ESBI
model up to the second order, i.e., V = V1 +V2. And the second
term of N in Eq. (8) is set to zero. By doing so, the non-linear
effects beyond the second order were ignored in the numerical
simulation, which is similar to the approach of the second-order
HOS model employed in Fedele et al. [10]. The numerical results
showed that the stabilized kurtosis is 3.14, which basically agreed
with the theoretical prediction based on Eq. (2) without the
dynamic part, i.e., κ̃ = 3 + 24ε2 ≈ 3.12. It implies that Eq. (2)
without the dynamic part can be approximately used to predict
the excess kurtosis due to the bound waves obtained by using
the numerical model without the third- and higher-order non-
linear terms. Otherwise, the kurtosis estimated using the results
from the fully non-linear model exhibits larger values due to the
contribution of the third- and higher-order non-linearities.

The rest of this section discusses the effects of spectral
bandwidth on the kurtosis of crossing random seas. The kurtosis
is firstly estimated by Eq. (1) using the surface time histories
collected on probes along the center line of the domain Y =

0, and the results are summarized in Figure 4. It shows that
the kurtosis increases along X-direction and is subjected to a
deceleration, and then becomes stabilized toward the end of
the domain. The values observed near the end of the domain
are all larger than 3, indicating that the non-linearities play an
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FIGURE 2 | Kurtosis along the center line of the domain Y = 0. “Lab.”: Laboratory experiment results; “HOS”: Numerical results by using the HOS method; “ESBI”:

Numerical results by using the ESBI method for crossing sea; “ESBI-uni”: Numerical results by using ESBI for non-crossing unidirectional sea.

FIGURE 3 | Selected snapshot of the free surface spatial distribution in (A) broadband sea and (B) narrowband sea.

important role in the formation of extreme waves in the crossing
sea. In addition, the growth rate among each curve depends on
the spectral bandwidth and, in general, it is faster for narrow
bandwidth. Meanwhile, the stabilized kurtosis near the end of the
domain also implied that narrower bandwidth yields relatively
higher values of kurtosis. This finding basically agrees with that
reported based on a stability analysis of crossing perturbed Stokes
wave trains, which claims that narrow spectral bandwidth leads
to higher amplification of the wave amplitude [18]. It should be
noted that the development of unstable waves of small growth
rate will be constrained by the computational domain size and
so they may not develop into large waves. This is particularly
important for the study of two crossing perturbed uniform wave
trains [18]. However, this study aims to generate an established
crossing random sea where the stabilized statistics are of interest.
To demonstrate that the domain size employed in this study is

sufficient for achieving stabilized statistics, a group of simulations
is performed in a larger domain of 80-by-40 peak wavelengths
with the same grid size for the case γ = 6. It is found that the
kurtosis does not increase further beyond the maximum distance
X/Lp = 31 along Y = 0. For instance, it is found that the average
kurtosis within the section 23 ≤ X/Lp ≤ 31 is 3.49 in the current
domain, which is very close to the average kurtosis of 3.51 within
the section 23 ≤ X/Lp ≤ 47 in the larger domain. Therefore,
we can justify that the kurtosis has reached the equilibrium stage
within the distance 23 ≤ X/Lp ≤ 31 of the current domain.

Apart from examining the kurtosis along the centerline, it is
also important to examine the stabilized kurtosis after it reaches
equilibrium. To do that, the kurtosis is estimated via Eq. (1) by
using the surface time histories collected on the gauges within
the section 23 ≤ X/Lp ≤ 31, and the stabilized kurtosis takes
the mean value and then is averaged over four realizations. In
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FIGURE 4 | Kurtosis along the center line of the domain Y = 0 for cases with

different bandwidth.

order to demonstrate the sufficiency of the realization number,
a fifth realization has also been performed and it is found
that the maximum error of stabilized kurtosis between using
four and five realizations is about 0.4% among all bandwidths.
Therefore, four realizations are sufficient for the purpose of this
study, while the results afterward are obtained based on five
realizations for a more reliable analysis. The results of stabilized
kurtosis against the spectral bandwidth are summarized in
Figure 5. The figure shows that the stabilized kurtosis decreases
as the spectral bandwidth becomes wider. Furthermore, it is
also noted that the variation of the stabilized kurtosis drops
faster for narrower bandwidth and is subject to a deceleration
toward broader bandwidth. Its maximum corresponding to the
narrowest bandwidth, i.e., ν = 0.11 (γ = 9), is about 3.88, which
is much larger than 3, i.e., the Gaussian sea indicator. It implies
that the probability of extreme waves due to the non-linear
interactions between two crossing seas can be significant in the
area where crossing is evident. And the chance of encountering
an extreme wave is much higher than the predicted probability
based on the linear theory.

Next, to predict the kurtosis for crossing seas provided that
the bandwidth is given, the relationship between kurtosis and
spectral bandwidth is to be established. However, Eqs. (2)∼(4)
cannot be directly used in crossing seas as there is no unique
way to quantify the bandwidth. For example, many studies have
suggested estimating the spectral bandwidth for unidirectional
seas by using, e.g., the peakedness parameter introduced by Goda
[34], zeroth, first and second moment of the spectrum [29],
renormalized SD of the spectrum [22, 24], or the half-width at
half the peak value of the spectrum [14]. Each method produces
bandwidth values in a certain range and they can be empirically
converted to each other [24, 35]. Nevertheless, to achieve this
goal, here, we refer to Eqs. (2)∼(4) and examine whether they
can be improved to approximate the values of kurtosis reported
in Figure 5. According to Eq. (2), as the wave steepness and angle
of crossing are fixed, one expects the variation of the predicted

FIGURE 5 | Average kurtosis against spectral bandwidth. Bars represent the

values estimated by using Eq. (1); Lines represent fitted results by Eq. (11).

excess kurtosis is in proportion to the inverse of ν2, i.e.,

κ̃ − σ ∝
1

ν2
, (10)

where σ is expected to be a constant larger than 3 as it
includes the non-linear Stokes contribution. Based on that,
the least squares method is performed to fit the values of
kurtosis in Figure 5, and the relationship between kurtosis
and spectral bandwidth can then be established by using the
following formula:

κ
′

= 3.116+
0.009

ν2
, X/Lp ≥ 21 (11)

The curve of fitted values κ ′ is displayed in Figure 5, which agrees
very well with those calculated directly from using the fully non-
linear simulation results. The suggested formula has successfully
captured the variation of the kurtosis subject to the changes of
the bandwidth, while the maximum error is about 5%. The good
agreement reveals that Eq. (11) modified based on Eqs. (2)∼(4)
works very well for the cases being studied here. Heuristically, the
usage of the spectral bandwidth for predicting the kurtosis may
be extended in crossing seas with wave conditions not limited in
this study. Note that Eq. (11) can only be used for predicting the
stabilized kurtosis in the region where waves attain equilibrium
or are fully developed. The variation of kurtosis during the
translational stage is not the focus of this study as it is induced
by the unrealistic assumption of the initial Gaussian wave field
[27] for wave generation and does not provide practical value.

Wave Crest Exceedance Probability
In this section, the exceedance probability of the crest height is
estimated by using the surface elevation time histories collected
on gauges within the section 23 ≤ X/Lp ≤ 31 over five
realizations with a down-crossing method performed in the
time domain (with a sampling rate of 40 points per peak
period) and comparisons are made against the theories based
on Eqs. (5)∼(7). It should be pointed out that such a way to
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FIGURE 6 | Wave crest exceedance probability estimated by using fully

non-linear numerical results.

ensemble crest height over spatial measurements is equivalent
to the averaged exceedance probability over the selected gauges.
Note that the values of kurtosis as used by Eq. (7) are those
presented in Figure 5, i.e., those estimated directly from using the
fully non-linear simulation results. It means that the theoretical
results by Eq. (7) consider a certain degree of fully non-linear
effects. To verify the effects of bandwidth on the exceedance
probability, the numerical results are summarized and displayed
in Figure 6. It indicates that the probability of the extreme waves
as described by the tail of the distribution generally increases
as the spectral bandwidth becomes narrower. This is consistent
with the findings regarding the kurtosis in section Kurtosis. It is
also depicted in Figure 6, when the spectral bandwidth becomes
extremely narrow, e.g., ν ≤ 0.19, the exceedance probability
obtained from the numerical results starts to exhibit a higher
tail moving toward a straight asymptote in the semi-logarithm
scale. This is unusual and worth to be further investigated
comprehensively. Nevertheless, it can be concluded that the
probability of observing an extreme wave in the crossing sea is
enhanced if the spectral bandwidth reduces.

In addition, to discuss the suitability of theoretical distribution
models for describing the crest height exceedance probability,
the predictions based on Eqs. (5)∼(7) and those obtained from
numerical results are summarized in Figure 7. It can be noted
that both the Rayleigh distribution and second-order Tayfun
distribution underestimate the wave crest exceedance probability
in all the cases being studied here, which is also reported
in a study with experiments conducted in a laboratory [22].
Therefore, it can be concluded that the Rayleigh distribution
based on the linear wave theory and the Tayfun distribution
of second-order cannot be used to accurately describe the
crest exceedance probability in crossing sea state with the wave
conditions discussed in this study. This basically agrees with the
findings by Fedele et al. [36] using space-time measurements in
crossing sea states consisting of swell and wind waves. On the
other hand, for relatively wider spectral bandwidth, as shown
in Figures 7A,B, the third-order Tayfun distribution is generally
in good agreement with the numerical results, though slightly

overestimates the probability in the range Hc/Hs < 1. However,
the discrepancy between the numerical results and third-order
Tayfun theoretical distribution becomes evident for relatively
narrower bandwidth as shown in Figures 7C,D. In particular,
the difference becomes dramatic in the range Hc/Hs > 1.2,
which is often used as one of the criteria to justify whether
an extreme is a rogue wave (the other condition H/Hs > 2
must also be met to be identified as a rogue wave, where H is
the crest to trough height). For example, it is noticed that for
those cases with relatively narrower bandwidth, the third-order
Tayfun distribution significantly underestimates the exceedance
probability at the tail of the distribution. Therefore, the third-
order Tayfun distribution may not be suitable for studying the
crest exceedance probability for the crossing wave conditions
with narrow bandwidths, even for the average peakedness
condition of a JONSWAP sea, i.e., γ = 3.

CONCLUSIONS

This study discusses the effects of spectral bandwidth on the
extreme wave statistics in deep crossing seas, in particular, the
kurtosis and wave crest exceedance probability, through fully
non-linear numerical simulations on a large spatial-temporal
scale of 40 × 40 peak wavelengths in domain size and 1,000
peak periods in time. Each of the two random wave trains is
unidirectional based on the JONSWAP spectrum with a peak
enhancement factor in the range 1–9. The free surface time
histories are collected on selected wave probes deployed in the
computational domain where the waves attain equilibrium and
are used for reliable estimation of the kurtosis and exceedance
probability. Verification of the numerical model is performed
against laboratory experiments while the robustness of the
numerical model is demonstrated by the good agreement
observed with measurements with a confidence interval of ±0.2
for averaged kurtosis, while errors of maximum kurtosis and
maximum excess kurtosis were about 0.8 and 8%, respectively.

The results reveal that the excess part of the stabilized kurtosis
for the non-crossing seas is about 40% smaller than that of
the crossing seas. This is due to the fact that the crossing sea
state creates higher steepness waves [15], and the probability
of observing extreme waves increases as a consequence, hence,
enhancing the kurtosis in the crossing seas. Besides, it is
concluded that the kurtosis will become smaller when the
spectral bandwidth of each individual random wave train in
crossing seas increases, and its variation subjects to a deceleration
toward broader bandwidth. The maximum kurtosis observed
in this study is about 3.88, which is much higher than the
Gaussian sea indicator, i.e., κ = 3. It is evidenced that the non-
linearities play an important role in the enhancement of the
kurtosis in crossing seas. Besides, a novel empirical formula for
predicting the stabilized kurtosis by using the spectral bandwidth
is proposed where the coefficients are derived through fitting
the numerical values. The formula suggests that the excess
kurtosis is proportional to the inverse of the square of bandwidth.
Meanwhile, the good agreement between the fitted and numerical
results with a maximum error of about 5% is encouraging,
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FIGURE 7 | Wave crest exceedance probability. “···”: PR, Rayleigh distribution; “—“:P
(2)
T , second-order Tayfun distribution; “· − · − ·”: P

(3)
T , third-order Tayfun

distribution; “–”: Numerical results based on ESBI. (A) ν = 0.49 (γ = 1). (B) ν = 0.31 (γ = 1.6). (C) ν = 0.19 (γ = 3). (D) ν = 0.11 (γ = 9).

which implies that the suggested formula has the potential to be
extended for other wave conditions not considered in this study,
but it requires careful calibration.

Furthermore, the study also shows that the crest height
exceedance probability of extreme waves grows as a result of
narrower bandwidth. Comparisons between the numerical
results and theoretical distributions, i.e., the Rayleigh
distribution, second- and third-order Tayfun distribution,
are also carried out. It is found that the Rayleigh and second-
order Tayfun distribution significantly underestimate the
exceedance probability regardless of the spectral bandwidth.
Thus, neither of them can be used to accurately predict the crest
exceedance probability in crossing seas if the wave conditions
are similar to those reported in this study, i.e., initial steepness
kpHs = 0.28 and crossing angle ϕ = 40o. Meanwhile, the
third-order Tayfun distribution can successfully describe the
exceedance probability for cases of relatively broader bandwidth,
e.g., γ ≤ 1.6; however, it underestimates the tail of the
distribution when the bandwidth becomes narrower. Therefore,
the suitability of third-order Tayfun distribution for crossing
seas depends on the magnitude of the bandwidth, which needs
to be investigated quantitatively. However, these conclusions
are arrived at using the results for crossing seas. This does not

negate the suitability of their application in non-crossing (or
uni-modal) seas.

Nevertheless, it should be noted that this study only covers
some cases in a broad class of situations, e.g., the crossing sea
in this study features a symmetrical bimodal spectrum, which
is composed of two unidirectional random wave trains that are
identical in terms of the significant height, peak wavenumber,
and bandwidth. Therefore, the conclusions above hold only for
the cases reported in this study and may not be true for other
cases beyond the wave conditions considered here, namely the
initial steepness kpHs not being equal to 0.28, the crossing angle
not being 40o, spreading angle of each wave train not being
0, and the spectral shape not being able to be described by
the JONSWAP spectrum. Studies will be carried out in the
future to investigate the extreme wave properties in two crossing
seas subject to the variation of other wave parameters such as
wave steepness, crossing angle, etc., and spreading will also be
considered in order to identify the most influential factor on
the extreme wave statistic. The correlation between the wave
steepness and crossing angle needs to be considered as well, as
the integral steepness varies largely with the crossing condition
subject to cyclonic winds [37]. Note that the scaling should be
taken into consideration for predicting the variation of kurtosis
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during the translational stage. Eq. (11) cannot be used for this
purpose. That being said, this formula is an implication that the
kurtosis is inversely proportional to the spectral bandwidth. In
addition, Ruban [38], in a recent study, pointed out that the
formation of extreme waves also depends on the orientation of
the wavefronts to the direction of the group, while the highest
amplification happens at about 18–28◦ degrees. To address this
issue in crossing seas, the effects of various angles between the
wavefront and group direction of each individual random wave
train on excitation of extreme waves during crossing will also be
taken into consideration in the future study.
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On the Stabilization of Breather-type
Solutions of the Damped Higher Order
Nonlinear Schrödinger Equation
C. M. Schober* and A. L. Islas

Department of Mathematics, University of Central Florida, Orlando, FL, United States

Spatially periodic breather solutions (SPBs) of the nonlinear Schrödinger (NLS) equation
are frequently used tomodel rogue waves and are typically unstable. In this paper we study
the effects of dissipation and higher order nonlinearities on the stabilization of N-mode
SPBs, 1≤N ≤ 3, in the framework of a damped higher order NLS (HONLS) equation. We
observe the onset of novel instabilities associated with the development of critical states
resulting from symmetry breaking in the damped HONLS system. We develop a
broadened Floquet characterization of instabilities of solutions of the NLS equation by
showing that instabilities are associated with degenerate complex elements of not only the
discrete, but also the continuous Floquet spectrum. As a result, the Floquet criteria for the
stabilization of a solution of the damped HONLS centers around the elimination of all
complex degenerate elements of the spectrum. For a given initial N-mode SPB, a short-
time perturbation analysis shows that the complex double points associated with resonant
modes split under the damped HONLS while those associated with nonresonant modes
remain closed. The corresponding /damped HONLS numerical experiments corroborate
that instabilities associated with nonresonant modes persist on a longer time scale than the
instabilities associated with resonant modes.

Keywords: spatially periodic breathers, rogue waves, modulational instability, higher order nonlinear Schrödinger,
Floquet spectrum

1 INTRODUCTION

In one of his foundational studies, Stokes established the existence of traveling nonlinear periodic wave
trains in deep water [1]. The stability of these waves was resolved when Benjamin and Feir proved that
in sufficiently deep water the Stokes wave is modulationally unstable. Small perturbations of Stokes
waves were found to lead to exponential growth of the side bands [2, 3]. More recently, modulational
instability (MI) of the background state is considered to play a prominent role in the development of
rogue waves in oceanic sea states, nonlinear optics, and plasmas [4–9].

The nonlinear Schrödinger (NLS) equation (when ε, c � 0 in Eq. 1) is one of the simplest models
for studying phenomena related to MI; as such, special solutions of the NLS equation are regarded as
prototypes of rogue waves. Among themore tractable “rogue wave” solutions of the NLS equation are
the rational solutions (with the Peregrine breather being the lowest order) and the spatially periodic
breathers (SPBs) which are constructed as heteroclinic orbits of modulationally unstable Stokes
waves [10–12]. In the case of the Stokes waves withN unstable modes (UMs), the associated SPBs can
be of dimensionM ≤N and are referred to asM-mode SPBs; the single mode SPB is the Akhmediev
breather [13]. For more realistic sea states with non-uniform backgrounds, heteroclinic orbits of
unstable N-phase solutions have been used to describe rogue waves [14–16].
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For theoretical and practical purposes it is important to
understand the stability of the SPBs with respect to small
variations in initial data and small perturbations of the NLS
equation. Using the squared eigenfunction connection between
the Floquet spectrum of the NLS equation and the linear stability
problem, the SPBs were shown to be typically unstable [17]. The
effects of damping on deep water wave dynamics, even when
weak, can be significant and in many instances must be included
in models to enable accurate predictions of laboratory and field
data [18–22].

In a recent study the authors examined the stabilization of
symmetric SPBs using the linear damped NLS equation (a near-
integrable system that preserves even symmetry of solutions)
[23]. The route to stability for these damped SPBs was determined
by appealing to the Floquet spectral theory of the NLS equation.
Degenerate complex elements of the periodic spectrum (referred
to as complex double points) are associated with instabilities of
the solution and may split under perturbation to the system. In
the restricted subspace of even solutions complex double points
can reform as time evolves. The damped solutions were found to
be unstable as long as complex double points were present in the
spectral decomposition of the data (either by persisting or
reforming). A key issue in analyzing the route to stability is
determining which complex double points in the spectrum of the
SPB are split by damping. For an initial SPB with a given mode
structure, perturbation analysis showed that only the complex
double points associated with resonant modes split under
damping while those associated with nonresonant modes
remained closed [23].

The evolution of deep water waves is described only to leading
order by the NLS equation. A more accurate description of the
wave dynamics is provided by the Dysthe equation, obtained by
extending the asymptotic analysis used to derived the NLS
equation to fourth order. The Dysthe equation has been
shown to accurately predict laboratory data for a wider range
of wave parameters than the NLS equation [24, 25, 26]. Gramstad
and Trulsen brought the Dysthe equation into Hamiltonian form
obtaining a new higher order NLS (HONLS) equation (Eq. 1 with
c � 0) [27]. Damped versions of the HONLS equation have
successfully described ocean swell and frequency downshift of
wave trains on deep water [28, 29].

In this paper we examine the competing effects of dissipation
and higher order nonlinearities on the routes to stability of the
N-mode SPBs in the framework of the linear damped HONLS
equation over a spatially periodic domain:

iut + uxx + 2|u|2u + iε(1
2
uxxx − 8|u|2ux − 2iu[H(|u|2)]x) + icu

� 0

(1)

where u(x, t) is the complex envelope of the wave train,
H{f (x)} � 1

π ∫∞−∞ f (ξ)
x−ξ dξ is the Hilbert transform of f, and

0< ε, c≪ 1. The initial data used in the numerical experiments
is generated using exact SPB solutions of the integrable NLS
equation. The SPBs are over Stokes waves with N unstable modes
(referred to as the N-UM regime) for 1≤N ≤ 3. We interpret the

damped HONLS (near-integrable) dynamics by appealing to the
NLS Floquet spectral theory.

The higher order nonlinearities in Eq. 1 break the even
symmetry of both the initial data and the equation. This raises
several interesting questions regarding the damped HONLS
equation. Which integrable instabilities are excited by the
damped HONLS flow and which elements of the Floquet
spectrum are associated with these instabilities? What are the
routes to stability under damping; i.e., what remnants of
integrable NLS structures are detected in the damped HONLS
evolution?

In the present study we observe the onset of novel instabilities
as a result of symmetry breaking and the development of critical
states in the damped HONLS flow which were nonexistent in the
previously examined damped NLS system with even symmetry.
Significantly, we determine these instabilities are associated with
degenerate complex elements of both the periodic and continuous
spectrum, i.e., with both complex “double points” and complex
“critical points”, respectively. This association was not previously
recognized. With regard to teminology, although double points
are among the critical points of Δ, in this paper we exclusively call
degenerate complex periodic spectrum where Δ � ± 2 “double
points” and reserve the term “critical points” for degenerate
complex spectrum where Δ≠ ± 2.

The paper is organized as follows. In Section 2 we present
elements of the NLS Floquet spectral theory which we use to
distinguish instabilities in the numerical experiments. Whether
higher phase solutions, such as the even 3-phase solution given in
Eq. 8, are unstable with respect to general noneven perturbations
and what the Floquet “signature” is of the possible instabilities, has
been an open question. The closest stability results we are aware of
are for the elliptic solutions of the focusing NLS equation [30]. We
numerically show an even 3-phase solution of the NLS equation is
unstable with respect to generic perturbations of initial data and
find the relevant element of the Floquet spectrum associated with
the instability in order to develop a broadened Floquet
characterization of instabilities of the NLS equation.

A brief overview of the SPB solutions of the NLS is provided at
the end of Section 2 before numerically examining their
stabilization under the damped HONLS flow in Section 3. The
Floquet decompositions of the numerical solutions are computed
for 0≤ t ≤ 100. Complex double points are initially present in the
spectrum. If one of the complex double points present initially
splits due to the damped HONLS perturbation, the subsequent
evolution involves repeated formation and splitting of complex
critical points (not double points) which we correlate with the
observed instabilities. The Floquet spectral analysis is
complemented by an examination of the growth of small
perturbations in the SPB initial data under the damped
HONLS flow. We determine that the instabilities saturate and
the solutions stabilize once all complex double points and
complex critical points vanish in the spectral decomposition of
the perturbed flow. Variations in the spectrum under the HONLS
flow are correlated with deformations of certain NLS solutions to
determine the routes to stability for the damped HONLS SPBs.

In Section 4, via perturbation analysis, we examine splitting of
the complex double points, present in the SPB initial data, under
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the damped HONLS flow. We find that for short time, the
complex double points associated with modes that resonate
with the SPB structure split producing disjoint asymmetric
bands, while the complex double points associated with
nonresonant modes remain closed, substantiating the initial
spectral evolutions observed in the numerical experiments.
The nonresonant double points are observed to remain closed
for the duration of the experiments, beyond the time-frame of the
short time analysis, even though the solution evolves as a damped
asymmetric multi-phase state. In this study resonances have a
stabilizing effect; the instabilities of nonresonant modes persist on
a longer time scale than the instabilities associated with
resonant modes.

2 ANALYTICAL FRAMEWORK

The nonlinear Schrödinger equation (when ε, c � 0 in Eq. 1)
arises as the solvability condition of the Zakharov-Shabat (Z-S)
pair of linear systems [31]:

L(u)ϕ � λϕ, L(u) � ( izx u
−up −izx ) (2)

ϕt � (−2iλ2 + i|u|2 2iλu − ux

2iλup + up
x 2iλ2 − i|u|2 )ϕ (3)

where λ is the spectral parameter, ϕ is a complex vector valued
eigenfunction, and u(x, t) is a solution of the NLS equation itself.
Associated with an L−periodic NLS solution is it’s Floquet
spectrum

σ(u) :� {λ ∈ C|Lϕ � λϕ,
∣∣∣∣ϕ∣∣∣∣ bounded ∀x} (4)

Given a fundamental matrix solution of the Z-S system,Φ, one
defines the Floquet discriminant as the trace of the transfer matrix
across one period L, Δ(u, λ) � Trace[Φ(x + L, t; λ)Φ− 1(x, t; λ)].
The Floquet spectrum has an explicit representation in terms of
the discriminant:

σ(u) :� {λ ∈ C|Δ(u, λ) ∈ R,−2≤Δ(u, λ)≤ 2} (5)

The Floquet discriminant Δ(λ) is analytic and is a conserved
functional of the NLS equation. As such, the spectrum σ(u) of an
NLS solution is invariant under the time evolution.

The spectrum consists of the entire real axis and curves or
“bands of spectrum” in the complex λ plane (L(u) is not self-
adjoint). The periodic/antiperiodic points (abbreviated here as
periodic points) of the Floquet spectrum are those at which
Δ � ± 2. The endpoints of the bands of spectrum are given by
the simple points of the periodic spectrum
σs(u) � {λsj

∣∣∣∣∣Δ(λj) � ± 2, zΔ/zλ≠ 0}. Located within the bands
of spectrum are two important spectral elements:

1. Critical points of spectrum, λcj , determined by the
condition zΔ/zλ � 0.

2. Double points of periodic spectrum σd(u) � {λdj
∣∣∣∣∣Δ(λdj ) �

± 2, zΔ/zλ � 0, z2Δ/zλ2 ≠ 0}.

Double points are among the critical points of Δ. However, in
this paper, we exclusively call the degenerate periodic spectrum
where Δ � ± 2 “double points” and reserve the term “critical
points” for degenerate elements of the spectrum where Δ≠ ± 2.

The Floquet spectrum can be used to represent a solution
in terms of a set of nonlinear modes where the structure and
stability of the modes are determined by the band-gap
structure of the spectrum. Simple periodic points are
associated with stable active modes. The location of the
double points is particularly important. Real double points
correspond to zero amplitude inactive nonlinear modes. On
the other hand, complex double points are associated with
degenerate, potentially unstable, nonlinear modes with
either positive or zero growth rate. When restricted to the
subpace of even solutions, exponential instabilities of a
solution are associated with complex double points in the
spectrum [32].

A concrete example illustrating the correspondence between
complex double points in the spectrum and linear instabilities is
the Stokes wave solution ua(t) � aei(2a2t+ϕ). For small
perturbations of the form u(x, t) � ua(t)[1 + ε(x, t)], |ε|≪ 1,
one finds ϵ satisfies the linearized NLS equation

iεt + εxx + 2|a|2(ε + εp) � 0 (6)

Representing ϵ as a Fourier series with modes εj ∝ eiμjx+σ j t ,
μj � 2πj/L, gives σ2j � μ2j (4|a|2 − μ2j ). As a result, the jth mode is
unstable if 0< (jπ/L)2 < |a|2. The number of UMs is the largest
integer M such that 0<M < |a|L/π.

The Floquet discriminant for the Stokes wave is
Δ � 2 cos(

������
a2 + λ2

√
L). The Floquet spectrum consists of

continuous bandsR∪ [−ia, ia] and a discrete part containing λs0 �
± i|a| and the infinte number of double points

(λdj )2 � (jπ
L
)2

− a2, j ∈ Z, j≠ 0 (7)

FIGURE 1 | The Floquet spectrum of the Stokes wave with PaL/π⌋ � 2.
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as shown in Figure 1. Note that the condition for λdj to be
complex is precisely the condition for the jth Fourier mode εj to
be unstable. The remaining λdj for

∣∣∣∣j∣∣∣∣>M are real double points.
As the NLS spectrum is symmetric under complex

conjugation, we subsequently only display the spectrum in the
upper half λ-plane.

2.1 A Broadened Floquet Spectral
Characterization of Instabilities
Earlier work on perturbations of the NLS equation dealt primarily
with solutions with even symmetry whose instabilities were
identified solely via complex double points [33, 34]. In
general, imposing symmetry on a solution restricts it’s
dynamical behavior and may suppress instabilities. In the
current damped HONLS experiments we find instabilities arise
due to the asymmetry of the system that are not captured by
complex double points. Although complex double points, if
present in the damped HONLS flow, still identify instabilities,
we need to develop a broader Floquet spectral characterization of
instabilities to capture the instabilities of generic solutions.

A clue as to which new spectral elements are associated with
instabilities in the full solution space of the NLS equation is
provided by considering generic perturbations of initial data for
even solutions of the NLS equation. One of the simplest solutions
to examine is the following even 3-phase solution of the NLS
equation [13],

u0(x, t) � ae2ia
2t

���
κ

1+κ
√

cn( ax�
κ

√ ,
���
1−κ
2

√ )dn(a2tκ , κ) + iκ sn(a2tκ , κ)�
2

√
κ[1 − ���

κ
1+κ

√
cn( ax�

κ
√ ,

���
1−κ
2

√ )cn(a2tκ , κ)] (8)

With respect to t the solution has a double frequency; a
frequency determined by the exponential function and a
modulation frequency determined by the elliptic functions.
Equation 8 describes an even standing wave, periodic in space
and time, arising as the degeneration of a 3-phase solution due to
symmetry in it’s spectrum. The spatial period L and temporal

period T are functions of Kx( ���
1−κ
2

√ ) and Kt(κ), respectively,
whereK is the complete elliptic integral of the first kind. As κ→ 1
in Eq. 8, T→∞ and u0(x, t)→U(1)(x, t), the SPB given in Eq.
10 associated with one complex double point.

The surface and Floquet spectrum for u0(x, t) are shown in
Figures 2A,B. The spectrum forms an even “cross” state with two
bands of spectrum in the upper half plane with endpoints given
by the simple periodic spectrum λ0 � 0.5i and λ ±

1 � 0.35i ± α.
These two bands intersect transversally at λc on the imaginary
axis. Since zΔ/zλ � 0 at transverse intersections of bands of
continuous spectrum, λc is a critical point. There are no
complex double points in σ[u0(x, t)].

To numerically address the stability of the cross state Eq. 8
with respect to initial data we consider small perturbations (both
symmetric and asymmetric) of the following form:

uδ(x, 0) � u0(x, 0) + δgk(x), k � 1, 2

where g1(x) � eiϕ cos μx, g2(x) � eiϕ1 cos μx + reiϕ2 sin μx, and
δ � 10− 3, . . . , 5 × 10− 3. We examine 1) the Floquet spectrum
of uδ(x, t) as compared with u0(x, t) and 2) the growth of the
perturbations as δ is varied. We consider a solution u(x, t) of the
NLS equation to be stable if for every ε> 0 there exists a δ > 0 such
that if ‖uδ(x, 0) − u(x, 0)‖H1 < δ, then ‖uδ(x, t) − u(x, t)‖H1 < ε,
for all t. Therefore, to determine whether u and uδ stay close as
time evolves, we monitor the evolution of the difference

η(t) � ‖uδ(x, t) − u(x, t)‖H1 (9)

where
����f ����2H1 � ∫L/2−L/2(

∣∣∣∣fx∣∣∣∣2 + ∣∣∣∣f ∣∣∣∣2)dx.
Symmetric Perturbations of Initial Data
As ϕ and δ are varied, the surface and spectrum for uδ(x, t) for
perturbation g1(x) are qualitatively the same as in Figures 2A,B.
The endpoints of the band of spectrum, σs(uδ), are slightly shifted
maintaining even symmetry. Due to analyticity of Δ, λc does not
split under even perturbations and the spectrum is not
topologically different. Figure 2C shows the evolution of η(t)
for even perturbations uδ(x, 0) � u0(x, 0) + δg1(x). The small
osciallations in η(t), typical in Hamiltonian systems, do not
grow. The Floquet spectrum and the evolution of η(t) show
that when restricted to the subspace of even solutions, u0(x, t) is
stable.

Asymmetric Perturbations of Initial Data
The surface and spectrum of uδ(x, t) for uδ(x, 0) � u0(x, 0) +
0.05 sin μx are shown in Figures 3A,B. A topologically different

FIGURE 2 | NLS cross state: (A) |u0(x, t)| for 0≤ t≤ 100, (B) it’s spectrum at t � 0, (C) η(t) for uδ(x, 0) � u0(x, 0) + δg1(x).
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spectral configuration is obtained and the waveform is a
modulated right traveling wave. The critical point λc has split
into λc± and the two disjoint bands of spectrum form a “right”
state: the upper band with endpoints λs0 and λ+1,δ in the right
quadrant and the lower band with endpoint λ−1,δ extending to the
real axis in the left quadrant. On the other hand, if e.g.,
uδ(x, 0) � u0(x, 0) + 0.05(cos μx + eiπ/3 sin μx), the waveform is
a modulated left traveling wave. In this case the orientation of the
bands of spectrum is reversed, forming a “left” state with the
upper band in the left quadrant and the lower band in the right
quadrant. As the parameters in g2(x) are varied these are the two
possible noneven spectral configurations for uδ(x, t). The
perturbation analysis in Section 4 is related and shows
noneven perturbations of the SPB split complex double points
into left and right states.

Figure 3C shows η(t) grows to O(1) for asymmetric
perturbations uδ(x, 0) � u0(x, 0) + δg2(x). Clearly uδ(x, t) does
not remain close to u0(x, t) for these perturbations. We associate
the transverse complex critical points with instabilities arising
from symmetry breaking which are not excited when evenness is
imposed. The exact nature of the instability associated with
complex critical points is under investigation. The current
damped HONLS experiments in Section 3 corroborate the
significance of transverse critical points λc in identifying
instabilities in the unrestricted solution space.

2.2 Spatially Periodic Breather Solutions of
the NLS Equation
A variety of dressing methods can be used to derive new
nontrivial solutions to integrable equations [see [35] for
applications of the Darboux transformation to generate
solutions of generalized NLS models]. Here we use the
Bäcklund-gauge transformation (BT) for the NLS equation
[36] to generate the heteroclinic orbits of a spatially periodic
unstable NLS potential u(x, t) with complex double points, λdj , in
its Floquet spectrum. Given a Stokes wave ua(t) with N complex
double points, a single BT of ua(t) at λdj yields the one mode SPB,
U(j)(x, t), associated with the jth UM, 1≤ j≤N . Introducing
μj � 2πj/L, σ j � −2iμjλj, cos pj � μj/2a, and τj � (ρ − σ jt) one
obtains [13, 33]:

U(j)(x, t) � ae2ia
2t⎛⎝i sin 2pj tanh τ j + cos 2pj − sin pj cos(μjx + β)sec hτj

1 + sin pj cos(μjx + β) sec h τ j ⎞⎠
(10)

U(j)(x, t) exponentially approaches a phase shift of the Stokes
wave, limt→ ± ∞U(j)(x, t) � ae2ia

2t+α ± , at a rate depending on λdj .
Figures 4A,B show the amplitudes of two distinct single mode
SPBs, U(1)(x, t) and U(2)(x, t) over a Stokes waves with N � 2
UMs. U(1)(x, t) and U(2)(x, t) are both unstable as the BT based
at λj saturates the instability of the jth UM while the other
instabilities of the background persist.

When the Stokes wave posesses two or more UMs, the BT can
be iterated to obtain multi mode SPBs. For example, the two-
mode SPB with wavenumbers μi and μj, obtained by applying the
BT successively at complex λdi and λdj , is of the following form:

U(i,j)(x, t; ρ, τ) � a e2ia
2tN(x, t; ρ, τ)
D(x, t; ρ, τ) (11)

The exact formula is provided in [11]. The parameters ρ and τ
determine the time at which the first and second modes become
excited, respectively. Figure 4C shows the amplitude of the
“coalesced” two mode SPB U(1,2)(x, t; ρ, τ) (ρ � −2, τ � −3)
over a Stokes waves with N � 2 UMs where the two modes
are excited simultaneously.

An important property of the Bäcklund transformation: The BT
is isospectral, i.e., σ[ua(t)] � σ[U(j)(x, t)] � σ[U(i,j)(x, t)]. For
example, the Stokes wave with N � 2 UMs (given in Figure 1)
and each of the SPBs shown in Figure 4A–C share the same
Floquet spectrum.

3 NUMERICAL INVESTIGATION OF
ROUTES TO STABILITY OF SPBS IN THE
DAMPED HIGHER ORDER NLS EQUATION
In our examination of the even 3-phase solution in Section 2 we
found that when evenness is relaxed novel instabilities arise which
are associated with complex critical points. Armed with this
result, in this section we return to the questions posed at the
outset of our study: 1) Which integrable instabilities are excited
by the damped HONLS flow and what is the Floquet criteria for

FIGURE 3 | NLS noneven 3-phase solution: (A) |uδ(x, t)| for 0≤ t≤100, (B) it’s spectrum at t � 0, (C) η(t) for uδ(x, 0) � u0(x, 0) + δg2(x).
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their saturation? 2) What remnants of integrable NLS structures
are detected in the damped HONLS evolution?

The notation used in this section is as follows: 1) The “N UM
regime” refers to the range of parameters a and L for which the
underlying Stokes wave initially has N unstable modes. 2) The
initial data used in the numerical experiments is generated using
exact SPB solutions of the integrable NLS equation. The
perturbed SPBs are indicated with subscripts: U(j)

ε,c(x, t) refers
to the solution of the damped HONLS Eq. 1 for one-mode SPB
initial data U(j)(x, 0). Likewise U(i,j)

ε,c (x, t) is the solution to Eq. 1
for iterated SPB initial data.

The damped HONLS equation is solved numerically using a
high-order spectral method due to Trefethen [37]. The integrator
uses a Fourier-mode decomposition in space with a fourth-order
Runge-Kutta discretization in time. The number of Fourier
modes and the time step used depends on the complexity of
the solution. For example, for initial data in the three UM regime,
N � 1024 Fourier modes are used with time step Δt � 7.5 × 10− 5.
As a benchmark the first three global invariants of the HONLS
equation, the energy E � ∫L

0
|u|2dx, momentum

P � i ∫L
0
(upux − uupx)dx, and Hamiltonian

H � ∫L

0
{ − i|ux|2 + i|u|4 − ε

4
(uxu

p
xx − up

xuxx) + 2ε|u|2(upux − uupx)
+ iε|u|2[H(∣∣∣∣u 2)]x}dx∣∣∣∣∣∣∣

are preserved with an accuracy of O(10− 12) for 0≤ t ≤ 100. The
invariant for the damped HONLS system, the spectral center
km � −P/2E, is preserved with an accuracy of at leastO(10− 12) in
the experiments.

Nonlinear mode decomposition of the damped HONLS flow: At
each time t we compute the spectral decomposition of the
damped HONLS data using the numerical procedure
developed by Overman et. al. [34]. After solving system Eq.
(2), the discriminant Δ is constructed. The zeros of Δ ± 2 are
determined using a root solver based on Müller’s method and
then the curves of spectrum filled in. The spectrum is calculated
with an accuracy of O(10− 6) which is sufficient given the
perturbation parameters ϵ and γ used in the numerical
experiments are O(10− 2).

Notation used in the spectral plots: The periodic spectrum is
indicated with a large ×when Δ � −2 and a large box when Δ � 2.
The continuous spectrum is indicated with small × when the Δ is
negative and a small box when Δ is positive.

Interpreting the damped HONLS flow via the NLS spectral
theory: A tractable example which illustrates the use of the
Floquet spectrum to interpret near integrable dynamics is the
spatially uniform solution (there is no depenence on ϵ) of the
damped HONLS Eq. 1,

ua,c(t) � ae−cte
i(|a|2(1−e−2ct)

c )
(12)

At a given time t � tp the nonlinear spectral decomposition of
Eq. 12 can be explicitly determined by substituting ua,c(tp) into
L(u)ϕ � λϕ. We find the periodic Floquet spectrum consists of
λs0 � ± iae−ctp and infinitely many double points

(λdj )2 � (jπ
L
)2

− e−2ctpa2, j ∈ Z, j≠ 0 (13)

where λdj is complex if (jπL)2 < e−2ctpa2. Under the damped
HONLS evolution the endpoint of the band of spectrum λs0
and the complex double points λdj move down the imaginary
axis and then onto the real axis. Similarly, at t � tp, a linearized
stability analysis about ua,c(tp) shows the growth rate of the jth
mode σ2j � μ2j (4e−2ctpa2 − μ2j ). Thus the number of complex
double points and the number of unstable modes diminishes
in time due to damping. As a result, ua,c(t) stabilizes when the
growth rate σ1 � 0, i.e., when λd1 � 0, giving tp � ln(aL/π)/c.

Saturation time of the instabilities: Since the association of
complex critical points with instabilities is a new result, we
supplement the spectral analysis with an examination of the
saturation time of the instabilities for the damped SPBs
U(j)
ε,c(x, t) and U(j,k)

ε,c (x, t) as follows: we examine the growth of
small asymmetric perturbations in the initial data of the following
form,

U(j)
ε,c,δ(x, 0) � U(j)(x, 0) + δfk(x)

and

U(i,j)
ε,c,δ (x, 0) � U(i,j)(x, 0) + δfk(x)

FIGURE 4 | SPBs over a Stokes wave withN � 2 UMs, a � 0.5, L � 4
��
2

√
π: Amplitudes of (A–B) single mode SPBs

∣∣∣∣U(1)(x, t, ρ)∣∣∣∣ and ∣∣∣∣U(2)(x, t, ρ)∣∣∣∣ (ρ � β � 0) and (C)
2-mode SPB

∣∣∣∣U(1,2)(ρ, τ)∣∣∣∣.
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where.

i.fk(x) � cos μkx + rkeiϕk sin μkx, μk � 2πk/L, 1≤ k≤ 3,
ii.f4(x) � r(x), r(x) ∈ [0, 1] is random noise.

To determine the closeness ofU(j)
ε,c(x, t) andU(j)

ε,c,δ(x, t) as time
evolves we monitor the evolution of η(t), as given by Eq. 9. We
consider the solution to have stabilized under the damped
HONLS flow once η(t) saturates.

In the damped HONLS numerical experiments we obtain a
new criteria for the saturation of instabilities: η(t) saturates and
the SPB stabilizes once damping eliminates all complex double
points and complex critical points in the spectrum.

3.1 Damped HONLS SPB in the One
Unstable Mode Regime
U(1)

ε,c (x, t) in the one UM regime
We begin by considering U(1)

ϵ,c (x, t) for ε � 0.05 and c � 0.01 in
the one UM regime with initial data generated using Eq. 10 with
j � 1, a � 0.5 and L � 2

�
2

√
π. Figure 5A shows the surface∣∣∣∣∣U(1)

ε,c (x, t)
∣∣∣∣∣ for 0< t < 100.

The evolution of the Floquet spectrum for U(1)
ε,c (x, t) is as follows:

At t � 0, the spectrum in the upper half plane consists of a single band

of spectrum with end point at λs0 � 0.5i, indicated by a large “box”,
and one imaginary double point at λd1 � 0.3535i, indicated by a large
“×” (Figure 5B). Under the dampedHONLS λd1 splits asymmetrically
forming a right state, with the upper band of spectrum in the right
quadrant and the lower band in the left quadrant, consistent with the
short time perturbation analysis in Section 4. The right state is clearly
visible at t � 6 in Figure 5C with the waveform characterized by a
single damped modulated mode traveling to the right. The spectrum
persists in a right state with the separation distance between the two
bands varying until t � 10.43, Figure 5D, when a cross state forms
with an embedded critical point indicating an instability. Subsequently
the critical point splits into a right state. As damping continues the
band in the right quadrant widens, Figure 5E, and the vertex of the
loop eventually touches the origin at t ≈ 27.5. The spectrum then has
three bands emanating off the real axis, with endpoints λ−1 , λ

s
0, λ

+
1

which, as damping continues, diminish in amplitude and move away
from the imaginary axis, Figure 5F.

Figure 5G shows the evolution of η(t) for U(1)
ε,c (x, t) using f4

and δ � 10− 5, . . . , 10− 4. The saturation of η(t) at t ≈ 16 is
consistent with the Floquet criteria that the solution stabilizes
after complex double points and complex critical points are
eliminated in the damped HONLS flow.

From the spectral analysis of U(1)
ε,c (x, t) in the one UM

regime, we find it may be characterized as a continuous

FIGURE 5 | One UM regime: (A)
∣∣∣∣∣U(1)

ε,c (x, t)
∣∣∣∣∣ for 0≤ t≤ 100 and the spectrum at (B) t � 0, (C) t � 6, (D) t � 10.43, (E) t � 24.1, (F) t � 70 and (G) η(t) for f4(x, t),

δ � 10−5 , . . . , 10− 4 and ε � 0.05, c � 0.01.
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deformation of a noneven generalization of the 3-phase
solution, the right state, given by Eq. 8. The amplitude of
the oscillations of U(1)

ε,c (x, t) decreases and the frequency
increases until small fast oscillations about the damped
Stokes wave, visible in Figure 5A, are obtained.

An alternate approach to studying the effect of small damping
(or gain) on the one mode SPB is to consider the evolution of
asymmetric initial data in the neighborhood of the SPB under the
linearly damped NLS equation. Using the finite gapmethod of the
periodic NLS equation [38], the solution is analytically
approximated to leading order with a sum of SPBs shifted in
space and time. The quantitative agreement between the leading
order analytical formula and the corresponding numerical
experiments was found to be good [21]. It is interesting to
note that, although we use exact SPB initial data under the
linearly damped HONLS equation, with different damping
values, the asymmetric evolution of the Floquet spectral data
is qualitatively consistent with the numerical experiments
described in [21].

3.2 Damped HONLS SPBs in the Two
Unstable Mode Regime
For the two UM regime we let a � 0.5, L � 4

�
2

√
π and consider

the two distinct perturbed single mode SPBs U(1)
ε,c (x, t) and

U(2)
ε,c (x, t) and the perturbed iterated SPB U(1,2)

ε,c (x, t). The
damped HONLS perturbation parameters are ε � 0.05
and c � 0.01.

U(1)
ε,c (x, t) in the two UM regime

Figure 6A shows the surface
∣∣∣∣∣U(1)

ε,c (x, t)
∣∣∣∣∣ for 0< t < 100 for initial

data given by Eq. 10 with j � 1. The Floquet spectrum at t � 0 is
given in Figure 6B. The end point of the band of spectrum at
λs0 � 0.5i is indicated by a “box”. There are two complex double
points at λd1 � 0.4677i and λd2 � 0.3535i, indicated by a “×” and
“box”, respectively. For t > 0 both double points split
asymmetrically: λd1 , the complex double point at which
U(1)(x, t) is constructed, splits at leading order into λ ±

1 such
that a right state forms with the first mode traveling to the right.
The second double point λd2 splits at higher order into λ ±

2 such

FIGURE 6 | Two UM regime: (A)
∣∣∣∣∣U(1)

ε,c (x, t)
∣∣∣∣∣ for 0≤ t≤ 100, and spectrum at (B) t � 0, (C) t � 11.5, (D) t � 11.94, (E) t � 12.5, (F) t � 19.26, (G) t � 19.32, (H)

t � 19.37, (I) t � 42.4, and J) η(t) for f1(x, t), δ � 10−5 , . . . , 10− 4.
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that a left state forms with the second mode traveling to the left.
These disjoint asymmetric bands of spectrum are consistent with
the short time perturbation analysis in Section 4 for damped
HONLS data of the form Eq. 18.

This spectral configuration is representative of the spectrum
during the initial stage of it’s evolution and is still observable in
Figure 6C at t � 11.5. A sequence of bifurcations occur at
t ≈ 11.94, Figure 6D, when two complex critical points emerge
in rapid succession in the spectrum, indicating instabilities
associated with both nonlinear modes. Subsequently both
complex critical points split, Figure 6E, with the upper band in
the left quadrant and the second band in the right quadrant
corresponding to a damped waveform with the first mode
traveling to the left and the second mode traveling to the right.

The bifurcation at t � 11.94 corresponds to transitioning
through the remnant of an unstable 5-phase solution (with
two instabilities) of the NLS equation. The bands eventually
become completely detached from the imaginary axis and a
second complex critical point forms at t � 19.32. The
bifurcation sequence is shown in Figure 6F–H. The main
band emanating from the real axis then reestablishes itself
close to the imaginary axis, Figure 6I, and the spectrum
settles into a configuration corresponding to a stable 5 phase
solution. The bands move apart and downwards and hit the real
axis with no further development of complex critical points. From
the Floquet spectral perspective, once damping eliminates
complex critical points in the spectrum at approximately
t ≈ 20, U(1)

ε,c (x, t) stabilizes.
Figure 6J shows the evolution of η(t) for U(1)

ε,c (x, t) with f2 for
δ � 10− 5, . . . , 10− 4. The perturbation f2 is chosen in the direction
of the unstable mode associated with λd2 . η(t) stops growing by
t ≈ 20, confirming the instabilities associated with the complex
critical ponts and time of stabilization obtained from the
nonlinear spectral analysis.

ForU(1)
ε,c (x, t) in the 2-UM regime, both λd1 and λ

d
2 resonate with

the perturbation. The route to stability is characterized by the
appearance of the double cross state of the NLS and the proximity
to this state is significant in organazing the damped HONLS
dynamics. Once stabilized, U(1)

ε,c (x, t) may be characterized as a
continuous deformation of a stable 5-phase solution.

U(2)
ε,c (x, t) in the two UM regime

We now consider U(2)
ε,c (x, t) whose initial data is given by Eq. 10

with j � 2. Although U(1)(x, t) and U(2)(x, t) are both single
mode SPBs over the same Stokes wave, their respective routes to
stability under damping are quite different. Notice in Figure 7A
the surface of

∣∣∣∣∣U(2)
ε,c (x, t)

∣∣∣∣∣ for 0≤ t ≤ 100 is a damped modulated
traveling state, exhibiting regular behavior, in contrast to the
irregular behavior of

∣∣∣∣∣U(1)
ε,c (x, t)

∣∣∣∣∣ in the two UM regime.
The spectrum of U(2)

ε,c at t � 0 is the same as in Figure 6B.
Under perturbation λd2 immediately splits asymmetrically into
λ ±
2 with the upper band in the right quadrant and the lower band
in the left quadrant, while the first double point λd1 (indicated by
the large “×”) does not split. Figure 7B clearly shows that at t � 6
damping has only split λd2 , i.e., the double point at which the SPB
U(2) is constructed. In fact λd1 does not split for the duration of the

damped HONLS evolution, 0≤ t ≤ 100. In Figure 7C, by t � 11,
the two bands have aligned forming a cross state with a complex
critical point at the transverse intersection of the bands while λd1 is
still intact and has simply translated down the imaginary axis.

The complex critical point subsequently splits with the upper band
of spectrum again in the right quadrant, Figure 7D. Complex critical
points do not reappear in the spectrum. At t � 27.4 the vertex of the
upper band of spectrum touches the real axis Figure 7E. As damping
continues λd1 moves down the imaginary axis and the two bandsmove
away from the imaginary axis with diminishing amplitude. In
Figure 7F the complex double point λd1 has moved almost all the
way down the imaginary axis. At t ≈ 72, λd1 � 0 and complex double
points do not arise in the subsequent spectral evolution.

We find η(t) grows until t � ts ≈ 80, Figure 7G, consistent
with the expectation that U(2)

ε,c will stabilize once all complex
critical points and complex double points vanish in the spectrum.
Until λd1 moves onto the real axis, perturbations to the initial data
U(2)
ε,c,δ can excite the first mode associated with λd1 causingU

(2)
ε,c and

U(2)
ε,c,δ to grow apart.

Why doesn’t the HONLS perturbation split λd1 when given
U(2)(x, 0) initial data? In Section 4, for short time, a suitable
linearization of the damped HONLS SPB data is found to be given
by Eq. 19 for j � 1, 2, respectively where ~ε � ~ε(ε, c). The
perturbation analysis shows that at leading order damping
asymmetrically splits only the double point λd2 associated with
U(2)(x, 0). The endpoint of spectrum, λs0, decreases in amplitude
and the rest of the double points simply move along curves of
continuous spectrum without splitting. The resonant modes
which correspond to λd2m split asymmetrically at higher order
O(~εm). The splitting of λdl , l ≠ 2m, is zero and is termed “closed”.

The spectral evolution for U(2)
ε,c (x, t) in the 2 UM regime is

reminiscent of the spectral evolution of U(1)
ε,c (x, t) in the one UM

regime. There is an important difference though: The nearby
cross state that appears in the spectral decomposition of
U(2)
ε,c (x, t) has two different types of instabilites: the instability

associated with the complex critical point (potentially a phase
instability) and the exponential instability associated with the
(nonresonant) complex double point λd1 . The numerical results
suggest that when nonresonant modes are present in the damped
HONLS, their instabilities persist and organize the dynamics on a
longer time scale. As λd1 remains closed for t < ts, U(2)

ε,c (x, t) can be
characterized as a continuous deformation of a noneven
generalization of the degenerate 3 phase solution given by Eq.
8 (the parameter values change due to doubling the period L; i,e.,
a j−th mode excitation with period L becomes a 2j−th mode
excitation with period 2L.)

U(1,2)
ε,c (x, t) in the two UM regime

Figure 8A shows the surface
∣∣∣∣∣U(1,2)

ε,c (x, t)
∣∣∣∣∣ for 0< t < 100 for initial

data obtained from Eq. 11 by setting ρ � 0 and τ � −2, a � 0.5.
The spectrum of U(1,2)

ε,c at t � 0 is given by Figure 6B. As we’ve
seen in the previous examples, once complex double points split
they do not reform in the perturbed system; if they are present in
the spectral decomposition of the damped HONLS, it is because
the modes corresponding to λdj didn’t resonate under
perturbation. Here both double points λd1 and λd2 split at
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leading order under the damped HONLS perturbation. Figure 8B
shows for short time (t � 1.5) the spectrum has a band gap
structure indicating the first mode travels to the right and the
second travels to the left. As time evolves the bands shift and align
and Figure 8C shows at t ≈ 15.9 two bands in the right quadrant
intersect with an embedded complex critical point. The critical
point splits with one band moving back toward the imaginary
axis. There are now two bands detached from the primary band
and evolving towards the real axis, Figures 8D,E. Complex
critical points do not appear for t > 15.9.

Figure 8F shows η(t) for the example under consideration
(ρ � 0, τ � −2) when f1(x, t),δ � 10− 5, . . . , 10− 4. We find η(t)
saturates at ts ≈ 20 indicating U(1,2)

ε,c has stabilized. For t > ts
U(1,2)
ε,c is characterized as a continuous deformation of a stable

NLS five-phase solution. The numerically observed initial
splitting of complex double points λd1 and λd2 is consistent with
the perturbation analysis of damped HONLS SPB data (19).

Among the two mode SPBs in the 2 UM regime, the one of
highest amplitude due to coalescence of the modes appeared to be
more robust [17]. An interesting observation is obtained if we
examine the evolution of spectrum and of η(t) using the initial
data for the special coalesced two mode SPB, generated from Eq.
11 by setting ρ � 0.665, τ � 1, and a � 0.5. For the coalesced case,

complex critical points form 4 times for 0< t < 45 in the damped
HONLS system. Figure 8G shows η(t) saturates for t ≈ 50. A
comparison with the results of the non-coalesced two mode SPB
given above indicate that remnants of the coalesced U(1,2) and it’s
instabilities influence the damped HONLS dynamics over a
longer time period, suggesting enhanced robustness with
respect to perturbations of the NLS equation.

3.3 Damped SPBs in the Three Unstable
Mode Regime
The parameters used for the three UM regime are a � 0.7 and
L � 4

�
2

√
π. The damped HONLS perturbation parameters are ε �

0.05 and c � 0.01. We present the results of two damped HONLS
SPBs, U(2)

ε,c (x, t) and U(2,3)
ε,c (x, t), which exhibit an interesting or

new feature. The evolutions of the other damped HONLS SPBs in
the three UM regime in the three UM regime are discussed in
relation to these cases.

U(2)
ε,c (x, t) in the three UM regime

The surface
∣∣∣∣∣U(2)

ε,c (x, t)
∣∣∣∣∣ for initial data given by Eq. 10 with j � 2

is shown in Figure 9A for 0< t < 100. Notice in the 3 UM regime
U(2)
ε,c (x, t) exhibits regular behavior and is a damped modulated

FIGURE 7 | Two UM regime: (A)
∣∣∣∣∣U(2)

ε,c (x, t)
∣∣∣∣∣ for 0≤ t≤ 100 and Spectrum at (B) t � 6, (C) t � 11, (D) t � 23.4, (E) t � 27.4, (F) t � 71.9, and (G) η(t) for f1(x, t),

δ � 10−5 , . . . , 10− 4 and c � 0.01.
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right traveling wave as was U(2)
ε,c (x, t) in the 2 UM regime. The

spectrum at t � 0 is given in Figure 9B. The end point of the
band of spectrum, λs0 � 0.7i is indicated by a “box”. There are
three complex double points at λd1 � 0.677i, λd2 � 0.604i, and
λd3 � 0.456i indicated by an “×”, “box” and “×”, respectively.
Under the damped HONLS perturbation the complex double
point at which U(2)

ε,c (x, t) is constructed, λd2 , splits into a right
state as shown in Figure 9C. The complex double points λd1 and
λd3 remain closed; λd1 lies on the upper band in the right quadrant
and λd3 lies on the lower band. Transverse cross states with
embedded complex critical points form frequently in the
spectrum until t ≈ 68, e.g., a cross state is shown at t � 36.6
in Figure 9D. Figures 9E,F show the complex double points
persist on the bands of spectrum until damping sufficiently
diminishes the amplitude of the background and the complex
double points reach the real axis at t ≈ 85. In Figure 9G η(t)
saturates at t � ts ≈ 90. Due to the presence of the complex
double points for t < ts, U(2)

ε,c (x, t) can be viewed as a continuous
deformation of an unstable 3 phase solution (with two
instabilities). As discussed previously, the instabilities
associated with the nonresonant modes persist longer than
for the resonant modes.

In the 3 UM regime the behavior of the SPB U(3)
ε,c (x, t) is

similar to U(2)
ε,c (x, t). In this case λd3 initially splits asymmetrically

into the right state (which we’ve now seen frequently in the initial
damped HONLS system when only one mode is activated). The
double points λd1 and λ

d
2 do not split, they move along the band of

spectrum created by λs0 and λ+3 . As a result U(3)
ε,c (x, t) stabilizes

only when λd1 and λd2 become real, at t ≈ 140. As in the previous
cases, it is striking that the prediction from a short time
perturbation analysis that certain double points remain closed,
holds for the duration of the experiments (even while the solution
evolves as a perturbed degenerate 3-phase state (with two
instabilities). In contrast, for U(1)

ε,c (x, t) the higher order
nonlinearities and damping excite all the modes. The solution
is characterized by the formation of complex critical points and
irregular behavior before stabilizing at t ≈ 40.

U(2,3)
ε,c (x, t) in the three UM regime

Figure 10A shows the surface
∣∣∣∣∣U(2,3)

ε,c (x, t)
∣∣∣∣∣ for 0< t < 100 for

initial data given by Eq. 11 with i, j � 2, 3.
The spectrum at t � 0 is as in Figure 9B. The perturbation

initially splits the double points λd2 and λd3 into λ ±
2 and λ ±

3 that
correspond to a left and right modulated traveling modes,
respectively. The new feature here is that the first complex
double point, λd1 , splits at higher order into λ ±

1 (see the
analysis in Section 4 showing that a multi-mode perturbation
in a higher UM regime introduces new resonances not seen with

FIGURE 8 | Two UM regime: (A)
∣∣∣∣∣U(1,2)

ε,c (x, t)
∣∣∣∣∣ for 0≤ t≤100 and spectrum at (B) t � 1.5, (C) t � 15.84, (D) t � 17.4, (E) t � 57.5, and η(t) for U(1,2)

ε,c (x, t)with f1(x, t)
when (F) ρ � 0, τ � −2 (the uncoalesced SPB), (G) ρ � 0.665, τ � 1 (the coalesced SPB).
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single mode perturbations). The higher order splitting is visible in
Figure 10B at t � 10.5.

Complex double points are not observed in the spectral
evolution for t > 0.The formation of complex critical points in
the spectrum occurs frequently as shown, for example, in
Figure 10C and Figure 10D. Since the amplitude of the
background state at a � 0.7 is initially very close to the 4 UM
regime, in this example we observe that nearby real double points
are noticeably split by the perturbation. Figure 10E shows the
spectrum at t � 68.4 when the last complex critical point forms.
This is reflected in Figure 10G which shows η(t) saturates at
ts ≈ 68. Each of the bursts of growth in η(t) can be correlated with
a complex critical point crossing. As time evolves disspiation
diminshes the strength of the instability captured by the complex
critical points or complex double points. U(2,3)

ε,c (x, t) exhibits
quite rich and compex dynamics before damping saturates the
instabilities and it’s behavior is not easy to characterize as when
dealing with the perturbed SPBs in the N � 1, 2 UM regimes. For
t > ts the evolution of U(2,3)

ε,c (x, t) may be characterized as a
continuous deformation of a stable 7-phase solution
(Figure 10F).

As a comparison, U(1,2)
ε,c (x, t) and U(1,3)

ε,c (x, t) exhibit shorter
term irregular behavior with all the dominant modes excited and
they stabilize at t ≈ 15, 18. respectively. U(2,3)

ε,c (x, t) was observed
to take longer to stabilize due to the higher order splitting in λd1.

The exact nature of the instability associated with complex
critical points in under investigation. They may be weaker than
the exponential instabilities associated with complex double
points but the evolution of U(2,3)

ε,c (x, t) illustrates their
cumulative impact can be significant.

4 PERTURBATION ANALYSIS

While examining the route to stability of the SPBs under the
damped HONLS several novel results arose. One feature was
that the instabilities of nonresonant modes persist longer than
the instabilities of the resonant modes. We are interested in
the fate of complex double points under noneven
perturbations induced by HONLS as they characterize the
SPB. Following the perturbation analysis in [39] used to
determine the O(ε) splitting of double points for single
mode perturbations, we carry the analysis to higher order
for noneven multi mode perturbations of the SPBs. We find 1)
additional modes resonate with the perturbation and 2)
complex double points associated with nonresonant modes
remain closed.

To obtain linearized initial conditions for the one and two
mode SPBs we use the Hirota formulation of the SPBs [40]. For
example for the one mode SPB one obtains,

FIGURE 9 | Three UM regime: (A)
∣∣∣∣∣U(2)

ε,c (x, t)
∣∣∣∣∣ for 0≤ t≤100 and Spectrum at (B) t � 0, (C) t � 4.7, (D) t � 36.6, (E) t � 42.8, (F) t � 85 and (G) η(t) for f1(x, t),

δ � 10−6 , . . . , 10− 5.
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u(j)(x, t) � ae2ia
2t
1 + 2e2iθj+Ωj t+c cos μjx + A12e2(2iθj+Ωj t+c)

1 + 2eΩj t+c cos μjx + A12e2(Ωj t+c) (14)

where μj � 2πj/L, Ωj � μj

�������
4a2 − μ2j

√
, sin θj � μj/2a, A12 � sec2θj,

and γ is an arbitrary phase.
The appropriate linearized initial conditions for the one and

two mode SPBs, u(i)(x, 0) and u(i,j)(x, 0) respectively, are
obtained by choosing t and γ such that ~εs � 4i sin θs eΩst+c,
s � i, j, are small. After neglecting second-order terms we obtain:

u(j)(x, 0) � a(1 + ~εjeiθj cos μjx) (15)

u(i,j)(x, 0) � a(1 + ~εi eiθi cos μix + ~εj eiθj cos μjx) (16)

The damped HONLS yields the following noneven first order
approximation for small time,

u(j)(x, h) � a[1 + ~εj(eiθj cos μjx + rje
iϕj sin μjx)] (17)

u(i,j)(x, h) � a[1 + ~εi(eiθi cos μix + ri e
iϕi sin μix) + ~εj(eiθj cos μjx

+ rje
iϕj sin μjx)]

(18)

where θs ≠ ϕs and a,~εs, rs are functions of h and the damped
HONLS parameters ϵ and γ, for s � i, j. For simplicity we set ε �
~εs and suppress their explicit dependence on ε, c:

u� a+ ε[eiθi cosμix+ rieiϕi sinμix+Q(eiθj cosμjx+ rjeiϕj sinμjx)]
� a+ εu(1)

(19)

where rs ≠ 0 and Q can be 0 or 1, depending on whether a one or
two mode SPB is under consideration.

Since Δ(λ, u) and the eigenfunctions vn � [ vn1
vn2

] are analytic

functions of their arguments, at the double points λn we assume
the following expansions:

vn � v(0)n + εv(1)n + ε2v(2)n +/ (20)

λn � λ(0)n + ελ(1)n + ε2λ(2)n +/ (21)

Substituting these expansions into Eq. 25we obtain the following:

O(ε0) : Lv(0)n � 0 (22)

O(ε1) : Lv(1)n � [ −iλ(1)n v(0)n1 + u(1)v(0)n2

−iλ(1)n v(0)n2 + u(1)pv(0)n1

] ≡ F (23)

FIGURE 10 | Three UM regime: (A)
∣∣∣∣∣U(2,3)

ε,c (x, t)
∣∣∣∣∣ and Spectrum at (B) t � 10.5, (C) t � 14.78, (D) t � 24.96, (E) t � 68.38, (F) t � 69.9, and (G) η(t) for f1(x, t),

δ � 10−5 , . . . , 10− 4 and c � 0.01.
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O(ε2) : Lv(2)n � [ −iλ(1)n v(1)n1 − iλ(2)n v(0)n1 + u(1)v(1)n2

−iλ(1)n v(1)n2 − iλ(2)n v(0)n2 + u(1)pv(1)n1

] ≡ G (24)

where

L � [ z/zx + iλ(0)n −a
−a −z/zx + iλ(0)n

] (25)

The leading order Eq. 22 provides the spectrum for the Stokes
wave. At the double points λ(0)n the two dimensional eigenspace is
spanned by the eigenfunctions

ϕ ±
n � e ± iknx⎡⎢⎢⎢⎢⎢⎣ 1

i
a
( ± kn + λn)

⎤⎥⎥⎥⎥⎥⎦ (26)

where (λ(0)n )2 � k2n − a2, kn � nπ/L, and the general solution is
given by

v(0)n � A+ϕ+
n + A−ϕ−

n

4.1 First Order Results
For periodic v, the solvability condition for the system Lv � F �[ F1
F2
] is given by the orthogonality condition

∫L

0
(F1wp

1 + F2w
p
2) � 0

for all w in the nullspace of the Hermitian operator

LH � [−z/zx − iλpn −a
−a z/zx − iλpn

]
At the double points the nullspace of LH is spanned by the

eigenfunctions [ ϕ ±
n2

ϕ ±
n1
]p and the orthogonality condition becomes

∫L

0
(F1ϕ ±

n2 + F2ϕ
±
n1 )dx � 0 (27)

Applying this orthogonality condition to Eq. 23 yields the
system of equations

[T+ T
T T−

][ A+

A− ] � 0

where

T � 2λ(0)n λ(1)n /a (28)

T ± � −1
2

⎧⎪⎪⎨⎪⎪⎩( ± kn + λn
a

)2(eiθn ± irne
iϕn) − (e− iθn ± irne

− iϕn) n � i, j

0 n≠ i, j

(29)

Non trivial solutions A ± are obtained only at the complex
double points λn, n � i, j at which the SPB was constructed
providing the first order correction

(λ(1)n )2 �
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a2

4λ2n
[sin(ωn + θn)sin(ωn − θn)

+ r2n sin(ωn + ϕn)sin(ωn − ϕn) n � i, j

+ irn sin(ϕn − θn)sin 2ωn]
0 n≠ i, j

(30)

where tanωn � Im(λ(0)n )/kn and θs ≠ ϕs ± nπ for s � i, j. As a
result λ(1)n � ± r1/2eip/2 where 0< p< 2π and the double point
splits asymmetrically in any direction. Examining Δ in a
neighborhood of u(0) we find that when u(1) resonates with a
particular mode, the band of continuous spectrum along the
imaginary axis splits asymmetrically into two disjoint bands in
the upper half plane. The other double points do not experience
an O(ε) correction.

The spectral configuration is determind by the location of
λ( ± )
n � λ(0) + ελ(1). λ+n determines the speed and direction of the
associated phase. For example, in the one complex double point
regime there are only two spectral configurations associated with
noneven perturbation: 1) For 0< p< π, Re λ+ > 0 and the upper
band of spctrum lies in the first quadrant. The wave form is
characterized by a single modulated mode traveling to the right.
2) For π < p< 2π, Re λ+ < 0, the upper band of spectrum is in the
second quadrant, and the wave form is characterized by a single
modulated mode traveling to the left.

As observed in the damped HONLS numerical experiments,
the spectrum evolves between two distinct configurations when
the continuous spectrum develops a complex critical point (not
double point) due to the formation of transverse bands which
then splits.

4.2 Second Order Results
Determining the O(ε2) corrections to the double points λn for
n≠ i, j, requires determining the eigenfunctions at O(ε). When
λ(1)n � 0 the right hand side of Eq. 23 simplifies to

Lv(1)n � F � [ 0 u(1)

u(1)p 0
]v(0)n � [ u(1)(A+ϕ+

n2 + A−ϕ−
n2)

u(1)p(A+ϕ+
n1 + A−ϕ−

n1) ]
where ϕ ±

n is given by Eq. 26. We assume v(1)n � v(0)n +∑(1)
n where

∑(1)
n

� Aie
i(kn+μi)x + Bie

i(kn+μi)x + Cie
−i(kn−μi)x + Die

−i(kn+μi)x

+ Aje
i(kn+μj)x + Bje

i(kn−μj)x + Cje
−i(kn−μj)x + Dje

−i(kn+μj)x
(31)

Substituting ∑(1)
n into Eq. 23 we find the coefficient vectors to

be (with n≠ s, s � i, j)

As � A+/2
μ2s + 2knμs

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
a
[2(cos θs − sin ϕs)a2 + (eiθs + ieiϕs)(kn + λn)μs]

i[2(cos θs − sinϕs)(kn + λn) + (eiθs − ieiϕs)μs]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Bs � A+/2
μ2s − 2knμs

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
a
[2(cos θs − sin ϕs)a2 − (eiθs + ieiϕs)(kn + λn)μs]

i[2(cos θs − sin ϕs)(kn + λn) − (eiθs − ieiϕs)μs]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Cs � A−/2
μ2s − 2knμs

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
a
[2(cos θs − sin ϕs)a2 + (eiθs + ieiϕs)(−kn + λn)μs]

i[2(cos θs − sin ϕs)(−kn + λn) + (eiθs − ieiϕs)μs]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Ds � A−/2
μ2s + 2knμs

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
a
[2(cos θs − sinϕs)a2 − (eiθs + ieiϕs)(−kn + λn)μs]

i[2(cos θs − sinϕs)(−kn + λn) − (eiθs − ieiϕs)μs]
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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With v(1)n in hand, applying the orthogonality condition to Eq. 24
yields the system

[ α+
n λ(2)n − βn

λ(2)n − βn α−n
][ A+

A− ] � 0 (32)

giving an O(ε2) correction of the form

(λ(2)n − βn)2 � { α+nα
−
n n � 2i, 2j, i + j, j − i

0 for all other cases
(33)

Consequently only the double points λ(0)n with n � 2i, 2j, i + j,
or j − i experience an O(ε2) splitting. All other double points
experience an O(ε2) translation. This calculation can be carried
to higher order O(εm). In the simpler case of a damped single
mode SPB, U(j)

ε,c(x, t), only λ(0)n corresponding to the resonant
mode n � mjwill split at orderO(εm)whereas the splitting is zero
for λ(0)n , n≠mj [41].

For the two mode damped SPB U(2,3)
ε,c in the 3 UM regime we

find λd2 and λd3 will split at O(ε). The mode associated with λ(0)1
resonates also with u(1) atO(ε2). All 3 complex double points split,
in contrast with the onemodeU(2)

ε,c where λ(0)1 and λ(0)3 do not split.

5 CONCLUSIONS

In this paper we investigated the route to stability for even
N-mode SPB solutions of the NLS equation in the framework
of a damped HONLS equation using the Floquet spectral theory
of the NLS equation. We found novel instabilities emerging in the
symmetry broken solution space of the damped HONLS which
are not captured by complex double points in the Floquet
spectrum. We developed a broadened Floquet characterization
of instabilities by examining the stability of an even 3-phase
solution of the NLS equation with respect to noneven
perturbations. We found the transverse complex critical point
in its spectrum is associated with an instability which is not
excited when evenness is imposed.

The association of instabilities excited by symmetry breaking
with complex critical points of the Floquet spectrum was
corroborated by the numerical experiments. If one of the
complex double points present at t � 0 splits in the damped
HONLS system, the subsequent spectral evolution involves
repeated formation and splitting of complex critical points (not
double points) which we correlated with the observed instabilities.

In the numerical study we presented experiments using
fixed values of the perturbation parameters ϵ and γ. As these
parameters are varied fewer or more critical points may form

and the time the damped HONLS solution stabilizes may vary
but the following interesting results are independent of their
specific value: 2) Instabilities excited by symmetry breaking are
associated with complex critical points. 2) Solutions stabilize
once damping eliminates all the complex critical points and
complex double points in the spectral deomposition of the
damped HONLS data. 3) Only certain modes resonate with the
damped HONLS perturbation. Resonant modes aid in
stabilizing the solution. If nonresonant modes are present,
their instabilities persist and appear to organize the dynamics
on a longer timescale.

Each burst of growth in η(t) can be correlated with the
emergence of a complex critical point. The numerics suggest
the instabilities associated with complex critical points may be
weaker than those associated with complex double points. Even
so the exact nature of the instability warrants further
investigation. As demonstrated by the evolution of U(2,3)

ε,c (x, t)
their cumulative impact can be significant.

Via a short time perturbation analysis we find that resonant
complex double points split producing disjoint asymmetric
bands, while the nonresonant complex double points remain
closed as they move along the bands of spectrum, corroborating
the initial spectral evolutions observed in the numerical
experiments. Further, the nonresonant double points remain
closed for the duration of the experiments, beyond the time-
frame of the short time analysis, even though the solution evolves
as a damped asymmetric multi-phase state.
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Solitons are coherent structures that describe the nonlinear evolution of wave localizations
in hydrodynamics, optics, plasma and Bose-Einstein condensates. While the Peregrine
breather is known to amplify a single localized perturbation of a carrier wave of finite
amplitude by a factor of three, there is a counterpart solution on zero background known
as the degenerate two-soliton which also leads to high amplitude maxima. In this study, we
report several observations of such multi-soliton with doubly-localized peaks in a water
wave flume. The data collected in this experiment confirm the distinctive attainment of
wave amplification by a factor of two in good agreement with the dynamics of the nonlinear
Schrödinger equation solution. Advanced numerical simulations solving the problem of
nonlinear free water surface boundary conditions of an ideal fluid quantify the physical
limitations of the degenerate two-soliton in hydrodynamics.

Keywords: degenerate soliton, Peregrine breather on the zero-background limit, rogue waves, nonlinear waves,
wave hydrodynamics

INTRODUCTION

The Peregrine breather (PB) [1] is a fundamental wave envelope solution of the nonlinear
Schrödinger equation (NLSE) localized both in space and time, yielding a three-fold
amplification of the initial amplitude at the point of maximum localization. These unique
characteristics have led the PB to be generally considered as a potential backbone model
allowing to describe the emergence of extreme events in several physical systems [2, 3].
Although the PB existence was originally predicted in the early eighties [1], it took about
3 decades to observe this particular wave envelope in a laboratory environment [4–6]. These
initial studies have attracted significant attention and led to many follow-up studies related to
PB dynamics and its peculiar physical properties [7–14]. The initial or boundary conditions
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leading to the PB excitation require to impose a small
perturbation on top of a plane wave background. Recently,
generic features of PB dynamics on a stationary dnoidal
background have been presented [15]. The regular
background solution represents only one limiting case of
the exact family of NLSE dnoidal solutions while the other
limit is the envelope soliton on zero-background [16, 17].
This allows a more general construction of Peregrine-type
coherent structures on different type of stationary
backgrounds. The respective evolution in time and space
can be described by an exact solution [18].

In this paper, we experimentally investigate the PB dynamics in
the zero background limit, which can be also associated with the
degenerate case of two soliton interaction, resulting in an amplitude
amplification factor of two at the point of maximum localization
[19]. The laboratory experiments, conducted in different water
wave flumes, are in excellent agreement with the theory when
the carrier steepness is moderate. We recall that the carrier
wave steepness, being physically the product of wavenumber
and wave amplitude and mathematically the expansion
parameter in the weakly nonlinear approximation of the
water wave problem [3], is a nonlinearity indicator of wave
field. Otherwise, deviations from the symmetric envelope
shapes are inevitable due to the physical limitations of the
NLSE approach to describe broadband and highly nonlinear
processes in water waves. The numerical simulations based on
the higher-order spectral method (HOSM), which accurately
solves the nonlinear water wave problem, quantify the
limitations in the evolution of the hydrodynamic degenerate
soliton on the water surface. The HOSM results predict a
recurrent focusing behavior, not anticipated by the NLSE,
when the carrier wave steepness is substantial. We believe
that our results will have a significant impact in nonlinear
dynamics as well as integrable systems and improve
fundamental understanding of extreme wave formation in a
variety of nonlinear media.

Higher-Order Solitons on Zero Background
and the Case of Degeneracy
The NLSE for surface gravity waves is the simplest nonlinear
evolution equation that takes into account the interplay between
dispersion and nonlinearity in the evolution of a narrowband
wave field. Assuming unidirectional propagation of the wave field
in infinite water depth, the wave envelope evolution equation
reads [20]

i(∂ψ
∂t

+ cg
∂ψ

∂x
) + ω

8k2
∂2ψ

∂x2
+ ωk2

2

∣∣∣∣ψ∣∣∣∣2ψ � 0, (1)

whereψ(x, t) is the complexwave envelope, x is the spatial coordinate
along the wave propagation, and t represents time. The parameters
ω and k are the carrier cyclic wave frequency and wavenumber,
respectively. The latter are constrained by the gravitational
acceleration g-dependent deep-water dispersion equation

ω2 � gk, (2)

and the envelope is assumed to propagate with the group velocity
cg � ∂ω

∂k � ω
2k.

The NLSE is a partial differential equation that belongs to the
family of integrable evolution equations [21]. Its exact solutions
provide physically relevant models for investigating the dynamics
of nonlinear coherent wave groups in controlled laboratory
environments. The fields of its application are hydrodynamics,
optics and Bose-Einstein condensates. It is common to use the
dimensionless form of Eq. 1 for simplicity, particularly when
aiming for the derivation of exact solutions,

i
∂Ψ

∂T
+ ∂2Ψ

∂X2 + 2|Ψ|2Ψ � 0, (3)

which is obtained by introducing the following transformations

X � 2k(x − cg t), T � ω

2
t, Ψ � k�

2
√ ψ. (4)

One of the most-fundamental solutions of the NLSE is an isolated
and stationary sech-shape nonlinear wave group on zero-
background known as envelope soliton, which can be
considered as a mode of a nonlinear system remaining
unchanged with propagation [22]. At the same time,
interactions and collisions between envelope solitons are
elastic [23, 24]. The number of solitons contained in a
localized initial condition remains fixed during the follow up
evolution. The zero-velocity soliton solution with an amplitude of
one can be written as

ΨS(X,T) � sech(X) exp (iT). (5)

The initial-value problem for the NLSE can be solved with the
help of the inverse scattering technique (IST) [21, 25, 26]. More
complex (higher-order) structures containing multiple solitons
can be also constructed using the Darboux transformation [27] or
dressing method [28]. Each envelope soliton in these
superpositions is unambiguously characterized by the pair of
its two key parameters: the amplitude and the velocity. The NLSE
solution describing the dynamics of two envelope solitons with
fixed amplitudes 0.5 and 1.5, zero-velocities and located at the
same position X � 0, is known as the Satsuma-Yajima
breather [29]

ΨS2(X,T) � 4
cosh 3X + 3 cosh X exp 8iT

cosh 4X + 4 cosh 2X + 3 cos 8T
exp (iT). (6)

This solution is periodic in T and can be used for pulse nonlinear
wave group compression. At T � 0, this solution takes the form of
a soliton with twice the amplitude of a single soliton of the same
width, i.e. ΨS2(X, 0) � 2 sech(X) � 2ΨS(X, 0). However, this
initial condition changes with propagation and evolves
towards a self-compression, i.e., breathing process [29]. Such
solutions also play a key role in the formation of significant
irreversible spectral broadening and the creation of
supercontinua as a result of soliton fission [30, 31]. Generally,
when the parameters of the two envelope solitons become close,
the distance between them increases and they repel each other,
moving away towards infinity. Due to this fact, for more than
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2 decades since the development of the IST, the two-soliton
solution of the NLSE with exactly the same parameters has
been considered as non-existent. Overcoming this controversy,
the solution has been reported in [1, 19]. Such solution is the
degenerate two-soliton solution, as finding it requires considering
the special limit when their amplitudes and velocities tend to the
same limiting values. It is represented by a mixed semi-rational
semi-hyperbolic functions

ΨD(X,T) � 4
X sinh X − cosh X − 2iT cosh X

cosh 2X + 1 + 2X2 + 8T2 exp (iT). (7)

Here, the subindex D refers to the degenerate case. More
specifically, the solution (Eq. 7) describes the interaction of
two envelope solitons with unit amplitudes and with
their center of mass located at X � 0. The envelope |ΨD| in
(Eq. 7) is symmetric with respect to the change of the sign of
either X or T. Note that the solution (Eq. 7) may be generalized
using the invariant transforms of the NLSE, i.e., arbitrary
phase, scaling and Galilean transforms. In the reduced form
(Eq. 7), it does not contain any free parameters. The
degenerate solution (Eq. 7) describes two “attracting”
envelope solitons when T < 0. When T � 0, the two solitons
are superimposed and form an extreme event with an
amplitude at the point of collision twice that the amplitude
of the isolated solitons. At large times T ≫ 1, the solution (Eq.
7) describes the two envelope solitons which slowly walk away
from each other after the collision. Each of them can be
approximated as a quasi-single-soliton solution. The
opposite velocities of the two solitons reduce when T → ∞.

What at first sight seems to be just a mathematical artifact has in
fact a particular physical relevance. Indeed, the central part of the
degenerate solution (Eq. 7) can be considered as the PB on the zero-
background limit. The comparison is relevant because the solution
(Eq. 7) is semi-rational while PB is a rational solution. Representing
hyperbolic functions cosh X and cosh 2X in the central part of the
solution as an expanded series in X can reduce it to a rational
approximation similar to the PB. On the other hand, the PB can be
excited on top of exact dnoidal solutions, parameterized as

FIGURE 2 | The amplitude rescaled Peregrine breather envelope shape
vs. degenerate two-soliton solution profile at T � 0.

FIGURE 1 | Spatio-temporal evolution of solitons on finite and zero-background. Top left: single envelope soliton. Top middle: Higher-order soliton of order 2.
Top right: Degenerate two-solution solution. Bottom left: Peregrine breather. Bottom middle: Peregrine breather on a dnoidal background. Bottom right:
Degenerate two-soliton solution.
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Ψdn(X,T) � dn(X,m) exp (i[2 −m2]T); 0≤m≤ 1 see [15, 18].
Such one-parameter family of modulated wave envelopes is
steady and the parameter m determines two edge cases [16, 17].
One limiting case of this one-parameter family of stationary dnoidal
solutions is the regular background (m � 0) and the other limit is
the envelope soliton (m � 1). This second limit leads to the
formation of the degenerate soliton solution. The transformation
is controlled by an additional free parameter–modulus of the dn
function. The role of this parameter in the highly nontrivial process
of degenerate soliton formation can be seen from Figure 7 in [15].
The latter process admits several stages of PB transformation. A
significantly simplified version of the process can be seen from
Figure 1 (see bottom panels from left to right). Here, the classical
Peregrine solution on finite background is transformed to the
degenerate solution on zero background with one intermediate
step in the form of the PB on the modulated DN-wave
background (referring to the semicircle in the λ-plane in
Figure 2 of [15]).

The Peregrine Solution

ΨP(x, t) � (−1 + 4 + 16iT
1 + 4X2 + 16T2) exp(2iT) (8)

has been found to be present in multi-soliton solutions [32]. On
the other hand, the degenerate two-soliton solution (Eq. 7) can
represent Peregrine-type dynamics with zero condensate. This
becomes more evident when considering the type of localization
around the point of maximum amplitude. In fact, the shape of the
extreme wave at T � 0 does resemble the shape of the Peregrine
breather.

This can be seen from Figure 2, where the degenerate two-
soliton solution at T � 0 is compared with the shape of the
Peregrine breather at T � 0 multiplied by the factor 2/3 in order to
equalize the maximal amplitudes.

The agreement between the two profiles is remarkably good
within the interval between the zeros.

Even though the dynamics of the degenerate two-soliton
solution creates a smaller wave amplification than the
Peregrine breather (2 rather than 3), it is still a rapidly
forming extreme event. We should also take into account the
difference between the backgrounds. Thus, such solutions can be
responsible for the occurrence of extreme wave events, which are
very similar to the PB.

LABORATORY EXPERIMENTS

The physical experiments have been conducted in two different
water wave facilities: Hamburg University of Technology and the
University of Sydney flumes, as described in [7, 33], respectively.
Although both facilities are different when considering their size
and type of wave generators (flap- and piston-type, respectively),
the experimental procedures are similar. The wave generator is
programmed to create the temporal surface elevation as described
by the NLSE solution at fixed position xp to first-order in
steepness

ηwavemaker(x*, t) � Re(ψ(xp, t) exp [i(ωt − kxp)] ). (9)

Note that wave makers are calibrated by means of a transfer
function, which is specific for each type of wave maker, to
properly generate the carrier wave amplitudes and frequency as
specified by Eq. 9 and any other pre-defined time-series. Since the
maximal compression occurs at x* � 0, a negative value for xp has
to be chosen in order to observe the nonlinear soliton interaction
and the gradual breather-type focusing process in the wave facility.
The larger |x*|, the more the two solitons move away from each
other. The second-order Stokes correction is considered when
comparing the collected data with the theoretical NLSE
predictions at the respective gauge location xpg , that is

η(xpg , t) � Re(ψ(xpg , t) exp [i(ωt − kxpg)]
+ 1
2
kψ2(xpg , t) exp [2i(ωt − kxpg)] ). (10)

Note also that when programming the wave maker to produce the
surface elevation to first-order in steepness according to (9),
results are expected to be identical as the bound waves
(higher-order Stokes harmonics) are immediately generated
within half a wavelength due to the intrinsic feature of the
nonlinearity in the description of water waves. Moreover,
fixing two key physical parameters, namely wave amplitude a
and the carrier frequency f � ω

2π are sufficient to determine all
physical features of the surface elevation. The choice for the
specific values of the carrier amplitude and frequency is restricted
to the stroke and frequency range specifications of the wave
generator. The wave steepness ka, which is an indicator for the
nonlinearity of the carrier wave, can be easily determined using

FIGURE 3 | Experimental observation of a degenerate soliton for
a � 0.006 m, ka � 0.12 and xp � −27m asmeasured in the Hamburg University
of Technology flume. Top: Water surface as measured by the wave gauges.
Bottom: NLSE predictions at the same physical locations using Eq. 10.
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the dispersion relation (Eq. 2). One crucial step consists in scaling
the solution Ψ(X,T) to a dimensional form ψ(x, t) satisfying Eq. 1.
Considering a scaling with respect to the space- or time-NLSE does
not have a major impact on the evolution of the degenerate solution
in a water wave flume [34]. Finally, capacitance wave gauges are
installed along the flume to collect the temporal variation of the water
surface at different locations in the direction of wave propagation.
Note that a wave-absorbing installation is placed opposite to the wave
maker to ensure a wave field propagation free of reflections. Exact
schematics of both facilities can be found in [5, 33]. A graphical guide
to better understand the origin of the data as measured by the wave
gauges along the flume can be found in [35].

The first experiment reported here aims to demonstrate the
evolution of the solution over a significantly large distance of 45m
in order to observe the nonlinear and solution-specific interaction
between the two envelope solitons yielding an extreme localization.
On the other hand, the evolution in the Hamburg University of
Technology flume was restricted to 15m (when taking out the
beach installation, effectively 12 m). To overcome this limitation,
the reflection-free wave measurement at 9 m was re-injected to the
wave generator four times mimicking continuation of the wave
propagation. The results of these tests are shown in Figure 3.

These results are a clear confirmation of degenerate soliton
dynamics on the water surface. Note the excellent agreement in
the distinct dynamics with the theoretical prediction, especially
considering the total evolution distance of about 144 times the
value of the wavelength.

There are obvious limitations of the NLSEmodel for water waves
[36–38]. In fact, when waves become steep, the spectral broadening
reduces the ability of the NLSE to accurately describe the wave
hydrodynamics. However, this strongly depends on the initial carrier
steepness and the bandwidth of the wave train [39].

The next series of tests have been conducted at the University of
Sydney wave flume. These addressed the role of wave steepness on
the collision process. Several tests have been conducted by gradually
increasing the wave steepness from 0.10 to 0.13 with a 0.01 step for
the same carrier amplitude of 0.01m. The four examples of evolution
of the degenerate solution at different steepness values are shown in
Figure 4.

We can clearly notice that the increase of carrier steepness
distorts the clean and ideal evolution of the NLSE solution,
particularly when the carrier steepness values exceed 0.13 in these
laboratory tests. Consequently, the soliton interaction becomes
asymmetric with a distortion of the envelope shape at the peak.

These restrictions can be accurately addressed and quantified
numerically by solving the Euler equations as is discussed in the
next section.

NUMERICAL SIMULATIONS

The numerical simulation is performed within the framework of the
potential Euler equations using the High-Order Spectral Method
(HOSM) following [40]. The HOSM simulations include 210 grid

FIGURE 4 | Experimental observation of a degenerate soliton for a � 0.01 m and xp � −23mwith varying steepness values as measured in the University of Sydney
flume. Top left: ka � 0.10. Top right: ka � 0.11. Bottom left: ka � 0.12. Bottom right: ka � 0.13.
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points in the physical space and a twice larger number in the
Fourier domain. The iterations in time are performed with the help
of a split-step Fourier procedure. The order of nonlinearity is set to
M � 6. This corresponds to the solution that is accurate of up to 7-
wave nonlinear interactions. The initial-value problem is solved in
a periodic spatial domain. The wave steepness is the only physical
parameter which controls the wave evolution. The steepness is
determined by the quantity ka, where a is the amplitude of the
envelope solitons long before they start to collide.

With the purpose of comparing the results of the
simulations with the NLSE solution (Eq. 7), the computed
surface evolution was transformed to the co-moving
dimensionless variables (Eq. 4) as used in the NLSE. It is
then re-scaled to provide the unit amplitudes of the envelope
solitons when these are detached at T → –∞, according to the
transformations similar to (Eq. 4)

X � 2ak(x − cg t), T � a2
ω

2
t, Ψ � k�

2
√ η

a
(11)

Note that in Eq. 11 the functionΨ(X,T) is now real-valued.
Three cases of the wave steepness were simulated, which
correspond to ka � 0.05, ka � 0.10 and ka � 0.15. In all these
cases, the initial condition is specified according to the solution
(Eq. 8). The dimensionless time is chosen to be T0 ≈ –12. This
choice corresponds to the situation when solitons already exhibit
partial overlap as can be seen in Figure 5. This overlap seeds the
interaction process in the simulations.

The physical time of the start of the simulation t0 depends on
the wave steepness, see Eq. 11. In fact, it corresponds to about 340
wave periods in the steepest case shown in the right panel of
Figure 5, and to about 3,000 periods in the small-amplitude case
shown in the left panel of Figure 5. In order to initiate the
simulation of the HOSM code, the surface displacement and the
surface velocity potential are calculated from ψ(x,−t0) with a
more precise definition than Eq. 10, using the third-order
asymptotic solution for nonlinear modulated waves, see [41].
Only the cases without wave breaking were simulated, thus, no
filters are required to take into account wave breaking effects.

Six runs of the numerical simulations were performed with
different complex phases of the initial condition ψ(x,−t0), for
several wave steepness conditions. The envelope Ψenv(X,T) is
calculated as the maximal values of Ψ among these six

simulations at every X and T. The surface displacements of
the initial conditions are plotted in Figure 5 with respect to
two versions of the dimensionless space and amplitude
variables.

A false color representation of the evolution of each degenerate
soliton envelope in time and space is shown in Figure 6.

The intersection of the white dashed lines corresponds to the
point in time and space where the maximum wave is expected
within the NLSE framework. Qualitatively, the evolution of waves
with small steepness ka � 0.05 (see Figure 6 left panel) is similar
to the one obtained from the NLSE theory (Figure 1 right panel)
and in the laboratory experiment (Figure 3). In the simulations,
the two solitary groups separated initially collide, form an
extreme event and then separate again restoring their soliton
shape. However, the strongly nonlinear simulation results in
faster propagation of the wave groups and slightly quicker
formation of the large wave (yellow dot). Interestingly, the
amplitudes of the solitons after the separation are slightly
different: the amplitude of the leading group is larger. The
described features of the strongly nonlinear simulation become
more pronounced when the steepness is larger than ka � 0.1
(Figure 6, middle panel).

Indeed, when the steepness further increases, ka � 0.15, the
new recurrence effects are becoming more apparent (Figure 6
right panel). Moreover, when the two soliton groups merge, they
form a bound state similar to the bi-soliton described in [1, 29].
However, in contrast to the bi-soliton, the interaction here is
asymmetric. The two subsequent extreme events are still large in
amplitude in this type of recurrent dynamics. Figure 7 shows the
time evolution of the maxima of the wave elevation for the three
simulations shown in Figure 6.

After a few beating cycles, the solitary groups finally decouple.
At the end of the interaction process the leading soliton has a
higher amplitude than the trailing one. After the three collisions,
the envelope solitons are completely separated. The groups
emerged after the third collision are not stationary. The
leading soliton reveals the breathing dynamics (this can be
seen in Figure 7 for T > 20). The second solitary group
spreads decaying in amplitude. Thus, the water wave dynamics
of very steep degenerate solitons shows the survival of only one
(leading) soliton. Its amplitude increases while the energy of the
other group reduces.

FIGURE 5 | Initial conditions for the numerical simulations of the degenerate soliton. Left panel: ka � 0.05. Middle panel: ka � 0.1. Right panel: ka � 0.15. The
axes show the physical scaled coordinate and surface displacement (y-axis left), the standard NSLE coordinate X � k(x − cgt) (x-axis) and the complex amplitude
Ψ � k�

2
√ η

a (y-axis right).
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The extreme wave groups with highest amplitude which arise
in the course of the wave dynamics are shown in Figure 8.

In contrast to the envelopes shown in Figure 5, these wave
profiles possess strong back-to-front asymmetry. Some alteration
of the central feature with maximal amplitude, when the wave
steepness grows, may be noticed as well. This difference from the
experimental observations is most-probably caused by dissipative
effects [17]. The maximumwater elevation is slightly smaller than
anticipated by the NLSE solution forΨ � 2 (marked by the dotted
red lines in Figure 8) in the smaller wave steepness case, shown in
Figure 8 (left panel). However, this limit is slightly exceeded in
the case of larger wave steepness shown in Figure 8 right panel.
The wave groups in Figure 8 possess noticeable vertical
asymmetry in the steeper cases (Figure 8 middle and right

panels) due to the bound (phase-locked) waves. While the
wave crest exceeds the value of Ψ � 2 in the steepest wave
case (Figure 8 right panel), the deepest wave trough is well
under the level of the NLSE solution. We emphasize that the
wavelength of the carrier wave is assumed to be sufficiently large
so that the capillary effects may be neglected while being small
enough to satisfy the deep-water condition. We also report the
evolution of the normalized and spatial Fourier transform of the
three simulated evolutions, i.e., ka � 0.05, ka � 0.1 and ka � 0.15,
in Figure 9 to complete the picture.

The evolution of the Fourier modes confirms the characteristic
evolution features of the degenerate two-soliton when the steepness
is ka � 0.05, thus, being very small. This appears to be the case for ka
� 0.1. On the other hand, deviations start to occur with the gradual
increase of carrier wave steepness. For ka � 0.15 a noticeable beating,
i.e. recurrent breathing process, can be noted.

CONCLUSION

We have reported for the first time the experimental
observation of the degenerate soliton interaction in nonlinear
physics. This coherent structure can be considered to be a PB on
the zero-background limit. The experimental data and
numerical simulations are both in excellent agreement for
small and moderate carrier wave steepness values while
deviations in form of beatings are observed for strongly
nonlinear regimes. This fact confirms the accuracy of the

FIGURE 8 | Extreme events with highest amplitude during the evolution presented in Figure 6.

FIGURE 7 | Evolution of the wave maxima in the numerical simulations
shown in Figure 6.

FIGURE 6 |Numerical simulations of the Euler equations of the degenerate soliton for different steepness values of the initial condition: ka � 0.05 on the left panel,
ka � 0.1 on the middle panel, and ka � 0.15 on the right panel. The color-coded evolution of the wave envelope Ψenv is shown.
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NLSE in the description of extreme wave events for a wide range
of reasonable carrier wave parameters in nonlinear dispersive
wave guides. Moreover, we anticipate motivated studies related
to further exploration of such distinct degenerate soliton
dynamics in optics and quantum physics. We also believe
that the degenerate soliton solution may play a substantial
role in the spontaneous formation [42, 43] identification of

doubly-localized extreme wave events using data-driven
methods [44]. Future studies will be devoted to higher-order
soliton degeneracy beyond the collision of two solitons. This
will in our opinion further improve our understanding of the
role of integrable systems and nonlinear wave interaction in the
formation of rogue waves.
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Peregrine Soliton as a Limiting
Behavior of the Kuznetsov-Ma
and Akhmediev Breathers
Natanael Karjanto*

Department of Mathematics, University College, Natural Science Campus, Sungkyunkwan University, Suwon, South Korea

This article discusses a limiting behavior of breather solutions of the focusing nonlinear
Schrödinger equation. These breathers belong to the family of solitons on a non-vanishing
and constant background, where the continuous-wave envelope serves as a pedestal.
The rational Peregrine soliton acts as a limiting behavior of the other two breather solitons,
i.e., the Kuznetsov-Ma breather and Akhmediev soliton. Albeit with a phase shift, the latter
becomes a nonlinear extension of the homoclinic orbit waveform corresponding to an
unstable mode in the modulational instability phenomenon. All breathers are prototypes for
rogue waves in nonlinear and dispersive media. We present a rigorous proof using the ϵ-δ
argument and show the corresponding visualization for this limiting behavior.

Keywords: nonlinear Schrödinger equation, Kuznetsov-Ma breather, Akhmediev soliton, Peregrine soliton,
modulational instability, rogue waves, homoclinic orbit, limiting behavior

1 INTRODUCTION

Although the study of wave phenomena traces its history back to the time of Pythagoras, research on
nonlinear and rogue waves has attracted great scientific interest recently, both theoretically and
experimentally. In particular, the focusing nonlinear Schrödinger (NLS) equation and its exact
analytical solutions that belong to the family of soliton on constant background have been adopted
asmodels and prototypes for roguewave phenomena. The purpose of this article is to provide an overview
of the relationship between these soliton solutions in this context. It also fills the gap in the details of
limiting behavior. While the connection is well-known, the rigorous proof seems to be absent, and the
visualizations found in the literature are incomplete. We will present this connection of the limiting
behavior both analytically and visually. This introduction section covers a brief history of the NLS
equation, exact solutions of the NLS equation, and a literature review on rogue waves.

1.1 A Brief Historical Background of the Nonlinear Schrödinger
Equation
The NLS equation is a nonlinear evolution equation that models slowly varying envelope dynamics
of a weakly nonlinear quasi-monochromatic wave packet in dispersive media. The model has an
infinite set of conservation laws and belongs to a completely integrable system of nonlinear partial
differential equations. It has a wide range of applications in various physical settings, such as surface
water waves, nonlinear optics, plasma physics, superconductivity, and Bose-Einstein condensates
(BEC) [1–8].

Among early derivations of the NLS equation were found in nonlinear optics [9, 10], plasma
physics [11–15], and hydrodynamics [16–18]. In BEC, the NLS equation with the non-zero potential
term is known as the Gross-Pitaevskii equation [19, 20]. In superconductivity, the time-independent
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NLS equation resembles some similarities with a simplified
(1 + 1)-D form of the Ginzburg-Landau equation [21]. A
further overview and extensive discussion of the NLS equation
can be found in [7, 22–26].

1.2 Exact Solutions of the Nonlinear
Schrödinger Equation
There are various techniques to derive analytical solutions of the
NLS equation, among others, are the phase-amplitude algebraic
ansatz [27–30], the Hirota method [31–34], nonlinear Fourier
transform of inverse scattering transform (IST) [6, 35–40],
symmetry reduction methods [41], variational formulation and
displaced phase-amplitude equations [42–44]. Another
derivation using IST with asymmetric boundary conditions is
given in [45].

Throughout this article, we adopt the following (1 + 1)D,
focusing-type of the NLS equation in a standard form:

iqt + qxx + 2
∣∣∣∣q∣∣∣∣2q � 0, q(x, t) ∈ C. (1)

Usually, the variables x and t denote the space and time
variables, respectively. The simplest-solution is called the
“plane-wave” or “continuous-wave” solution:
q(x, t) � q0(t) � e2it . Another simple solution with a vanishing
background is known as the “bright soliton” or “one-soliton
solution”, given as follows:

q(x, t) � qS(x, t) � a sech (ax − 2abt + θ0)ei(bx+(a2−b2)t+ϕ0),
a, b, θ0, ϕ0 ∈ R.

(2)

We focus our discussion on the family of exact solutions with
constant and non-vanishing background, also called “breather
soliton solutions” [46]. There are three types of breather, and all
of them are considered as weakly nonlinear prototypes for freak
waves. Other solutions of the NLS equation include cnoidal wave
envelopes that can be expressed in terms of the Jacobi elliptic
functions and can be derived using the Hirota bilinear
transformation, theta functions, or with some clever algebraic
ansatz [30, 47].

In this subsection, the coverage follows the historical order of
the time when the breathers were found. Furthermore, the term
“breather” and “soliton” can be used interchangeably in this
article, and they can also appear as a single term “breather
soliton”. All of them refer to the same object, i.e., the exact
analytical solutions of the NLS equation with a non-vanishing,
constant pedestal, or background of continuous-wave solution.

1.2.1 The Kuznetsov-Ma Breather
The first found solution is called the “Kuznetsov-Ma breather”,
where Kuznetsov derived it for the first time in the 1970s [48].
The original Russian version of his paper was published as a
preprint in 1976 by the Institute of Automation and Electrometry
of the Siberian Branch of the USSR (now Russian) Academy of
Sciences in Novosibirsk. This preprint was then reproduced in
English and appeared in the Proceedings of the 13th International
Conference on Phenomena in ionized Gases and Plasma, held in

East Berlin, German Democratic Republic, on 12–17 September
1977 [49].

Although some authors stated that Kawata and Inoue, as well
as Ma, also derived this solution independently, understanding
the history behind its development might change our perspective
[50, 51]. Between 1976 and 1977, Evgenii A. Kuznetsov met
Tutomu Kawata (also spelled Tsutomu, 川田 勉) many times
because the latter was a postdoctoral researcher in the Landau
Institute for Theoretical Physics in Chernogolovka, near Moscow,
under the mentorship of Professor Vladimir E. Zakharov.
Kuznetsov personally gave Kawata his preprint on the soliton
solution of the NLS equation. Furthermore, although Yan-Chow
Ma has never really met with Kuznetsov, Ma was surely aware of
Kuznetsov’s paper. In his work [51], Ma has cited another
Kuznetsov’s paper that was written together with Alexander V.
Mikhailov on the stability of stationary waves using the
Korteweg-de Vries (KdV) equation [49, 52].

Although the term “Kuznetsov-Ma soliton” has been
introduced earlier [53], we will adopt and use the terminology
“Kuznetsov-Ma breather” throughout this article. When the
breather dynamics were observed experimentally for the first
time in optical fibers by Kibler and collaborators, this term is
getting popular since then [54]. We denote it as qM, and it is
explicitly given by

q(x, t) � qM(x, t) � e2it(μ3 cos(ρt) + iμρ sin(ρt)
2μ cos(ρt) − ρ cosh(μx) + 1), (3)

where ρ � μ
�����
4 + μ2

√
. The Kuznetsov-Ma breather does not

represent a traveling wave. It is localized in the spatial variable x
and periodic in the temporal variable t, and hence some authors also
called it as the “temporal periodic breather” [55].

A minor typographical error found in Kawata and Inoue’s
paper [50] has been corrected by Gagnon [56]. Kawata and Inoue
[50], as well as Ma [51], derived the Kuznetsov-Ma breather
solution using the IST for finite boundary conditions at
x → ± ∞. The derivation using a direct method of Bäcklund
transformation can be found in [57, 58], where the former
analyzed solitary waves in the context of an optical bistable
ring cavity.

Defining the amplitude amplification factor (AF) as the
quotient of the maximum breather amplitude and the value of
its background [43], we obtain that the amplitude amplification
for the Kuznetsov-Ma breather is always larger than the factor of
three, and it is explicitly given by

AFM(μ) � 1 +
�����
4 + μ2

√
, μ> 0. (4)

The function is bounded below and is increasing as the parameter
μ also increases. The plot of this AF can be found in [43, 44], and
different expressions of the AF for this breather also appear in
[59–62].

The Kuznetsov-Ma breather finds applications as a rogue wave
prototype in nonlinear optics [30, 54, 63] and deep-water gravity
waves [38, 39, 61, 64]. A numerical comparison of the Kuznetsov-
Ma breather indicated that a qualitative agreement was reached in
the central part of the corresponding wave packet and on the real
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face of the modulation [59]. The stability analysis of the
Kuznetsov-Ma breather using a perturbation theory based on
the IST verified that although the soliton is rather robust with
respect to dispersive perturbations, damping terms strongly
influence its dynamics [65].

The dynamics of the Kuznetsov-Ma breather in a
microfabricated optomechanical array showed an excellent
agreement between theory and numerical calculations [66].
The spectral stability analysis of this breather has been
considered using the Floquet theory [67]. The mechanism
of the Kuznetsov-Ma breather has been discussed and two
distinctive mechanisms are paramount: modulational
instability and the interference effects between the
continuous-wave background and bright soliton [68]. New
scenarios of rogue wave formation for artificially prepared
initial conditions using the Kuznetsov-Ma and superregular
breathers in small localized condensate perturbations are
demonstrated numerically by solving the Zakharov-Shabat
eigenvalue problem [69].

A higher-order Kuznetsov-Ma breather can be derived using
the Hirota method and utilized in studying soliton propagation
with an influence of small plane-wave background [70, 71]; or
using the bilinear method [72].

1.2.2 The Akhmediev Soliton
The second one is called the Akhmediev-Eleonskiĭ-Kulagin
breather and was found in the 1980s [27–29]. In short, we
simply call it the “Akhmediev soliton” and denote it as qA.
This breather is localized in the temporal variable t and is
periodic in the spatial variable x, and it can be written
explicitly as follows:

q(x, t) � qA(x, t) � e2it(]3 cosh(σt) + i]σ sinh(σt)
2] cosh(σt) − σ cos(]x) − 1). (5)

Here, the parameter ν, 0≤ ]< 2 denotes a modulation frequency
(or wavenumber) and σ(]) � ]

�����
4 − ]2

√
is the modulation growth

rate. The colleagues from nonlinear optics prefer calling this
soliton “instanton” [73, 74] instead of “breather” since it breathes
only once [75]. Other names for this solution include
“modulational instability” [30], “homoclinic orbit” [34, 76],
“spatial periodic breather” [55], and “rogue wave solution” [39].

The amplitude amplification for the Akhmediev soliton is at
most of the factor of three, and it is explicitly given by

AFA(]) � 1 + �����
4 − ]2

√
, 0< ]< 2. (6)

This function is bounded above and below, 1<AFA < 3, and is
decreasing for an increasing value of the modulation parameter ].
Although the maximum growth rate occurs for ] � �

2
√

, the
maximum AF occurs when ]→ 0, when the Akhmediev
breather becomes the Peregrine soliton. To the best of our
knowledge, this expression was introduced by Onorato et al.
in their study on freak wave generation in random ocean waves
where this AF depends on the wave steepness and number of
waves under the envelope [77]. The plot for this AF can be found
in [43, 78, 79]. Some variations in the AF expression for this
soliton also appear in [59–62, 80, 81].

The Akhmediev soliton is rather well-known due to its
characteristics being a nonlinear extension of linear
modulational instability. This instability is also known as
sideband (or Bespalov-Talanov) instability in nonlinear optics
[82–84], or Benjamin-Feir instability in water waves [17, 85].
Some authors studied the modulational instability in plasma
physics [11, 86–88] and in BEC [89–94]. Modulational
instability is defined as the temporal growth of the
continuous-wave NLS solution due to a small, side-band
modulation, in a monochromatic wave train. A geometric
condition for wave instability in deep water waves is given in
[95] and for a historical review of modulational instability,
see [96].

It has been shown numerically and experimentally that the
modulated unstable wave trains grow to a maximum limit and
then subside. In the spectral domain, the wave energy is
transferred from the central frequency to its sidebands during
the wave propagation for a certain period, and then it is
recollected back to the primary frequency mode [97–101]. It
turns out that the long-time evolution of these unstable wave
trains leads to a sequence of modulation and demodulation
cycles, known as the Fermi-Pasta-Ulam-Tsingou (FPUT)
recurrence phenomenon [102, 103]. Although the FPUT
recurrence using the NLS model has been observed
experimentally in surface gravity waves in the late 1970s [98],
it took more than 2 decades for the phenomenon to be
successfully recovered in nonlinear optics [104].

Since the modulational instability extends nonlinearly to the
Akhmediev soliton, it is no surprise that the former is considered
as a possible mechanism for the generation of rogue waves while
the latter acts as one prototype [105–107]. For wave trains with
amplitude and phase modulation, there is a competition between
the nonlinearity and dispersive factors. After the modulational
instability occurs, the growth predicted by linear theory is
exponential, and the nonlinear effect in the form of the
Akhmediev soliton takes over before the wave trains return to
the stage similar to the initial profiles with a phase-shift difference
[64, 108]. On the other hand, Biondini and Fagerstrom argued
that the major cause of modulational instability in the NLS
equation is not the breather soliton solutions per se, but the
existence of perturbations where discrete spectra are
absence [109].

Experimental attempts on deterministic rogue wave
generation using the Akhmediev solitons suggested that the
symmetric structure is not preserved and the wave spectrum
experiences frequency downshift even though wavefront
dislocation and phase singularity are visible [43, 110–114]. A
numerical calculation of rogue wave composition can be
described in the form of the collision of Akhmediev breathers
[115]. Another comparison of the Akhmediev breathers with the
North Sea Draupner New Year and the Sea of Japan Yura wave
signals also show some qualitative agreement [116]. The
characteristics of the Akhmediev solitons have also been
observed experimentally in nonlinear optics [117].

A theoretical, numerical, and experimental report of higher-
order modulational instability indicates that a relatively low-
frequency modulation on a plane-wave induces pulse splitting
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at different phases of evolution [118]. Second-order breathers
composed of nonlinear combinations of the Kuznetsov-Ma
breather and Akhmediev soliton reveal the dependence of the
wave envelope on the degenerate eigenvalues and differential
shifts [119]. Similar higher-order Akhmediev solitons visualized
in [118, 119] have been featured earlier in [43, 120] and similar
illustrations can also be found in [60, 121–127].

1.2.3 The Peregrine Soliton
The third one is called the “Peregrine soliton”, also known as the
“rational solution” [128]. This soliton is localized in both spatial
and temporal variables (x, t) and is written as follows (denoted
as qP):

q(x, t) � qP(x, t) � e2it( 4(1 + 4it)
1 + 16t2 + 4x2

− 1). (7)

This solution is neither a traveling wave nor contains free
parameters. Johnson called it a “rational-cum-oscillatory
solution” [129]. Others referred to it as the “isolated Ma
soliton” [130], an “explode-decay solitary wave” [131], the
“rational growing-and-decaying mode” [71], the “algebraic
breather” [132], or the “fundamental rogue wave
solution” [124].

The amplitude amplification for the Peregrine soliton is
exactly of factor three, and this can be obtained by taking the
limit of the parameters toward zero in the previous two breathers:

AFP � lim
μ→ 0

AFM(μ) � 3 � lim
]→ 0

AFA(]). (8)

Although the other two breather solitons are also proposed as
rogue wave prototypes, some authors argued that the Peregrine
soliton is the most likely freak wave event due to its appearance
from nowhere and disappearance without a trace [79] as well as
its closeness to all initial supercritical humps of small uniform
envelope amplitude [133]. Some numerical and experimental
studies may support this reasoning.

Henderson et al. studied numerically unsteady surface
gravity wave modulations by comparing the fully nonlinear
and NLS equations [130]. For steep-waves, their computations
produced striking similarities with the Peregrine soliton. On the
other hand, Voronovich et al. confirmed numerically that the
bottom friction effect, even when it is small in comparison to
the nonlinear term, could hamper the formation of a breather
freak wave at the nonlinear stage of instability [134].
Investigations on linear stability demonstrated that the
Peregrine soliton is unstable against all standard
perturbations, where the analytical study is supported by
numerical evidence [135–138].

An important breakthrough in the study of rogue waves is the
observation of the Peregrine soliton in nonlinearmedia. In nonlinear
optics, the existence of strongly localized temporal and spatial peaks
on a non-vanishing background, which indicates near-ideal
Peregrine soliton characteristics, was successfully implemented for
the first time in optical fiber generating femtosecond pulses in 2010
[139]. Not long after that, the Peregrine soliton was also observed
experimentally for the first time in a water wave tank [140]. A
comparison between the predictions from the theoretical model and

the measurement results exhibits an excellent qualitative agreement
in terms of wave signal pattern, its amplification factor, and its
symmetric structure. Another successful experimental observation of
the Peregrine solitons is reported in ion-acoustic waves of a
multicomponent plasma with negative ions when the density of
negative ions is equal to the critical value [141].

A sequence of related experimental studies using the Peregrine
soliton demonstrated reasonably good qualitative agreement with
the theoretical prediction. Some discrepancies occur in the
modulational gradients, spatiotemporal symmetries, and for larger
steepness values [142], as well as the frequency downshift [143].
Interestingly, Chabchoub et al. shown further experimentally that
the dynamics of the Peregrine soliton and its spectrum
characteristics persist even in the presence of wind forcing with
high velocity [144]. By selecting a target location and determining an
initial steepness, an experiment using the Peregrine soliton of wave
interaction with floating bodies during extreme ocean condition has
also been successfully implemented [145].

The Peregrine soliton also finds applications in the evolution
of the intrathermocline eddies, also known as the oceanic lenses
[146]. It appeared as a special case of stationary limit in the
solutions of the spinor BEC model [147], and it was observed
experimentally emerging from the stochastic background in
deep-water surface gravity waves [148].

Nonlinear spectral analysis using the finite gap theory showed
that the spectral portraits of the Peregrine soliton represent a
degenerate genus two of the NLS equation solution [149]. Higher-
order Peregrine solitons in terms of quasi-rational functions are
derived in [150]. Higher-order Peregrine solitons up to the
fourth-order using a modified Darboux transformation has
been presented with applications in rogue waves in the deep
ocean and high-intensity rogue light wave pulses in optical fibers
[151]. Super rogue waves modeled with higher-order Peregrine
soliton with an amplitude amplification factor of five times the
background value are observed experimentally in a water-wave
tank [122].

1.3 A Literature Review on Rogue Waves
There are various excellent reviews on rogue wave phenomena
based on the NLS equation as a mathematical model and its
corresponding breather solitons. Onorato et al. covered rogue
waves in several physical contexts including surface gravity
waves, photonic crystal fibers, laser fiber systems, and 2D
spatiotemporal systems [60]. Dudley et al. reviewed breathers
and rogue waves in optical fiber systems with an emphasis on the
underlying physical processes that drive the appearance of
extreme optical structures [125]. They reasoned that the
mechanisms driving rogue wave behavior depend very much
on the system. Residori et al. presented physical concepts and
mathematical tools for rogue wave description [62]. They
highlighted the most common features of the phenomenon
include large deviations of wave amplitude from the Gaussian
statistics and large-scale symmetry breaking. Chen et al. discussed
rogue waves in scalar, vector, and multidimensional systems
[152] while Malomed and Mihalache surveyed some
theoretical and experimental studies on nonlinear waves in
optical and matter-wave media [153].
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Rogue waves come from and are closely related to modulational
instability with resonance perturbation on continuous background
[154]. A comparison of breather solutions of the NLS equation
with emergent peaks in noise-seeded modulational instability
indicated that the latter clustered closely around the analytical
predictions [155]. “Superregular breathers” is the term coined
indicating creation and annihilation dynamics of modulational
instability, and the evidence of the broadest group of these
superregular breathers in hydrodynamics and optics has been
reported [156]. An interaction between breather and higher-
order rogue waves in a nonlinear optical fiber is characterized
by a trajectory of localized troughs and crests [157].

Breather soliton solutions find several applications, among
others in beam-plasma interactions [158], in the transmission
line analog of nonlinear left-handed metamaterials [159], in a
nonlinear model describing an electron moving along the axis of
deformable helical molecules [160], and in the mechanisms
underlying the formation and real-time prediction of extreme
events [161]. Additionally, optical rogue waves also successfully
simulated in the presence of nonlinear self-image phenomenon in
the near-field diffraction of plane waves from lightwave grating,
known as the Talbot effect [162].

Since the definitions of “rogue waves” and “extreme events”
are varied, a roadmap for unifying different perspectives could
stimulate further discussion [163]. Theoretical, numerical, and
experimental evidence of the dissipation effect on phase-shifted
FPUT dynamics in a super wave tank, which is related to
modulational instability, can be described by the breather
solutions of the NLS equation [164]. Since the behavior of a
large class of perturbations characterized by a continuous
spectrum is described by the identical asymptotic state, it
turns out that the asymptotic stage of modulational instability
is universal [165]. Surprisingly, the long-time asymptotic
behavior of modulationally unstable media is composed of an
ensemble of classical soliton solutions of the NLS equation
instead of the breather-type solutions [166].

GeneralN-solitonic solutions of theNLS equation in the presence
of a condensate derived using the dressing method describe the
nonlinear stage of the modulational instability of the condensate
[167]. Rogue waves on a periodic background in the form of cnoidal
functions that exhibit modulational instability not only generalize
the Peregrine’s soliton but also potentially stimulate further
discussion [168]. Recently, both theoretical description and
experimental observation of the nonlinear mutual interactions
between a pair of copropagative breathers are presented and it is
observed that the bound state of breathers exhibits a behavior similar
to a molecule with quasiperiodic oscillatory dynamics [169].

The paper will be presented as follows. After this
introduction, Section 2 discusses rigorous proof for the
limiting behavior of the breather wave solutions using the
ϵ-δ argument. The limiting behavior will continue in Section
3, where we cover it from the visual viewpoint. We present the
corresponding contour plots for various values of parameters
and the parameterization sketches of the non-rapid oscillating
complex-valued breather amplitudes. Finally, Section 4
concludes our discussion and provide remarks for potential
future research.

2 LIMITING BEHAVIOR

This section provides rigorous proof of the limiting behavior of
breather wave solutions using the ϵ-δ argument. We have the
following theorem:

Theorem 1. The Peregrine soliton is a limiting case
for both the Kuznetsov-Ma breather and Akhmediev
soliton:

lim
μ→ 0

qM(x, t) � qP(x, t) � lim
]→ 0

qA(x, t). (9)

We split the proof into four parts, and each limit consists of
two parts corresponding to the real and imaginary parts of the
solitons.

Proof. The following shows that the limit for the real parts
of the Kuznetsov-Ma breather and Peregrine soliton is
correct, i.e.,

lim
]→ 0

Re{qM(x, t)} � Re{qP(x, t)}.
For each ε> 0, there exists δ �

����������
(ε + 2)2 − 4

√
> 0 such that if

0< μ< δ, then
∣∣∣∣Re{qM} − Re{qP}

∣∣∣∣< ε. We know that since

cosh μ(x − x0)
cos ρ(t − t0) ≥ 1 for all(x, t) ∈ R2,

it then implies

ρ
cosh μ(x − x0)
cos ρ(t − t0) − 2μ≥ ρ − 2μ,

It follows that

∣∣∣∣Re{qM}−Re{qP}∣∣∣∣� ∣∣∣∣∣∣∣∣∣∣ μ3

ρ
cosh](x−x0)
cosρ(t− t0) −2μ

− 4

1+16(t− t0)2 +4(x− x0)2
∣∣∣∣∣∣∣∣∣∣

≤
∣∣∣∣∣∣∣∣ μ3

ρ−2μ−4
∣∣∣∣∣∣∣∣� ∣∣∣∣∣∣ �����

μ2 +4
√

−2
∣∣∣∣∣∣

≤
�����
δ2 +4

√
−2

�
����������������( ���������

(ε+2)2 −4
√ )2

+4
√

−2� ε.

The following verifies that the limit for the imaginary parts
of the Kuznetsov-Ma breather and Peregrine soliton is
accurate, i.e.,

lim
]→ 0

Im{qM(x, t)} � Im{qP(x, t)}.
For each ε> 0, there exists δ �

��������������������
−10 + 2

������������
25 + 4ε/|t − t0|

√√
> 0

such that if 0< μ< δ, then
∣∣∣∣Im{qM} − Im{qP}

∣∣∣∣< ε. We can write
the imaginary parts of qM and qP as follows

Im{qM}� μρ

ρ
coshμ(x−x0)
sinρ(t− t0) −2μcotρ(t−t0)

≤
μρ2|t−t0|
ρ−2μ ,

Im{qP}� 16(t− t0)
1+16(t− t0)2+4(x− x0)2≤16|t−t0|,
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It follows that

∣∣∣∣Im{qM}−Im{qP}∣∣∣∣�
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

μρ

ρ
coshμ(x−x0)
sinρ(t− t0) −2μcotρ(t− t0)

− 16(t− t0)
1+16(t− t0)2+4(x−x0)2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣ μρ2ρ−2μ−16

∣∣∣∣∣∣∣∣|t−t0|
�
∣∣∣∣∣∣∣(μ2+4)( �����

μ2+4
√

+2)−16∣∣∣∣∣∣∣|t− t0|
<
∣∣∣∣∣∣∣∣(δ2+4)(δ24 +4)−16

∣∣∣∣∣∣∣∣|t−t0|
�
∣∣∣∣∣∣∣∣δ44 +5δ2

∣∣∣∣∣∣∣∣|t− t0|�ε.
In what follows, we present the limit of the real part of the

Akhmediev soliton as ]→ 0 is indeed the real part of the
Peregrine soliton, i.e.,

lim
]→ 0

Re{qA(x, t)} � Re{qP(x, t)}.
For each ε> 0, there exists δ � ���

ε/3
√

> 0 such that if
0< ]< δ < 2, then

∣∣∣∣Re{qA} − Re{qP}
∣∣∣∣< ε. We know that since

−1≤ cos ](x − x0)
cosh σ(t − t0)≤ 1 for all (x, t) ∈ R2,

it then implies

2] − σ ≤ 2] − σ
cos](x − x0)
coshσ(t − t0).

Wealso have 1 + 16(t − t0)2 + 4(x − x0)2 ≥ 1 for all (x, t) ∈ R2.
Furthermore, since 0≤

�����
4 − ]2

√
≤ 2, 0≤ 2 − �����

4 − ]2
√

≤ 2,

1
4
≤
2 − �����

4 − ]2
√
]2

≤
1
2
,

1
2
≤
1
4
+ 2 − �����

4 − ]2
√
]2

≤
3
4
,

and
2 − �����

4 − ]2
√
4]2

≥
1

4δ2
,

it follows that

∣∣∣∣Re{qA} − Re{qP}∣∣∣∣ �
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

]3

2] − σ
cos ](x − x0)
cosh σ(t − t0)

− 4

1 + 16(t − t0)2 + 4(x − x0)2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣ ]3

2] − σ
+ 4

∣∣∣∣∣∣∣∣ �
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

1(2 − �����
4 − ]2

√ )
]2

+ 1
1
4

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
�

∣∣∣∣∣∣∣∣∣∣14 + (2 − �����
4 − ]2

√ )
]2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣(2 −
�����
4 − ]2

√ )
4]2

∣∣∣∣∣∣∣∣
≤
3
4
(4δ2) � 3( �

ε

3

√ )2

� ε.

In what follows, we demonstrate that the limit of the
imaginary part of the Akhmediev soliton becomes the
imaginary part of the Peregrine soliton, i.e.,

lim
]→ 0

Im{qA(x, t)} � Im{qP(x, t)}.
For each ε> 0, there exists δ � ���

ε/4
√

> 0 such that if
0< ]< δ < 2, then

∣∣∣∣Im{qA} − Im{qP}
∣∣∣∣< ε. We can write the

imaginary parts of qA and qP as follows

Im{qA} � ]σ tanh σ(t − t0)
2] − σ

cos ](x − x0)
cosh σ(t − t0)

≤
]σ2|t − t0|
2] − σ

,

Im{qP} � 16(t − t0)
1 + 16(t − t0)2 + 4(x − x0)2 ≤ 16|t − t0|.

Since 2 + �����
4 − ]2

√
≤ 4 and (4 − ]2)≤ 4 + δ2/|t − t0|, it follows

that

∣∣∣∣Im{qA} − Im{qP}∣∣∣∣ � ∣∣∣∣∣∣∣∣∣∣ ]σ tanh σ(t − t0)
2] − σ

cos ](x − x0)
cosh σ(t − t0)

− 16(t − t0)
1 + 16(t − t0)2 + 4(x − x0)2

∣∣∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣∣ ]σ2

2] − σ
− 16

∣∣∣∣∣∣∣∣|t − t0|

�
∣∣∣∣∣∣∣∣(4 − ]2)(2 + �����

4 − ]2
√ ) − 16

∣∣∣∣∣∣∣∣|t − t0|

<
∣∣∣∣∣∣∣∣4(4 + δ2

|t − t0|) − 16

∣∣∣∣∣∣∣∣|t − t0|

� 4δ2 � 4( �
ε

4

√ )2

� ε.

We have completed the proof.
In the following section, we will visualize the limiting behavior

of the breather solutions as they approach toward the Peregrine
soliton.

3 LIMITING BEHAVIOR VISUALIZED

In this section, we will visually confirm the limiting behavior of
the Kuznetsov-Ma and Akhmediev breathers toward the
Peregrine soliton as both parameter values approach zero.
Subsection 3.1 presents the contour plots of the amplitude
modulus, and Subsection 3.2 discusses the spatial and
temporal parameterizations of the breathers. We select several
parameter values in sketching the plots. Figure 1 displays the
chosen parametric values for both breather solutions, where they
can be visualized in the complex-plane for the parameter pair
(μ, ]).

3.1 Contour Plot
In this subsection, we observe the contour plots of the amplitude
modulus of the breather and how the changes in the parameter
values affect the envelope’s period and wavelength. Similar
contour plots have been presented in the context of
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electronegative plasmas with Maxwellian negative ions [170]. In
particular, the contour plot of the Peregrine soliton is also
displayed in [142].

Figures 2A-E display the contour plots of the Kuznetsov-Ma
breather for several values of parameters μ:

�
2

√
, 1, 1/2, and 1/5.

Figure 2E is a zoom-in version of the same contour plot given in
Figure 2D. Figure 2F is the final stop when we let the parameter
μ→ 0, for which the Kuznetsov-Ma breather turns into the
Peregrine soliton. It is interesting to note that for μ � 1/5, the
contour plot is nearly identical to the one from the Peregrine

soliton, as we can observe by qualitatively comparing panels (E)
and (F) of Figure 2.

Let TM denote the temporal envelope period for the
Kuznetsov-Ma breather, then we know that in general,
TM � 2π/ρ. For μ→∞, TM → 0 and vice versa, for μ→ 0,
TM →∞. For any given value of μ> 0, TM can be easily
calculated. Here are some examples. For μ � �

2
√

, TM �
π/

�
3

√
≈ 1.814 and we display five periods in Figure 2A along the

temporal axis t. For μ � 1,TM � 2π/
�
5

√
≈ 2.81 and for the same time

interval as in panel (A), we can only capture three periods along the

FIGURE 1 | Selected parametric values ] and μ � i] displayed in the complex plane for the Kuznetsov-Ma breather and Akhmediev soliton visualized in this section.

FIGURE 2 |Contour plots for the moduli of the Kuznetsov-Ma breather for (A) μ � ��
2

√
, (B) μ � 1, (C) μ � 0.5, (D) μ � 0.2, (E) also μ � 0.2 but a zoom-in version, and

(F) μ � 0, which gives the Peregrine soliton. Notice that the contour plots (e) and (f) are qualitatively nearly identical.
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temporal axis t, as shown in Figure 2B. Furthermore, for μ � 1/2,
TM � 8π/

��
17

√
≈ 6.1 and we need to extend almost twice the length

in the time interval in order to capture at least three periods.
Figure 2C shows this contour plot. Finally, for μ � 1/5,
TM � 50π/

���
101

√
≈ 15.63. As we can observe in Figure 2D,

extending the length of time interval to around 40 units is
sufficient to capture at least three periods, albeit the detail around
maximum and minimum is hardly visible. Table 1 displays selected
parameter values of the Kuznetsov-Ma breather and their
corresponding temporal envelope periods TM.

Figures 3A–C display the contour plot of the Akhmediev
soliton for selected values of its parameters ν: 1, 1/2, and 1/4.
Figure 3D shows the contour plot of the Peregrine soliton, which
occurs as the final destination when letting the parameter ]→ 0.
Figure 3D is identical to Figure 2F, the only difference lies in the

length-scale of both horizontal and vertical axes. Similar to the
previous case, zooming-in the contour plot for ] � 1/4 in
Figure 3C will yield a qualitatively nearly identical contour
plot with the Peregrine soliton shown in the panel (D). (It is
not shown in the figure.)

Let LA denote the spatial envelopewavelength for the Akhmediev
soliton, then for 0< ]< 2, LA � 2π/], which gives LA > π. For ]→ 2,
LA → π, and as ]→ 0, LA →∞. Table 2 displays selected values of
the parameter ] and their corresponding spatial envelope
wavelength LA for the Akhmediev soliton. For ] � 1, LA � 2π
and the spatial length of 20 units in Figure 3A is sufficient to
capture three envelope wavelength. For ] � 1/2, LA � 4π and the
spatial length of 40 units in Figure 3B is required to capture at least
three envelope wavelength. For ] � 1/4, LA � 8π and the spatial
length of 60 units in Figure 3C is needed to capture at least three

TABLE 1 | Exact values of the temporal envelope period TM and their approximate values for selected parameter values μ corresponding to the Kuznetsov-Ma breather.

Parameter values Temporal envelope period

μ (exact) μ (decimal) ρ (exact) ρ (approximation) TM (Exact) TM (Approximation)

1/5 0.2
����
101

√
/25 0.402 50π/

����
101

√
15.630

1/2 0.5
���
17

√
/4 1.031 8π/

���
17

√
6.096

1 1.0
��
5

√
2.236 2π/

��
5

√
2.810��

2
√

1.414 2
��
3

√
3.464 π/

��
3

√
1.814

FIGURE 3 | Contour plots for the moduli of the Akhmediev breather for (A) ] � 1, (B) ] � 0.5, and (C) ] � 0.25, as well as (D) the Peregrine soliton.

TABLE 2 | Exact values of the spatial envelope wavelength LA and their approximate values for selected parameter values ] corresponding to the Akhmediev soliton.

Parameter values Spatial envelope wavelength

ν (exact) ν (decimal) σ (exact) σ (approximation) LA (Exact) LA (Approximation)

1/4 0.25 3
��
7

√
/16 0.496 8π 25.133

1/2 0.5
���
15

√
/4 0.968 4π 12.566

1 1.0
��
3

√
1.732 2π 6.283
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envelope wavelength. The details around maxima and minima are
hardly visible for the latter.

3.2 Parameterization in Spatial and
Temporal Variables
In this subsection, we write the breather solutions as
qX(x, t) � q0(t) ~qX(x, t), where q0(t) is the plane-wave solution
and X � {M,A,P}. Since the plane-wave solution gives a fast-
oscillating effect, we only consider the non-rapid oscillating part
of the breathers ~qX for the parameterization visualization. In the
subsequent figures, we present both spatial and temporal
parameterizations of the Kuznetsov-Ma breather, Akhmediev, and
Peregrine solitons. A similar description has been briefly covered and
discussed in [30, 61, 63, 164]. This article does not only complements
and supplements but also provides detailed explanations to those
references. Additionally, note that the unit circle centered at the
origin appeared in each panel of Figures 4–7 (dotted black circle)
corresponds to the phase of the continuous-wave pedestal, i.e., the
manifold of the breathers for x→ ± ∞ or t→ ± ∞ [30].

Figure 4 displays the parameterization of the non-rapid oscillating
Kuznetsov-Ma breather ~qM in the spatial variable x for different values
of the temporal variable t and parameter μ. Different panels indicate
different parameter values μ and for each panel, different curves, for
which in this particular case, they are merely straight lines, indicate
different time t. For all cases, we consider x ≥ 0 due to the symmetry
nature of the breathers. The straight-line trajectories move inwardly
focused from the dotted blue circle at x � 0 toward (−1, 0) as x→∞.
The situation is simply reversed for x < 0: the path of trajectoriesmove
outwardly defocused as x progresses from (−1, 0) at x→ −∞
toward the dotted blue circle at x � 0. At the bottom of these four
panels, we also present the t-axis and corresponding values of the
selected values of t for −TM/2< − π/4≤ t ≤ π/4<TM/2. The
trajectories in the upper-part and lower-part of the complex-plane
correspond to the positive and negative values of t, respectively. We
observe that the trajectories shift faster in space around t � 0 than
around t � ± TM/2 � ± π/ρ.

In particular, for t � nπ/ρ, n ∈ Z, ~qM reduces to a real-valued
function, i.e., Im(~qM) � 0 for all μ> 0.Hence, the parameterized curve
is a straight line at the real-axis. For t � 2nπ/ρ, n ∈ Z, this is shown by

A B

C D

FIGURE 4 | Parameterization of the non-rapid-oscillating complex-valued amplitude of the Kuznetsov-Ma breather ~qM in the spatial variable x, x ≥0, for different
values of temporal variable t and different values of the parameter μ: (A) μ � ��

2
√

, (B) μ � 1, (C) μ � 1/2, and (D) μ � 1/5. The selected values of t are t � 0 (solid red),
t � ± π/64 (dashed green), t � ± π/32 (solid purple), t � ± π/16 (dash-dotted magenta), t � ± π/8 (solid cyan), and t � ± π/4 (dashed orange).
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the horizontal solid red line lying on the real axis moving from a point
larger than Re(~qM) � 3 to Re (~qM) � −1 for x > 0. The represented
case t � 0 is displayed in Figure 4while the case t � π/ρ is not shown
in the figure. Indeed, from (3), we obtain the following limiting values
for n ∈ Z:

lim
x→ 0

qM(x, 2nπ/ρ) � 1 +
�����
μ2 + 4

√
,

and lim
x→ 0

qM(x, (2n + 1)π/ρ) � 1 −
�����
μ2 + 4

√
.

(10)

Additionally, lim
x→ ± ∞

qM(x, nπ/ρ) � −1. Using a similar analysis,

vertical straight lines at Re (~qM) � −1 can be obtained by taking
the values of t � (n + 1/2)π/ρ, for n ∈ Z. The line direction from
the positive and negative regions of Im(~qM) is downward and
upward toward (−1, 0) for even and odd values of n ∈ Z,
respectively.

Figure 5 displays the sketch of the non-rapid-oscillating
Kuznetsov-Ma breather ~qM in the complex-plane parameterized
in the temporal variable t for different values of the spatial variable x
and parameter μ. For each case, t is taken for one temporal envelope
period, i.e., −TM/2 � −π/ρ< t < π/ρ � TM/2. Instead of a set of
straight lines, the trajectories form the shape of elliptical curves. For
each x � x0 ∈ R, the ellipse is centered at (c(x0), 0) with semi-
minor axis a(x0) and semi-major axis b(x0), where

a(x0) � μρ cosh(μx0)
d(x0) (11)

b (x0) � ρ cosh(μx0)�����
d(x0)

√ (12)

c(x0) � 2μ2

d(x0) − 1 (13)

d (x0) � 2 cosh(2μx0) + μ2 − 2. (14)

FIGURE 5 | Parameterization of the non-rapid oscillating complex-valued amplitude of the Kuznetsov-Ma breather ~qM in the temporal variable t (−π/ρ< t< π/ρ) for
different values of spatial variable x: x � 0 (solid blue), x � 1/8 (long-dashed red), x � 1/4 (dash-dotted green), x � 1/2 (dashed purple), x � 1 (dash-dotted cyan), and
x � 2 (solid magenta) and different values of the parameter μ: (A) μ � ��

2
√

, (B) μ � 1, (C) μ � 1/2, and (D) μ � 1/5.
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The special case of a circle is obtained for x0 � 0 with the radius
r � �����

μ2 + 4
√

centered at (1, 0). All curves move in
the counterclockwise direction for increasing t. For x > 0, the
larger the values of x, the smaller the ellipses become. The
situation is the opposite for x < 0: smaller values of x (but largely
negatives in its absolute value sense) correspond to smaller ellipses
in the complex plane. Due to its spatial symmetry, only the plots for
positive values of x are displayed. The axis below the figure panels
shows the selected x values for a better overview of the variable
scaling: x � 0, 1/8, 1/4, 1/2, 1, and x � 2.

In Figure 4, the starting points of the trajectories for x � 0
are shrinking as μ decreases, as indicated by the dotted blue
exterior circles. For the same interval of time t, these initial
points also tend to be absorbed toward the right-hand side of
the exterior circles while they focus toward (−1, 0). As we can
observe in panels (A) and (B), the trajectories at t � ± π/4
originate from the left-hand side of the exterior circles for
μ≥ 1. A similar pattern was no longer observed as the values of
μ get smaller, as we can see in panels (C) and (D). Meanwhile,
the circles and ellipses are getting smaller in Figure 5 for
decreasing values of μ. Except for the circles that are always
centered at (1, 0), the centers of the ellipses shift toward the
left-hand side of the blue exterior circle near (−1, 0) as μ
decreases.

Figure 6 displays the sketch in the complex-plane of the non-
rapid-oscillating Akhmediev soliton ~qA [panels (A)-(C)] and
Peregrine soliton ~qP [panel (D)] parameterized in the spatial
variable x for different values of the temporal variable t and
parameter ]. We only display the trajectories corresponding to
the positive values of t, the trajectories for the negative values of t
are simply the reflection over the horizontal axis Re (~qP) � 0. The
t-axis below the panels indicate the chosen values of t displayed in
the figure. Similar to the trajectories for the Kuznetsov-Ma
breather when they are parameterized in the spatial variable x,
the trajectories for the Akhmediev soliton parameterized in x are
also collections of straight lines shifting in the counterclockwise
direction for increasing values of t. Different from the previous
case, these straight lines are periodic in x. The experimental
results of deterministic freak wave generation using the spatial
NLS equation showed that instead of straight lines, we obtained
non-degenerate Wessel curves, suggesting that the periodic lines
might be perturbed during the downstream evolution [43, 113].

For each panel, we only sketch the trajectories for an interval of
half the spatial envelope wavelength, i.e., 0≤ x ≤ LA/2 � π/]. For
this limited space interval, the direction of the lines is moving
inwardly focused, from the dotted-blue exterior circle for x � 0 to
some values in the left-part of the complex-plane near
Re(~qA) � −1. As the value of x progresses,

A B

DC

FIGURE 6 | Parameterization of the non-rapid oscillating complex-valued amplitude ~q in the spatial variable x for different values of temporal variable t: t � 0 (solid red),
t � 1/16 (long-dashed green), t � 1/8 (dash-dotted purple), t � 1/4 (dash magenta), t � 1/2 (dash-dotted cyan), t � 1 (dashed orange), t � 2 (solid black), and t � 4 (solid
red), and modulation frequencies of the Akhmediev solitons (A) ] � 1 (0≤ x ≤ π), (B) ] � 1/2 (0≤ x ≤2π), (C) ] � 1/4 (0≤ x ≤4π), and (D) ] � 0, x ≥0 (Peregrine soliton).
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LA/2 � π/]≤ x ≤ LA � 2π/], the trajectories bounce back toward
the initial points by following the identical paths. They then travel
in the same manner periodically as x→ ± ∞. For a decreasing
value of the parameter ν, the endpoint of these lines tends to focus
around the region near (−1, 0), as we can observe in Figures
6A–C. For the Peregrine soliton, the trajectories are not periodic
as LA →∞, and they tend to (−1, 0) for x→ ± ∞, as can be seen
in Figure 6D.

In Figure 6, a prominent difference in the trajectories for
different values of the parameter ] is its lengths. The length of the
trajectories is increasing for decreasing values of ]. While the
starting points for the Kuznetsov-Ma breathers are shrinking, for
this family of Akhmediev solitons, they are expanding as ]→ 0
until the dotted blue exterior circle reaches a radius of 2 unit
length. Moreover, the endpoints for larger values of ] stop at some
points where their real values become negative but still larger than
−1. These endpoints eventually approach (−1, 0) as ]→ 0.

Figure 7 displays the sketch of the non-rapid-oscillating part
of the Akhmediev soliton ~qA [panels (A)-(C)] and Peregrine
soliton ~qP [panel (D)] in the complex-plane parameterized in the
temporal variable t for different values of the spatial variable x and
parameter ]. The values of t run from t→ −∞ to t→ +∞, and
we only sketch the positive values of x. The plots for the negative

values of x are identical and are not shown due to the symmetry
property of the soliton. The x-axis below the panels shows the
selected values of x ranging from x � 0 to x � π. For ~qA, the
trajectories are composed of circular sectors, elliptical sectors, and
straight lines instead of closed curves like circles or ellipses. Since
this soliton is a nonlinear extension of the modulational
instability, the trajectories for each value of the parameter ],
0< ]< 2, are the corresponding homoclinic orbit for an unstable
mode, and the presence of a phase shift prevents closed-path
trajectories [30, 34, 76, 164].

The circular sectors are attained for x � 0 and the straight
lines occur at x � (n + 1/2)π/], n ∈ Z, n ∈ Z. Trajectories at
other locations yield the elliptical sectors. The initial and final
points are not identical, and this indicates a phase shift in the
soliton. Let ϕ+∞ and ϕ−∞ be the phases for x→ ± ∞,
respectively. Let also Δϕ � ϕ+∞ − ϕ−∞ be the difference
between the phases at x � +∞ and x � −∞, then we have
the following phase relationships:

tanϕ ± ∞ � ± σ

]2 − 1
, (15)

and Δϕ � 2 arctan( σ

]2 − 1
). (16)

A B

DC

FIGURE 7 | Parameterization of the non-rapid oscillating complex-valued amplitude ~q in the temporal variable t (−∞< t<∞) for different values of spatial variable
x: x � 0 (solid blue), x � π/8 (long-dashed red), x � π/6 (dash-dotted green), x � π/4 (dashed purple), x � π/2 (dash-dotted cyan), and x � π (solid magenta), and
modulation frequencies of the Akhmediev solitons (A) ] � 1, (B) ] � 0.5, (C) ] � 0.25, and (D) ]→ 0 (the Peregrine soliton).
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For the Peregrine soliton, the trajectories of time
parameterization in the complex-plane are either a circle (for
x � 0) or ellipses (for other values of x ≠ 0). The circle is centered
at (1, 0) with radius r � 2. Let x � x0 ∈ R be the position for the
Peregrine soliton, then the ellipse has the length of semi-minor
axis a(x0), the length of semi-major axis b(x0), and is centered at
(c(x0), 0), where

a(x0) � 2
1 + 4x20

, (17)

b(x0) � 2������
1 + 4x20

√ , (18)

and c(x0) � a(x0) − 1. (19)

Nearly all trajectories in Figure 7 follow the right-hand
side paths instead of the left-hand side. For decreasing values of
], the trajectories are generally expanding in size, except for the
curve at x � π that becomes a straight line when the parameter
value changes from ] � 1 to ] � 1/2. When the values of ] is
further decreased, the trajectories at x � π become an elliptical
sector and an ellipse for ] � 1/4 and ] � 0, respectively.

Figure 8 should be viewed in connection to Figures 6D, 7D. It
displays the plots of the real and imaginary parts of the non-rapid-
oscillating complex-valued amplitude for the Peregrine soliton ~qP
with respect to x and t, which are presented in the upper and lower

panels, respectively. For the former, different curves correspond to
selected values of time t ∈ {0, 1/16, 1/8, 1/4, 1/2, 1, 2}. For the latter,
different curves correspond to selected values of position
x ∈ {0, π/8, π/6, π/4, π/2, π}. The phase difference in the time
parameterization of ~qP is discernible from the behavior of
Im(~qP) as t→ ± ∞. While lim

x→ ± ∞
Re(~qP) � −1, the quantity for

lim
x→ ± ∞

Im(~qP) takes positive and negative values, respectively.

4 CONCLUSION

We have considered the exact analytical breather solutions of the
focusing NLS equation, where the wave envelopes at infinity have a
nonzero but constant background. These solutions have been
adopted as weakly nonlinear prototypes for freak waves in
dispersive media due to their fine agreement with various
experimental results. We have provided not only a brief historical
review of the breathers but also covered some recent progress in the
field of rogue wave modeling in the context of the NLS equation.

In particular, we have discussed the Peregrine soliton as a limiting
case of the Kuznetsov-Ma breather andAkhmediev soliton.We have
verified rigorously using the ε-δ argument that as each of the
parameter values from these two breathers is approaching zero,
they reduce to the Peregrine soliton. We have also presented this
limiting behavior visually by depicting the contour plots of the

A

C D

B

FIGURE 8 | Plots of the real and imaginary parts of the non-rapid oscillating complex-valued amplitude for the Peregrine soliton with respect to the spatial and
temporal variables, x (upper panels) and t (lower panels), respectively. For upper panels (A) and (B), various curves indicates different time: t � 0 (solid red), t � 1/16 (long-
dashed green), t � 1/8 (dash-dotted purple), t � 1/4 (dash magenta), t � 1/2 (dash-dotted cyan), t � 1 (dashed orange), and t � 2 (solid black). For lower panels (C) and
(D), different curves indicates different positions: x � 0 (solid blue), x � π/8 (long-dashed red), x � π/6 (dash-dotted green), x � π/4 (dashed purple), x � π/2 (dash-
dotted cyan), and x � π (solid magenta).
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breather amplitude modulus for selected parameter values. We
displayed the parameterization plots of the non-rapid-oscillating
complex-valued breather amplitudes both spatially and temporally.

The trajectories for the spatial parameterization in the
complex-plane exhibit a set of straight lines for all the
breathers. From x→ −∞ to x→ +∞, the paths are
passed twice for the Kuznetsov-Ma breather and are elapsed
many times infinitely for the Akhmediev soliton due to its spatial
periodic characteristics. The trajectories in the complex plane for
the parameterization in the temporal variable of the Kuznetsov-
Ma breather and Peregrine soliton feature a periodic circle and a
set of periodic ellipses due to its temporal symmetry. For the
Akhmediev soliton, on the other hand, the path does not only
turn into circle and ellipse sectors but also becomes straight lines
as it travels from t→ −∞ to t→ +∞, featuring homoclinic
orbits with a phase shift.
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Frontiers in Physics | www.frontiersin.org September 2021 | Volume 9 | Article 59976716

Karjanto Peregrine Soliton as a Limiting Behavior

245

https://doi.org/10.1103/physreve.54.4896
https://doi.org/10.1016/j.physrep.2012.09.004
https://doi.org/10.1016/j.physrep.2012.09.004
https://doi.org/10.1016/s0375-9601(02)00576-5
https://doi.org/10.1016/s0375-9601(02)00576-5
https://doi.org/10.1016/j.physleta.2008.12.036
https://doi.org/10.1016/j.physleta.2008.12.036
https://doi.org/10.1103/physrevlett.107.184502
https://doi.org/10.1017/jfm.2013.498
https://doi.org/10.1017/s002211206700045x
https://doi.org/10.1063/1.2163663
https://doi.org/10.1103/physrevlett.24.1165
https://doi.org/10.1103/physrevlett.24.1165
https://doi.org/10.1063/1.1693996
https://doi.org/10.1103/physreva.64.021601
https://doi.org/10.1103/physreva.64.021601
https://doi.org/10.1103/physreva.65.021602
https://doi.org/10.1103/physreva.65.021602
https://doi.org/10.1103/physrevlett.89.170402
https://doi.org/10.1088/0953-4075/35/24/312
https://doi.org/10.1103/physrevlett.91.080405
https://doi.org/10.1103/physreva.67.063610
https://doi.org/10.1093/imamat/1.3.269
https://doi.org/10.1016/j.physd.2008.12.002
https://doi.org/10.1063/1.861268
https://doi.org/10.1017/s0022112077001037
https://doi.org/10.1063/1.862394
https://doi.org/10.1063/1.862122
https://doi.org/10.1146/annurev.fl.12.010180.001511
https://doi.org/10.2172/4376203
https://doi.org/10.1063/1.863242
https://doi.org/10.1103/physrevlett.87.033902
https://doi.org/10.1175/1520-0485(2003)33863
https://doi.org/10.1146/annurev.fluid.40.111406.102203
https://doi.org/10.1016/s0167-2789(02)00662-0
https://doi.org/10.1137/140965089
https://doi.org/10.1016/j.apm.2006.04.015
https://doi.org/10.1016/j.jher.2009.10.008
https://doi.org/10.1016/j.physleta.2007.06.064
https://doi.org/10.1016/j.physleta.2009.04.023
https://doi.org/10.1002/pamm.201010240
https://doi.org/10.1364/oe.17.021497
https://doi.org/10.1103/physrevlett.107.253901
https://doi.org/10.1103/physreve.85.066601
https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


(2012). 12. The typographical error contained in the English version of the
title has been corrected in this reference.

122. Chabchoub A, Hoffmann N, Onorato M, and Akhmediev N. Super Rogue
Waves: Observation of a Higher-Order Breather in Water Waves. Phys Rev X
(2012) 2:011015. doi:10.1103/physrevx.2.011015

123. Calini A, and Schober CM. Observable and Reproducible RogueWaves. J Opt
(2013) 15:105201. doi:10.1088/2040-8978/15/10/105201

124. Ling L, and Zhao LC. Simple Determinant Representation for Rogue Waves
of the Nonlinear Schrödinger Equation. Phys Rev E (2013) 88:043201. doi:10.
1103/physreve.88.043201

125. Dudley JM, Dias F, Erkintalo M, and Genty G. Instabilities, Breathers and
Rogue Waves in Optics. Nat Photon (2014) 8:755–764. doi:10.1038/nphoton.
2014.220

126. Chabchoub A, and Fink M. Time-reversal Generation of Rogue Waves. Phys
Rev Lett (2014) 112:124101. doi:10.1103/physrevlett.112.124101

127. Bilman D, and Miller PD. A Robust Inverse Scattering Transform for the
Focusing Nonlinear Schrödinger Equation. Comm Pure Appl Math (2019) 72:
1722–1805. doi:10.1002/cpa.21819

128. Peregrine DH. Water Waves, Nonlinear Schrödinger Equations and Their
Solutions. J Aust Math Soc Ser B, Appl. Math (1983) 25:16–43. doi:10.1017/
s0334270000003891

129. Johnson RS. A Modern Introduction to the Mathematical Theory of Water
Waves. Cambridge, United Kingdom: Cambridge University Press (1997).

130. Henderson KL, Peregrine DH, and Dold JW. Unsteady Water Wave
Modulations: Fully Nonlinear Solutions and Comparison with the
Nonlinear Schrödinger Equation. Wave Motion (1999) 29:341–361. doi:10.
1016/s0165-2125(98)00045-6

131. Nakamura A, and Hirota R A. New Example of Explode-Decay Solitary Waves
in One-Dimension. J Phys Soc Jpn (1985) 54:491–499. doi:10.1143/jpsj.54.491

132. Yan Z. Nonautonomous “rogons” in the Inhomogeneous Nonlinear
Schrödinger Equation with Variable Coefficients. Phys Lett A (2010) 374:
672–679. doi:10.1016/j.physleta.2009.11.030

133. Shrira VI, and Geogjaev VV. What Makes the Peregrine Soliton So Special as
a Prototype of Freak Waves? J Eng Math (2010) 67:11–22. doi:10.1007/
s10665-009-9347-2

134. Voronovich VV, Shrira VI, and Thomas G. Can Bottom Friction Suppress
“Freak Wave” Formation? J Fluid Mech (2008) 604:263–296. doi:10.1017/
s0022112008001171

135. Klein C, and Haragus M. Numerical Study of the Stability of the Peregrine
Solution.AnnMath Sci Appl (2017) 2:217–239. doi:10.4310/amsa.2017.v2.n2.a1

136. Muñoz C Instability in Nonlinear Schrödinger Breathers. Proyecciones (2017)
36:653–683. doi:10.4067/s0716-09172017000400653

137. Calini A, Schober CM, and Strawn M. Linear Instability of the Peregrine
Breather: Numerical and Analytical Investigations. Appl Numer Math (2019)
141:36–43. doi:10.1016/j.apnum.2018.11.005

138. Klein C, and Stoilov N. Numerical Study of the Transverse Stability of the
Peregrine Solution. Stud Appl Math (2020) 145:36–51. doi:10.1111/sapm.
12306

139. Kibler B, Fatome J, Finot C,Millot G, Dias F, Genty G, et al. The Peregrine Soliton
in Nonlinear Fibre Optics. Nat Phys (2010) 6:790–795. doi:10.1038/nphys1740

140. Chabchoub A, Hoffmann NP, and Akhmediev N. Rogue Wave Observation
in a Water Wave Tank. Phys Rev Lett (2011) 106:204502. doi:10.1103/
physrevlett.106.204502

141. Bailung H, Sharma SK, and Nakamura Y. Observation of Peregrine Solitons
in a Multicomponent Plasma with Negative Ions. Phys Rev Lett (2011) 107:
255005. doi:10.1103/physrevlett.107.255005

142. Chabchoub A, Akhmediev N, and Hoffmann N. Experimental Study of
Spatiotemporally Localized Surface Gravity Water Waves. Phys Rev E (2012)
86:016311. doi:10.1103/physreve.86.016311

143. Shemer L, and Alperovich L. Peregrine Breather Revisited. Phys Fluids (2013)
25:051701. doi:10.1063/1.4807055

144. Chabchoub A, Hoffmann N, Branger H, Kharif C, and Akhmediev N.
Experiments on Wind-Perturbed Rogue Wave Hydrodynamics Using the
Peregrine Breather Model. Phys Fluids (2013) 25:101704. doi:10.1063/1.4824706

145. Onorato M, Proment D, Clauss G, and Klein M. Rogue Waves: From
Nonlinear Schrödinger Breather Solutions to Sea-Keeping Test. PLOS One
(2013) 8:e54629. doi:10.1371/journal.pone.0054629

146. Yurova A. A Hidden Life of Peregrine’s Soliton: Rouge Waves in the Oceanic
Depths. Int J Geom Methods Mod Phys (2014) 11:1450057. doi:10.1142/
s0219887814500571

147. Li S, Prinari B, and Biondini G. Solitons and RogueWaves in Spinor Bose-Einstein
Condensates. Phys Rev E (2018) 97:022221. doi:10.1103/physreve.97.022221

148. Cazaubiel A, Michel G, Lepot S, Semin B, Aumaı̂tre S, Berhanu M, et al.
Coexistence of Solitons and Extreme Events in Deep Water Surface Waves.
Phys Rev Fluids (2018) 3:114802. doi:10.1103/physrevfluids.3.114802

149. Randoux S, Suret P, Chabchoub A, Kibler B, and El G. Nonlinear Spectral
Analysis of Peregrine Solitons Observed in Optics and in Hydrodynamic
Experiments. Phys Rev E (2018) 98:022219. doi:10.1103/physreve.98.022219

150. Gaillard P. Multi-parametric Deformations of Peregrine Breathers Solutions
to the NLS Equation. Adv Res (2015) 4:346–364. doi:10.9734/air/2015/16827

151. Akhmediev N, Ankiewicz A, and Soto-Crespo JM. RogueWaves and Rational
Solutions of the Nonlinear Schrödinger Equation. Phys Rev E (2009c) 80:
026601. doi:10.1103/physreve.80.026601

152. Chen S, Baronio F, Soto-Crespo JM, Grelu P, and Mihalache D. Versatile
Rogue Waves in Scalar, Vector, and Multidimensional Nonlinear Systems.
J Phys A: Math Theor (2017) 50:463001. doi:10.1088/1751-8121/aa8f00

153. Malomed BA, and Mihalache D. Nonlinear Waves in Optical and Matter-
Wave Media: A Topical Survey of Recent Theoretical and Experimental
Results. Rom J Phys (2019) 64:106.

154. Zhao L-C, and Ling L. Quantitative Relations between Modulational
Instability and Several Well-Known Nonlinear Excitations. J Opt Soc Am
B (2016) 33:850–856. doi:10.1364/josab.33.000850

155. Toenger S, Godin T, Billet C, Dias F, Erkintalo M, Genty G, et al. Emergent
Rogue Wave Structures and Statistics in Spontaneous Modulation Instability.
Scientific Rep (2015) 5:10380. doi:10.1038/srep10380

156. Kibler B, Chabchoub A, Gelash A, Akhmediev N, and Zakharov VE.
Superregular Breathers in Optics and Hydrodynamics: Omnipresent
Modulation Instability beyond Simple Periodicity. Phys Rev X (2015) 5:
041026. doi:10.1103/physrevx.5.041026

157. Liu XS, Zhao LC, Duan L, Gao P, Yang ZY, and Yang WL. Interaction
between Breathers and Rogue Waves in a Nonlinear Optical Fiber. Chin Phys
Lett (2018) 35:020501. doi:10.1088/0256-307x/35/2/020501

158. Veldes G, Borhanian J, McKerr M, Saxena V, Frantzeskakis D, and Kourakis
I. Electromagnetic Rogue Waves in Beam-Plasma Interactions. J Opt (2013)
15:064003. doi:10.1088/2040-8978/15/6/064003

159. Shen Y, Kevrekidis P, Veldes G, Frantzeskakis D, DiMarzio D, Lan X, et al.
From Solitons to Rogue Waves in Nonlinear Left-Handed Metamaterials.
Phys Rev E (2017) 95:032223. doi:10.1103/physreve.95.032223

160. Albares P, Díaz E, Cerveró JM, Domínguez-Adame F, Diez E, and Estévez P.
Solitons in a Nonlinear Model of Spin Transport in Helical Molecules. Phys
Rev E (2018) 97:022210. doi:10.1103/physreve.97.022210

161. Farazmand M, and Sapsis TP. Extreme Events: Mechanisms and Prediction.
Appl Mech Rev (2019) 71. doi:10.1115/1.4042065
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Role of Homoclinic Breathers in the
Interpretation of Experimental
Measurements, With Emphasis on the
Peregrine Breather
Alfred R. Osborne*

Nonlinear Waves Research Corporation, Alexandria, VA, United States

A class of generalized homoclinic solutions of the nonlinear Schro ̈dinger (NLS) equation in
1+1 dimensions is studied. These are homoclinic breathers that are shown to be derivable
from the ratio of Riemann theta functions for the genus-2 solutions of the nonlinear
Schro ̈dinger equation. We discuss how these solutions behave in the homoclinic limit for
which a fundamental parameter ε goes to zero, ε→ 0 (such that two points of simple
spectrum converge to double points at some particular lambda-plane eigenvalue). The
homoclinic solutions cover the entire lambda plane (the Riemann surface of the NLS
equation) and are given in terms of simple trigonometric functions. When the spectral
eigenvalues converge to the carrier amplitude in the lambda plane we have the Peregrine
breather. While the Peregrine solution is often called a soliton, it is in reality a breather, albeit
occurring at the “singular point” corresponding to the carrier eigenvalue in the lambda
plane and consequently “breathes” only once in its lifetime. The Peregrine breather
separates small-amplitude modulations below the carrier from large amplitude
modulation above the carrier. This fact means that the Peregrine breather has a
“central” role in the lambda plane characterization of the NLS nonlinear spectrum. The
Akhmediev breather occurs somewhat below the carrier (and is therefore a small-
amplitude modulation) and the Kuznetsov-Ma breather occurs above the carrier (and is
therefore a large-amplitude modulation). The general homoclinic solutions can be
constructed everywhere in the lambda plane and are shown to be a useful tool to
interpret the nonlinear Fourier spectrum of space and time series recorded in the
laboratory and ocean environment. Nonlinear filtering is suggested as a way to extract
breather trains from experimental time series. The generalized homoclinic breathers can be
thought of as “extreme wave packets” or “rogue wave” solutions of water waves for
scientific and engineering applications in various fields of physics including physical
oceanography and nonlinear optics.

Keywords: nonlinear Schrödinger equation, homoclinic solutions, Akhmediev breather, Peregrine breather,
Kuznetsov-Ma breather, rogue waves, freak waves
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INTRODUCTION

The nonlinear Schrod̈inger equation in one-space and one-time
dimensions (1+1) has been a useful, but simple model for the
study of nonlinear waves in many fields of study, including
physical oceanography, ocean engineering and nonlinear optics
[1–6]. The general periodic/quasiperiodic solutions of NLS
equation consist of ratios of Riemann theta functions that
have differing phases [7–9]. The general Riemann (nonlinear)
spectrum is described parametrically by the Riemann matrix. The
diagonal elements of the Riemann matrix are the Stokes wave
solutions of NLS and the off-diagonal elements describe the
interactions among Stokes waves. When spectral components
have a Benjamin-Feir parameter greater than one, then two
Stokes modes will phase lock with one another, thereby
creating a breather, i.e., a wave packet that “breathes” up and
down during its evolution. The maximum amplitude of a breather
during its nonlinear motion has a central enhanced carrier wave
that is often referred to as a “rogue” or “freak” wave. The work of
Peregrine identified one particular breather of exceptional
simplicity: The ratio of two low degree polynomials. Peregrine
called such solutions “sudden steep events” although the field of
nonlinear waves has chosen the term “breathers” instead, due
to the naming convention used in early theoretical work (see
for example [10]). The field has grown tremendously in the
past 30 years because it has captured the imagination of a large
number of investigators interested in freak wave behavior in
ocean waves and in nonlinear optics.

There are a large number of “coherent structures” in the
nonlinear Schrödinger equation. For example in shallow water
there are Stokes waves, dark solitons and “ghost” or “fossil” wave
packets. In deep water there are also Stokes waves, bright solitons
and breathers. Deep-water breathers are essentially phase-locked
Stokes waves or solitons. The general solutions of the Schrödinger
equation are determined from the ratio of multidimensional
Riemann theta functions and these solutions contain all of the
special cases of coherent structures just mentioned. Furthermore,
it is known that the multidimensional theta function solutions
can be reduced to the so-called N-soliton limit of NLS equation.
How then does the Peregrine breather fit into all of this
mathematical physics? The answer is that the above
multidimensional solutions can be reduced to the so-called general
homoclinic solutions, which occur in the soliton limit, by introducing
periodic/quasiperiodic boundary conditions. The general homoclinic
solutions can then be reduced to the Akhmediev, Peregrine and
Kuznetzov-Ma breathers as special cases. Of course there is a
continuous range of homoclinic solutions that provide a broad
spectrum of breathers. Experimentally, if one is studying a
quasiperiodic, multidimensional simulation or space/time series
measurement of ocean waves, then it is not easy to pick out by
eye from a seemingly random wave train what the actual coherent
modes are. This has lead to a guessing game of trying to decide what
particular modes are present in a selected time series measurement.
This conundrum has led to the implementation of nonlinear Fourier
methods for analyzing data [5], [11–13]. While details of this latter
topic are treated elsewhere, the main goal of the present paper is to
discuss the role that coherent structures play in solutions of the NLS

equation and in the analysis of data. In this way one is able to identify
their particular spectral signature in the nonlinear Fourier scheme,
thus enabling experimentalists to better understand the physics of
coherent structures in measured ocean waves.

The goal of this paper is to investigate a large general class of
rogue wave breather solutions previously studied by [14, 15] and
how they can be derived from Riemann theta functions. Herein I
describe a simple breather solution that parametrically depends
on a single eigenvalue that lies on the imaginary axis of the
Riemann spectrum or so-called lambda plane (the Riemann
surface) of the 1+1 NLS equation. Three particular eigenvalues
give the most well known breathers used in the field today and
due to [16, 17]; and [14, 18].

The results given herein have implications on the modern
theoretical and experimental study of coherent structures and
breather trains in both one and two dimensions. Recent exciting
studies of nonlinear waves and their coherent properties for the
ocean and laboratory have been made by a number of authors,
including [5], [11], [19–26]. A central goal of this paper is to show
how to use generalized homoclinic solutions to analyze space/
time series data together with the Zakharov-Shabat eigenvalue
problem, as described by Osborne and co-workers [5], [11], [12].

INTEGRABILITY AND COHERENT
STRUCTURES FOR 1D WATER WAVES

We consider water wave solutions of the nonlinear Schrödinger
(NLS) equation

iut + uxx + 2σ|u|2u � 0 (1)

The parameter σ sigma can be ± 1. The plus sign (σ � +1)
occurs for deep-water waves such that kh> 1.363 where the
modulational instability exists and the Benjamin-Feir
instability governs the nonlinear wave dynamics. In shallow

FIGURE 1 | (A) A deep water envelope or bright soliton of the NLS
equation (the thin line is the surface wave elevation and the thick line is the
modulus of the envelope of NLS equation) and (B) a shallow water dark soliton
(where the thin line is the surface elevation and the thick line is the
modulus of the envelope of NLS equation).
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water (σ � −1, where kh< 1.363) the wave solutions are always
stable. Detailed discussions of the NLS equation in terms of the
theory of the inverse scattering method are given elsewhere [27],
[9] (applications to ocean waves are given in [5]).

NLS equation has well-known coherent structures including
Stokes waves, bright solitons, dark solitons and breathers.
From the point of view of the mathematical physics a single
Stokes wave or soliton is a genus-1 solution of the nonlinear
Schrödinger equation. Cases for bright and dark solitons are
shown in Figure 1. The bright soliton solutions are associated
with infinite line boundary conditions, while the dark solution
solutions are related to a finite condition at infinity (or periodic
boundary conditions). Thus Stokes waves are single-degree of
freedom solutions and for the increasing nonlinear limit they
morph these into soliton solutions (for the periodicity
requirement often used in the study of water waves means
that soliton trains are a feature of the method). Breathers are
formed from the phase locking of two Stokes waves in the
genus-2 case, an example of which is shown in Figure 2.

Of course a great deal of effort has been made to determine if
the methods of soliton physics can be useful in the study of
coherent structures in ocean waves. This is an important issue
because the usual paradigm for nonlinear ocean waves is that for
the 4-wave interactions where ocean waves are assumed to be
weakly interacting sine waves. Thus a new approach, which is
able to determine the behavior of nonlinear ocean waves from
the point of view of their coherent structures, is a significant
step beyond current understanding of quasilinear methods. Of
course one has to extend the approach beyond one dimension
to the two-dimensional equations such as NLS and its
subsequent orders of approximation [28–31] equations. We
are focused here on the 1D case where we attempt to bring
together the complete set of ideas with regard to both infinite-line
boundary conditions and periodic boundary conditions for the NLS
equation.We are interested in the Stokes waves, soliton and breather

solutions of the equation. Thus considerations with regard to
infinite-line inverse scattering theory and the periodic solutions of
inverse scattering theory are addressed. Why study IST? Because it
provides one approach to study methods that allow one to
nonlinearly Fourier analyze data to understand the role of
coherent structures in ocean wave data [5], [11], [12].

SPECIAL AND GENERAL SOLUTIONS OF
THE NLS EQUATION

We discuss the special solution of the NLS equation, which are
known to have homoclinic solutions. These include soliton
solutions for both the shallow and deep-water NLS equations
and for the deep-water theta function solutions.

Dark Soliton Solutions in Shallow Water
Given the nonlinear Schrödinger equation in shallow water, with
complex solution u(x, t)

iut + uxx − 2|u|2u � 0 (2)

[32] first wrote down the Dark soliton solutions of Eq. 2. This
is written as the ratio of two functions:

u(x, t) � a
g(x, t)
f (x, t) e

−2ia2t (3)

where

f � ∑1
μ1�0

∑1
μ2�0

e
∑N
j> k

μiμjAij+∑N
i�1

μi(kix−Ωi t+ci)

g � ∑1
μ1�0

∑1
μ2�0

e
∑N
j> k

μiμjAij+∑N
i�1

μi(kix−Ωi t+ci+2iϕi)
(4)

where

FIGURE 2 | Breather solution of the nonlinear Schrödinger equation at the moment when it reaches maximum amplitude.
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Aij � ln⎡⎢⎢⎣sin(12 (ϕj − ϕk))
sin(12 (ϕj + ϕk))⎤⎥⎥⎦

2

kj � 2asinϕj

Ωj � ± kj(4a2 − k2j )1/2
Here cj are arbitrary constants.

A dark, or more correctly a gray, soliton is shown in
Figure 1B. These are the single soliton solutions modes of the
above multisoliton solution, which individually have the form:

|u(x, t)|2 � ρ2 − k2/4

cosh2[12 (kx − Ωt)]
Bright Soliton Solutions in Deep Water
The nonlinear Schrödinger equation for deep water, with
complex solution ψ(x, t)

iut + uxx + 2|u|2u � 0 (5)

[33] derived the brightN-soliton packet solutions of Eq. 5. We
seek a solution as the ratio of two functions:

u(x, t) � G(x, t)
F(x, t) (6)

At this stage we can “separate the variables” and set

i(GtF − GFt) + μ(GxxF − 2GxFx + GFxx) � 0
2(FFxx − F2

x) − |G|2 � 0
(7)

From the second of Eq. 7 get∣∣∣∣ψ∣∣∣∣2 � GGp

F2
� 2zxx ln F (8)

At this point the N-soliton solution arises as before by suitable
exponential expansions:

F � ∑1
μ1�0

∑1
μ2�0

... ∑1
μN�0

D1(μ1, μ2)e ∑1≤ i< j μiμjAij+∑2N
i�1

μi(kix−Ωi t+ϕi)
(9)

G � ∑1
μ1�0

∑1
μ2�0

... ∑1
μN�0

D2(μ1, μ2)e ∑1≤ i< j

μiμjAij+∑2N
i�1

μi(kix−Ωi t+ϕi)

where

ki+N � kpi Ωi+N � Ωp
i ϕi+N � ϕp

i ; Ωi � −ik2i i � 1, 2...N

Aij � ln[1
2
(ki + kj)−2] for � 1,2 . . .N and j �N + 1,N + 2 . . .2N

Aij � ln[1
2
(ki − kj)−2] for � N + 1,N + 2...2N and

j � N + 1,N + 2...2N

and

D1(μ1, μ2) � ⎧⎪⎨⎪⎩ 1 when ∑N
i�1

μi �∑N
i�1

μi+N

0 otherwise

D2(μ1, μ2) � ⎧⎪⎨⎪⎩ 1 when 1 + ∑N
i�1

μi+N � ∑N
i�1

μi

0 otherwise

This formulation gives the multisoliton solutions of the NLS
equation for bright solitons on the infinite line.

A single bright soliton packet solution that has the form:

u(x, t) � a sech[a∣∣∣∣∣∣∣∣ ]2μ
∣∣∣∣∣∣∣∣1/2(x − Vt)]ei(V

2μ x−V
2

4μ t+12 ]a2t)
Here V is an arbitrary group speed and a is an arbitrary

amplitude. This solution can be seen in Figure 1A above.

Stokes Wave Solutions With Riemann Theta
Functions for Periodic Boundary Conditions
The Riemann theta function solution of the NLS equation for
deep water Eq. 5 is given by [9], [5]:

u(x, t) � A
θ(x, t|τ, δ−)
θ(x, t∣∣∣∣τ, δ+) e2iA2t (10)

The θ(x, t|τ, δ) are generalized Fourier series known as
N-dimensional Riemann theta functions:

θ(x, t∣∣∣∣τ, δ ± ) �
� ∑∞

m1�−∞
∑∞

m2�−∞
. . . ∑∞

mN�−∞
exp i⎡⎢⎢⎣∑N

n�1
mnKnx +∑N

n�1
mnΩnt

+∑N
n�1

mnδ
±
n +∑N

j�1
∑N
k�1

mjmkτ jk⎤⎥⎥⎦
(11)

where the Kn are wavenumbers, the Ωn are frequencies, the δ ±
n

are phases and τmn is the Riemann matrix, in which the diagonal
elements correspond to Stokes waves and the off-diagonal
elements refer to nonlinear interactions amongst the
Stokes waves.

An important case is for the 2 × 2 period matrix, τ, which
implies that N � 2, a case considered in detail by [8]. For N � 2
the theta function has the form:

θ(x, t∣∣∣∣τ, δ ± ) � ∑∞
m1�−∞

∑∞
m2�−∞

expi ⎡⎢⎢⎣∑2
n�1

mnKnx +∑2
n�1

mnΩnt

+∑2
n�1

mnδ
±
n +∑2

j�1
∑2
k�1

mjmkτ jk⎤⎥⎥⎦ (12)

The parameters in the theta function are given by [5]:

• Expansion Parameters and Riemann Sheet Indices

ε1 � εoe
iθ ε2 � εp1

σ1 � 1 σ2 � −1 (13)

• Spectral Eigenvalue
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λ1 � λR + iλI λ2 � λp1 (14)

• Spectral Wavenumber

K1 � −2
������
A2 + λ21

√
K2 � −2

������
A2 + λ22

√
(15)

• Spectral Frequency

Ω1 � 2λ1K1 Ω2 � 2λ2K2 (16)

• Period Matrix

τ11 � 1
2
+ i
π
ln(K2

1

ε1
) τ12 � i

2π
ln(1 + λ1λ2 + 1

4K1K2

1 + λ1λ2 − 1
4K1K2

) (17)

τ21 � τ12 τ22 � 1
2
+ i
π
ln(K2

2

ε2
) (18)

• Phases

δ+1 � π + i ln(λ1 − 1
2
K1) + i ln(σ1λ1 + 1

2
K1)

δ−1 � π + i ln(λ1 + 1
2
K1) + i ln(σ1λ1 + 1

2
K1)

δ+2 � π + i ln(λ2 − 1
2
K2) + i ln(σ2λ2 − 1

2
K2)

δ−2 � π + i ln(λ2 + 1
2
K2) + i ln(σ2λ2 − 1

2
K2) (19)

Use of the above formulas in the theta function provides a
simple way to compute the breather trains for the particular case
of a modulated plane wave carrier.

Homoclinic Solutions
There are several ways the general homoclinic solutions can be
derived. These are listed below:

1) The general methods of [14, 17, 18] and [16]. These are the
classical approaches, are well known and will not be discussed
further here.

2) From dark 2-soliton solutions (2)–(4). This has been discussed
by [34] in considerable detail (see also [15]). The method
begins with the dark N-soliton solutions as discuss above (3),
(4). This approach provides an important connection between
the dark solitons and homoclinic solutions.

3) From Stokes wave solutions with Riemann Theta Functions
for periodic boundary conditions. These solutions can be used
to determine the homoclinic solutions by letting the
parameter ε→ 0, as given by [35]. Likewise we can take the
theta function solutions in the soliton limit to determine the
deep-water N-soliton solution (5)–(9).

4) From bright 2-soliton solutions (5)–(9), by invoking periodic
boundary conditions for the deep-water NLS Eq. 5 we can
directly compute the homoclinic solution.

All of the above methods provide keen insight into the
generalized homoclinic solutions (see Generalized Homoclinic
Solution below) and their relationship to the inverse scattering

transform. Why however do we care about homoclinic solutions
from a physical standpoint?

• (a) For large oceanic wave fields the breathers tend to
have spectral components clustered about the peak of
the spectrum, and hence are homoclinic. Homoclinicity
is a found in Mother Nature for extreme sea states and
the homoclinic solutions are good physical
approximations for the Fourier components in time
series data.

• (b) Homoclinic solutions are simple, i.e., they are written in
terms of trigonometric functions, not in terms of theta
functions.

• (c) The simple homoclinic formulas are the “nonlinear
Fourier modes” that are associated with each of the
largest modes in the nonlinear spectrum. Since these
modes have parameters that can be determined from
time series by solving the Zakharov-Shabat eigenvalue
problem for periodic boundary conditions [5], we know
that the homoclinic modes uniquely describe each breather
train in the measured time series. Therefore one might think
of locating each measured breather train and comparing it
with the homoclinic solution for the appropriate nonlinear
Fourier component.

Let us now look at the generalized homoclinic solution of 1+1
NLS and discuss some of its properties.

GENERALIZED HOMOCLINIC SOLUTION

The nonlinear Schrod̈inger equation in deep water is given by
Eq. 5. Herein, we are interested in spatially periodic
boundary conditions (u(x, t) � u(x + L, t)) for which a
large class of homoclinic solutions whose derivations
are discussed above in Integrability and Coherent Structures for
1D Water Waves, and which are given by [14, 15, 34]:

u(x, t) � a(1 − 2cos(Kx)eΩt−2iϕ+c + Ae2Ωt−4iϕ+2c

1 − 2cos(Kx)eΩt+c + Ae2Ωt+2c
)e2ia2t (20)

where

Ω � K
�������
4a2 − K2

√ (Frequency) (21)

K � 2asinϕ(Wavenumber) (22)

L � 2π
K

� π

asinϕ
(Wavelength) (23)

A � sec2ϕ � 1
cos2ϕ

(24)

Here a is the amplitude of the carrier wave. Notice that the
parameter cmay be interpreted as just a temporal phase shift and
could just as well be omitted. However, I use c to keep the
maximum of the waveform at the origin, umax � u(0, 0). The
presence of the parameter ϕ is the only difference between the
numerator and denominator and is fundamental for describing
modulational solutions of the NLS equation.
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Some observations are in order here with respect to relating the
above solution to the inverse scattering transform (IST) that I discuss
further inComments onData Analysis. Clearly ϕmust be related to the
periodic IST eigenvalue1 in the so-called λ-plane, where the Floquet
problem for the Zakharov-Shabat eigenvalue problem is solved. Recall
that thewavenumber is related to λ by the following relation (this is just
the IST loop integral to leading order in the parameter ε [5]):

K � 2
������
a2 + λ2

√
(25)

Here the eigenvalue has real and imaginary parts, so that λ � λR +
iλI where

λI � acosϕ, λR � 0 (26)

Then

K � 2
������
a2 − λ2I

√
� 2a

��������
1 − cos2 ϕ

√
� 2asinϕ (27)

So we have the wavenumber in the λ-plane eigenvalue and the
relation λI � a cosϕ results. The frequency can be written

Ω � K
�������
4a2 − K2

√ � 2a2sin(2ϕ) � 2KλI (28)

Then

A � 1
cos2ϕ

� ( a
λI
)2

L � 2π
K

� π

asinϕ
� 2π

2
������
a2 − λ2I

√ (29)

Also

tanϕ � K
2λI

� 2
������
a2 − λ2I

√
2λI

(30)

A graph of the λ-plane below the carrier amplitude ia is given
in Figure 3.

Assume Ωt + c � Ω(t + c/Ω) � Ωτ, where τ � (t + c/Ω),
we find

u(x, τ) � a(1 − 2cos(Kx)eΩτ−2iϕ + Ae2Ωτ−4iϕ

1 − 2cos(Kx)eΩτ + Ae2Ωτ
)e2ia2t (31)

Thus the parameter c introduces only a temporal phase shift
that can be removed.

The most general form for the homoclinic solution below the
carrier is then given by:

u(x, t) � a⎡⎣1 − 2ec−2iϕ+2a
2sin(2ϕ)t cos(2asinϕx) + sec2ϕe2c−4iϕ+4a

2sin(2ϕ)t
1 − 2ec+2a

2sin(2ϕ)t cos(2asinϕx) + sec2ϕe2c+4a
2sin(2ϕ)t ⎤⎦e2ia2 t

(32)

Note that ϕ is the IST phase and c is seen in the role of an
amplitude-multiplying factor in the initial modulation. Now use

θ(t) � 2a2 sin(2ϕ)t (33)

The primordial time is given by the following (set
ε � e2a

2 sin 2ϕ t , then expand as a Taylor series in ε as t→ −∞):

u(x, t) ≃ a[1 + 4εec sinϕe
i(π2−ϕ)

cos(2asinϕx)]e2ia2t (34)

This corresponds to a small-amplitudemodulationback at the “initial”
time or initial condition where the motion is generated. Equation 34 is
useful as an initial condition for the motion of a wave maker in a
laboratory experiment. The subsequent wave motion evolves into a
breather train as the waves propagate down the wave tank.

The higher genus solutions of theNLS equation found byMatveev
and colleagues [36][37] correspond to the case N � 4, and have a
four-by-four Riemannmatrix. Similar solutions have been developed
by [15]. I will address these “multi component” solutions in detail
with relation to the periodic IST in a later paper. These solutions are
very important because they constitute homoclinic “superbreathers”
in the solutions of the NLS equation.

It is worthwhile noting that the generalized homoclinic
solutions of the NLS equation are wonderful in their own
right and can be easily applied to problems in the physics of
nonlinear wave propagation, to engineering, etc. However, when
we analyze complex oceanic time series we are generally faced
with hundreds or thousands of nonlinear modes. Thus the
methods of Fourier analysis from inverse scattering theory
must be applied to obtain the full nonlinear spectrum. In the
case where the time series is described by a “rogue sea” then most
of the energy in the spectrum will be “clustered” about the peak of
the spectrum, and these modes consequently will be homoclinic.
This means that we can combine generalized homoclinic
solutions with the breather modes from time series analysis
using the Zakharov-Shabat eigenvalue problem.

FIGURE 3 | The λ-plane in the inverse scattering transform for solutions of
the NLS equation. This is the spectral domain in which homoclinic breathers live.
Here the eigenvalue λi lies on the interval between the origin and the carrier (0, ia).

1Associated with the Floquet problem for the Zakharov-Shabat eigenvalue
problem.
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THE AKHMEDIEV BREATHER SOLUTION

To obtain the Akhmediev breather we set λI � ia/
�
2

√
where

ϕ � π

4
, c � 1

2
ln(1

2
) (35)

Equation 32 then reduces to the Akhmediev breather [16]:

u(x, t) � −ia[cos( �
2

√
a x) sech(2a2t) + �

2
√

i tanh(2a2t)�
2

√ − cos( �
2

√
a x)sech(2a2t) ]e2ia2t

(36)

The primordial form is given by as t→ −∞:

u(x, t) ≃ − ia[1 + �
2

√
ε(1 + i)cos( �

2
√

ax)]e2ia2t (37)

This is the small amplitude Cauchy initial condition
for a particular solution. The factor −i is an arbitrary,
non-physical, phase shift for the NLS equation, give by −π/2.

THE EXTREME FREAK WAVE

The largest wave happens for ϕ ∼ Δϕ< < 1, which occurs at
x � t � 0, hence we compute from Eq. 32:

|u(0, 0)|(ϕ, c) � �������������������������
1 + 4ec sin22ϕ

1 + 2e2c − 4ec cos2ϕ + cos2ϕ

√
(38)

A graph of this function is given in Figure 4: |u(0, 0)|(ϕ, c) as a
function of ϕ, c. The maximum value is found at c � 0∣∣∣∣ψ(0, 0)∣∣∣∣(ϕ, 0) � ����������

5 + 4 cos 2ϕ
√

(39)

This is shown in Figure 5. Note that themaximumvalue occurs at
the coordinate values c � ϕ � 0. Furthermore, an important
observation is that Eq. 32 is indeterminate for ϕ � 0. This
singularity occurs for the Peregrine breather, where the maximum
amplitude is 3 and therefore we hereafter assume ϕ> 0.

THE PEREGRINE BREATHER

The Peregrine breather happens in the limit that the spatial
periodicity tends to infinity L→∞, at the same time the
wavenumber tends to 0. The infinite period limit occurs for
ϕ→ 0. We then obtain

u(x, τ) � a⎡⎣1 − 2e−2iϕ+2a
2 sin(2ϕ)τ cos(2asinϕx) + sec2ϕe−4iϕ+4a

2 sin(2ϕ)τ
1 − 2e2a

2 sin(2ϕ)τ cos(2asinϕx) + sec2ϕe4a
2 sin(2ϕ)τ ⎤⎦e2ia2t

(40)

Here we have used

τ � (t + c

Ω) � (t + c

2a2sin(2ϕ)) � t + co (41)

The shift in time occurs on both c and ϕ:

co �
c

2a2sin(2ϕ) (42)

For the limit c→ 0 we can expand both the denominator and
numerator to second order in ϕ. After simplifying we get the
standard form for the Peregrine breather:

u(x, t) � a[1 − 4(1 + 4ia2t)
1 + 16a4t2 + 4a2x2

]e2ia2t (43)

THE KUZNETSOV-MA BREATHER

We now look at the plane region which lies above the carrier, as
depicted in Figure 6. Therefore Eq. 6 becomes (use λ � iλI ,
ia≤ λI <∞, and λI � acos(iϕ) � acoshϕ):

FIGURE 4 | Graph of the rogue wave maximum, umax � |u(0, 0)|(ϕ, c), as
a function of ϕ, c.

FIGURE 5 | Graph of the largest freak waves as a function of the
parameter ϕ, umax �

∣∣∣∣ψ(0,0)∣∣∣∣(ϕ,0), for c � 0.

Frontiers in Physics | www.frontiersin.org July 2022 | Volume 9 | Article 6117977

Osborne Role of Homoclinic Breathers

254

https://www.frontiersin.org/journals/physics
www.frontiersin.org
https://www.frontiersin.org/journals/physics#articles


K→ 2
������
a2 + λ2
√

� 2i
������
λ2I − a2

√
� 2iasinh ϕ (44)

This means further:

Ω→K
�������
4a2 − K2

√ � 2ia2sinh(2ϕ) (45)

We make the following transformation ϕ→ iϕ, K→ iK and
Ω→ iΩ to obtain the solution above the carrier in the lambda
plane. This solution corresponds to a large amplitude
modulation:

u(x, t) � −ia(1 − 2 cosh(Kx)eiΩt+2ϕ+c + Ae2iΩt+4ϕ+2c

1 − 2 cosh(Kx)eiΩt+c + Ae2iΩt+2c )e2ia2t (46)

The Kuznetsov-Ma breather [18], [14] occurs for λI � ia
�
2

√
and is

given by:

u(x, t) � a[1 + 2(cos[4 �
2

√
a2t] + i

�
2

√
sin[4 �

2
√

a2t])
cos[4 �

2
√

a2t] + �
2

√
cosh[2ax] ]e2ia2t (47)

The maximum value of the Kuznetsov-Ma waveform is
umax(0, π/(4

�
2

√
a2)) � 1 + 2

�
2

√ � 3.828. The period in time T is
given by

T � π

2
�
2

√
a2

(48)

We now consider the interval ( − π/(2
�
2

√
a2), 0) in time, where

the initial waveform occurs, leading to a:

u(x, t) � a[1 + 2
1 + �

2
√

cosh[2ax]]e2ia2t (49)

For a � 1, x � 0 we see that this large amplitude initial condition
has amplitude 1.828. In a wave tank experiment we thus have a
large amplitude initial condition for all waves with spectral
parameters above the carrier. This contrasts to the cases below
the carrier, which have small amplitude initial conditions.

COMMENTS ON DATA ANALYSIS

We have seen how the homoclinic solutions of the NLS equation
are constructed and further how these reduce to the particular
forms for the Akhmediev, Peregrine and Kuznetsov-Ma
breathers. The general formula for the homoclinic solution
Eqs 20–24 describes a single nonlinear Fourier component of
the inverse scattering method for some complete “potential” of
the NLS equation. This statement means: Given a space or time
series that describes an energetic sea state in which there are many
large breather packets, each packet is then approximately
homoclinic and is therefore given in the space/time domain by

FIGURE 6 | Parameters for the homoclinic solution of the NLS equation above the carrier in the lambda plane, i.e., where λI can be seen to lie on the interval (ia, i∞).
This diagram makes clear the regions of small-amplitude modulations below the carrier and the region of large-amplitude modulations above the carrier.
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Eqs 20–24. This provides a simple alternative to Riemann theta
functions to describe, in an experimental context, the actual
space/time dynamics of each breather train in the nonlinear
spectrum in the absence of the other breathers. Consequently
one can think of the homoclinic breather Eqs 20–24 as a simple
road to an approximate filtering algorithm in which single
breathers can be extracted from a measured wave train and
then subsequently graphed as a single component. We now
give an experimental overview of how one then interprets the
spectrum for a particular time series.

Structure of the Nonlinear Spectrum
One strong point of the nonlinear Fourier analysis approach is
that the solutions of the nonlinear wave equations are given
very generally by Riemann theta functions. This means that
one can “least squares fit” theta functions to measured time
series to determine the Riemann spectral parameters,
essentially in a fashion similar to that for ordinary periodic
Fourier analysis. In the present case however one solves the
Floquet problem for the Zakharov-Shabat eigenvalue problem
to determine the spectral parameters [5]. The nonlinear
parameters to be determined include the Riemann matrix,
frequencies and phases of the nonlinear spectral components.
Nonlinear Fourier analysis has coherent structures, so that the
data can be analyzed in terms of Stokes waves, solitons,
breathers and superbreathers. The Stokes waves constitute
the diagonal elements of the Riemann matrix and the off-
diagonal elements are the nonlinear interactions. The Stokes
waves may be small enough that they are essentially sine
waves, or they may be so large that they form solitons. If the
Stokes waves are large enough (such that the Benjamin-Feir
parameter is greater than 1), they nonlinearly couple or phase
lock to each other to become breathers. This perspective
contrasts with the usual assumption that ocean waves
consist of weakly interacting sine waves, which we now
know is valid only for very small ocean waves [5]. In
modern times, however, we have the option of using
nonlinear Fourier analysis to describe ocean waves as they
really are, i.e., as huge numbers of nonlinearly interacting
coherent structures.

Understanding the full physical behavior of coherent
structures on the many aspects of ocean wave dynamics
therefore plays an important role in modern research. The
influence of coherency on wind wave modeling, data analysis,
and computation of wave forces on ships and offshore structures
are some of the reasons for improving our knowledge of the
nonlinear dynamics of ocean waves with coherent structures.

It is worthwhile discussing briefly the structure of the
spectrum of the NLS equation in deep-water ocean waves,
primarily because deep water constitutes most (over 99%) of
the ocean. In deep water the NLS equation coherent structure
solutions consist of Stokes waves, (bright) soliton wave packets,
breather wave trains and superbreathers. A typical ocean wave
train in terms of these structures is given in Figure 7. This simple
representation of a nonlinear spectrum has arisen from a large
number of time series measurements and subsequent analysis by
nonlinear Fourier methods [5], [11], [12]. Thus we see in Figure 7

a nonlinear spectrum that is generated by wind on waves in a
generic fashion: The shape of the spectrum consists of nonlinear
wave components that are solutions of the NLS equation that are
generated by Mother Nature in the real world environment. To
interpret the spectrum it is worthwhile noting that the larger the
spectral components are the more nonlinear they are. The larger
components generally occur about the peak of the spectrum. The
continuous black line in Figure 7 is a typical ocean wave
spectrum such as that described by the Pierson-Moskowitz or
JONSWAP power spectra. The points (black and red dots) are the
components of the nonlinear ocean wave spectrum. The dots are
“points of simple spectrum” from the Zakharov-Shabat
eigenvalue problem [38]. The larger the components are, the
greater is the nonlinearity.

Referring to Figure 7 the character of the nonlinear
components is given by a mathematical object called a spine,
which is a line of spectrum that either descends to the frequency
axis from a point of spectrum, or connects two points of simple
spectrum above the frequency axis. The components with spines
that descend to the frequency axis are sine or Stokes waves. The
low amplitude tails of the spectrum typically contains small-
amplitude sine waves while slightly larger components (slightly
nearer the peak of the spectrum) are Stokes waves. The frequency
band about the peak of the spectrum has the components that are
most nonlinear: Here the spines are seen to connect two points of
simple spectrum, corresponding to small or medium amplitude
breathers. The red dots are “double points”, i.e., two points of
simple spectrum that nearly coincide and thus the spines are too
short to be visible: These are the homoclinic breathers in the
spectrum. In a large sea state these homoclinic breathers are
clustered about the spectral peak and energetically dominate the
nonlinear wave motion [39], [12]. Sea states of densely packed

FIGURE 7 | Schematic of typical nonlinear wavenumber spectrum for
deep-water ocean waves. For a large amplitude sea state the spectral energy
is dominated by the largest breathers, which are essentially homoclinic (red
dots).
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breathers are referred to as “breather turbulence” and
consequently characterize a “rogue sea” condition.

The double lobed curves, shown at the bottom of the graph on the
frequency axis, are centered about the peak of the spectrum at the
carrier wavenumber ko. This double lobe constitutes the “instability
diagram” of the Benjamin-Feir instability region: Spectral points
within this band of spectrum are breathers. Once again the red
dots are the homoclinic breathers. They are the biggest and
baddest of the breather packets and are sources of rogue waves in
the sea state. When the largest breather packets reach their
maximum amplitudes during their breathing cycles the
central wave is often viewed as a rogue wave. The wave
trains that characterize the nonlinear waves for each red dot
are the homoclinic solutions of Eqs 20–24 discussed above in
this paper. Therefore, for anyone wanting to study nonlinear
waves these homoclinic solutions can be very important for a
full understanding of the most energetic coherent structures in
the spectrum, i.e., those that are sources of rogue waves in a
“rogue sea.” Breathers consist of two phase locked Stokes
waves with a 2 × 2 Riemann spectrum and we see they have
a homoclinic limit, Eqs 20–24. Superbreathers consist of three
or four (or more) phase locked Stokes waves and they too have
a homoclinic limit. Up to now breathers are ubiquitous
spectral components in measured ocean wave time series
[40], [11], [12]. Superbreathers have yet to be found in
ocean wave measurements up to now.

How can a spectrum of wind waves of the type shown in
Figure 7 be generated by wind in the ocean? Beginning with a
calm sea state the wind starts to blow and the initial small
amplitude waves have the form of a random sea state that has a
rough spectral shape similar to the solid curve in Figure 7. At
this stage it is found that the nonlinear wave components are
essentially sine waves. After the wind brings up the sea state
slightly more we find the spectrum consists of sine waves that
interact weakly with one another. Further injection of wind
energy into the sea state we find that the nonlinear components
near the peak of the spectrum become Stokes waves. Further
energy input forces couples of Stokes waves near the peak to
phase lock with each other creating breather trains. For a fully
“nonlinearly saturated” sea state most of the energy near the
peak of the spectrum is dominated by breather trains. We have
found that in Currituck Sound the breathers are quite dense
and 30-min time series have over 200 breathers, suggesting
that “breather turbulence” might be a proper way to describe
these types of energetic sea states which might also be called
“rogue seas.”

It might be tempting to try and describe ocean waves in terms
of a few simple breather trains and it would seem reasonable
to think of large breathers as rare events. However, for ocean
waves it has been found that for extreme sea states the
breathers are highly dense and each breather has its own
shape and dynamical properties. For example their
maximum heights are random statistical variables, and so
to are their rise times. Thus breathers as nonlinear Fourier
modes are drastically different from simple weakly
interacting sine waves. It is also worthwhile noting that
while the nonlinear Schrödinger equation has many

complex types of nonlinear Fourier modes, it is unclear
how those modes might be distributed in a particular
physical situation. Only through experimental
measurements and their subsequent analysis by nonlinear
Fourier analysis, can we begin to understand the true
physical behavior of nonlinear ocean waves and what
their nonlinear spectra are. We now understand that the
old paradigm of weakly interacting sine waves is no longer
tenable. However, the full consequences of large sea states
dominated by coherent structures are still to be fully
understood. The implications of such a new scenario on
all aspects of living and working in the ocean will only slowly
become better understood as the new paradigm is exploited
to better understand nonlinear stochastic wave motion with
coherent structures.

Fossil Breathers and Ghost Packets in
Shallow Water
We would like to briefly discuss the possible existence of
“fossil” breathers in shallow water. What are these special
solutions of the shallow water NLS equation? Suppose that
one has a deep-water breather that is propagating toward
shore over decreasing water depth. At some point it will pass
the depth where Kh � 1.363 and the breather train will no
longer be Benjamin-Feir unstable. What happens physically
to the breather packet if it is placed in shallow water, where
the sign of the nonlinear terms of NLS equation changes?
One still, momentarily, has a wave packet that has essentially
the same shape as the precursor deep-water breather.
However, in shallow water the packet now has a real
frequency, not the imaginary frequency for BF unstable
dynamics in deep water. This new shallow water packet,
still phase locked as in the deep-water case, will therefore
propagate shoreward with a fixed shape, i.e., it no longer
breathes. The packet will undergo wave transformation
(changes in shape) as it propagates into even shallower
water. Under the right conditions each of the large waves
in the packet will roll over and break and possibly create good
conditions for surfing. We call this shallow water packet
(before roll over and breaking) a “fossil” breather because it
contains in its nonlinear Fourier parameters all the
information necessary to compute the properties of the
original breather back in “primordial” time far offshore,
perhaps even in terms of a far away storm. Thus shallow
water measurements of fossil breathers should provide
understanding of the incoming flux of breathers from
deep water. The fossil breathers are “ghosts” of the past
breathers, which are now dead and gone once the BF
instability no longer dominates their dynamics.
Figuratively speaking their breathing has been switched
off at the transition from deep to shallow water,
at Kh � 1.363, where they effectively die and propagate
shoreward as ghost breathers out of the past. Theoretically
the simplest way to understand how this happens is to study
the theta function solution of the NLS equation for the case
N � 2, the topic of a future paper.
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CONCLUSION

A discussion of the general homoclinic solutions of the 1+1 NLS
equation is given and a several ways to derive them are discussed.
This work sets the stage for using the homoclinic solution to help
analyze and understand experimental data from laboratory and
oceanic measurements of nonlinear waves. Analysis of space/time
series data using the Zakharov-Shabat eigenvalue problem are
given elsewhere. What has been found in these data analyses is
that for high amplitude sea states the spectrum is energetically
dominated by breather states that are very nearly in the
homoclinic limit. This experimentally determined idea then
provides motivation for this paper in which we treat the
homoclinic spectral components as being represented by Eqs
20–24, expressions which are valid for any mode anywhere in the
lambda plane. This provides a heuristic interpretation of
experimental data for energetic sea states as being a linear
superposition of homoclinic breathers plus interactions
amongst these breathers. Such an interpretation suggests that
new filtering procedures could be used to extract individual
breather modes from time series. Details of the application of
this procedure to data will be given in future papers.
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