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We present empirical evidence of the communicative utility of CONVENTIONALIZATION,
i.e., convergence in linguistic usage over time, and DIVERSIFICATION, i.e., linguistic items
acquiring different, more specific usages/meanings. From a diachronic perspective,
conventionalization plays a crucial role in language change as a condition for
innovation and grammaticalization (Bybee, 2010; Schmid, 2015) and diversification is a
cornerstone in the formation of sublanguages/registers, i.e., functional linguistic varieties
(Halliday, 1988; Harris, 1991). While it is widely acknowledged that change in language use
is primarily socio-culturally determined pushing towards greater linguistic expressivity, we
here highlight the limiting function of communicative factors on diachronic linguistic
variation showing that conventionalization and diversification are associated with a
reduction of linguistic variability. To be able to observe effects of linguistic variability
reduction, we first need a well-defined notion of choice in context. Linguistically, this implies
the paradigmatic axis of linguistic organization, i.e., the sets of linguistic options available in
a given or similar syntagmatic contexts. Here, we draw on word embeddings, weakly
neural distributional language models that have recently been employed to model lexical-
semantic change and allow us to approximate the notion of paradigm by neighbourhood in
vector space. Second, we need to capture changes in paradigmatic variability, i.e.
reduction/expansion of linguistic options in a given context. As a formal index of
paradigmatic variability we use entropy, which measures the contribution of linguistic
units (e.g., words) in predicting linguistic choice in bits of information. Using entropy
provides us with a link to a communicative interpretation, as it is a well-established
measure of communicative efficiency with implications for cognitive processing (Linzen and
Jaeger, 2016; Venhuizen et al., 2019); also, entropy is negatively correlated with distance in
(word embedding) spaces which in turn shows cognitive reflexes in certain language
processing tasks (Mitchel et al., 2008; Auguste et al., 2017). In terms of domain we focus
on science, looking at the diachronic development of scientific English from the 17th
century to modern time. This provides us with a fairly constrained yet dynamic domain of
discourse that has witnessed a powerful systematization throughout the centuries and
developed specific linguistic conventions geared towards efficient communication. Overall,
our study confirms the assumed trends of conventionalization and diversification shown by
diachronically decreasing entropy, interspersed with local, temporary entropy highs
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Less is More/More Diverse

pointing to phases of linguistic expansion pertaining primarily to introduction of new

technical terminology.

Keywords: linguistic variation, diachronic change, register, language models, entropy

1 INTRODUCTION

Language use varies according to a number of factors, from
pragmatic over cognitive to social. In on-line processing, it has
been shown that specific forms of variation directly serve rational
communicative goals by offering ways to modulate information
density in language production, and there is ample evidence that
particular linguistic choices are associated with specific levels of
surprisal in language comprehension (Jaeger and Levy, 2007;
Levy, 2008; Schulz et al., 2016; Delogu et al., 2017; Sikos et al.,
2017). It is much less clear, however, what the communicative
effects might be of particular linguistic choices recurring across
interactants and interaction instances.

Spontaneously occurring linguistic accommodation among
interactants in on-line situations is a widely studied
phenomenon—see e.g.,, Coles-Harris (2017); Gessinger et al.
(2019); Hume and Mailhot (2013) for the phonetic level, often
also referred to as convergence or alignment in interaction (see
Garrod et al. (2018) for an overview) including discussion of
rational communication effects (e.g., Pickering and Garrod
(2004)). Here, we come from a diachronic perspective and
look at possible long-term effects of interaction within a
linguistic =~ community, = which we refer to as
CONVENTIONALIZATION. ~Conventionalization is considered a
prerequisite for innovation (De Smet, 2016) and a relevant
component process in long-term, persistent change, as in
grammaticalization (ie., the transformation of lexical to
grammatical items; Bybee (2010); Schmid (2015)).

The other major tendency to be observed in the dynamics of
language use is DIVERSIFICATION. Diversification here means
that a word or word form moves away from its original usage
context and settles in another one. At the lexico-semantic level,
this may lead to a word becoming associated with a specialized
meaning (e.g., molecule acquiring a specialized meaning in
chemistry and losing its former interchangeability with other
words, e.g., drop). Lexico-semantic diversification typically
pertains to specific socio-cultural contexts and is associated
with the formation of distinctive sublanguages or registers
(Ure, 1982; Halliday, 1985; Halliday and Martin, 1993; Harris,
2002). At the lexico-grammatical level, diversification means
that particular words or word forms become more closely
associated with specific grammatical environments, e.g.,
specific lexical verbs tending to be used primarily in
participle form in postmodifier position (e.g., the theory
proposed by Herschel) rather than as finite, past tense verbs.
This kind of diversification may be a step towards
grammaticalization, provided it spreads to other contexts
and becomes more generally relevant.

We set out to show that conventionalization and
diversification are reflections of one underlying mechanism:
reduction of PARADIGMATIC VARIABILITY, i.e. the choices made

available in a given context. To model the paradigmatic axis,
we use word embeddings (Mikolov et al., 2013), weakly neural,
probabilistic language models represented as vector spaces that
have been used to model lexical choice in context, including
lexical-semantic change (Hamilton et al., 2016; Dubossarsky
et al.,, 2017). To capture paradigmatic variability, we calculate
the entropy among words in close paradigmatic neighbourhood,
based on their cosine distance in vector space. Finally, to capture
diachronic variation in paradigmatic variability, we analyze
change of entropy over time.

We focus here on scientific language because it is a well-
studied and fairly controlled domain of discourse. Also, scientific
English is a linguistically well-researched sublanguage, which
allows us to link up our results with the insights of other
scholars. As our data set we use a corpus composed of the
publications of the Royal Society of London, spanning more
than 300 years (1665-1996) Fischer et al., 2020. Nonetheless, the
methodology developed here is general and can be applied to
other discourse domains, registers or languages. We will show
that overall, paradigmatic variability goes down over time in
scientific English, indexed by entropy reduction and an overall
increase of distances between words. Typically a costly process in
on-line processing (Linzen and Jaeger, 2016; Lowder et al., 2018;
Venhuizen et al., 2019; Tourtouri et al., 2019), entropy reduction
is here shown as a diachronic process by which language use is
optimized dynamically over time, keeping in check (otherwise
extravagant) linguistic variation, so as to maintain
communicative function.

The remainder of the paper is structured as follows. We
discuss relevant related work on rational communication
from an information-theoretic perspective with a view to
formal, computational models of diachronic language change
(Section 2). Section 3 describes the overall approach, our specific
methods and the data set (corpus) used. In Section 4 we show
the results of our analysis, discussing the overall diachronic trends
as well as specific linguistic patterns that emerge over time
showing conventionalization and diversification effects.
Section 5 concludes the paper with a summary and discussion.

2 RELATED WORK

2.1 Predictability and Uncertainty in Human

Language Processing

Research on human on-line language processing in the last
decade or so has shown that prediction plays a key role in
human language comprehension (see Kuperberg and Jaeger
(2016) for an overview). One of the crucial insights here is that
SURPRISAL, the (un)predictability of an item in context, is
proportional to processing effort. This is consistently
supported by evidence from behavioral as well as neuro-
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physiological studies. It has also been shown that surprisal is
linked with linguistic choice, low vs. high surprisal being
correlated with reduced vs. fully expanded linguistic forms
(Aylett and Turk, 2004; Levy, 2008; Mahowald et al., 2013).
This holds across linguistic levels, from the phonetic to the
grammatical and the discourse level (Delogu et al., 2017; Lemke
et al., 2017; Sikos et al., 2017; Malisz et al., 2018; Asr and
Demberg, 2020).

A related notion widely applied in studies of human
language processing is ENTROPY. Entropy reflects the degree
of uncertainty of the outcome of an event. In this view, on-line
language processing can be characterized as the incremental
reduction of uncertainty about what comes next until
interpretation is completed (Hale, 2001). Regarding rational
communication, the question then is whether language use is
adapted to minimizing the cost involved in entropy reduction
and if so, what are the linguistic means available to do so. For
instance, in a recent study on reading times Lowder et al.
(2018) show that entropy reduction is primarily associated
with increases in first fixation duration and single fixation
duration, i.e., it occurs at the earlier stages of processing which
are related to lexical access. As the authors explain, this gives
support to the assumption that predictability effects in
reading are related to some kind of preactivation of sets of
probable words. But how are relevant words activated? It
seems reasonable to assume that language users are aware
that different contexts of interaction are associated with
specific linguistic choices, e.g., formal vs. informal
situations, spoken vs. written mode, field-specific domains
of discourse such as sports, religion, fashion, science, etc.
There is a direct link here to the notion of sublanguage or
register, i.e., culturally established domains of discourse in
which particular linguistic usages are more likely than others
to the extent that certain options are not available at all, thus
skewing the available options and reducing them altogether.
This would then imply that language users, rather than
operating on the full language system, have available a
repertoire of linguistic subsystems tied to specific, socio-
culturally established situational contexts that are activated
as needed. Recent work on conversation corroborates this
assumption, e.g., Hawkins et al. (2020) show that as
interlocutors agree on a common ground, the set of
linguistic options 1is effectively reduced. As specific
contexts become more established socio-culturally over
time, interlocutors’ developing preferential choices and
reducing options according to context can be considered
an optimization process acting on the language system
diachronically. Apart from benefits for on-line processing,
entropy reduction may partly be motivated by better
learnability. For instance, De Deyne et al. (2018) in a set
of word neighbour generation tasks found that learners are
attuned to paradigmatic relations. Or Cornish et al. (2016) in
a simulation of cross-generation transmission found a
cumulative increase in chunk-based structure reuse,
leading to more accurate recall in learning and better
memory of new structures (see also Isbilen and
Christiansen (2020) for a wider overview).

Less is More/More Diverse

2.2 Diachronic Language Change
Language use is inherently dynamic and exposed to two major

pressures: innovation and conventionalization. Innovation is
associated with a need for expressivity under changing socio-
cultural conditions (Nettle, 1999; Labov, 1994; Labov, 2001;
Trudgill, 2008), with direct reflexes in lexico-semantics. While
the long-term effect on the language system (here: the lexicon) is
overall expansion, repeated interaction between speakers/writers
leads to convergence in language use among interactants and
conventionalization sets in. For example, there may be multiple
expressions denoting the same object that are used
interchangeably for a while (e.g., automobile, car) until one of
them dominates or even ousts the other. Or, items become
conventionally associated with a particular meaning, occupying
an interpersonal (e.g., adverbs expressing stance) or a textual
function (e.g., adverbs functioning as discourse connectors).
While convergence may also be socially determined (prestige,
peer pressure) we will show that it results in a reduction of
linguistic variability.

Effects of innovation and conventionalization are also
encountered at the lexico-grammatical level, where items may
leave their traditional contexts and acquire new (grammatical)
functions or converge on one function over time. A specific
example is examined in De Smet’s study (2016) of the noun
key, showing how it moved to other contexts and adopted
different functions and ultimately came to be used as
predicative adjective. The more general mechanism proposed
by De Smet is that for innovation to occur, items need first to be
conventionalized in one grammatical context, thus improving
their retrievability, and subsequently become available in
different, yet closely related grammatical contexts. Studies like
De Smet’s are set in usage-based grammar which holds that
grammar is the cognitive organization of one’s experience with
language. Against this background, conventionalization is said to
enhance retrievability (see Bybee and Hopper (2001); Bybee
(2010); Schmid (2015); De Smet (2016)). In the longer term,
change in language use may result in grammaticalization,
i.e., particular lexicalizations become autonomous from other
lexicalizations or lexical items become grammatical items (Bybee,
2010, 107). Often grammaticalization affects chunks or sequences
of items (i.e., constructions), which may get reduced as their
frequency of use increases. An example from the history of
English is the -ed suffix as a reduction of the preterite dedu (I
did), occurring shortly after the Germanic branch separated from
the remainder of Indoeuropean (Speyer (2007)). Another
example from more recent times is gonna from going to, a
future marker that developed from the lexical verb go (Leech
et al., 2009; Mair, 2017). Once chunks are reduced, they become
easier to use in new contexts, thus concluding the cycle of
innovation and conventionalization. Importantly, this cycle is
a self-feeding process fired by frequency of use at various stages
(cf. (Bybee, 2010, 109). Grammaticalization is thus not the end-
point of a change but importantly, it opens up new possibilities
for interpretation by pragmatic inference, e.g., in the case going
to/gonna the habitual inference of ‘intention’ (cf. also Lehmann
(1995); Newmeyer (2001); Traugott and Dasher (2002); Eckart
(2012)).

Frontiers in Communication | www.frontiersin.org

January 2021 | Volume 5 | Article 620275


https://www.frontiersin.org/journals/communication
www.frontiersin.org
https://www.frontiersin.org/journals/communication#articles

Teich et al.

We will show instances of this cycle in our own data in Section
4 below, including chunks/constructions deriving from verbs. For
instance, there are some polyfunctional verb forms that shift
between lexical and grammatical uses, e.g., the past participle
form of provide or the present participle form of consider. Both
come to be used as conjunctions (provided that, considering that),
including a reduced form without that. Diachronically, the
grammatical use of these forms in our data set becomes
dominant over the lexical one and they rise in frequency.
With the reduced version, there is again a rise in frequency of
occurrence and a strong syntagmatic fixation, e.g., in the case of
considering on a definite noun phrase. Interestingly, there is no
inverse process of ‘lexicalization’ (grammatical items to lexical
items), and grammaticalization is irreversible (for a discussion see
Haspelmath (1999)), which is consistent with the view that
grammar (structure, constraints on linearization) enables code
optimization.

While many interesting and relevant insights come from the
recent works on the underlying mechanisms, conditions and
possible reasons of linguistic change, there are also some
limitations. First, predominantly frequency-based approaches
may risk to rely too much on the sometimes fairly weak link
between (change in) frequency and cognitive processes (for a
discussion see Arppe et al. (2010)). According to the more recent
information-theoretically based rational accounts of human
language processing it is not so much frequency directly that
indexes processing effort but information content (measured e.g.
by surprisal). The perspective of information, while potentially
very fruitful, has so far only rarely been adopted in language
change. For example, in a study of the conditions of sound change
Hume and Mailhot (2013) show that phonologization tends to
affect elements linked to extreme degrees of surprisal and that
both very low or very high surprisal exhibit low contributions to
predicting outcomes in a system, i.e., to entropy reduction. In our
own work, we have forwarded the hypothesis that scientific
English has diachronically evolved towards an optimal code
for communication among experts (Degaetano-Ortlieb and
Teich, 2019; Bizzoni et al.,, 2020). Using information-theoretic
measures (relative entropy, average surprisal), we have found that
scientific English drifts away from general language over time,
indicated by relative entropy (Kullback-Leibler Divergence) due
to distinctive syntactic usage at clause level and a preference for
complex nominal expressions. Degaetano-Ortlieb and Piper
(2019) confirm this trend for the humanistic domain of
literary studies using the same methodology. These studies
provide support to former descriptive as well as corpus-based
works such as Halliday and Martin (1993) or Biber and Gray
(2016) and add the specific aspect of communicative concerns in
diachronic language change. Second, existing works often focus
on specific constructions or items that are hand-selected (e.g., on
the basis of frequency-based corpus analysis). While compelling
for individual linguistic phenomena, a wider perspective on
change in the language system is prevented with a
phenomenon-driven approach and generalizations are thus
impeded. To be able to adopt a combined systemise+
perspective, a more exploratory, data-driven approach that can
be naturally adapted to diachronic analysis is called for.

Less is More/More Diverse

2.3 Computational Models of Language
Change

The most common approach to modeling diachronic change are
distributional models and more specifically word embeddings,
which rely on the fact that words with related meanings occur in
similar contexts (cf. Lenci (2008)). Technically, computed on the
basis of a corpus, a co-occurrence matrix of words is built up from
which a vector space is generated. Once such a space is generated
it is possible to compute the distributional difference between two
words as their distance from each other. A common measure to
quantify distance is computing the cosine of the angle between
two words. In a diachronic scenario, changes in cosine distance
between words in a vector space indicate that words shift in use.
Gulordava and Baroni (2011) were among the first to show large-
scale lexical-semantic change based on the Google NGram corpus
using this method.

Naturally, the method of defining and analyzing the topology
of words in a vector space determines which kinds of
distributional behaviours we are able to observe. For example,
Hamilton et al. (2016) show that focusing on changes in a word’s
close neighbourhood highlights cultural shifts in word meaning
while focusing on its global change with respect to the overall
topology of the space highlights linguistic shifts in word usage.
Similarly, Dubossarsky et al. (2016) show that the grammatical
categories words belong to play an important role in the way they
shift through diachronic spaces. In our own work, we have
observed that topological shifts in diachronic word
embeddings are effects of the tension between lexical and
grammatical changes (Bizzoni et al. 2019; Bizzoni et al., 2020).
Here, we build on these insights and specifically inspect
tendencies towards grammaticalization. Closely related to the
approach we pursue here in that distributional models are
employed to model the dynamics of language use with a focus
on grammar rather than lexis are recent works by Gries and
Hilpert (2008); Hilpert and Perek (2015); Perek (2016). For a
more comprehensive overview on the use of word embeddings for
diachronic study see also Kutuzov et al. (2018).

2.4 Cognitive Relevance of Word
Embeddings

From a processing perspective, some recent work highlights
correlations between distributional properties of words and
cognitive indices: distributional semantic models seem to
mirror some aspects of cognitive lexical organization.
Specifically, Abnar et al. (2018) explore how helpful different
types of word representation are to a machine learning system for
predicting the brain patterns activated by concrete nouns (as
reported by fMRI), and find that neural word embeddings are
better than count-based and association-based word models in
predicting which brain voxels specific nouns will activate.
Schwartz and Mitchell (2019) find that neural word
embeddings can be predictive of language-elicited
encephalography (voltage fluctuations through the scalp,
another proxy for brain areas activation) in the sense that they
can be used as input for a machine learning system that tries to
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predict which scalp sensors will be most activated by given words.
In Hollenstein et al. (2019) word-level cognitive data from
different modalities, including eye tracking, EEG and fMRI,
were converted into vectors that were fit to different types of
word embeddings by neural regression with one hidden layer and
linear activation. The authors found overall strong correlations
between distributional and cognitive representations. Distance
between words in vector space, as measured by cosine distance,
also appears to weakly, but positively, correlate with human
reaction times in lexical decisions and naming tasks (Auguste
et al. (2017)).

3 DATA AND METHODS

3.1 Data

The data set we use is the Royal Society Corpus (RSC) v6.0,
covering ca. 250 years of scientific articles (1665-1929), roughly
spanning the late Modern period (ca. 1700-1900). This period is
linguistically interesting insofar as many new registers emerge,
including the scientific one, due to increasing societal
diversification. The corpus comprises 91.2 million tokens over
about 462.000 types and has been split into 27 decades, with the
number of tokens per decade ranging between 455.351 and
13.583.475. The corpus is tokenized, lemmatized and tagged
with parts of speech. The larger part (noncopyrighted
material) is available under a Creative Commons license and
accessible via a web concordance. For a comprehensive
description of the RSC see Fischer et al. (2020).

An important characteristic of the RSC is the imbalance in
size across time periods, the more recent periods being much
larger than the earlier ones (Figure 1A). Naturally, the increase
in number of tokens is reflected as an increase of the number of
types overall (considering only types that occur at least 50 times
in the corpus), shown in Figure 1B by part-of-speech (NN =
noun, NP = proper noun, vv = lexical verb, jj = adjective, RB =
adverb, Fu = function word). Other potentially interesting
features of the corpus are that the number of different

authors increases over time; so does the number of papers
with more than one author.

The RSC is the most comprehensive and largest diachronic
corpus of English Scientific writing to date. It is a valuable
resource not only for linguistic analysis but also for cultural
studies, since it reflects different stages of professionalization in
scientific writing and publication. For example, previous studies
using the corpus have shown that there is a clear push around
1750 from conceptually oral to written production (Degaetano-
Ortlieb and Teich, 2019). The early documents are letters to the
editor characterized by a reporting style and only towards the end
of the 18th century the research article develops to be the
standard form of written knowledge transmission. The RSC
comes with rich meta-data, including time period, authors and
topics, thus offering interesting variables of analysis to linguists as
well as historians.

3.2 Computational Modeling

The word embedding model we use are structured skipgrams
(Ling et al,, 2015), an extension of skipgram word embeddings
introduced in Mikolov et al. (2013). Whereas skipgrams represent
the left/right usage context of a word as a bag of words, structured
skipgrams represent each position in the context separately. For
characterizing content words skipgrams and structured
skipgrams seem to fare equally well, but structured skipgrams
do better for characterizing function words. This is crucial in the
present context because we want to trace shifts in word usage
from lexis to grammar.

For computing period-specific word embeddings that are
aligned with each other, we have experimented with two
variants of the approaches presented by Dubossarsky et al.
(2017) and Fankhauser and Kupietz (2017). Training for the
first period is either initialized randomly (Option 1), or on
“atemporal” embeddings trained on the complete corpus
(Option 2). All subsequent periods are then initialized with
the embeddings of their previous period. For the random
initialization option, embeddings for the complete corpus are
initialized with embeddings for the last period.
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For words with enough support these two options seem fairly
equivalent. However, low frequency words can behave rather
differently: with random initialization low frequency words tend
to be rather arbitrarily concentrated in the center of the space for
the first few periods. Corpus initialization avoids this, but then the
positioning of low frequency words may not really reflect their
actual usage during the first few periods. Likewise, random
initialization may bias the representation of low frequency
words for the complete corpus by the representation of the
last period. Moreover, random initialization also leads to
partially erratic movement in the space over time, evident by a
larger average distance of word embeddings over time. Thus for
the actual analysis in this paper, we stick to Option 2. As an extra
measure we filter out low frequency words.

Initializing on larger corpora and fine-tuning on the datasets
of interest is a widespread technique to counter data scarcity in
both classic (Xu et al., 2015; Rothe et al., 2016; Kim et al., 2020)
and contextualized word embeddings (Li and Eisner, 2019),
especially for so-called down-stream tasks (Babanejad et al,
2020), i.e., applications to evaluate a model such as automatic
classification, paraphrase detection or information retrieval. A
similar approach was also recently used to stabilize word
embeddings trained on diachronic (albeit contemporary) data
(Di Carlo et al., 2019).

3.3 Measuring Diachronic Change

Our focus is on diachronic shifts in paradigmatic variability,
i.e., the degree of choice in a given context/set of similar contexts,
where sinking paradigmatic variability is an index of increasing
conventionalization and possibly grammaticalization. Based on
word embeddings, a simple measure for the paradigmatic
variability of a word is the number of its close neighbours
within a given radius. We employ a more refined measure that
weights words x; in the neighbourhood C, of a word x by their
frequency freq (x;) and by their cosine similarity cos(x;, x) to X'
On this basis, we can estimate the probability p (x;|C,) that a word
x; is chosen instead of word x. More frequent and closer words x;
get a higher probability. The paradigmatic variability is then
defined as the entropy over this probability distribution:

pvar(x) =H(P(|C))=- Y  p(xlColog(p(xlICy))

cos (x;,x) >0
cos (x;, x)freq (x;)

Zx, cos(xj, x)freq(xj)

A word with many close, rather uniformly distributed neighbours
thus has high paradigmatic variability. For the threshold 6 we
have experimented with values between 0.7 and 0.6, settling on
0.6, which-based on inspection-gives sensible neighbourhoods
overall. Moreover, we only consider a maximum of 30
neighbours.

with p (x;]C,) =

'For the word x, cos (x, x) = 1. We have also experimented with mapping the cosine
similarity to a Gaussian distribution with a standard deviation estimated from the
overall distribution of distances. This gives similar overall results, but tends to be
too permissive in including spurious neighbours.

Less is More/More Diverse

TABLE 1 | Correlations between measures.

mdist nn pvar07 pvar06

mdist 1.00 -0.76 -0.82 -0.70
nn -0.67 1.00 0.53 0.63
pvar07 -0.84 0.47 1.00 0.61
pvar06 -0.65 0.70 0.56 1.00

Table 1 shows the correlations between the mean distance

between a word and its 30 nearest neighbours (mdist), the
number of neighbours (nn) with cosine similarity greater than
0.6, and the paradigmatic variability with 6 = 0.7 (pvar07) and
0=0.6 (pvar06). The upper diagonals give the Pearson
correlation, the lower ones Spearman rank correlation. All
correlations are calculated for each decade individually and
then averaged. As we can see mean distance is strongly
negatively correlated with all measures of paradigmatic
variability.

Distance, paradigmatic variability and frequency can then be
used to explore the diachronic word embedding space. For
example, we may inspect specific pairs or sets of words that
exhibit significant increases in topological distance, thus
indicating lexico-semantic diversification and specialization in
meaning, one of the reasons for reduction of paradigmatic
variability. For some examples see Table 2. For instance, drop
and molecule or part and particle are fairly close in topological
space in earlier centuries and move apart in later centuries, clearly
separating the more general from the more specific meaning.
Similarly, we can find candidates for shifts from lexical usage to
grammar, such as owing fo.

In the following section we analyze the diachronic word
embedding space in more detail, both in terms of general
diachronic trends (Section 4.1) and in terms of the
contributions to the general trends by specific word classes
(Section 4.2), specifically focusing on paradigmatic variability
and its link to communicative efficiency.

4 ANALYSES

4.1 Macroanalysis: Overall Diachronic

Trends
The overarching diachronic trend consists in the expansion of the
word embedding space manifested in an overall increase in the
distances between words. This trend is continuous and
independent of token frequency or whether a word is used
continuously over time or not. Figure 2 graphically displays the
diachronic development, distinguishing between lexical words
(upper points) and function words (lower points). As can be
seen, the overall trend of increasing distance involves
predominantly the lexical words while the function words stay
diachronically stable. This is what would be expected: grammatical
change is slow and function words are fairly inert, while lexis is very
agile and changes in lexical usage occur at a fast rate.

The overall increase of distances between words is a reflection
of the increase in types over time in the Royal Society Corpus (see
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TABLE 2 | Examples of word pairs with changing cosine similarity over time. We present three cases of increasing distance (indicating diversification) and one case of
decreasing distance (indicating conventionalization).

Word pair

drop-molecule
Early distance: 0.41

drop—-molecule
Late distance: 0.68

part-particle
Early distance: 0.42

part-particle
Late distance: 0.77

success—happiness
Early distance: 0.47

success-happiness
Late distance: 0.58
due-owing

Early distance: 0.35

due—owing
Late distance: 0.26

Word 1

... child hath the small pox, the child is found to have them too: Though
not one drop of the mothers blood passes into the child that the
membranes and ... (1670s)

... pressure the potential required to cause a discharge from the surface
of adrop of water at the end of a capillary tube exceeds, though only by a
few ... (1920s)

... tolabour after a way, whereby the parts of glass may be comminuted
into such small parts, as to touch one another in many points, and that
then malleable ... (1660s)

...in 100,000 and, since the metal is in contact with the marble over only
a small part of its surface, the probable error due to the base cannot
exceed ... (1920s)

... He particularly describes those, which he chiefly made use of with
good success, from the prescriptions of the college, and of Sr. Theod.
Mayern. .. (1670s)

... whichis unique in our method, were to fail, the method would also fail:
Its success, now to be shown, implicitly carries with it the uniqueness of
the ... (1920s)

...Life, heis of opinion, that this niter, mixed with the sulfurous parts of the
blood, causes a due fermentation, which he will have raised, not only in
the heart alone, but immediately in the. .. (1660s)

... thus deducible at once from the integral equation, is especially useful
in giving the distant field - due to the two discs the total charge on each
disc is evident, and the exact value is given later ... (1920s)

Word 2

... the vessels appears to have such a quantity of air intimately mixed with
every molecule, globule, or particle of it, the whole compound according
to the ... (1730s)

... differential equation of motion is developed for the rotations of a
molecule with two degrees of freedom, a permanent magnetic moment
and a moment. .. (1920s)

...Is means, and the earth shows quite a new thing to us, so that in every
little particle of its matter, we may now behold almost as great a variety of
creatures ... (1660s)

... to the channel, the distance from the side, the longitudinal velocity of a
particle there, and the height of the free surface above its ... (1920s)

... done that, he proceeds to consider the advantage of this doctrine, and
its happiness in explicating many phenomenon, hardly explicable with-
out it; ... (1670s)

... prefixed to his little book on diamonds was an indication of the
domestic happiness which throughout accompanied his long and active
career ... (1920s)

... hath made no thorough investigation of any plant, and left a very great
number of them untouch’t, owing also much of what he knew to the
egyptians that euclid lived a while in aegypt, a country ... (1670s)

... Obtained by using a control frequency of 2,000 cycles per second, but
this idea was not pursued owing to difficulties in constructing a highly
accurate and permanent maintained tuning fork or ... (1920s)
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again Figure 1 above), on the one hand, and, as we will show in
Section 4.2, of diversification in word usage. Again, function
words (FU: determiners, prepositions, conjunctions, pronouns,
and auxiliary/modal verbs) are the most stable, the number of
types hardly changes over time. The increase affects mostly the
lexical words and is distributed unevenly across parts of speech
with nouns (NN) showing the largest increase. This indicates that
unsurprisingly nouns are the primary hosts for lexical innovation
and vocabulary expansion in this domain like in other domains.

Note that despite the increase in types, the overall unigram
entropy as well as the entropy per major part-of-speech
remain remarkably stable, as shown in Figure 3B. We take
this as a first indication that some mechanism for maintaining
communicative function must be in place.

Correlating with overall increasing distance, paradigmatic
variability decreases over time as a general trend. Figure 4
shows mean distance and paradigmatic variability by major
parts of speech. Function words (Fu) and adverbs (rRB) are
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more distant to their neighbours and have lower overall indication of diversification in usage, possibly showing a
paradigmatic variability. Proper nouns (NP) in general have  separation of grammatical and lexical uses of certain verb
high paradigmatic variability.” Nouns (NN) and adjectives ()  forms, some of them conventionalizing and moving to the
have rather similar paradigmatic variability. Finally, verbs (vv)  grammatical end (vvG, vvN, vvD) and others staying at the
start out with a slightly higher paradigmatic variability than  lexical end (vv).
nouns, but end up with lower variability almost at the level of What is also noteworthy here is that verbs in base form and
adverbs and function words. present tense (vv) as well as nouns are in the high frequency range,
Figure 5 compares the diachronic development for nouns  while the participle and past tense forms are in the mid-to-lower
(NN) and different verb forms. Verbs are generally more distant ~ frequency range. As mentioned above, frequency plays an
from their neighbours than nouns, but in terms of paradigmatic =~ important role in conventionalization and grammaticalization.
variability they are less clearly separated. While verbs startoutat ~ As we will show in Section 4.2 below, it is the mid-to-lower
the same level or even at a higher level of variability, participles ~ frequency items that are susceptible to change by
(vvG and vvN) and verbs in past tense (vvD) end up at lower conventionalization/grammaticalization while the high-frequency
variability, whereas verbs in base form or present tense (vv) ones (such as function words) are fairly immune to change.
have about the same variability as nouns. This is again an To analyze these macroanalytic trends further, we need to
inspect in more detail the different linguistic patterns that lie
behind paradigmatic variability reduction, again considering the
*This result is intuitive because names are high entropy items. interplay with frequency and distance.
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by decade.
- 4.2 Microanalysis: Linguistic Patterns of
g [ g + Paradigmatic Reduction
~&— phiogiston o + We observe two main (non-exclusive) mechanisms for limiting
o || o B @ + paradigmatic variability over time: CONVENTIONALIZATION—a

word becoming the dominant choice within its neighbourhood
by frequency (convergence), possibly replacing other, alternative
words (substitution)—and DIVERSIFICATION, i.e., words within a
neighbourhood becoming more distant, possibly leading to a split
into two or more neighbourhoods.

As indicated by the overall trends, different parts of speech
have different roles in diachronic change, siding either with the
lexico-semantic or the lexico-grammatical aspect of change. It is
therefore instructive to look at the lexico-semantic and the
lexical-grammatical contributions to diachronic shifts
paradigmatic variability individually.

in

4.2.1 Paradigmatic Reduction Pertaining to
Lexico-semantic ltems

As an example of conventionalization by substitution, Figure 6
shows the frequency development of oxygen in comparison to its
closest neighbours®. The former term phlogiston, denoting the
hypothetical substance released during combustion, is substituted
by (French) oxygene as the actual substance added during
combustion, co-existing for a while with the variant oxygen
which finally takes over. This second kind of substitution also
occurs for other names of chemical elements which are close
neighbours of oxygene, e.g., hydrogen and nitrogen. As a result of
this conventionalization, oxygen also becomes very productive in
word formation to denote processes (oxidize), properties (oxidative),
molecules (oxyhydrogen), etc. Altogether there exist almost 50
different words derived from oxy in the RSC. This is a prime
example of conventionalization enabling innovative linguistic uses.

*In Figure 6 through 9 the diachronic change in relative frequency is fit with a
generalized linear model with a binomial link function, whereas change in
paradigmatic variability is fit with a linear model, both of degree 2.

Frontiers in Communication | www.frontiersin.org

13

January 2021 | Volume 5 | Article 620275


https://www.frontiersin.org/journals/communication
www.frontiersin.org
https://www.frontiersin.org/journals/communication#articles

Teich et al.

Less is More/More Diverse

examined
investigated
studied
analysed
tested
experimented

Hid

1

fom

A L

o 4

T T T

T
1650 1700 1750 1800 1850
decs

Frequency per million

FIGURE 8 | Diversification of examined. (A) Frequency per Million and (B) Paradigmatic Variability.

w
45

40

30
1

pvar

o .
o 7 |-8~ examined e x

—e— investigated 2 vt o+ -
6 —£— studied a N —t
= - analysed X

—»— tested + +
- experimented

4 o+

T T T T . T
1700

1650 1750 1800 1850

decs

Paradigmatic Variability

More generally, when a word becomes more dominant it can
substitute a whole group of words. Figure 7 shows the frequency
development of close neighbours of size. Initially, the dominant
choice is bigness, but there exist a number of other choices to express
various aspects of size. Then, around 1750, the general term size
becomes the dominant choice, and all other choices become fairly
rare. Similarly to oxygen above, size becomes productive in word
formation, in particular as adjective (sized, medium-sized, full-sized).
This is another example of conventionalization enabling innovation.

As an example of diversification, see again the use of drop and
molecule (Table 2), which start as close neighbours and become
clearly separated from each other when molecule acquires a
specific meaning and becomes a close neighbour of atom.
Here again, molecule becomes productive in word formation,
especially as adjective (molecular, bimolecular, intermolecular).
Similarly, small part and particle appear in the late 17th century to
be virtually interchangeable, but become quite distant as particle
starts to represent subatomic particles only (this process is already
visible by the 1920s).

As an example of diversification pertaining to verbs, Figure 8
plots the five closest neighbours of examined. As shown, while
examined starts out as and remains the dominant choice by
frequency, it does not substitute other choices. On the contrary,
investigated, studied, and tested become relatively frequent choices
after about 1800, while the frequency of examined levels out. Thus,
until 1800 the distribution of their frequencies becomes less
uniform leading to a decrease of paradigmatic variability. But
after 1800 the frequency distribution becomes more uniform
and accordingly the paradigmatic variability increases.

4.2.2 Paradigmatic Reduction Pertaining to
Lexico-grammatical Iltems

Especially interesting from the point of view of communicative
utility are trends affecting the grammatical side of words, possible
leading to grammaticalization. Grammar being the most efficient
linguistic encoding, any move in this direction is beneficial from the
point of view of communication. Given the known paths of

grammaticalization, what we look for here are words or word
forms that adopt another function and split away from their
dominant lexical neighbourhood moving to a grammatical
neighbourhood. To find candidates involved in such shifts, we
inspect words by their paradigmatic variability score, where lower
entropy and greater mean distance over time are again indicators of
diversification. As we will see, items may not go the full way from
lexical to grammatical or they may form a new category. If an item
grammaticalizes, it may be used more frequently and productively
(similar to the behavior of lexical words participating in derivational
processes as shown for oxygen in Section 4.2.1).

As shown in Figure 5B above, the largest contribution to decreasing
paradigmatic variability comes from verbs in present participle form
(vvG) (mean pvar: —1.34), past participle (vvN) (mean pvar: —1.80) and
past tense (vvD)) (mean pvar: —1.24). To show the diachronic
mechanism at work, we inspect 15 vvGs with fpm > 30 (from
altogether 115 types with fpm > 30): the five with the greatest
decrease in paradigmatic variability, the top five with increasing
pvar and five with stable pvar (< 0.9). See Table 3 for the items
selected by this procedure. Note that for pvar- (left column) we choose
vvGs with rising frequency as rising frequency items are more plausible
candidates for grammaticalization. The middle column pvar + contains
the top five items with increasing paradigmatic variability—these vvGs
are expected to remain in their lexical neighbourhoods. The right
column pvars shows items with stable paradigmatic variability. Being
function words (prepositions/conjunctions), they are themselves the
result of a grammaticalization process, and should also stay in their
(grammatical) neighbourhoods.

TABLE 3| Paradigmatic Variability of VWGs. Top 5 with pvar- (left); top 5 with pvar+
(middle); selected 5 with pvars (right).

pvar- pvar+ pvars (< 0.9)
Assuming Adding According (to)
Leading making Regarding
measuring Taking Including
Involving Giving Concerning
Owing (to) Obtaining Considering
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TABLE 4 | Three closest neighbours of was with decreasing Paradigmatic Variability (pvar-) by 50-year period.

Word 1675 1725 1775 1825 1875 1925
Assuming Attributing Adopting Assume Supposing Supposing Supposing
Assigning Stating Disregarding Assume Assume Assume
Adopting Selecting Equalizing Taking Adopting Suppose
Leading Leads Prolongation Leads Communicating Leads Connecting
Unclosed Ramifying Led Inosculating Connecting Connected
Outlet Wandering migrating Extending Led Leads
measuring Estimating Determining Determining Determining Determining Estimating
Predicting Estimating Registering Ascertaining measure Determining
Determining Sounding Ascertaining Calculating Registering Observing
Involving Involve Involves Involve Non-linear Involve Involve
Involves Involve Involve Transforming Involves Involves
Predicts multinomial Unaccented Factorials Canceling Requiring
Owing Attributable Attributable Attributable Attributable Due Due
Ascribable Attributed Occasioned Due Consequence Spite
Ascribed Imputed Imputed Occasioned Spite Attributable

Again, the pvar-vvGs (left column) are the items of interest
here since they are candidates for conventionalization/
grammaticalization, i.e., they should become dominant choices
in a given neighbourhood or shift to another (grammatical)
neighbourhood or possibly form their own neighbourhood. If
they (or some of them) shift to the grammatical end, their
paradigmatic variability will become stable and they become
similar to the pvars items (right column).

The micro-analysis of the neighbourhood shifts for the
15 vvas is presented in Tables 4-6 showing their three closest
neighbours per 50-year period. What can be seen is that all
15 vvas are polyfunctional (i.e., they have lexical and grammatical
items as neighbours) but pvar-, pvar+ and pvars clearly exhibit
different neighbourhood patterns.

Comparing pvar- and pvar + items, we can see that among the
closest neighbours of pvar + items are other word forms of the
same root, e.g., giving: give gives. The closest neighbours of pvar-
items instead are other ing-forms and for some, their
neighbourhood gets clearly more confined and stable over
time. For example, the neighbourhood of assuming has 30
close neighbours (including supposing, assume, considering) in
the first decade, but only 13 close neighbours in the last decade,
with assuming and assume dominating by frequency.

Comparing pvar- and pvars items, we see that pvars items side
with ing-forms similar in meaning that can also be used as
prepositions, e.g., the diachronically consistent neighbours of
concerning are regarding and respecting. The clearest
diachronic trend among the pvar-items is shown by owing
(to). Owing to is actually established as a preposition by the
mid 18th century (or earlier) and listed in the OED under the
entry of owing.* Its usage in the RSC shows that it moved closer to
be a preposition in the time span considered as seen by its
neighbours: diachronically, owing (to) lands with due (to), (as

“The entry actually quotes an attestation from the Philosophical Transactions: She
has a Navel-rupture, owing to the Ignorance of the Man in not applying a proper
Bandage. (Extracts of Two Letters from the Revd Dean Copping, F. R. S. to the
President, concerning the Caesarian Operation Performed by an Ignorant Butcher;
And concerning the Extraordinary Skeleton Mentioned in the Foregoing Article.
By John Copping, 1739).

a) consequence and (in) spite (of) (cf. Table 2 above showing the
decreasing distance between owing (to) and due (t0)).

For assuming we can observe that use at sentence beginning
significantly increases over time (1810: 2.76 fpm, 1900: 33.21
fpm), obviously offering a shorter alternative to finite conditional
clauses (When/If we assume x . ..). See two examples of typical
usage at sentence beginning, one with assuming plus that-clause
and one with a nonfinite clauses in 1 and 2.

1) Assuming that the distance of the source of light from the
thermopile is fixed [. . .] still, if the india-rubber rings should
become a little stretched in time, or any similar accident
happen, the sensitiveness of the galvanometer would vary
(On chemical dynamics and statics under the influence of
light, by Meyer Wilderman, 1902)

Assuming the formula given for V to hold for this value of I/B,
we see that this greatest slope is [. . .] 810 (On an approximate
solution for the bending of a beam of rectangular cross-
section under any system of load, with special reference to
points of concentrated or discontinuous loading, by Louis
Napoleon George Filon, 1903)

2)

Predominantly, this kind of usage occurs in Series A of the
Transactions “Containing Papers of a Mathematical or Physical
Character”, where it is highly formulaic.

Similarly to the semantic concept of AsSUMING in mathematics
and related areas, MEASURING becomes an important methodological
concept in many disciplines and we predominantly encounter
measuring used as a gerund to form an adverbial of
instrument—again a highly conventionalized usage (see example 3).

3) It was found by [...] measuring its distance from the nitrogen
rays and from the two helium rays [. . .] (On the spectrum of the
more volatile gases of atmospheric air, which are not condensed
at the temperature of liquid hydrogen. — Preliminary notice, by
George Downing Liveing and James Dewar, 1900)

leading appears conventionalized due to its use in leading to,
both in concrete and abstract uses, often occurring after nouns.
See examples 4 and 5.
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TABLE 5 | Three closest neighbours of was with increasing Paradigmatic Variability (pvar+) by 50-year period.

Word 1675 1725 1775 1825 1875 1925
Adding Add Substituting Inserting Addition Add Introducing
Subtracting Add Substituting Applying Dissolving Dropping
Substituting Remembering Subtracting mixing Introducing Titrating
making Make Make Make Make Make Make
Rendering Performing Performing Obtaining Rendering Taking
Completing made Pursuing Bringing Completing Getting
Taking Take Take Take Take Take Take
Took Took Took Assuming Took Putting
Putting Selecting Putting making Takes making
Giving Gives Give Give Give Gives Gave
Give Gives Gave Gives Give Give
Gave Gave Imparting Gave Gave Gives
Obtaining Attaining Attaining Attaining Procuring Getting Securing
Securing Procuring Determining Discovering Procuring Getting
Procuring Deciding Interpreting Ascertaining Preparing Procuring
TABLE 6 | Three closest neighbours of wa with stable Paradigmatic Variability (pvars) by 50-year period.
Word 1675 1725 1775 1825 1875 1925
According Agreeably Obeying Conformably Agreeably Accordance Accordance
Conforming Agreeably Conformable Conformably Conformity Ccording
Conformable Conformably Agreeably Conformity Conformable Irrespective
Regarding Concerning Concerning Concerning Respecting Respecting Concerning
Attributing Respecting Deciding Concerning Concerning Respecting
Elucidating Investigating Estimating Governing Relating Relating
Including Excluding Excluding Comprising Comprising Comprising Excluding
Encircling Replace Excluding Viz. Excluding Comprising
Impressing Forty-one Besides Excepting Excepting Excepting
Concerning Regarding Regarding Respecting Respecting Respecting Regarding
Respecting Respecting Relating Regarding Regarding Respecting
Touching Relating ‘On Relating Relating Relating
Considering Examining Noticing Contemplating Reviewing Discussing Discussing
Contemplating Observing Noticing Consider Consider Consider
Investigates Experiencing Re-examining Conceive Examining Examining

4) [...]Dr. Dunbar Hughes and Captain Calder started out along the
road leading to the south (Report on the eruptions of the soufriére,
St. Vincent, 1902, and on a visit to Montagne Pelée, in Martinique.
-Part I. by Tempest Anderson and John Smith Flett, 1903)

5) In discussing the results of the flash spectra obtained in India in
1898, I stated certain conclusions leading to the belief that the
flash spectrum does, in fact, represent the upper more diffused
portion of an absorbing stratum [...] (Solar eclipse of 1900,
May 28—General discussion of spectroscopic results, by John
Evershed, 1903)

involving is predominantly used in postnominal position forming
a reduced alternative to a relative clause (which involves). This usage
thus appears highly conventionalized. See example 6.

6) In the above deduction of such a law, we have used the general
formulae involving sources of two types (I. The integration of
the equations of propagation of electric waves, by Augustus
Edward Hough Love, 1901)

Similar patterns arise for the other pvar- verb forms, i.e., the
past tense and past participle forms (vvDp, vvN). The ed-form is a

highly ambiguous form that is used for past tense, to form
nonfinite adverbial clauses, as adjective as well as postmodifier
(reduced relative clause). An example of an item that went a
similar way as owing (to) is provided. Next to its lexical, verbal
meaning, according to which it is used in past tense, active voice
(example 7) or as postmodifier (example 8), it is used as a
conjunction, in earlier usage with subjunctive mood (example
9). Our diachronic model clearly captures the shift towards the
use of provided as a conjunction (as in 9) siding with other
conjunctions such as since or while and landing in the same
frequency range.

7) I provided the best Opium I could get (Of the Use of Opium
among the Turks. By Dr. Edward Smyth, 1695)

8) An assistant, provided with an apparatus, for writing down
observations (Description of a Forty-Feet Reflecting Telescope.
By William Herschel, 1795)

9) a most useful agent in separating olefiant gas from such mixtures,
provided light be entirely excluded during its operation (On the
Aeriform Compounds of Charcoal and Hydrogen; With an
Account of Some Additional Experiments on the Gases from Oil
and from Coal. By William Henry, 1821)
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4.3 Microanalysis: Items With Increasing
Paradigmatic Variability

While the general diachronic trend is reduction, there is one set of
items among the adverbs that actually expands. As mentioned in the
introduction (Section 1), another characteristic trait of convergence
over time is that items become conventionally associated with a
particular meaning, e.g., occupying a predominantly interpersonal
function (e.g., adverbs expressing stance) or a textual function (e.g.,
adverbs functioning as discourse connectors). In our data, this is the
case for particular groups of adverbs which show increased
variability (pvar+) coupled with decreasing mean distance and
increased frequency over time. Adverbs within these groups
become exchangeable, their neighbourhoods manifesting a
continuous influx of new lexemes carrying similar interpersonal
meaning, notably to express stance (considerably, apparently), or
adopting similar textual functions, notably discourse markers (e.g.,
thus, accordingly).

Figure 9 shows six adverbs out of the top pvar+: three with
textual and three with interpersonal meaning. Mean distance shows
decreasing tendencies, ie., neighbourhoods become semantically
more coherent. As an example of textual meaning, Table 7
shows decreasing mean distance and increasing variability for the
neighbourhood of thus. While in the 18th century neighbours are
semantically more varied with a mixture of textual and interpersonal
meanings, by the 19th and 20th centuries, the textual meaning
clearly prevails covering different kinds of semantic relation (e.g.,
concessive, temporal, adversative). Considering an example of
interpersonal meaning, from Table 8, we see how apparently
moves from a mixture of attitudinal (e.g. dangerously, fatally,
assuredly) and epistemic meanings (e.g. evidently, improbably) to
mainly the latter—a turn which seems to happen around the end of
the 18th/beginning of the 19th century. We can observe that mean
distance exhibits a rise by 1825 (from 0.32 to 0.43), where the
epistemic probably is left as the only neighbour (at 0.6 distance
threshold; cf. Section 3.3). In subsequent years, the neighbourhood
around apparently is again further populated with other epistemic
markers. Attitudinal markers are not included any more among the

pvar

thus_RB
accordingly_RB
nevertheless_RB
considerably RB
apparently |
obviously_RB

T
1900

[ Erareryie

1650 1700 1750 1800 1850

decs

FIGURE 9 | Adverbs with increasing Paradigmatic Variability (pvar+).

Less is More/More Diverse

nearest neighbours and their mean distance to epistemic neighbours
decreases (from 043 in 1825 to 0.33 in 1925). Thus, while
paradigmatic variability increases, enriching the space with more
items, mean distance to selected neighbours decreases. From a
producer perspective, there is more choice but the meaning
expressed is more specific (here: epistemic). Thus, expansion in
types goes together with confinement in meaning, i.e. we encounter
here conventionalization at the semantic level.

5 SUMMARY AND CONCLUSION

We have explored the assumption that language use, while being
under the permanent pressure of innovation, ultimately strives for
conventionalization. The push for innovation is associated with
cultural change and geared towards expressivity; the pull for
conventionalization is language-internal and the optimization
criterion is communicative utility. In our data, we observe for
instance that the “chemical revolution” during the 18th and 19th
centuries is linguistically reflected in temporary bursts of new
terminology, e.g., associated with the oxygen theory of
combustion that replaced the former phlogiston theory, indexed
by a temporary rise in entropy for instance in the word cluster of
terms for chemical elements. While innovation may thus result in
temporary highs of linguistic variability, we have shown that as a
general diachronic trend, variability is reduced resulting in fewer
and/or more diversified linguistic options—see again the size and
molecule examples in Section 4.1 at the lexical level or the ing-forms
as discussed in Section 4.2 at the level of grammar.

Focusing on conventionalization, we have proposed a formal
model of paradigmatic variability using word embeddings to
represent the notion of paradigm by neighbourhood in vector
space. The word embedding space is then analyzed in terms of
diachronic change by systematically inspecting the (changing)
neighbourhoods of words in terms of distance in vector space
and entropy in a given neighbourhood. The overarching
diachronic trend is a reduction of paradigmatic variability as
shown by overall increasing distances between words and overall
decreasing entropy. The observed entropy reduction is thus the
measurable effect of a continuous, diachronic process that serves
managing linguistic variability in the interest of rational
communication. In the domain of discourse considered
here—science—diversification in the lexico-semantic area is of
course related to the evolution of scientific disciplines with their
respective terminologies in the time period considered. Here, we do
see temporary increases in paradigmatic variability (e.g., terms for
chemical elements), but eventually it is pulled down again. In the
lexico-grammatical area, we have seen that diversification is
manifested by selected word forms leaving their lexical context,
isolating themselves and/or landing in a grammatical usage context,
i.e. they become function words (see the example of owing (to) in
Section 4.2).

The only diachronic increase of paradigmatic variability was
observed regarding specific adverbs with interpersonal meaning
(stance, evaluation) or textual function (discourse connector) (as
discussed in Section 4.3). This may lead to the interpretation that
interpersonal and textual functions tend to give in more to the
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TABLE 7 | Top neighbours (up to 30) for thus showing decreasing mean distance.

Less is More/More Diverse

Neighbours

Now, then, mentally, eventually, hereby, previously, likewise, subsequently, sixthly, therefore, hereto, so, scrupulously,
Then, now, however, also, so, therefore, which, but, and, as, be, only, finally, yet, is, anyhow, intentionally, when, not, being,

Then, now, thereby, therefore, also, similarly, finally, again, hence, hereby, consequently, so, synthetically, accordingly, here,

year mdist
1675 0.40 So, mechanically, hereby, designedly
1725 0.41 So, demonstrably
1775 0.38
incidentally, prematurely
1825 0.30
approximatively, statically, consequently, for, unnaturally, been, by
1875 0.35
eventually, perforce
1925 0.33

Then, therefore, now, hence, consequently, thereby, also, finally, similarly, nevertheless, so, evidently, accordingly,

sometimes, furthermore, subsequently, presumably, ultimately, again, which, indeed, likewise, eventually, i.e., but

TABLE 8 | Top neighbours (up tp 30) for apparently with increasing and decreasing mean distance.

Neighbours

Unquestionably, evidently, whit, undoubtedly, essentially, improbably, scarcely, rarely, indubitable, dangerously, mostly,

gravely, fatally, intrinsically, simply, oddly, seemingly, unobserved, drooping, questionable, assuredly, visibly, miraculous,

Demonstrably, essentially, invariably, improbably, unquestionably, unheard, inaccurately, remarkably, doubtfully, very,

much, probably, confessedly, correctly, surely, indisputably, inconstancy, indubitably, incomparably, also, reality, gravely,
obnoxious, only, immensely, conspicuously, hiss, receded, not

Undoubtedly, obviously, probably, really, intrinsically, not, nominally

Probably, sometimes, possibly, evidently, essentially, presumably, undoubtedly, perhaps, almost, usually, physically,

molecularly, doubtless, nearly, anyhow, occasionally, generally, likewise

year mdist
1675 0.32
doubtful, fundamentally, notoriously, preternaturally, soonest
1725 0.34
1775 0.40
1825 0.43 Probably
1875 0.37
1925 0.33

Probably, evidently, presumably, obviously, really, undoubtedly, doubtless, usually, certainly, possibly, practically, still, often,

sometimes, generally, originally, necessarily, not, almost, also, invariably, always, actually, ordinarily

pressure of innovation/expressivity as a continuous trend, while the
diachronic development in the ideational area exhibits only
temporary rises in expressivity and a continuous pull towards
conventionalization.” But this would warrant a dedicated
empirical analysis in which interpersonal, textual and ideational
functions are thoroughly separated. Yet another study would be
warranted using data from “general language”, other domains or
modes of discourse. First, to assess whether an item has
grammaticalized or not, an important condition is that it spreads
to other contexts. Second, scientific language is highly planned
discourse between experts and will therefore exhibit fairly strong
signals of communicative optimization. This may well be different in
spoken contexts or in literary works. In fact, in a related study
comparing the RSC with the Penn Parsed Corpus of Modern British
English (PPCMBE), we found that only scientific texts show a
significant  diachronic trend towards dependency length
minimization, which is considered another signal of
communicative optimization (Juzek et al. (2020)). However, as
we have shown, it is not only the reduction of options in context
but also diversification of options that reduces entropy. In fact,
diversification has been independently discussed as a general

*Interestingly, related trends are observed in contact-induced language change by
so-called borrowing hierarchies according to which textual (e.g., the connective
but) and interpersonal items (e.g., modals) are most immediately affected (see e.g.,
Matras (2020)).

diachronic trend. For instance, an analysis of the 793,733 word
forms included in the OED Historical Thesaurus reveals a strong
diversification of vocabulary over the attested history of English,
especially in the last two centuries, which is clearly due to the vast
societal changes and technological advances in modern time.®

In terms of methods of diachronic analysis we presented a data-
driven approach using as a basis a state-of-the-art computational
language model. Apart from modeling words in their left and right
context, the type of model employed—structured skip-gram word
embeddings—enjoys the property of being aware of linear order. In
this way, we not only pick up a lexical but also a grammatical signal.
To evaluate diachronic changes we analyze the topology of the word
embedding space as well as the entropy of words in their
neighbourhoods. Entropy provides not only a diagnostic tool of
diachronic change but gives us a direct link to a communicative
interpretation of the observed diachronic patterns. Crucially, the
proposed methodology allows us to track change by informational
contribution rather than frequency alone. For instance, in our data it
is primarily the mid-frequency items that are shown to be susceptible
to change while high-frequency items are shown to be rather
resilient. ~ Many  high-frequency = words  are  already
communicatively optimized—most function words have short
codes and quite a few lexical words in the high frequency range
are ambiguous/polyfunctional. Here, ambiguity can be considered

“see https://ht.ac.uk/treemaps/; Kay (2012).
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another characteristic of code optimization, as shown by Piantadosi
et al. (2012). While high(er) frequency of occurrence is thus not a
condition of change, we can observe very clearly that frequency
increase is a consequence of certain patterns of change, e.g.
conventionalization by convergence/substitution (see again the
size example in Section 4.2). Such observations are especially
enabled by the methods and tools proposed here.

By high-level summary, we have shown that communicative
concerns, as indexed by entropy, play an important role in the
dynamics of language use, acting as a control on linguistic variability.
The specific direction of research pursued here—the role of rational
communication in linguistic variation and change—is in line with
recent work on other aspects of language dynamics (e.g., language
evolution Hahn et al. (2020)) and the specific approach proposed can
be applied to other domains of inquiry where the interplay of
communicative efficiency and socio-cultural change is involved,
such as the linguistic dynamics in social media groups (e.g.,
Danescu-Niculescu-Mizil et al. (2013)) or the (changing)
linguistic repertoires of individuals over a life time (e.g.,
Anthonissen and Petré (2019)).
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The information theoretic principle of rational adaptation predicts that individuals with
aphasia adapt to their language impairments by relying more heavily on comparatively
unimpaired non-linguistic knowledge to communicate. This prediction was examined
by assessing the extent to which adults with chronic aphasia due to left-hemisphere
stroke rely more on conceptual rather than lexical information during verb retrieval, as
compared to age-matched neurotypical controls. A primed verb naming task examined
the degree of facilitation each participant group received from either conceptual event-
related or lexical collocate cues, compared to unrelated baseline cues. The results
provide evidence that adults with aphasia received amplified facilitation from conceptual
cues compared to controls, whereas healthy controls received greater facilitation from
lexical cues. This indicates that adaptation to alternative and relatively unimpaired
information may facilitate successful word retrieval in aphasia. Implications for models
of rational adaptation and clinical neurorehabilitation are discussed.

Keywords: aphasia, rational adaptation, adaptation, verb naming, priming, event knowledge, co-occurrence
statistics

INTRODUCTION

The language-processing system has often been viewed as relatively static and context-invariant,
particularly by sentence comprehension models (e.g., Frazier, 1987; Bornkessel and Schlesewsky,
2006). However, recent evidence indicates that successful language processing, including sentence
comprehension, is accomplished by an adaptive system (Ellis and Larsen-Freeman, 2009 for review;
Gibson et al., 2013). There is growing evidence that the language system flexibly takes advantage
of a wide array of sources of information to guide performance. These may include linguistic
representations (grammatical categories, thematic roles, and lexical co-occurrence probabilities),
contextual constraints, and knowledge of the relationships between words and real-world events
(e.g., Caramazza and Zurif, 1976; McRae and Matsuki, 2009; Gibson et al., 2013; Kuperberg and
Jaeger, 2016; Dresang et al., 2018). According to information theory, reliance on these information
sources is governed by the principle of rational adaptation (Anderson, 1991; Howes et al., 2009),
which states that a system can modify the degree to which it relies on different information sources
in order to optimize behavior under different experimental conditions (e.g., Gibson et al., 2013) or
disease states (Caramazza and Zurif, 1976; Gibson et al., 2015; Warren et al., 2017).
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Information Source Adaptation in Aphasia

Language performance in individuals with aphasia provides
a unique way to evaluate hypotheses regarding the adaptive
use of information sources during language processing. People
with aphasia have impairments in accessing and using linguistic
information, but their stored conceptual-semantic knowledge is
usually less impaired. The assumption that people with aphasia
therefore rely more heavily on conceptual-semantic information
undergirds both classic accounts of aphasic sentence processing
(Caramazza and Zurif, 1976; Goodglass, 1976) and efficacious
speech-language treatments (e.g., Boyle, 2010; Wambaugh et al.,
2014; Edmonds, 2016). However, it remains unclear whether
individuals with aphasia show evidence of rational adaptation
during production tasks. The current study looks for evidence of
rational adaptation during verb retrieval by people with aphasia.
In doing so, it is one of few to investigate aphasic rational
adaptation in reliance on stored representations of linguistic
versus conceptual knowledge (see also Caramazza and Zurif,
1976), rather than in reliance on bottom-up linguistic input (e.g.,
Gibson et al., 2015; Warren et al., 2017). Verb-retrieval deficits
are important to study because they are frequently observed in
70 percent of individuals with aphasia, across severity levels and
syndrome classification types (Mitzig et al., 2009).

The rational adaptation principle is key to the noisy channel,
or rational inference, account of sentence comprehension.
According to this account, comprehenders perceive a sentence
and immediately compute the probabilities associated with
its possible intended messages. Their estimations of these
probabilities adapt quickly to changes in the amount of noise or
the reliability of cues in the context (Gibson et al., 2013). Gibson
et al. (2013) demonstrated that increasing the rate of typos in an
experiment led participants to rely less on linguistic form during
sentence interpretation. Similarly, increasing the proportion of
implausible sentences in the experiment led participants to rely
less on meaning to guide sentence interpretation. Gibson et al.
(2015) extended this work to adults with aphasia. They tested
the hypothesis that during language comprehension, people with
aphasia should rely more heavily on conceptual knowledge than
healthy adults, because their linguistic impairments are more
likely to introduce noise into their representations of the bottom-
up linguistic input. In this study, like the 2013 one, sentence
plausibility was crossed with sentence structure in such a way
as to create implausible sentences that differed from plausible
sentences by a small edit, and vice versa. For example, the
implausible sentence The mother gave the candle the daughter is a
single dropped fo from the plausible sentence The mother gave the
candle to the daughter. Greater reliance on conceptual knowledge
would be shown by a stronger tendency to interpret implausible
sentences like The mother gave the candle the daughter as if
they were plausible near neighbors like The mother gave the
candle to the daughter. This is because plausibility is conceptually
driven. Gibson and colleagues showed that, like controls, people
with aphasia were sensitive to the likelihood that a particular
sentence structure would be distorted into its near neighbor
(for example, they were more likely to stick with the literal
interpretation of sentences with structures that were higher
frequency or required an insertion rather than a deletion to
become a plausible near neighbor). But across multiple types of

sentences, people with aphasia were more likely than controls to
interpret implausible sentences as their plausible near neighbors.
That is, participants with aphasia showed a stronger influence
of plausibility on their sentence interpretations than control
participants did. This suggests they had rationally adapted to rely
more heavily on conceptual knowledge, e.g., plausibility, than
control participants. Warren et al. (2017) extended and replicated
these findings using a different paradigm and a larger sample of
people with aphasia.

These findings from experiments testing noisy channel
processing in aphasia point to a flexible language processing
system that is sensitive to aphasia-related changes in the reliability
of cues to interpretation, including the likelihood of input
distortion. But these studies have been relatively narrowly
focused, in that the only language-related cue that has been tested
is the form of the input, and the only outcome measure has
been the ultimate interpretation of the sentence. A study by
Hayes et al. (2016) tested a different kind of language-related
cue, namely verb-argument requirements, during incremental
comprehension. They pitted verb-argument information against
plausibility in a visual-world study testing the anticipatory
processing of event locations (e.g., “The child put/rode the
bicycle in the park/pool.”). They found that both the argument
structure requirements of verbs and the plausibility of the event
location guided the anticipatory processing of neurotypical adults
across the lifespan, but only plausibility influenced anticipatory
processing in adults with aphasia. This is consistent with
aphasia increasing reliance on conceptual plausibility knowledge.
However, the small size of their sample of participants with
aphasia raises concerns about power, and this evidence (like
that of Gibson et al, 2015 and Warren et al, 2017) speaks
only to whether rational adaptation characterizes comprehension
performance in aphasia.

The current study builds on a series of studies reported
in Willits et al. (2015) that investigated unimpaired language
users’ reliance on language knowledge versus event knowledge
across multiple tasks. The form of language knowledge they
focused on is word co-occurrence frequency (Hale, 2001; Levy,
2008). We know that healthy language users utilize their
stored knowledge of word co-occurrence in both comprehension
and production (e.g., Wasow, 1997; Reali and Christiansen,
2007). There is also evidence that people with aphasia make
use of lexical frequency and word co-occurrence information.
In Gahl (2002), participants with fluent and anomic aphasia
types showed sensitivity to lexical verb biases in a sentence
plausibility judgment task. In a subsequent set of experiments,
Dede (2013a,b) observed that the effects of lexical verb bias were
greater in adults with aphasia than controls in an on-line self-
paced reading task. These results suggest that word co-occurrence
can influence sentence comprehension in aphasia. However, it
remains unknown whether individuals with aphasia make use of
word co-occurrence to facilitate naming.

Willis and colleagues (Willits et al., 2015) also tested the
influence of event knowledge on language performance. In
healthy adults, priming experiments have demonstrated that
memory is structured such that multiple types of single-word cues
allow immediate access to event knowledge (Ferretti et al., 2001;
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McRae et al,, 2001, 2005; Hare et al., 2009). In particular, verbs
prime nouns that commonly fill their event-related thematic
roles (agents, patients, instruments; Ferretti et al., 2001) and vice
versa (McRae et al., 2001, 2005). In addition, Hare et al. (2009)
found that nouns that denote common events (e.g., trip, accident)
primed objects and agents typically involved in that event (trip—
luggage; accident—policeman), and that location and instrument
nouns primed event-related object and agent targets. Taken
together, this evidence indicates that isolated verbs, event nouns,
and thematic role/participant nouns activate conceptual event
knowledge, resulting in facilitated naming of related concepts.
This kind of direct event-related priming has not previously been
tested in people with aphasia, but Dresang et al. (2019) found
an indirect relation between event knowledge and verb naming.
They found that conceptual knowledge of events positively
predicted performance on verb naming and argument structure
production tests in a sample of people with aphasia.

These two types of knowledge, word co-occurrence and event
knowledge, are not always independent given that language
is used to communicate information about events in the
real world. But they can be dissociated. Willits et al. (2015)
conducted two corpus analyses and found that past progressive
verbs co-occur more frequently with locations than do past
perfect verbs. However, this varied across individual verbs.
Willits et al. (2015) capitalized on this variability to create
verb-location stimuli with three levels: event related pairs
with high co-occurrence probability, event related pairs with
low co-occurrence probability, and unrelated pairs with low
co-occurrence probability. These stimuli were tested in four
behavioral tasks, to investigate whether young neurotypical
adults lean more heavily on different sources of information
under different task conditions. In two semantic tasks, plausibility
judgment (“Rate how likely it is that the event or action described
typically takes place in this location.”) and semantic judgment
(“Is this alocation?”), results were driven by event knowledge. But
in two language-production-focused tasks, primed verb naming
(“Say the target word aloud.”) and sentence completion (“Mary
was visiting...”), effects were driven by word co-occurrence
patterns. These findings support the notion that healthy
adults prioritize conceptual event versus word co-occurrence
information to different degrees depending on the task demands.

The current study extends this work with the goal of
investigating rational adaptation in aphasia by testing the
hypothesis that: because language impairment reduces the
reliability of linguistic information for people with aphasia,
they will rely more heavily on event knowledge and less
heavily on linguistic knowledge as compared to unimpaired
adults. Given that Willits et al. (2015) found that young
neurotypical participants relied heavily on word co-occurrence
information in a naming task, the current study used a
naming task in people with aphasia. We expected to replicate
Willits and colleagues’ finding that healthy control participants
exhibit stronger effects of word co-occurrence than event-
relatedness on naming. But we further predicted that people
with aphasia would show the opposite pattern and exhibit
a larger facilitative effect of event relatedness than word co-
occurrence on naming. The current study breaks new ground

because evidence for rational adaptation in aphasia to date
is limited to auditory sentence comprehension (Caramazza
and Zurif, 1976; Schwartz et al., 1980, 1987; Gibson et al.,
2015; Hayes et al, 2016; Warren et al, 2017). This study
also has practical import because rational adaptation could
be a mechanism behind the apparent efficacy of speech-
language therapies that treat verb-retrieval deficits in people
with aphasia by strengthening conceptual-semantic networks
around verbs (e.g., Verb Network Strengthening Treatment
[VNeST]; see Edmonds, 2016, for review). Demonstrating
rational adaptation in verb naming would be a first step in
showing that it may underlie these efficacious speech-language
treatments and might be leveraged to develop more targeted
neurorehabilitation methods, by determining what information
cue types and experimental (learning) conditions facilitate
verb retrieval. Finally, it contributes to studying a common,
but relatively understudied, aspect of aphasia. 70 percent
of individuals with aphasia experience chronic verb-retrieval
deficits (Mitzig et al., 2009).

MATERIALS AND METHODS

Participants

Participants were 17 individuals with chronic aphasia due
to unilateral left hemisphere stroke and 15 age-matched
neurotypical controls. All participants were (1) native English
speakers, (2) able to provide informed consent, (3) 25-85 years
old, (4) (premorbidly) right-handed, (5) had no significant
hearing loss or vision impairment that prevented them from
completing the experimental tasks, (6) had no pre-existing
or subsequent brain injury/stroke (e.g., to right-hemisphere
regions for individuals with aphasia), and (7) had no history of
progressive neurological or psychiatric disease, drug, or alcohol
dependence, or significant mood or behavioral disorder.

In addition, all neurotypical participants passed a line-
bisection visual screening, a binaural pure-tone hearing screening
(0.5, 1, 2, and 4 KHz at 40 dB), a Mini-Mental State Examination
cognitive screen (required 27/30; Folstein et al., 1975), and
Raven’s Colored Progressive Matrices non-linguistic cognitive
screen (required 30/36; Raven, 1965). All individuals with aphasia
were more than 6 months post-onset (range: 19-265 months;
M = 95.8, SD = 62 months), had a Comprehensive Aphasia Test
(CAT; Swinburn et al., 2004). Naming Modality T-score > 40, and
an overall mean T-score < 70. Cognitive screening and general
language assessment measures, including the CAT, were already
available for the participants with aphasia, who all participated
in Hula et al. (2020). Participants were not recruited if their
T scores were less than 30 for the CAT Cognitive Screening
semantic memory or recognition memory subtests. T scores
under 30 would be indicative of frank auditory, visual, motor
speech, or general cognitive deficits. Demographic participant
characteristics are reported in Table 1 for participants with
aphasia and Table 2 for age-matched controls.

Institutional Review Board approval was obtained, and
all participants provided informed written consent and were
compensated for their time.
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TABLE 1 | Demographic characteristics of participants with aphasia.

Participant ID Age Sex Education level Years of education Months post-onset Years post-onset
7201 59 F Graduate degree 20 132 11
7202 63 M Bachelor’s degree 14 265 22.08
7203 61 F Master’s degree 17 60 5
7204 55 M High school 12 53 4.42
7205 52 M High school 12 136 11.33
7206 78 F Some graduate 13 114 9.5
7207 70 F Some college 14 45 3.75
7208 76 M Some college 14 138 11.5
7209 7 M Law degree 19 53 4.42
7210 54 M Bachelor’s degree 16 83 6.92
7211 71 M Some college 14 26 217
7212 55 M Bachelor’s degree 16 19 1.58
7213 68 M High school 12 184 15.33
7214 53 F Bachelor’s degree 17 81 6.75
7215 71 M Bachelor’s degree 16 87 7.25
7216 72 M Some college 14 60 5
7217 72 M Some college 15 93 7.75
Summary M =65.12 5F12M M=15 M =95.82 M=7.99
SD =9.11 SD=2.35 SD =62 SD=5.17
Materials event. Only seven event-related primes were among the top

Experimental stimuli were adapted from existing normed stimuli
for agent-, patient-, instrument-, and location-verb pairs (McRae
et al., 2005). We developed items that paired 48 target verbs
from McRae et al. (2005) with each of three kinds of noun
primes. In the event-related condition, the primes were nouns
that were strongly associated with the target verbs event but
rarely appeared within four words of the verb in COCAS
Wikipedia corpus (pencil-WRITE). Event-related primes were
drawn from McRae et al. (2005) or from the USF Free Association
Norms (Nelson et al., 1998) and consisted of agents, patients,
instruments, or locations strongly associated with the target verbs

TABLE 2 | Demographic characteristics of age-matched control participants.

Participant ID Age Sex Education level Years of
education
7001 42 M Tech college 14.5
7002 59 M High school 12
7003 74 M Bachelor’s degree 16
7004 52 M Bachelor’s degree 16
7005 54 M Bachelor’s degree 16
7006 57 M High school 12
7007 72 F Master’s degree 18
7008 64 F Master’s degree 18
7010 74 M Master’s degree 20
7011 68 F Master’s degree 22
7012 72 M Bachelor’s degree 16
7013 65 M Law degree 19
7014 71 F Master’s degree 17
7015 52 M Master’s degree 22
7016 69 F Master’s degree 18
Summary M =63 5F,10M M=171
SD =9.82 SD=3

100 noun collocates for their target verb (Maximum = 50th,
M = 65th). In the lexical co-occurrence condition, the primes
were nouns that co-occurred frequently with the target verbs but
were not strongly associated with the target verb’s event (name-
WRITE). Lexical co-occurrence primes were selected from the
nouns that most frequently appear within four words of the
target verb in COCAs Wikipedia corpus (Davies, 2008). We
chose the highest-ranked (M = 7-8th, range: 1st-25th) collocate
that: (1) was not a paradigmatic participant in the verb’s event
(i.e., did not appear in McRae et al, 2005 or Nelson et al,
1998 norms), (2) did not form a compound with the verb
(e.g., board-WALK; school-WORK), and (3) was not a high
collocate of many verbs. Two of the authors confirmed these via
independent judgments. In the baseline control condition, the
primes were nouns that were neither associated with the verb’s
event nor often appeared near the verb (water-WRITE). They
were generated by reassigning event-related primes to targets
such that semantic relationships were minimized. Semantic
distance between cue and target words was calculated using
snaut semantic distance measure (Landauer and Dumais, 1997;
Mandera et al, 2017) to confirm that lexical co-occurrence
and baseline conditions were matched for lexical-semantic
relatedness between cue and target words (t-statistic = —0.41;
p-value = 0.68). Prime noun word length was balanced across
conditions (all p’s > 0.26). Following a Latin square design,
conditions were counterbalanced and pseudorandomized across
three presentation lists. See Supplementary Materials for a
complete stimulus list that includes individual item properties.

Testing Procedures

Each participant completed all three presentation lists,
interleaved with other behavioral experiments with different
tasks. Every presentation list began with six practice trials,
followed by 48 experimental trials. Each trial began with a central
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fixation cross displayed for 25 milliseconds, followed by a noun
prime (in lower-case blue letters) for 450 milliseconds, followed
by a central mask (&&&&&&&) for 50 milliseconds, and then
the verb naming target (in upper-case black letters) remained on
the screen until the participant provided a response or indicated
inability to do so. An audio click was presented simultaneously
with the target verb for the purpose of manual measurement
of naming latencies. Because naming is challenging for people
with aphasia and they do not always process incoming linguistic
information efficiently (Goodglass and Wingfield, 1997; Faroqi-
Shah et al., 2010; Silkes et al., 2020), we used a relatively long
prime duration (longer than the standard 200 milliseconds for
lexical decision tasks). In addition, within each presentation list,
we blocked items according to whether the primes most naturally
preceded the verb (ie., event prime agents and instruments;
preceding collocates; e.g., actor-PERFORM, ax-CHOP) or
followed it (i.e., event prime patients and locations; following
collocates; e.g., customer-SERVE, gym-EXERCISE). Following
McRae et al. (2005), trials were separated by a 1,500-millisecond
blank screen. Participants were instructed to name the target
verb aloud as quickly and accurately as possible. An external
microphone recorded naming responses in Audacity® , and
accuracy and latency measurements were coded by hand.

Accuracy and response time were the dependent variables.
Trained raters followed procedures outlined by the Philadelphia
Naming Test (Roach et al,, 1996) in order to determine the
first complete attempt, which was then scored for both accuracy
and latency. Accuracy was coded as correct or incorrect.
Participants with aphasia who had concomitant motor speech
impairments (e.g., dysarthria, speech apraxia) were allowed one
sound omission, addition, or substitution per response when
considering correctness (Roach et al,, 1996). Response time
(latency) was measured in milliseconds from the time in which
the target word was displayed (with audio click) until the
participant began to produce their first complete response. These
scoring procedures followed the conventional procedures used
for the Philadelphia Naming Test (Roach et al., 1996). Two raters
measured the critical time points and calculated the naming
latency for each trial. They had 93.77 percent agreement on a
randomly selected sample of 10 percent of the items (ratings
within 50 milliseconds of each other constituted agreement).
The raters discussed these discrepancies and reached 100 percent
agreement. The degree of priming was measured by comparing
the latency of event and lexically related word pairs to baseline,
unrelated trials.

Analyses

Data were analyzed using Bayesian mixed effects regression
models, which were created in the Stan computational framework
(Carpenter et al., 2017; http://mc-stan.org/) accessed with the
brms package (Biirkner, 2017). Trial-level naming accuracy
served as the outcome variable for two logit-link bernoulli family
models, and trial-level naming response time served as the
outcome variable for two ex-gaussian family models. Model 1
examined naming accuracy between participant groups; Model
2 examined naming response time between groups; Model 3
examined accuracy in participants with aphasia; and Model 4

examined response time in participants with aphasia. Estimates
of facilitation under each prime condition (baseline, event-
related, and lexical co-occurrence) were assessed in terms of the
assumptions of normality, homoscedasticity, linearity, and the
presence of outliers. To address outliers and to achieve model
convergence, latency observations above the 95th percentile for
each group were trimmed. From 3,200 trials, 89 trials were
trimmed (2.8% of the original data), resulting in a total of 3,111
observations across both groups. Finally, only accurate trials were
examined in Model 2 and Model 4, for which response time was
the dependent variable (Forster, 1976).

The model structures are discussed below. Each parameter
was given dispersed starting values and a vague prior, thus
allowing the Bayesian estimation process to explore the
full parameter space and provide conservative estimates of
posterior distributions (McElreath, 2020). For each model, four
Hamiltonian Markov chain Monte Carlo (MCMC) chains were
run for 20,000 samples, with half of the iterations discarded
as warm-up and 10,000 iterations monitored for convergence
and parameter estimation. There was no thinning and no
divergent transitions for any of the models. For each model,
MCMC convergence was assessed graphically by inspection
of the autocorrelation and trace plots, as well as statistically
using the Gelman-Rubin potential scale reduction statistic (R)
and the number of effective samples. The R statistic is a ratio
of the variance within each chain to the variance pooled across
chains. R values close to 1 indicate satisfactory convergence of
the chains to a stable distribution (Gelman et al., 2013). ESS
factors out the autocorrelation in the observed MCMC chains
and estimates the number of independent samples that would
achieve the same degree of precision for the parameter estimates
(Carpenter et al., 2017). Large ESS values indicate satisfactory
convergence. The posterior distributions are summarized by the
estimated parameters and 95% highest density credible intervals
(HDI). The HDI is comparable to the frequentist confidence
interval and is determined as the narrowest interval containing
the assigned proportion of the posterior distribution’s probability
mass within which all values have a higher probability density
than any values outside the interval (see Fergadiotis et al., 2019
for further explanation).

Post hoc pairwise comparisons were conducted using the
emmeans package in R (Lenth, 2020) for Models 1-2 in order
to evaluate the reliability of every potential condition-specific
priming effect for both groups of participants.

First, naming accuracy was compared between participant
groups with and without aphasia. The outcome variable was trial-
level verb naming accuracy. Fixed effects were group assignment
(participants with aphasia coded as 0 versus neurotypical controls
coded as 1) and prime condition (event-relatedness versus
baseline; and lexical co-occurrence versus baseline), and two
interaction effects (group x event condition; group x lexical
condition). The effect of prime condition was dummy coded
with the baseline condition as the reference level. Specifically,
the prime condition fixed effect was coded with two contrasts
across the three levels of the variable, such that each condition
of interest was compared to the baseline prime condition.
Random intercepts were included for subjects and items.

Frontiers in Psychology | www.frontiersin.org

January 2021 | Volume 12 | Article 589930


http://mc-stan.org/
https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org/
https://www.frontiersin.org/journals/psychology#articles

Dresang et al.

Information Source Adaptation in Aphasia

Random slopes were included for condition within subjects and
group within items. More complex random effects structures
failed to converge.

Second, naming response time was compared between
participant groups with and without aphasia. Fixed effects and
random effects structures were the same as for Model 1, but
the outcome variable was response time (latency) from word
presentation to participant response, in milliseconds.

Third, naming accuracy was examined in greater detail for
participants with aphasia. The outcome variable was trial-level
verb naming accuracy. Each prime condition was a fixed effect.
Prime conditions were coded the same way as for Models 1
and 2. Random intercepts were included for subjects and items.
Random slopes were included for condition within subjects and
aphasia severity within items.

Fourth, naming response time was examined in greater detail
for participants with aphasia. Fixed effects and random effects
structures were the same as for Model 3, but the outcome
variable was response time (latency) from word presentation to
participant response, in milliseconds.

RESULTS

Descriptive statistics of group level accuracy and response time
across each prime condition are reported in Table 3. The
trace plots for all parameters demonstrated rapid convergence
and were stationary relative to the parameter means. The
autocorrelation plots corroborated this assessment and showed
minimal autocorrelation for all four models. These plots
and all posterior predictive checks are provided in the

Supplementary Material. The R statistic and number of effective
samples for each parameter indicated satisfactory convergence
and MCMC mixing. These statistics are reported in Tables 4-
7. Tables 4-7 also provide the point estimates and 95% credible
intervals for each parameter. The posterior predictive checks and
histograms of the posterior distributions for the estimates of
interest are provided below. Only differences where less than 20%
of the posterior probability distributions did not overlap zero are
interpreted below (Hair et al., 2009; Hazelrigg, 2009).

Model 1: Primed Naming Accuracy

Between Participant Groups

Group (aphasia versus control) reliably predicted trial-level
primed naming accuracy (B = 541, EE = 1.22, and 95%
HDI = [3.06, 7.83]), with participants with aphasia (M = 0.790,
SD = 0.407) performing less well than controls (M = 0.995,
SD =0.067). Figure 1 shows the posterior probability distribution
for the group effect. Furthermore, group interacted with prime
condition in predicting naming accuracy, such that aphasia
amplified the facilitation of event-related cues (B = —1.32,
EE =0.88, and 95% HDI = [—3.13, 0.37]) but lack of aphasia (i.e.,
the control group) amplified the effect of lexical co-occurrence
cues (B = 1.35, EE = 1.51, and 95% HDI = [—1.32, 4.46]).
Although both of these credible intervals overlap with zero,
there is a 94.57 percent chance that the interaction between
group and event facilitation is less than zero (Figure 2),
and an 82.62 percent chance that the group and lexical co-
occurrence interaction is greater than zero (Figure 3). This
suggests that the observed interaction between group and
event facilitation was robust, but the interaction between group

TABLE 3 | Descriptive statistics of group level accuracy (percent correct) and response time (seconds) across prime conditions.

Prime Condition Participants with aphasia Control participants Grand total
M SD M SD M SD
Baseline Accuracy 0.774 0.419 0.996 0.064 0.885 0.242
Latency 0.779 0.271 0.598 0.139 0.689 0.205
Event Accuracy 0.805 0.397 0.990 0.098 0.898 0.248
Latency 0.822 0.271 0.596 0.159 0.709 0.215
Lexical Accuracy 0.792 0.406 0.999 0.037 0.896 0.222
Latency 0.822 0.280 0.589 0.127 0.706 0.204
Grand total Accuracy 0.790 0.407 0.995 0.067 0.893 0.237
Latency 0.814 0.269 0.593 0.132 0.701 0.208
These values reflect the descriptive statistics after excluding outliers.
TABLE 4 | Model 1 primed naming accuracy population-level effects for participants with aphasia and age-matched control participants.
Estimate Est. error Lower 95% HDI Upper 95% HDI R Bulk ESS Tail ESS
(Intercept) 1.84 0.54 0.79 2.94 1 1836 3811
Group 5.41 1.22 3.06 7.83 1 3055 4291
Event-related prime 0.3 0.21 -0.14 0.69 1 8274 6879
Lexical co-occurrence prime 0.26 0.26 —-0.22 0.80 1 6277 5352
Group: Event prime —1.32 0.88 —-3.13 0.37 1 6724 5599
Group: Lexical prime 1.35 1.51 —-1.32 4.46 1 8408 5913

HDI, Highest density credible interval. R =The potential scale reduction factor on split chains (at convergence, R=1 ). ESS, Effective sample size.
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TABLE 5 | Model 1 naming accuracy pairwise comparisons.

TABLE 7 | Model 2 naming response time pairwise comparisons.

Contrast Estimate Lower 95% Upper 95%
HDI HDI
Aphasia baseline — control baseline —5.337 —7.831 —3.060
Aphasia baseline — aphasia event —0.293 —0.686 0.144
Aphasia baseline — control event —4.327 —6.557 —2.349
Aphasia baseline — aphasia lexical —0.251 —0.799 0.217
Aphasia baseline — control lexical —6.851 —10.345 —3.896
Control baseline — aphasia event 5.040 2.844 7.576
Control baseline — control event 0.979 —0.623 2.794
Control baseline — aphasia lexical 5.074 2.791 7.621
Control baseline — control lexical —1.485 —4.736 1.068
Aphasia event — control event —4.029 —6.3 —2.140
Aphasia event — aphasia lexical 0.041 —-0.519 0.549
Aphasia event — control lexical —6.545 —10.089 —3.635
Control event — aphasia lexical 4.075 2.046 6.284
Control event — control lexical —2.453 -5.5 0.040
Aphasia lexical — control lexical —6.598 —10.092 —3.616

HDI = Highest density credible interval. Median point estimates displayed. Results
are given on the log odds ratio scale.

and lexical co-occurrence facilitation was relatively unreliable.
Based on post hoc pairwise comparisons, neurotypical controls
received greater priming following lexical co-occurrence cues
than event-related cues (B = —2.45, 95% HDI = [-5.5,
0.04]). This comparison did not show robust differences in
participants with aphasia. The full set of results is reported in
Table 4. The full set of pairwise comparisons is reported in
Table 5.

Model 2: Primed Naming Response Time
Between Participant Groups

Group (aphasia versus control) reliably predicted trial-level
primed naming response time (B = —0.274, EE = 0.072, and
95% HDI = [—0.415, —0.133]; Figure 4), with participants
with aphasia (M = 0.814 s, SD = 0.269) performing slower
than controls (M = 0.593 s, SD = 0.132). The main effects
of the prime conditions and their interactions with group
were small and not credibly different from zero. Based on
post hoc pairwise comparisons, neither neurotypical controls
nor participants with aphasia showed robust differences
in response time following lexical co-occurrence versus
event-related cues. The full set of results is reported in

Contrast Estimate Lower Upper

95% HDI 95% HDI
Aphasia baseline — control baseline 0.0484 0.0237 0.0746
Aphasia baseline — aphasia event —0.0026 —0.0073 0.0019
Aphasia baseline — control event 0.0488 0.0238 0.0754
Aphasia baseline — aphasia lexical —0.0008 —0.0054 0.0038
Aphasia baseline — control lexical 0.0501 0.0244 0.0757
Control baseline — aphasia event —0.0510 —0.0762 —0.0250
Control baseline — control event 0.0002 —0.0046 0.0049
Control baseline — aphasia lexical —0.0492 —0.0758 —0.0248
Control baseline — control lexical 0.0015 —0.0035 0.0062
Aphasia event — control event 0.0513 0.0243 0.0753
Aphasia event — aphasia lexical 0.0017 —0.0029 0.0065
Aphasia event — control lexical 0.0525 0.0264 0.0778
Control event — aphasia lexical —0.0495 —0.0759 —0.0244
Control event — control lexical 0.0013 —0.0038 0.0061
Aphasia lexical — control lexical 0.0508 0.0247 0.0758

HDI, Highest density credible interval. Median point estimates displayed.

Table 6. The full set of pairwise comparisons is reported in
Table 7.

Model 3: Primed Naming Accuracy in
Participants With Aphasia

Both prime conditions predicted naming accuracy in participants
with aphasia, with individuals producing more correct responses
after both event-related (M = 0.805, SD = 0.397) and lexical co-
occurrence primes (M = 0.792, SD = 0.406), as compared to
unrelated baseline (M = 0.774, SD = 0.419). Although the 95%
credible intervals for both of these effects overlap with zero,
94.69 percent of the posterior probability distribution for event
primes (B = 0.36, EE = 0.23, and 95% HDI = [—0.10, 0.78],
Figure 5) and 95.02 percent of the posterior distribution for
lexical primes (B = 0.41, EE = 0.27, and 95% HDI = [—0.11,
0.94], Figure 6) exceed zero. The full set of results is reported in
Table 8.

Model 4: Primed Naming Response Time
in Participants With Aphasia

No reliable priming in response time was observed in participants
with aphasia for either event-related (B = 0.017, EE = 0.020, and

TABLE 6 | Model 2 primed naming response time population-level effects for participants with aphasia and age-matched control participants.

Estimate Est. error Lower 95% HDI Upper 95% HDI R Bulk ESS Tail ESS
(Intercept) -0.272 0.052 —0.045 —0.009 1 1928 3531
Group -0.274 0.072 -0.415 -0.133 1 1795 3438
Event-related prime 0.008 0.018 -0.027 0.0431 1 4452 6071
Lexical co-occurrence prime 0.000 0.018 —0.034 0.036 1 4360 6273
Group : Event prime —0.011 0.015 —0.041 0.016 1 12723 8405
Group : Lexical prime —0.009 0.014 —0.036 0.019 1 12647 7708

HDI, Highest density credible interval. R =The potential scale reduction factor on split chains (at convergence, R=1 ). ESS, Effective sample size.
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FIGURE 1 | Posterior distribution and 95% highest density intervals (HDIs) of
the fixed effect of group from Model 1 (primed accuracy for participants with
aphasia and healthy controls). Dashed lines mark the 95% highest density
intervals (HDIs) for the posterior distribution.
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FIGURE 2 | Posterior distribution and 95% highest density intervals of the
interaction effect of group and event-related facilitation from Model 1 (primed
accuracy for participants with aphasia and healthy controls). Dashed lines
mark the 95% highest density intervals (HDIs) for the posterior distribution.

95% HDI = [—0.024, 0.056]) or lexical co-occurrence conditions
(B =0.010, EE = 0.017, and 95% HDI = [—0.024, 0.044]). The full
set of results is reported in Table 9.

DISCUSSION

The purpose of this study was threefold. First, it aimed
to replicate and extend findings from Willits et al. (2015)
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FIGURE 3 | Posterior distribution and 95% highest density intervals of the
interaction effect of group and lexical co-occurrence facilitation from Model 1
(accuracy for participants with aphasia and healthy controls). Dashed lines
mark the 95% highest density intervals (HDIs) for the posterior distribution.
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FIGURE 4 | Posterior distribution and 95% highest density intervals (HDIs) of
the fixed effect of group from Model 2 (primed response time for participants
with aphasia and healthy controls). Dashed lines mark the 95% highest
density intervals (HDIs) for the posterior distribution.

that indicate naming is a language-focused task in which
healthy language users prioritize knowledge of word co-
occurrence over conceptual event relatedness. Second, it
examined the hypothesis, grounded in rational adaptation, that
during verb naming adults with aphasia would rely more
heavily on conceptual event-related cues and less heavily on
lexical co-occurrence cues, compared to neurotypical controls.
Third, aphasic behavior was examined more closely to assess
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FIGURE 5 | Posterior distribution and 95% highest density intervals (HDIs) of
the fixed effect of event-related facilitation from Model 3 (primed accuracy for
participants with aphasia). Dashed lines mark the 95% highest density
intervals (HDIs) for the posterior distribution.

differences in conceptual versus lexical facilitation within
the sample of individuals with aphasia. The findings are
summarized below, and their implications are discussed in
relation to rational adaptation hypotheses and potential clinical
directions moving forward.

First, our results from neurotypical controls were broadly
consistent with findings from Willits et al. (2015), who observed
that participants showed robust facilitation from frequently
co-occurring words in naming tasks. The current sample of
older neurotypical adults showed similar patterns to Willits
and colleagues’ college-aged participants, with greater facilitation
of naming in lexical-prime conditions compared to event-
related conditions. This is confirmed by the pairwise comparison
results. However, in the current study, these patterns appeared
in accuracy rather than latency measures. Our speculation
is that this might be driven by a speed-accuracy trade off,
given both the high variability in latency in the current
sample and previous evidence that older adults are likely to
prioritize accuracy over speed (Ratcliff et al., 2004; Starns and
Ratcliff, 2010). These findings suggest that unimpaired language
users prioritize linguistic information (specifically, word co-
occurrence frequency information) more than conceptual cues
when performing naming tasks. This is consistent with findings
from language production studies showing that wordform
retrieval is especially sensitive to lexical frequency effects (e.g.,
Jescheniak and Levelt, 1994) and that high-frequency word
collocations speed processing (McDonald and Shillcock, 2003;
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FIGURE 6 | Posterior distribution and 95% highest density intervals (HDIs) of
the fixed effect of lexical co-occurrence facilitation from Model 3 (primed
accuracy for participants with aphasia). Dashed lines mark the 95% highest
density intervals (HDIs) for the posterior distribution.

Arnon and Snider, 2010; Smith and Levy, 2013). Our results
are also consistent with evidence supporting task-based rational
adaptation, which contends that language users rely on the most
informative source of knowledge to optimize their behavior on
the task at hand (Anderson, 1991; Howes et al., 2009).

Next, we examined the effect of aphasia on primed verb
naming. As expected, adults with aphasia consistently named
verbs more slowly and less accurately than controls for all
prime conditions. This is consistent with a large body of
literature that demonstrates verb-retrieval deficits in individuals
with aphasia (e.g., Berndt et al., 1997; Jonkers and Bastiaanse,
2007; Rofes et al., 2015). Response latencies showed no other
effects, but verb retrieval accuracy did. Importantly, presence
of aphasia interacted with prime condition in predicting
verb retrieval accuracy. Participants with aphasia received an
amplified facilitation effect, or greater priming, from conceptual
event-related cues compared to the control group. This group by
conceptual priming interaction effect was strongly reliable, with
approximately 95% of the posterior probability distribution >0.
There was a weaker effect in the opposite direction for lexical
co-occurrence (83% of the posterior probability distribution
>0): the control group received somewhat greater priming
from lexical co-occurrence cues compared to participants with
aphasia. However, models that examined performance only
in participants with aphasia found robust facilitation effects
of both conceptual event and lexical co-occurrence cues.
These accuracy results extend evidence from healthy adults to
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individuals with aphasia: nouns prime verbs that denote events
in which the nouns are commonly involved (e.g., McRae et al.,
2005, 2001). This extension is critical because it highlights
the importance of conceptual event knowledge in disordered
language processing, which is consistent with the hypothesized
mechanisms underlying efficacious speech-language treatments
targeting verbs (e.g., VNeST: Edmonds, 2016; see further
discussion below). Of note, the relatively unreliable interaction
suggesting that lexical co-occurrence priming might be stronger
in the control group than in participants with aphasia is not
consistent with previous evidence suggesting that aphasia may
magnify the effects of lexical frequency on language performance
(Gahl, 2002; Dede, 2013a,b).

Taken together, the findings of this experiment are consistent
with previous evidence of rational adaptation in aphasia and
suggest that the evidence base may extend beyond sentence
comprehension to verb naming. In contrast to previous
investigations of rational adaptation in aphasia, this study
examined stored knowledge of linguistic representations -
specifically, stored knowledge of word co-occurrences — rather
than bottom-up linguistic input, such as the literal sentence
form (Gibson et al., 2015; Warren et al., 2017). Another critical
contribution of this study is that it separately examines automatic
facilitatory effects of linguistic and conceptual information types,
which are independent of one another in this study design.
Much of the previous evidence that is consistent with rational
adaption in aphasia could be explained by the fact that people
with aphasia show less reliance on linguistic knowledge than
neurotypicals (e.g., Hayes et al, 2016; Warren et al, 2017).
This prediction is not unique to rational adaptation, nor is it
surprising given that aphasia, by definition, impairs language.
For example, although linguistic and conceptual knowledge
were also independent in the study by Hayes et al. (2016),
they only found evidence that people with aphasia relied less
on linguistic knowledge than neurotypical controls did. The
current study goes beyond this in showing an increase in the
use of conceptual knowledge for people with aphasia. Although
overall naming performance was poorer in people with aphasia,
they showed greater priming from conceptually related words

than neurotypical controls did. To be clear, this finding does
not necessitate rational adaptation; it could be the case that
impairing one type of knowledge could change the relative utility
of other types of knowledge for a structural reason, for example
because one source of knowledge had been inhibiting another.
Still, rational adaptation provides a straightforward and elegant
account of these data.

If rational adaptation is driving these effects, assessing the
mechanisms that underlie it and the potential tradeoffs between
conceptual and lexical information will be informative as to
what cognitive processes or routes rational adaptation might be
operating over. For example, it could be reweighting different
routes to lexical access, or alternatively, successive stages of
lexical access. If it is reweighting lexical-access routes, the
current findings may be evidence that the conceptual system -
which some grounded-cognition-inspired models of meaning
(Kelter and Kaup, 2012) and highly interactive/interconnected
connectionist models of lexical representation (Plaut et al., 1996)
have argued provides an indirect, alternate, and typically less
efficient route to access lexical wordform information - is a
relatively more efficient route to wordform access for people with
aphasia. If rational adaptation is re-weighting inputs to successive
stages of lexical access, then the nature of a lexical-access deficit
may affect how successful rational adaptation is. Individuals with
aphasia can experience deficits to different stages of lexical access,
affecting either conceptual-to-lexical or lexical-to-phonological
mapping, or both (Foygel and Dell, 2000). Individuals with more
impaired conceptual-to-lexical mapping (s-weight) might receive
less priming from conceptual event-related cues than individuals
with relatively spared lexical-semantic processing. Of note, the
degree of lexical-semantic or lexical-phonological impairment is
associated with neurological variability such as lesion site and
white-matter connectivity (Dell et al., 2013; Hula et al., 2020);
this neurological variability may underlie person-level variation
in degree of conceptual priming. Further research is needed to
assess potential mechanisms that underlie the role of conceptual
information in aphasic language processing.

In addition, rational adaptation predicts that increased
damage to the language system would result in increased

TABLE 8 | Model 3 primed naming accuracy population-level effects for participants with aphasia.

Estimate Est. error Lower 95% HDI Upper 95% HDI R Bulk ESS Tail ESS
(Intercept) 1.66 0.60 0.47 2.87 1 1347 2349
Event-related prime 0.36 0.23 —-0.10 0.78 1 8469 6814
Lexical co-occurrence prime 0.41 0.27 —0.11 0.94 1 5683 5312
HDI, Highest density credible interval. R = The potential scale reduction factor on split chains (at convergence, R = 1). ESS, Effective sample size.
TABLE 9 | Model 4 primed naming response time population-level effects for participants with aphasia.

Estimate Est. error Lower 95% HDI Upper 95% HDI R Bulk ESS Tail ESS
(Intercept) —0.155 0.083 —0.048 0.022 1 1613 3030
Event-related prime 0.017 0.020 —0.024 0.056 1 9456 6504
Lexical co-occurrence prime 0.010 0.017 —0.024 0.044 1 10178 7234

HDI, Highest density credible interval. R =The potential scale reduction factor on split chains (at convergence, R=1 ). ESS, Effective sample size.
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adaptive reliance on conceptual information types in people
with aphasia. Applying this prediction to the current study,
we would expect that aphasia severity would interact with
information cue type, such that greater severity would amplify
the facilitation effects of conceptual event-related cues but
reduce the effects of lexical cue facilitation on verb naming.
In the current investigation, overall aphasia severity was not
included as a covariate predictor due to its multicollinearity
with fixed effects of greater theoretical interest, such as the
degree of facilitation from different information cue types.
Because including aphasia severity in our models attenuated
the magnitude of facilitation effects, our analyses were unable
to test this prediction in the current (limited) sample. This
potential limitation and the relatively small magnitude effects
highlight the need for larger samples of participants with aphasia
in future studies.

It is also the case, as suggested in Silkes et al. (2020), that
the level of linguistic task complexity could also contribute
to whether and to what degree an individual with aphasia
might rely on conceptual information. Silkes et al. (2020)
hypothesized that more complex tasks may be associated with
decreased efficiency in engaging linguistic representations,
prompting greater recruitment of more broadly distributed
representations such as conceptual ones. Future work might
therefore examine linguistic tasks that vary in complexity, for
example comparing potential adaptation during (speeded)
primed verb naming to untimed sentence completion
tasks (Willits et al, 2015). The mechanisms underlying
rational adaptation may be informed by a more thorough
characterization of the locus and severity of behavioral
and neurological impairments in individuals who receive
facilitation from conceptual information during lexical access.
In addition, future research might examine whether adults
with aphasia show evidence of rational adaptation during
language production with higher ecological validity, such as
connected discourse.

Finally, the current findings may provide new evidence
for mechanisms involved in efficacious aphasia interventions.
A key finding from this study is that participants with aphasia
exhibited a greater degree of naming facilitation from conceptual
cues than neurotypical controls did. This result has critical
implications for aphasia rehabilitation, because it aligns
with the hypothesized mechanism of action for speech-
language treatments like Semantic Feature Analysis (SFA;
Boyle, 2010), SFA for Actions (Wambaugh et al, 2014), and
Verb Network Strengthening Treatment (VNeST; Edmonds,
2016). Specifically, these treatments systematically activate
information conceptually related to target words, based on
evidence for bidirectional facilitation effects between event-
related verbs and thematic roles (Ferretti et al., 2001; McRae
et al., 2005). These interventions promote improved lexical
retrieval ability for treated nouns (SFA) and verbs (SFA for
Actions, VNeST), and there is evidence that improvements
can generalize beyond trained items to the lexical retrieval of
untreated words, sentences, and performance in connected
discourse (e.g., Rider et al, 2008; Edmonds, 2016; Quique
et al., 2019). Our rational adaption findings thus demonstrate

the likely mechanism driving conceptual/semantic-based
aphasia rehabilitation: If people with aphasia already exhibit
reliance on conceptual information to retrieve words, then
treatment can take advantage of this established mechanism by
strengthening conceptually driven activation/retrieval processes.
Future efforts to characterize the specific psycholinguistic and
neurocognitive systems involved in this adaptation and to
identify the types of patients who are most likely to engage
adaptive strategies to rely more on conceptual knowledge
will advance both our theoretical and clinical approaches to
aphasia rehabilitation.

CONCLUSION

This study found evidence suggesting that individuals with
aphasia may rationally adapt to their language impairments
by relying on conceptual cues to a greater extent than
healthy controls do. Participants with aphasia received an
amplified facilitation effect from conceptual event-related
cues compared to the control group, whereas naming in
the control group showed a tendency to be more facilitated
by lexical co-occurrence information, consistent with
previous findings regarding neurotypical reliance on lexical
information in verb naming (e.g., Willits et al., 2015). These
findings suggest that adaptation to alternative and relatively
unimpaired information types may facilitate successful
word retrieval in adults with aphasia. Further work should
continue to assess potential mechanisms that might underlie
rational adaptation in aphasic language, as well as the
specific psycholinguistic mechanisms by which conceptual
information sources may facilitate verb retrieval. This line of
research will ultimately help advance neurorehabilitation and
speech-language interventions.
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Expectation-based theories of language comprehension, in particular Surprisal Theory,
go a long way in accounting for the behavioral correlates of word-by-word processing
difficulty, such as reading times. An open question, however, is in which component(s)
of the Event-Related brain Potential (ERP) signal Surprisal is reflected, and how these
electrophysiological correlates relate to behavioral processing indices. Here, we address
this question by instantiating an explicit neurocomputational model of incremental,
word-by-word language comprehension that produces estimates of the N400 and
the P600—the two most salient ERP components for language processing—as well
as estimates of “comprehension-centric” Surprisal for each word in a sentence. We
derive model predictions for a recent experimental design that directly investigates
“world-knowledge”-induced Surprisal. By relating these predictions to both empirical
electrophysiological and behavioral results, we establish a close link between Surprisal,
as indexed by reading times, and the P600 component of the ERP signal. The resultant
model thus offers an integrated neurobehavioral account of processing difficulty in
language comprehension.

Keywords: event-related potentials (ERPs), N400, P600, language comprehension, surprisal theory

1. INTRODUCTION

In language comprehension, an interpretation is incrementally constructed on a more or less word-
by-word basis, where some words incur more processing difficulty than others. Expectation-based
theories of comprehension, in particular Surprisal Theory (Hale, 2001, 2003; Levy, 2008), have
become influential in explaining word-by-word processing difficulty. Surprisal Theory asserts
that the effort incurred by a word is proportional to its expectancy in context: difficulty(w;) ~
—log P(w¢|wy ... wi—1, CONTEXT), where CONTEXT denotes the extra-sentential context. Indeed,
Surprisal estimates derived from language models go a long way in accounting for behavioral
correlates of processing difficulty, in particular reading times (e.g., Boston et al., 2008; Demberg
and Keller, 2008; Smith and Levy, 2008, 2013; Frank, 2009; Roark et al., 2009; Brouwer et al., 2010).
As such, a natural, yet thus far unanswered question is: What are the electrophysiological indices of
Surprisal? More specifically, what component(s) of the Event-Related brain Potential (ERP) signal
index(es) Surprisal, and what is their relationship to behavioral indices of processing difficulty?
While previous work has sought to answer this question by correlating Surprisal estimates
derived from language models with the amplitude of relevant ERP components on a
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word-by-word basis (Frank et al, 2015), we here take a
different approach. Specifically, we build upon two recent
computational models of incremental, word-by-word language
comprehension. The first is the model of “comprehension-
centric” Surprisal by Venhuizen et al. (2019a) that goes
beyond typical language models in that Surprisal is derived
directly from the interpretations that are constructed during
comprehension—rich, probabilistic representations instantiating
situation models—thereby rendering it sensitive both to
linguistic experience (like language models), but crucially, also
to knowledge about the world, which enables the model to also
account for “world knowledge”-driven effects on processing (e.g.,
Albrecht and O’Brien, 1993; Morris, 1994; Myers and O’Brien,
1998; Cook and Myers, 2004; Knoeferle et al., 2005; van Berkum
et al,, 2005, among others). We here employ these meaning
representations in a neurocomputational model by Brouwer et al.
(2017) that instantiates the Retrieval-Integration account of the
electrophysiology of language comprehension (Brouwer et al.,
2012; Brouwer and Hoeks, 2013), thereby offering a mechanistic
account of the modulation pattern of the N400 and the P600—
the two most salient ERP components for language processing—
that explains key data on semantic processing (as reviewed
in Kuperberg, 2007; Bornkessel-Schlesewsky and Schlesewsky,
2008; Brouwer et al., 2012).

The resultant model produces, on a word-by-word basis,
estimates of the N400, reflecting the contextualized retrieval of
word meaning, estimates of the P600, reflecting the integration
of retrieved word meaning into the unfolding utterance
interpretation, as well as estimates of “comprehension-centric”
Surprisal, reflecting the likelihood of a change in interpretation.
Critically, while both retrieval and integration are predicted
to be sensitive to a notion of expectation, retrieval processes
are modulated by the expectancy of word meaning, while
integration processes are modulated by the expectancy of
utterance meaning. In order to identify how “comprehension-
centric” Surprisal, taken to be indexed by reading times, relates to
electrophysiological indices, we require empirical evidence that
bears upon these different types of expectancy.

A recent study by Delogu et al. (2019), henceforth DBC,
employs a context manipulation design in which they
manipulated word meaning expectancy (retrieval/N400)
through semantic association (henceforth association), and
utterance meaning expectancy (integration/P600) through
plausibility. More specifically, they manipulated the association
and plausibility of a target word in German mini-discourses,
across three conditions:

Baseline [+plausible, +-associated]
Johann betrat das Restaurant. Wenig spiter offnete er die
Speisekarte und [...]

“John entered the restaurant. Before long, he opened the
menuand|[...]”

Event-related [—plausible, +-associated]
Johann verlief} das Restaurant. Wenig spiter offnete er die
Speisekarte und [...]

“John left the restaurant. Before long, he opened the
menuand|[...]”

Event-unrelated [—plausible, —associated]
Johann betrat die Wohnung. Wenig spiter offnete er die
Speisekarte und [...]

“John entered the apartment. Before long, he opened the
menuand[...]”

Figure 1 shows the plausibility judgments (left) and association
ratings (middle) found by DBC. In both the event-related
and the event-unrelated condition, the target word (e.g.,
“Speisekarte”/“menu”) rendered the entire mini-discourse
implausible relative to baseline. In addition, there was also
a difference in plausibility between the event-related and
event-unrelated condition. Further, the event-related and the
event-unrelated conditions differed in the degree of association
between the target word and its prior context; that is, in the
event-unrelated condition the target word is unassociated
with the context, while in the event-related (and baseline)
condition it is associated with the context. Figure 1l (right)
shows the Cloze probabilities of the target words in all three
conditions, as determined based on completions of two-sentence
discourses up to and including the determiner preceding
the target word. Crucially, the Cloze probabilities—which
quantify the expectancy of the critical words in context, and the
negative logarithm of which determines their Surprisal—show
a qualitatively similar pattern to the plausibility ratings with all
conditions differing from each other.

In what follows, we will first derive an explicit
neurocomputational model of comprehension that produces
explicit N400, P600, and Surprisal estimates for these
conditions. Subsequently, we will outline the predictions
of the model, the ERP results obtained by DBC, as well
as the reading time results from replication of this study
using a self-paced reading (SPR) paradigm. Our results
suggest a strong qualitative link between “comprehension-
centric” Surprisal, as indexed by reading times, and the
integration processes underlying the P600 component of
the ERP signal. While this conclusion differs from previous
findings linking Surprisal to the N400 component, we
discuss how these results can be reconciled within the
Retrieval-Integration framework, thereby offering a more
integrated neurobehavioral account of processing difficulty in
language comprehension.

2. ANEUROCOMPUTATIONAL MODEL

To model both estimates of ERP components (N400 and P600),
as well as estimates of Surprisal (reading times), we start
from the neurocomputational model of the N400 and P600 by
Brouwer et al. (2017), and augment it with the rich, probabilistic
situation model representations used by Venhuizen et al
(2019a). Critically, by replacing the thematic role assignment
representations used in Brouwer et al. (2017) with these richer
meaning representations—which naturally capture probabilistic
knowledge about the world—the resultant model produces N400,
P600, and “comprehension-centric” Surprisal estimates on a
word-by-word basis.
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FIGURE 1 | Offline ratings from Delogu et al. (2019) for plausibility (left) and association (middle), and estimated Cloze probability of the target (right) in all three
conditions.

2.1. Architecture

The neurocomputational model of language electrophysiology by
Brouwer et al. (2017) instantiates the Retrieval-Integration (RI)
account of the N400 and the P600 (Brouwer et al., 2012; Brouwer
and Hoeks, 2013; Delogu et al., 2019). The RI account postulates
that incremental, word-by-word comprehension proceeds in
cycles consisting of the Retrieval of word meaning, the ease of
which is reflected in N400 amplitude (retrieval of word meaning
is facilitated if it is expected given the preceding context), and the
subsequent Integration of this word meaning into the unfolding
utterance representation, the effort incurred by which is indexed
by P600 amplitude (integration difficulty increases as a function
of the degree to which integrating retrieved word meaning
renders the interpretation unexpected, unclear, or implausible).

Mechanistically, the processing of a word can be
conceptualized as a function process, which maps an acoustically
or orthographically perceived word w; (word form), and
the context as established after processing words wy ... w;—;
(utterance context), onto an utterance interpretation spanning
words w; ... w; (utterance representation):

process: (word form, utterance context) — utterance
representation

This mapping is, however, indirect in that the process function
is itself composed of a retrieve and an integrate function, which
are hypothesized to underlie the N400 and the P600 components,
respectively. The retrieve function maps the incoming word
form w; onto a representation of its meaning (word meaning),
while taking into account the context in which it occurs
(utterance context):

retrieve: (word form, utterance context) — word meaning
[~N400]

The result of this retrieve function (word meaning) serves as
input for the integrate function, which maps the meaning of w;
(word meaning) and its prior context (utterance context) onto an
updated utterance interpretation (utterance representation):

integrate: (word meaning, utterance context) — utterance
representation [~P600]

The resultant, updated interpretation determines the context for
the retrieval and integration of a next word.

Formally, the neurocomputational model is a recurrent,
artificial neural network model that instantiates the process
function, broken down into its retrieve and integrate sub-
processes. Figure 2 provides a schematic overview of the model
architecture. The model consists of five layers of artificial
neurons, implementing the input to the model (input), a
Retrieval module (retrieval and retrieval output), and an
Integration module (integration and integration_output). As
artificial neurons, we used leaky rectified linear units, the
activation function of which is defined as follows (for the leak
parameter we used o = 0.3):

x ifx>0

fx) = (1

ax otherwise

Units in the retrieval output and integration_output are
capped at 1.0—i.e., f’(x) = min(f(x), 1.0)—as the representations
that the model is trained to recover at these layers are binary
representations (see below). To facilitate learning, however, units
are not capped at zero, allowing a small positive gradient for
inactive units.

Time in the model is discrete, and at each processing timestep
t, activation flows from the input layer, through the retrieval
layer to the retrieval output layer, and from retrieval_output
layer through the integration layer to the integration_output
layer. To allow for context-sensitive retrieval and integration, the
retrieval and the integration layer both also receive input from
the activation pattern in the integration layer as established at
the previous timestep t — 1, effectuated through an additional
context layer (integration_context; see Elman, 1990). Prior
to feed-forward propagation of activation from the input to
the integration_output layer, this integration_context layer
receives a copy of the integration layer (at timestep t = 0,
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the activation value of each unit in the integration_context
layer is set to 0.5). Finally, all layers except the input and
integration_context layer also receive input from a bias unit, the
activation value of which is always 1.

As will be detailed below, the model is trained to
incrementally, on a word-by-word basis, map sequences of
(orthographic or acoustic) word forms, presented at the
input layer, onto an utterance meaning representation at the
integration_output layer, thus instantiating the process function
at each time tick. Crucially, the mapping from word forms onto
an utterance representation is not direct; it is broken down
into the retrieve and integrate sub-processes. Provided a localist
representation of an incoming word w; (input), encoding its
perceived orthographic/acoustic form, and the unfolding context
(integration_context), the retrieval layer serves to activate a
word meaning representation of w; in the retrieval_output layer.
Hence, the function of the retrieval layer is to retrieve word
meaning representations, which take the form of distributed,
binary semantic feature vectors (derived from the training
sentences using the Correlated Occurrence Analogue to Lexical
Semantics, COALS, Rohde et al., 2005; see below). The effort
involved in retrieval is taken to be reflected in the N400
amplitude, which is estimated as the degree to which the
activation pattern of the retrieval layer changes as a result of
processing the incoming word:

N400(w;) = dist(retrievaly, retrieval;_1) (2)
where dist(x, y) = 1.0 — cos(x, y)l. The logic is that if the model
finds itself in a state in which the meaning of an incoming word is
expected, there will be little change in retrieval layer from ¢ — 1 to
t, and the estimated N400 amplitude will be small. If, on the other
hand, the meaning of an incoming word is unexpected, this will
induce a larger change, and a larger estimated N400 amplitude.

The integration layer, in turn, combines the retrieved word
meaning representation (retrieval_output) with the unfolding
utterance context (integration_context), into an updated
utterance representation (integration_output). The integration
layer thus serves to integrate word meaning into the unfolding
interpretation. The effort involved in updating the interpretation
with the meaning contributed by the incoming word is taken
to be reflected in the P600 amplitude, which is estimated as the
degree to which the activation pattern of the integration layer
changes from ¢t — 1 to t:

P600(w;) = dist(integration,, integration,_) (3)
where again dist(x,y) = 1.0 — cos(x, y). If the interpretation
is expected, given the linguistic experience of the model and/or
its knowledge about the world, integration of the meaning
contributed by the incoming word should be relatively effortless,
and hence induce a relatively small change in the integration
layer, thus producing a small estimated P600 amplitude.

"Linking hypotheses such as these, between model behavior and the
electrophysiological signal, are also known as “synthetic ERPs” (Barres et al.,
2013, see also beim Graben et al., 2008; Crocker et al., 2010; Rabovsky et al., 2018;
Fitz and Chang, 2019, among others).

Conversely, if the interpretation is unexpected, the change in
the integration layer will be larger, and so will the estimated
P600 amplitude.

The utterance meaning representations that the model
produces—at its integration_output layer—are rich “situation
model”-like meaning representations that encode meaning as
points in a Distributed Situation-state Space (DSS; Frank
et al,, 2003, 2009; for a recent reconceptualization of these
representations grounded in formal semantics, see Venhuizen
et al., 2019¢). DSS offers distributed representations that allow
for encoding world knowledge, and that are both compositional
and probabilistic (see section 2.2.3 below for more detail).
Crucially, the probabilistic nature of the DSS representations
allows for deriving Surprisal estimates directly from the meaning
vectors (Frank and Vigliocco, 2011). In particular, Venhuizen
et al. (2019a) define an online, comprehension-centric notion
of Surprisal that is sensitive to both linguistic experience and
world knowledge, and that derives directly from a change in
interpretation from time-step t — 1 to :

Surprisal(w;) =

— log P(integration_output, |integration_output, ;) (4)

That is, the more likely the interpretation at t given the
interpretation at ¢+ — 1, the lower the Surprisal induced by
word w; (see Venhuizen et al., 2019b, for a similar DSS-derived
conceptualization of Entropy).

To summarize, the model processes utterances on an
incremental word-by-word basis, and produces N400, P600,
and Surprisal estimates for every word. More specifically, for
a given incoming word form (input), and a given context
(integration_context), the retrieval layer retrieves a word
meaning representation (retrieval output). Ease of retrieval
is reflected in the estimated N400 amplitude. Subsequently,
the integration layer serves to integrate this retrieved
word meaning representation into the unfolding utterance
meaning representation (integration_context), to produce an
updated utterance interpretation (integration_output). Ease
of integration is reflected in the estimated P600 amplitude,
and Surprisal estimates reflect the likelihood of the updated
interpretation given the previous interpretation. The model thus
predicts a strong correlation between the P600 and Surprisal.

2.2. Representations

2.2.1. Word Form Representations

The acoustic/orthographic word form for each of the unique
words in the training set is represented as a 16-dimensional
localist representation, such that each unit uniquely identifies a
single word.

2.2.2. Word Meaning Representations

In line with influential theories of word meaning (see McRae
et al,, 2005, for a review), our model employs feature-based
semantic representations as word meaning representations, in
which related concepts may share semantic features. Specifically,
like in the Brouwer et al. (2017) model, the semantics associated
with individual words are distributed, binary feature-vectors
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FIGURE 2 | Schematic illustration of the neurocomputational model. Each rectangle represents a layer of artificial (leaky rectified linear) neurons, and each solid arrow
represents full connectivity between each neuron in a projecting layer and each neuron in a receiving layer. The dashed rectangle is a context layer, and the dashed
arrow represents a copy projection, such that prior to feed-forward propagation the integration_output layer receives a copy of the integration layer. All groups
except the input and integration_context layer also receive input from a bias unit (not shown). See text for details.

derived using the Correlated Occurrence Analogue to Lexical
Semantics (COALS; Rohde et al., 2005). While Brouwer et al.
(2017) derived COALS representations from a large corpus of
newspaper text, we here derive them directly from the training
data in order to exert more control over the resulting vectors.
That is, our objective here is to arrive at distributed, partially
overlapping semantic feature vectors, and not necessarily at
feature vectors that reflect human similarity judgments (see
Brouwer et al., 2017, for discussion). While these vectors could
in principle be constructed by hand, the COALS method allows
us to automatically derive them from our training sentences.
Critically, an artifact of applying the COALS method to a data
set of such small size, is that one may obtain identical vectors
for two or more words. We mitigate this by concatenating the
resulting COALS vectors with an identifier that assures that each
word meaning vector is unique.

First, we computed a co-occurrence matrix using a 1-word
window. We then converted the co-occurrence frequencies
into pairwise correlations. Following the COALS procedure,
we then discard negative correlations by setting them to zero,
and we reduce the distance between weak and strong positive
correlations by replacing them with their square root. Finally,

as the training set contains 16 lexical items, we derived 16-
dimensional binary word meaning vectors by replacing non-zero
values with 1. To assure unique vectors for all words, the 16-
dimensional vectors were concatenated with a 26-unit identifier
containing two hot bits, resulting in 42-dimensional unique word
meaning representations.

2.2.3. Utterance Meaning Representations

Following Venhuizen et al. (2019a), the semantics associated with
the training sentences presented to the model are derived from
the Distributed Situation-state Space model (DSS, Frank et al,,
2003, 2009; see also the formalization in terms of Distributional
Formal Semantics described in Venhuizen et al., 2019¢). In
DSS, utterance meaning vectors are derived from a meaning
space that defines co-occurrences of individual propositional
meanings across a set of observations (formalized as formal
semantic models in Venhuizen et al., 2019¢). For the current
meaning space, a set of propositions was generated using the
predicates enter(p,l), leave(p,]), and go_to(p,g), in combination
with arguments that identify a person (p), location (I), and goal
(g) (see Table1). In addition, the meaning space contains the
unary predicates entity and event that assert the existence of
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TABLE 1 | Propositions described in the current meaning space and their
arguments.

Type Variable Instantiation

proposition - enter(p,/), leave(p,/), go_to(p,9),
entity(p), entity(/), entity(g),
entity(r), event(enter),
event(leave), event(go_to)

person p kevin

location / church, cinema, farm, school

goal (church) g bible

goal (cinema) g cash_register

goal (farm) g cows

goal (school) g classroom

goal g bus_stop, parking, toilet, tram

referent (church) r candle, hymn_book

referent (cinema) r popcorn_machine, seat

referent (farm) farmer, pitchfork

referent (school) r teacher, rector

In the first column, location names in brackets indlicate that certain goals and referents are
associated with particular locations, triggering presupposed entities (see text for details).

referential entities and events, respectively, in the observations
that constitute the meaning space: predicate names (enter,
leave, and go_to) instantiate arguments for event propositions,
and persons, locations and goals, together with a set of
location-specific referents (r) instantiate arguments for entity
propositions. This resulted in a total of 40 atomic propositions.

Based on this set of propositions P, a meaning space is
constructed using an incremental, inference-driven probabilistic
sampling algorithm (see Venhuizen et al., 2019¢). The sampling
algorithm uses a set of hard and probabilistic constraints to
derive a set of models M that describe states-of-affairs in terms
of combinations of propositions in P. Together, these models
(i.e., observations) define a meaning space. The hard constraints
used to derive the current meaning space restrict observations to
describe a single enter or leave event, and at most one go_to event.
In addition, predicates always co-occur with explicit referential
introductions of each of their arguments and the denoted event
[e.g., enter(kevin,cinema) always co-occurs with entity(kevin),
entity(cinema), and event(enter)]. Moreover, in order for the
comprehension model to learn to associate locations to particular
entities, certain propositions are constrained to always co-occur
with certain presuppositions: locations always co-occur with
their location-specific referents (selected based on the Cloze
ratings from the DBC study), and each goal necessarily co-occurs
with its associated location (as well as the associated presupposed
referents). Probabilistically, the meaning space is constructed in
such a way that goals occur more often with their related location
than with any other location (following the plausibility ratings
from the DBC study; see below).

Based on these constraints, we constructed a meaning space
consisting of 3,000 observations, which was reduced to 350
dimensions using the dimension selection algorithm described
in Venhuizen et al. (2019a). The resulting meaning space defines

meaning vectors for each of the propositions in P; the meaning
of proposition p € P is defined as the vector ¥(p), such that
vi(p) = 1if p is true in model M; € M, and v;(p) = 0 otherwise.
These vectors can be compositionally combined in order to
derive meaning vectors for logically complex expressions. In
particular, the meaning of the conjunction between propositions
p and g is defined as the point-wise multiplication of the meaning
vectors v(p) and v(q): V(p A q) v(p)v(q) (Frank et al., 2003;
Venhuizen et al., 2019a). The meaning vectors that are derived
from the meaning space are also inherently probabilistic, as
they define the fraction of models in which a proposition (or
combination thereof) is true. More generally, given a meaning
space of n observations, we can describe the probability of any
point a in the meaning space (which may describe a proposition,
a logical combination thereof, or any point in meaning space that
cannot be directly expressed in terms of a logical combination
of propositions) as follows (Frank et al., 2003; Venhuizen et al,,
2019a):

©)

P(a) = % Zai

Given the compositional nature of meaning vectors defined
above, we can directly derive the conditional probability of any
point in meaning space a given another point b in meaning space,
thatis, P(a|b) = P(anb)/P(b), which in turn can be used to derive
the comprehension-centric notion of Surprisal (see Equation 4).

2.3. Training

2.3.1. Training Sentences

To obtain model predictions for the conditions from the DBC
study, we trained the model on a set of sentence-semantics
pairs that were constructed based on a subset of the stimuli
used for the DBC study (in German, but for clarity we here
report the English equivalents). All sentences presented to the
model are of the form “Kevin entered/left [LOC] went_to [REL-
TGT/UNREL-TGT],” which are associated with the semantics
enter(kevin, LOC) A go_to(kevin, REL-TGT/UNREL-TGT) and
leave(kevin, LOC) A go_to(kevin, REL-TGT/UNREL-TGT),
respectively. Table 2 shows the combinations of location (LOC)
and target (REL-TGT/UNREL-TGT) that constitute sentences from
the baseline/event-related condition (“Kevin entered/left [LOC]
went_to [REL-TGT]”) and the event-unrelated condition (“Kevin
entered [LOC] went_to [UNREL-TGT]”). In addition, to balance
plausibility across the enter/leave sentences, we also created a set
of counterbalance sentences with plausible completions for the
leave event, based on the Cloze completions from the DBC study
(“Kevin left [LOC] went_to [REL-TGT]”).

The model is taught that any combination of verb-location-
target is in principle possible (following Brouwer et al., 2017),
but that sentences from the baseline condition are more frequent
than other enter-location-target combinations (13 :1), and that
counterbalance sentences are more frequent (4:1) than other
leave-location-target combinations. This results in a total of
160 training sentences, with 64 unique semantics, half of which
constitute enter sentences and the other half leave sentences.
All locations occur equally often across the entire training set
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TABLE 2 | Verb-Location-Target pairs used for constructing the training data.

VERB LOC REL-TGT UNREL-TGT
enter cinema cash_register bible

enter farm cows classroom
enter school classroom cash_register
enter church bible cows

leave [Loc] bus_stop/parking/tram/toilet -

Related targets (REL-TGT) are used for constructing the baseline and event-related (and
counterbalance) sentences, and Unrelated targets (UNREL-TGT) are used for constructing
the event-unrelated sentences (see text for details).

(40x), as well as all targets (20x). In terms of the probabilistic
structure of the DSS meaning vectors derived for these sentences,
the conjunctive semantics associated with the sentences from the
baseline condition have a higher probability (M = 0.04, N = 4)
than the semantics of both the event-related (M = 0.009, N = 4)
and the event-unrelated (M = 0.005, N = 4) conditions.

2.3.2. Training Procedure

We used bounded gradient descent (Rohde, 2002), a modification
of the standard backpropagation algorithm (Rumelhart et al.,
1986), to train the model. Moreover, following Brouwer et al.
(2017), we trained the model in two stages. In the first stage,
we trained the integration module only; that is, the entire model
modulo the input and retrieval layers. The integration module
is trained to map sequences of word meaning representations
onto utterance meaning representations. The model was trained
for 2,000 epochs, using a momentum coefficient of 0.9 and a
learning rate of 0.1, which was scaled down by 10% after every
500 epochs. In the second stage, the weights of the integration
module are frozen, and the input and retrieval layer are added
back into the model. The entire model is then trained to map
sequences of word form representations onto utterance meaning
representations. In this second stage, the model was again
trained for 2,000 epochs, with a momentum coeflicient of 0.5
and a learning rate of 0.025 (which was again scaled down by
10% after every 500 epochs). To assure generalizability of our
results, we trained 10 instances of the model, each with different
initial weight matrices. After training, we evaluated the models
in terms of mean squared error, output-target similarity, and
overall comprehension performance. Overall, performance of the
models was very good (mean squared error: M = 0.11; SD =
0.03, output-target similarity: M = 0.96; SD = 0.01; Recall@1l =
100%, comprehension score: M = 0.65; SD = 0.03).

3. NEUROBEHAVIORAL CORRELATES OF
SURPRISAL

3.1. Modeling Predictions

To obtain model predictions, we computed N400, P600, and
Surprisal estimates for the three conditions of the DBC
experiment. Figure 3 shows the estimated N400 and P600 effects
for the event-related relative to baseline contrast, and the
event-unrelated relative to baseline contrast. While increased

N400 and P600 estimates are positive distances in the retrieval
and integration layers of the model, respectively, we plot
the estimated N400-effects downward to signify the negative
direction of the corresponding effects in the ERP signal. Note
that the inputs and outputs of the retrieval and integration
processes differ fundamentally and as consequence, the internal
representations that the model develops at the retrieval and
integration layers will also differ. Therefore, the absolute
magnitudes of the N400 and P600 estimates should not be
directly compared, and also do not directly map onto scalp-
recorded voltages; that is, only the relative distances between
the conditions in the retrieval and integration layers are
of interest.

The predicted N400 estimates (Figure 3, left) show that while
the model predicts a larger N400 amplitude for the event-
unrelated condition relative to baseline, it predicts little to no
difference between baseline and the event-related condition.
Indeed, the N400 estimates pattern with the association
manipulation, showing that a higher degree of association of a
target word to its context leads to more facilitated retrieval of
its meaning. The P600 estimates (Figure 3, right), in turn, reveal
that relative to baseline, both the event-related and the event-
unrelated condition produce larger estimated P600 amplitudes
in the model. Here, the results pattern with the plausibility
ratings and the Cloze probabilities. That is, the more implausible
a target word is in a given context, and the lower its Cloze
probability, the higher the P600 estimate it induces, reflecting
increased effort in integrating its meaning into the unfolding
utterance interpretation.

The Surprisal estimates (Figure 4) also follow the plausibility
ratings and Cloze probabilities: the more implausible a word is
in context, and the lower its Cloze probability, the higher its
Surprisal according to the model. This means that integrating
an implausible, unexpected word yields an interpretation—a
point in situation-state space—that is improbable given the
interpretation constructed prior to encountering it. Crucially, the
Surprisal estimates clearly align with the P600 estimates, and not
with the N400 estimates, suggesting a link between Surprisal and
the P600. Indeed, while P600 amplitude in the model reflects the
effort involved in updating the unfolding interpretation with the
meaning contributed by the incoming word, that is, the work
involved in actually traversing from one point to the next in
situation-state space, Surprisal estimates reflect the likelihood of
this traversal.

In sum, relative to baseline, the model predicts an N400-effect
for the event-unrelated, but not for the event-related condition.
The N400 estimates thus pattern with the association ratings. As
for the P600 and Surprisal estimates, the model predicts an effect
for both the event-related and the event-unrelated condition
relative to baseline. Both the P600 and Surprisal estimates thus
follow the plausibility ratings and Cloze probabilities.

3.2. Electrophysiological Results

DBC report on the electrophysiological responses associated
with the event-related and event-unrelated conditions. Figure 5
shows the ERP results in the N400 (300-500 ms, left column)
and P600 (600-1,000 ms, right column) time windows, for the
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FIGURE 3 | Model predictions: N400-effects (left, plotted downwards; see text) and P600-effects (right), for the event-related condition relative to baseline, and for
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FIGURE 4 | Model predictions: Surprisal effects for the event-related condition
relative to baseline, and for the event-unrelated condition relative to baseline.
Error bars show standard errors.

event-related and event-unrelated conditions relative to baseline.
The event-related condition, which only differs from baseline in
plausibility, produced no difference in the N400 time window
(top left), but a clear positive effect in the P600 time window
(top right). The event-unrelated condition, in turn, which differs
from baseline in both association and plausibility, produced a
clear negative effect in the N400 time-window (bottom left),

which sustained into P600 time window, albeit more frontally
pronounced (bottom right). Indeed, while the overall pattern
of results in the N400 time window support the view that
association is manifest in N400 amplitude, which is in line with
the predictions from the model, the results in the P600 time
window are less clear. That is, while the results for the event-
related condition support the view that plausibility is reflected
in the P600, consistent with the model, the results for the event-
unrelated condition seem to go against this.

Crucially, DBC argue that the P600 results may be reconciled
if one factors in spatiotemporal overlap between the N400
and the P600; that is, they argue that P600 amplitude for
the event-unrelated condition in the P600 time window is
attenuated by spatiotemporal overlap with the N400. DBC
substantiate this explanation by pointing out that—as would
be predicted when spatiotemporal component overlap is at
play—the broad negativity observed in the N400 time window
becomes more frontally pronounced in the P600 time window,
where a significant positivity arises at the occipital electrodes.
This issue of spatiotemporal component overlap in interpreting
ERP data is generally acknowledged (see Hagoort, 2003;
Brouwer and Crocker, 2017, for discussions specific to language
comprehenion), but as it affects the signal prior to recording,
it presents a problem that is notoriously hard to mitigate;
that is, given that the N400 and the P600 sum into a single
scalp-recorded voltage, isolating their contribution requires a
technique that allows for decomposing this voltage into its
relevant constituent, latent voltages.

Brouwer et al. (2020) have recently shown that regression-
based ERP (rERP) waveform estimation, as proposed by Smith
and Kutas (2015a,b), allows for such a decomposition of scalp-
recorded voltages. In an rERP analysis, linear regression models
are fitted for each subject, time point, and electrode separately,
using predictors that instantiate stimulus properties for each trial.
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Brouwer et al. (2020) derive an rERP analysis of the DBC data
using plausibility and association as predictors. That is, for each
subject, time point, and electrode, they fit the following linear
regression model to the data:

yi = Bo + Piplausibility + Brassociation + ¢; (6)

where f is an intercept, B; the slope for plausibility predictor,
and B, the slope for association predictor. For a given trial i, the
predicted value y; is the estimated voltage, the residual ¢; is the
difference between the observed voltage and this estimate, and
the predictors plausibility and association are set to their relevant
values for the stimulus presented at this trial. Given a set of trials

Y1...yYn the B coeflicients are then fitted by minimizing total
squared residuals (Zl” eiz) across trials.

Using these fitted models, an rERP data set can be computed
in which each observed voltage is replaced by an estimated
voltage. Brouwer et al. (2020) show that the resultant rERP
data set adequately mimics the observed ERP data, both in
terms of residuals (by examining grand-average residuals for each
electrode and time point) and in terms of variance (by subjecting
the rERP data to the same statistical analysis as the ERP data; that
is, by effectively treating it as a replication study). Crucially, as
each estimated voltage is now a linear combination of plausibility
and association, the individual contribution of one predictor can
be isolated by neutralizing the other (e.g., by setting it to its mean
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value across trials). This allows us to obtain an clear view on what
is going on in the N400 and P600 time-windows.

Starting with the N400 time window, we observe that the
results align with the association manipulation. That is, we
observe a difference between event-unrelated and baseline, which
differ in association, and not between event-related and baseline,
which do not differ in association. Moreover, as both the event-
related and event-unrelated condition are more implausible
than baseline, there is no possible constellation in which
plausibility drives the N400, but gets attenuated in the event-
related condition through association (as their is no difference
in association between event-related and baseline). Finally, given
that we do not observe a difference between event-related and
baseline, plausibility seems to have little to no effect on the N400
results. Figure 6 (left) shows the N400-effects in the rERP data
when the influence of association is isolated (by neutralizing
plausibility). As in the ERPs, there is no difference between the
event-related condition and baseline, while there is a large N400-
effect for the event-unrelated condition relative baseline. Indeed,
neutralizing the effect of plausibility has little effect on the results
in the N400 time-window, confirming that the N400 results are
driven by association.

As for the P600 time window, it is clear that the P600-
effect for the event-related condition relative to baseline must
be driven by plausibility, as these conditions do not differ in
association. The question here, however, is how association and
plausibility combine to explain the results for the event-unrelated
condition relative to baseline. Figure 6 (right) show the P600-
effects in the rERP data when the influence of plausibility is
isolated (by neutralizing association). This shows the expected
P600-effect for event-related relative to baseline, but critically,
also a P600-effect for event-unrelated relative to baseline. Indeed,

this suggests that the negativity that was observed for event-
unrelated relative to baseline in the ERP data, can be explained
by association and plausibility pulling in opposite directions,
and association being the stronger force. Crucially, as association
seems to drive the N400, and plausibility the P600, this thus
suggests that the increase in P600 amplitude for the event-
unrelated condition—which we revealed by isolating the effect
of plausibility—is attenuated by spatiotemporal overlap with a
sustained N400 driven by association.

In sum, when spatiotemporal component overlap between the
N400 and the P600 is taken into account, the electrophysiological
results of DBC align closely with the predictions of the model
(compare Figures3, 6): an N400-effect for event-unrelated
relative to baseline, and a P600-effect for both the event-related
and the event-unrelated conditions relative to baseline.

3.3. Behavioral Study

Surprisal has been typically linked to reading times (Levy, 2008).
To investigate the behavioral cost associated with the implausible
(and therefore higher in Surprisal) conditions from the study
reported in DBC, and how this cost relates to the observed
ERP responses, we have replicated the DBC study as a self-
paced reading (SPR) experiment. Previous work investigating
the effects of both plausibility and lexical association on reading
times in sentence or discourse contexts has shown robust effects
of plausibility, while the effects of lexical association are weaker
and appear to be modulated by the global context (see Ledoux
et al., 2006). For example, using eye-tracking, Camblin et al.
(2007) found effects of discourse congruence on both the target
and spillover regions of their stimuli, while effects of association
were only observed in the target region for incongruent words.
Moreover, Frank (2017) has argued that any effect of semantic
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relatedness on reading times may be due to a confound with word
predictability. Based on these findings, we expect reading times to
be mainly affected by plausibility on both the target and spillover
regions. In particular, we expect longer reading times for critical
words that are lexically associated with the preceding context but
implausible, compared to associated and plausible targets.

3.3.1. Method

3.3.1.1. Participants

Thirty-one participants from Saarland University took part in the
experiment. All had normal or corrected-to-normal vision, and
none had participated in the DBC study. All were native German
speakers, gave a written informed consent and were paid to take
part in the experiment.

3.3.1.2. Materials

The materials were the same as those used in the DBC study.
There were 90 two-sentence discourses in German in three
conditions (baseline, event-related implausible, event-unrelated
implausible) intermixed with 90 filler passages. Experimental
items and fillers were arranged in three counterbalanced lists (see,
for details Delogu et al., 2019, p. 3-4).

3.3.1.3. Procedure

The procedure was maintained as close as possible to the
procedure in the ERP study by DBC. The context sentence in each
pair was presented as a whole. Then a fixation cross appeared in
the center of the screen. Participants had to press the space bar
on the keyboard to proceed. Next the target sentence appeared
word-by-word in the center of the screen. Participants controlled
the rate of presentation of each word by pressing the space bar.
At the end of each trial participants were asked to judge the
plausibility of the mini-discourse by pressing one of two keys on
the keyboard. The position of the plausible and implausible keys
was counterbalanced across participants.

3.3.1.4. Analysis

Statistical analyses were performed on two critical regions, the
target word (menu) and a spillover region corresponding to
the function word following the target (und)?. We present the
results for the two regions separately and also for the two regions
combined into a single one, in order to decrease noise. Prior to
statistical analysis, reading times (RTs) shorter than 80 ms and
longer than 2,500 ms were discarded for each region (for the
combined region, we discarded RTs shorter than 160 ms and
longer than 5,000 ms)®. Linear mixed-effects regression models
(LMMs) were fitted to log-transformed RTs, with condition
(three levels: baseline, event-related implausible, event-unrelated
implausible), as the fixed effects, and participants and items
as random effects. The condition variable was effect-coded.
Contrasts were used to compare the two implausible conditions
with the baseline (effect of plausibility) and the event-related
with the event-unrelated conditions (effect of association in the
implausible conditions). In evaluating the models, we started
with the maximal structure of random effects, which included

2The precritical region did not show any significant difference between conditions.
3The reading time data is available at: https://github.com/hbrouwer/dbc2019rerps.

random intercepts and slopes for both subjects and items.
The random structures were then simplified by progressively
excluding the effects explaining the least amount of variability
in the model (following Bates et al., 2015). For each statistical
model, we report effect coefficients (8), standard errors (SEs), and
t-values (t). If the absolute value of t exceeded 2.5, the coeflicient
was judged to be significant.

3.3.2. Results

3.3.2.1. Plausibility Judgements

Participants judged the baseline condition to be more plausible
than the event-related and the event-unrelated conditions
(baseline: 91%; event-related: 24%; event-unrelated: 8%). These
results closely mirror the offline plausibility ratings and online
judgments reported in the DBC study.

3.3.2.2. Reading Times

Figure 7 shows the results*. At the target word, participants were
slower to read both in the event-related (M = 434.8 ms, SD =
182.9) and the event-unrelated (M = 450.6 ms, SD = 221.8)
conditions compared to the baseline (M 416.8 ms, SD
175.3). The results of the LMM analysis revealed a significant
effect of plausibility (8 = 0.035, SE = 0.013, t = 2.64) and no
difference between the two implausible conditions (8 = 0.018,
SE = 0.019, t = 0.985).

The same reading time pattern emerged at the spillover word.
Participants were slower to read both in the event-related (M =
377.9 ms, SD = 89.0) and the event-unrelated (M = 389.7 ms,
SD = 95.5) conditions compared to the baseline (M = 359.5
ms, SD = 84.5). While the effect of plausibility was significant
B 0.05, SE 0.013, t = 3.960), the difference between
the event-related and the event-unrelated conditions was not
(B = 0.022, SE = 0.014, t = 1.61).

LMMs on the region including both the target and the
spillover word showed an effect of plausibility (8 = 0.051, SE =
0.012, t = 4.299) and a marginal difference between the two
implausible conditions (8 = 0.028, SE = 0.014, t = 2.004).

To summarize, in the analysis of the target and spillover
regions, both the event-related and the event-unrelated
conditions took longer to read than the baseline, suggesting
that reading times were sensitive to plausibility rather than
association. However, the event-unrelated condition was
numerically slower than the event-related condition, possibly
suggesting an additive effect of association and plausibility. To
further investigate the relative contribution of these factors in
predicting reading times, we fitted LMMs to log-transformed
RTs in the merged target and spillover region, with plausibility
and association ratings (and their interaction) as continuous
predictors, and participants and items as random factors. Both
plausibility and association were inverted and z-transformed
prior to analysis (see Brouwer et al., 2020). Model selection
procedure was the same as in the previous analysis. There was
no effect of association (8 0.005, SE = 0.010, t = 0.49),
and no interaction of association and plausibility (8 = 0.006,

4We did not exclude trials from the analyses on the basis of the results from the
plausibility judgments.
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FIGURE 7 | Self-paced reading times (RTs) effects in the target region (left) and the spillover region (right), for the event-related condition relative to baseline, and for
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SE = 0.011, t = 0.53). Plausibility, however, significantly
predicted reading times in this region (8 = 0.025, SE = 0.009,
t = 2.717). Thus, plausibility appears to be a more robust
predictor of reading times than association in the target and
spillover region.

In sum, the behavioral results show increased reading times
for both the event-related and event-unrelated condition relative
to baseline, and no effect of association, consistent with previous
findings showing a reading time cost for implausible targets (e.g.,
Ledoux et al., 2006). These results pattern with the P600 results
from DBC (compare Figure 7 to Figure 6), as well as with the
P600 and Surprisal estimates from the model (compare Figure 7
to Figures 3, 4).

4. DISCUSSION

We have presented a neurocomputational model of incremental,
word-by-word language comprehension that produces N400,
P600, and Surprisal estimates for each word. In this model,
which integrates the neurocomputational model of the
Retrieval-Integration account (Brouwer et al, 2017) with
a “comprehension-centric’ model of Surprisal (Venhuizen
et al, 2019a), N400 amplitude is hypothesized to reflect the
effort involved in the context-dependent retrieval of word
meaning, P600 amplitude is hypothesized to index the work
required to integrate this retrieved word meaning into the
unfolding utterance interpretation, and Surprisal is taken to
reflect the likelihood of the resultant interpretation, given the
interpretation prior to integrating the meaning contributed by
the incoming word. We set out to test a key prediction of the
model: The P600, and not the N400, indexes “comprehension-
centric” Surprisal. To investigate this link, we obtained model

predictions for a recent study by Delogu et al. (2019, DBC),
which directly investigated the electrophysiological correlates
of plausibility-induced Surprisal. We found that—when
spatiotemporal overlap between the empirically observed
N400 and P600 is taken into account—the predictions of the
model closely align with the empirical ERP data, showing
that while the N400 is driven by association between a target
word and its context, plausibility drives the P600. Further, to
assess the alignment of the Surprisal estimates of the model
with behavioral indices of processing difficulty, we presented
the results from a self-paced reading replication of the DBC
study. These empirical results again align closely with the
model predictions, showing increases in reading times that
are predominantly driven by plausibility. Taken together, our
results thus support the conclusion that the P600 is an index of
“comprehension-centric” Surprisal.

While we have focused on plausibility-induced semantic
Surprisal, this conclusion is consistent with the proposal that
the P600 is an overarching index of compositional semantic
processes (Brouwer et al., 2012), which is sensitive to syntax
(e.g., Osterhout and Holcomb, 1992; Hagoort et al, 1993;
Gouvea et al.,, 2010), semantics (e.g., Kutas and Hillyard, 1980;
Kolk et al., 2003; Hoeks et al, 2004), and pragmatics (e.g.,
Burkhardt, 2006; van Berkum et al, 2007; Dimitrova et al.,
2012). Moreover, by establishing a link between the P600
and expectancy, as quantified through Surprisal, an interesting
question arises, namely if the P600 is indeed an instance of
the P300, and in particular of the late P3b subcomponent that
has been shown to be sensitive to the detection of salient
“oddball” stimuli (for recent discussion, see Sassenhagen and
Fiebach, 2019; Leckey and Federmeier, 2020). On the one hand,
the proposed link between the P600 and expectancy may be
tentatively be taken to suggest that the integrative processes
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underlying this component are similar to the hypothesized
context-updating mechanisms underlying the P300 (Donchin
and Coles, 1988). On the other hand, the P300 is strongly
dependent on task-demands, and while the P600 is sensitive
to the task at hand, the presence of an explicit task it not
a prerequisite for its elicitation (Kolk et al., 2003). Hence,
while the “P600-as-P3 hypothesis” (Sassenhagen et al., 2014)
poses interesting question, our results do not further elucidate
this relationship.

Importantly, the conclusion that the P600 indexes
comprehension-centric Surprisal is fully consistent with
results showing a reliable correlation between Surprisal and
the N400 (e.g., Frank et al., 2015, who employ word Surprisal
estimates derived from a language model). In fact, it follows from
the architecture of the model that the unfolding interpretation
should influence the retrieval of word meaning—which
modulates the N400 estimates—through lexical and contextual
priming (see Kutas and Federmeier, 2000; Lau et al., 2008; van
Berkum, 2009; Brouwer et al., 2012; Brouwer and Hoeks, 2013,
for detailed discussions on how these factors may influence
retrieval). Indeed, the N400 is effectively a function of the
degree to which the memory system anticipates the conceptual
knowledge associated with an incoming word, and in general,
anticipation in the memory system tends to correlate with
the expectancy of a word, as quantified through its Cloze
probability (Kutas et al., 1984; Thornhill and Van Petten, 2012).
In these cases, N400 amplitude patterns with interpretation-
level Surprisal, but is not a direct reflection of it. Crucially,
studies such as those by DBC underline this indirectness, as
they show that the semantic association of a target word to its
context can overrule its unexpectedness, thereby producing
no difference between expected and unexpected targets in
the N400; also see the literature on Semantic Illusions (e.g.,
Kuperberg, 2007; Bornkessel-Schlesewsky and Schlesewsky,
2008; Brouwer et al., 2012, for reviews). It should be noted,
however, that unlike in many of the Semantic Illusion studies,
the DBC study rules out an explanation in which the absence
of an N400-effect for unexpected, but associated targets
is due to “shallow” integrative processing—as assumed in
models in which the N400 is itself a direct index of integrative
semantic processing (e.g., Rabovsky et al, 2018)—because
the robust P600-effect for this condition, as well as high
accuracy in behavioral implausibility judgments, show that
comprehenders are explicitly aware of the unexpectedness of
the target (see also Sanford et al., 2011). Further, given that the
target sentences of the DBC stimuli were globally and locally
unambiguous, this observed P600-effect cannot be explained
by models that attribute the increase in P600 amplitude to
index syntactic repair or reanalysis (e.g., Fitz and Chang,
2019).

We have qualitatively established the P600 as a direct
index of “comprehension-centric” Surprisal by showing that
its estimated amplitude increases in response to surprising,
implausible target words, relative to unsurprising, plausible ones.
An open question remains if the P600 is also a quantitative
index of Surprisal; that is, if its amplitude is sensitive to
expectancy in a graded manner. The experiment by DBC

was not designed to address this question. We do observe,
however, in both the electrophysiological and the behavioral
results that the event-related condition at least numerically incurs
less processing difficulty than the event-unrelated condition.
Indeed, this is in line with the offline plausibility ratings and
Cloze ratings, in which the event-related condition is rated as
more plausible and expected than the event-unrelated condition,
respectively. While this may suggest a graded difference in
Surprisal between these conditions, we believe these ratings
to be confounded by association; that is, in the event-related
condition, the strong semantic association of a target word to its
context, leads people to judge them as slightly more plausible,
than the unassociated, implausible target words in the event-
unrelated condition.

Interestingly, however, the model predicts the same graded
pattern, both in its P600 estimates and in its Surprisal
estimates, as observed in the empirical data. Crucially, in
constructing the meaning space—from which the utterance
meaning representations that the model recovers in processing
are derived—we did not explicitly induce any probabilistic
difference between the semantics associated with the two
implausible conditions. Yet, we do observe a difference in
that the semantics associated with the event-related sentences
are slightly more probable than the semantics associated with
the event-unrelated sentences. This difference can be explained
by the structure of the meaning space, which is defined in
terms of probabilistic co-occurrences. Indeed, given that the
baseline and event-related condition share many of the same
presuppositions, as instantiated by entity predicate (see above),
their semantics occupy parts of the same region of the overall
meaning space. The event-unrelated semantics, by contrast,
trigger a different set of presuppositions, thereby constituting a
different part of the meaning space. As during processing the
model navigates the meaning space on a word-by-word basis,
this spatial organization directly affects its behavior, as reflected
in its P600 and Surprisal estimates; that is, the target word in
event-unrelated sentences triggers a larger transition in meaning
space than the target word in event-related sentences, thereby
explaining the difference in P600 and Surprisal estimates. Hence,
it is the presence of referential presuppositions, which serve
to associate specific targets with specific contexts, that explains
the graded pattern in the model. On a speculative note, the
model thus effectively predicts plausibility to be confounded with
association, which numerically aligns with the offline ratings and
empirical results.

In sum, while our results support a qualitative link between
Surprisal and the P600, it remains an open question if this
extends to a quantitative one, in that, like reading times, the
P600 is sensitive to expectancy in a graded manner. Given the
issue of spatiotemporal component overlap, however, addressing
this question may be challenging, as manipulating expectancy in
a graded manner may also yield graded N400 results, thereby
rendering it non-transparent what is going on in the P600 (e.g.,
see Thornhill and Van Petten, 2012). In future work, this can be
addressed by using rERP analyses, which allow for disentangling
the N400 and the P600 in space and time, on results from
co-registered reading time and ERP studies.
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5. CONCLUSION

We have presented a neurocomputational model of incremental,
word-by-word language comprehension that produces N400,
P600, and “comprehension-centric” Surprisal estimates at
each word in a sentence. In the model, estimated N400
amplitude reflects the effort involved in the contextualized
retrieval of the meaning of an incoming word, while estimated
P600 amplitude indexes the effort involved in integrating
this retrieved word meaning into the unfolding utterance
interpretation. Surprisal estimates, in turn, reflect the likelihood
of an updated interpretation, given the interpretation prior
to updating it. By testing it on an experimental design
that directly tests “world-knowledge”-induced Surprisal, we
have shown that the predictions of the model align with
empirical electrophysiological results—when spatiotemporal
component overlap between the N400 and P600 is taken
into account—as well as with behavioral reading times.
We find a close relationship between Surprisal, which we
take to be reflected by reading times, and P600 amplitude,
thereby supporting the interpretation of the P600 as the
ERP component that indexes “comprehension-centric”
Surprisal. Future work must determine if this link is only
qualitative, or if it also holds quantitatively, in that the P600,
like reading times, is sensitive to graded manipulations
of expectancy. Overall, we believe that this theory-driven
linkage of electrophysiological and behavioral correlates of
processing difficulty, through explicit neurocomputational
modeling, provides an important step toward an integrated
neurobehavioral theory of language comprehension.
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Whether sentences are formulated primarily using lexically based or non-lexically based
information has been much debated. In this perspective article, | review evidence for
rational flexibility in the sentence production architecture. Sentences can be constructed
flexibly via lexically dependent or independent routes, and rationally depending on
the statistical properties of the input and the validity of lexical vs. abstract cues for
predicting sentence structure. Different neural pathways appear to be recruited for
individuals with different executive function abilities and for verbs with different statistical
properties, suggesting that alternative routes are available for producing the same
structure. Together, extant evidence indicates that the human brain adapts to ongoing
language experience during adulthood, and that the nature of the adjustment may
depend rationally on the statistical contingencies of the current context.

Keywords: statistical learning, cue validity, executive function, dorsal stream, ventral stream, individual
differences, verb bias

INTRODUCTION

Sentence production involves converting thoughts into structured sequences of words. The
representations and processes used to formulate these structured sequences are subject to
theoretical debate (see e.g., Konopka and Bock, 2009; Lane and Ferreira, 2010). Consider, for
example, a situation where a speaker would like to describe to a listener the information that Amelia
had given a bag to John. The speaker’s brain could accomplish this communicative act by choosing
an abstract structural frame associated with transfer events [e.g., <Agent> <transfer verb>
<theme> to <recipient> or Noun-Phrase (NP) Verb (V) NP Preposition NP] and subsequently
filling in the specific verb and the other words (e.g., give, bag). Alternatively, the structured sequence
could be formulated by first choosing the core verb (e.g., give) and then accessing the structural
information associated with that verb (e.g., where the different arguments of give can be placed
in a sentence). This debate is often posed as a dichotomy but it is possible that both routes to
sentence production are available and can be chosen under different circumstances. The perspective
put forth in this paper is that the path to sentence formulation can be rational and flexible i.e.,
depending on the statistical properties of ongoing language experience, the brain can come to
rely on either verb-specific or verb-general representations for sentence production in a given
context. This process is rational because the choice is tuned to the statistical contingencies of the
current context. It is flexible because the architecture adapts to changing statistical contingencies
throughout the lifespan.
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Adaptation of Sentence Production

Under a rationalist view, learning to understand and produce
sentences involves learning which sentence structures are the
most likely to be used in the future based on past experience.
The human brain can encode and use past experience at different
granularities, including all prior input, the most recent input, and
input tied to specific cues and contexts (Ellis, 2006). Probability-
based tuning is rational because past experience is a good
predictor of future occurrence. Additionally, how language is
used differs across speakers, dialects, and modalities. Therefore,
continual tuning post-acquisition allows the language user to
adapt appropriately to the current context (Fine et al., 2013).
But does sentence formulation adjust rationally and flexibly to
ongoing input in this way? Below, I first describe independent
evidence for the verb-general and verb-specific routes to sentence
production before turning to how the choice between the two
adapts to current statistical properties.

Structural priming studies are a predominant source of
evidence for the debate between frame-based or abstract
syntactic accounts and lexicalist accounts of sentence production.
Comprehending or producing a syntactic structure (e.g., a
prepositional-object dative like The wealthy widow gave her
Mercedes to the church) increases the likelihood of speakers
using the same structure again with unrelated verbs and nouns
(e.g., The grandfather is reading a story to his grandson). Such
priming, independent of lexical overlap, suggests a role for
abstract sentential frames that are not tied to specific lexical
items (Bock and Griffin, 2000; Konopka and Bock, 2009; inter
alia). Even idiomatic phrases, which are widely assumed to be
lexicalized, show abstract priming (Konopka and Bock, 2009).
Other non-priming evidence from stem-exchange errors (e.g.,
“hates the record” becomes “records the hate”) suggests that the
production of syntactic-category-consistent stress (e.g., REcord
vs. reCORD) is influenced by abstract syntax rather than by
lexical selection, consistent with frame-based theories (Lane and
Ferreira, 2010).

However, lexical influences on sentence production have also
been noted. Structural priming shows a “lexical boost” when
the verb repeats between prime and target sentences (Pickering
and Branigan, 1998; Hartsuiker et al., 2008). This suggests that
structural information tied to specific lexical items can be primed.
In naturalistic speech, some verbs (e.g., give) can appear in two
alternative structures while others are grammatical in only one
of the two options [e.g., donate is acceptable in prepositional-
object (PO) datives like Laila donated money to the church
but not in double-object (DO) datives like *Laila donated the
church money]. Thus, sentence production can be sensitive to
the usage pattern of a specific verb (hereafter referred to as
“verb bias”).

Earlier evidence had led some researchers to suggest a
difference between sentence comprehension and production
such that the former is guided more strongly by the lexicon and
the latter by abstract syntax (e.g., Arai et al., 2007). However,
a recent study compared the two modalities directly and found
similar effects, leading the authors to conclude in favor of
shared mechanisms for understanding and formulating sentences
(Tooley and Bock, 2014). In particular, both abstract structural
priming and a lexical boost were detected, indicating that the

brain uses structural information stored at lexically independent
as well as lexically dependent levels.

If both routes to sentence production are available, how does
the brain choose which one to use when? Artificial languages are
a useful way to control the language input of participants whose
real-life language experiences may be variable. Though these
paradigms tap learning a new language, the findings are relevant
for natural language use (Wonnacott et al., 2008; Romberg and
Saffran, 2010). Further, in the present perspective, language use
is intricately tied to learning the context-appropriate properties
of the input. Therefore, I begin by reviewing evidence from
artificial language studies before describing the findings for
natural language. To preview, this emerging evidence supports
the idea of flexibility by showing that:

(1) speakers learn and use new verb biases from short lab-based
input sessions not only in an artificial language but also in
their native language (Wonnacott et al., 2008; Thothathiri
and Rattinger, 2016; Thothathiri et al., 2017. See also Ryskin
etal., 2017).

(2) the brain differentially uses alternative processing streams
for producing the same structural output for verbs with
different statistical properties (Thothathiri and Rattinger,
2015).

(3) frontal executive function regions are recruited differentially
in different individuals and for different verb biases
(Thothathiri, 2018).

The adaptation appears to be rational, as evidenced by:

(1) sensitivity to verb-specific or verb-general cues depending
on the predictive validity of those cues (Thothathiri and
Rattinger, 2016; Thothathiri and Braiuca, 2020. See also
Perek and Goldberg, 2017).

(2) a division of labor between neural pathways such that
effortful semantic processing is engaged only when simpler
contingencies are unavailable (Thothathiri and Rattinger,
2015).

Rational and Flexible Adaptation of
Sentence Production in an Artificial
Language

In a seminal artificial language study, Wonnacott et al. (2008)
showed that adult learners tracked both verb-specific and verb-
general statistics and used these sources of information in a
rational manner that was dependent on the distribution of verbs
and verb types in the input language. Specifically, sentence
production after language exposure showed a more lexically
specific pattern for high frequency verbs and/or if most verbs in
the language were biased toward one or another structure and
did not appear in both structures (making individual verbs useful
predictors for how they should be used). Conversely, verbs were
more likely to be generalized to a structure that they had not
appeared in if they were low frequency (providing insufficient
verb-specific information) or if the language predominantly
contained alternating verbs that appeared in both structures
(biasing toward verb-general patterns). The authors concluded
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that the findings were consistent with a rational Bayesian
approach to learning (see also Perfors et al., 2010).

Thothathiri and Rattinger (2016) extended these findings
to different types of cues, namely verb-specific syntactic
distribution and verb-general semantics-to-structure mappings.
They demonstrated that adults could learn which cue was a better
predictor of structures heard in the input and prioritize the cue
with higher validity for guiding subsequent language use. In
Experiment 1, participants were exposed to an artificial language
where two alternative structures (Agent-Patient vs. Patient-Agent
order) were used equally often to describe transitive actions,
making the event semantics non-predictive. Ten out of 12 verbs
were biased to appear in one of the two structures, making
the verb cue highly predictive of the structure heard during
input. Under these conditions, participants’ free-choice sentence
production in a subsequent test showed a verb-specific pattern,
with higher Patient-Agent order produced for verbs that were
heard in that order than for verbs that were not. Experiments 2
and 3 (with new participants) made the verb-general semantic
cue more predictive than the verb cue by associating two
different word orders with two different kinds of events (an event
involving an instrument vs. a modifier). Notably, 10 out of 12
verbs were still biased to appear in one of the two structures.
Thus, the verb was still highly (but not 100%) predictive.
However, the competing semantic cue—namely, whether the
observed event involved an instrument or a modifier—was
even more (100%) predictive. Under these conditions, speakers
overrode verb-specific statistics and used the structure that was
appropriate for the event semantics. The authors concluded
that sentence production need not be exclusively lexically
conservative or generalized. Instead, it can be guided flexibly
and rationally by different representations depending on the
predictive validities of different cues (Bates and MacWhinney,
1987, 1989; Goldberg et al., 2005; MacWhinney, 2013).

Rational and Flexible Adaptation of
Sentence Production in the Speakers’

Native Language

Subsequent studies using a similar methodology in the
speakers’ native language (English) showed that language users
maintain some flexibility in adulthood (Thothathiri et al., 2017;
Thothathiri, 2018; Thothathiri and Braiuca, 2020). English
speakers learned to use new biases for known dative verbs and
a new semantic cue for known dative structures in a manner
consistent with cue validity. This is remarkable given the extent
of prior English exposure for a speaker who is 18 years or older.
The results highlight the fact that language continues to adapt
past the childhood stage of acquisition (see also Kamide, 2012;
Kroczek and Gunter, 2017; Ryskin et al., 2017) and that the brain
rationally learns to use cues that are highly predictive in the
current context.

In Thothathiri and colleagues’ natural language experiments,
participants were provided with lab-based English input
containing dative sentences (Thothathiri et al., 2017; Thothathiri,
2018; Thothathiri and Braiuca, 2020). As before, different
verbs were biased to appear in different structures, with some

appearing exclusively in DO, others exclusively in PO, and
yet others equally in both. The assignment of different dative
verbs to different bias conditions was counterbalanced across
lists. Would native English speakers adapt flexibly to these new
biases for known verbs? Thothathiri et al. (2017) found that
they did. Across this and other studies below, DO datives were
uniformly less common than PO, suggesting that it was the
harder structure (note: these DO datives contained full-noun-
phrase objects, which occur less commonly in a DO structure
than pronouns). Within this overarching tendency, there was
differentiation between bias conditions: speakers were most likely
to produce DO with verbs that had been heard only in that
structure during lab-based exposure and least likely to do so with
verbs that had been heard only in the competing PO (with Equi or
equal-DO-PO verbs in between), resulting in a significant linear
pattern (DO-only > Equi > PO-only).

In a subsequent study, Thothathiri and Braiuca (2020)
investigated whether adaptation to new input depends rationally
on the relative validity of verb-specific vs. general semantic
cues. As before, participants were exposed to lab-based dative
input with different verbs assigned to different bias conditions.
However, the new experiments included a 100% predictive
semantic cue—complete transfer actions where the theme
successfully reached the recipient were always described using
DO while incomplete transfers were always described using PO.
Will event semantics override verb-specific statistics because it
has higher cue validity (as in the artificial language experiments
in Thothathiri and Rattinger, 2016)? The results presented
a nuanced picture. Sentence structure choice and utterance
characteristics showed an influence of event semantics when the
semantic cue was much more predictive than individual verbs
(100 vs. 60 or 70%) but not when the two cues were closer in
their validities (100 vs. 90%). In fact, there was a reliable effect
of the verb and not the semantic cue in the latter case despite
the fact that the verb cue had lower validity. These patterns
led the authors to conclude that prior knowledge about the
relevance of the verb cue for English datives could mean that
it continues to influence native language sentence production
under new input conditions. Although the human brain can track
and use statistical associations rationally, it is subject to selection
biases because some cues might be attended to more selectively
and weighted more heavily than is warranted by their predictive
validity (see Ellis, 2006 for discussion of similar issues within
second language acquisition).

Neural Mechanisms

Functional magnetic resonance imaging (fMRI) studies provide
complementary evidence for rational and flexible adaptation at
the level of neural mechanisms. Prior research has suggested
that the brain rationally employs “division of labor” between
semantic and non-semantic processes for language processing
(Plaut et al., 1996; Ueno et al., 2014). In the context of sentence
production, the brain flexibly weights the ventral (semantic) and
dorsal (non-semantic) streams differently for producing the same
dative structure for verbs with different statistical properties.
The weightings appear to be rational, favoring effortful semantic
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processing only when necessary i.e., when there are no easier
contingencies present in the input for a given verb.

Thothathiri and Rattinger (2015) first demonstrated flexibility
and rational division of labor in an artificial language paradigm.
After exposure to the language (as described above), participants’
brains were scanned during sentence production in a separate
session. The analyses focused on whether producing the
harder word order (Patient-Agent) compared to the common
one (Agent-Patient) recruited different regions for verbs with
different biases (Agent-Patient only, Patient-Agent only, or Equi).
The results showed greater bilateral temporal lobe activation and
greater functional connectivity between speech motor areas and
the right temporal lobe for Equi verbs than for verbs that had
appeared in a single order during the input phase. Thus, there
was increased involvement of the ventral stream for Equi verbs,
which could have resulted from competition between multiple
structures for the same verb and deeper semantic processing
for identifying meaning-to-order mappings. By contrast, verbs
encountered in a single consistent mapping may have been
directly associated with their corresponding structures without
extensive semantic processing!. More broadly, the results showed
that the brain can accomplish the same structural output using
different alternative pathways.

The brain might also rationally adapt by using different
resources in individuals with different cognitive profiles. The
relevant studies have focused on frontal-cortex-supported
executive function because of its documented role in adaptive,
context-appropriate behavior (Koechlin, 2016). Thothathiri and
Rattinger (2015) found that better executive function as
measured by the Stroop task correlated with a higher proportion
of the harder Patient-Agent order for Equi verbs but not for verbs
that appeared in a single order. Thus, input statistical properties
(verb bias condition) interacted with learner characteristics
(Stroop performance) in predicting sentence production choices.
This finding was later corroborated by Thothathiri et al. (2017),
who examined native language production using English dative
structures and found a correlation between individuals’ Stroop
performance and their production of the harder DO dative
for Equi but not for other verbs. A subset of the participants
in the latter study took part in a subsequent fMRI session
where their brains were scanned during free-choice dative
sentence production (Thothathiri, 2018). When producing the
harder DO dative after the easier PO dative, participants with
better Stroop performance activated the anterior cingulate cortex
(ACC) more than those with poorer performance. Furthermore,
there was an interaction between learner characteristics and
input statistical properties such that individual differences in
ACC activation were maximal for PO-only verbs produced in
the opposite DO, smallest for DO-only verbs produced in DO,
and in between the two for Equi verbs. Functionally, ACC
activation was correlated with increased DO production over
time for Equi and decreased DO production for PO-only verbs
(there was no correlation for DO-only verbs). This suggests
that the ACC influences language production in different ways
for different verbs in a manner that is consistent with recent

!'This is analogous to reading aloud regular words, whose letters can be translated
directly to the corresponding sounds, without lexical semantic processing.

TABLE 1 | Open questions.

Open questions for future research

Input statistical factors

(1) What is the effect of prior knowledge about the validities of different cues?
Under what conditions, if any, do speakers override prior knowledge?

(2) What are the relevant grains of prior knowledge? Does the brain track
predictive validities separately for different structural alternations within a
language?

(8) Are there conditions (e.g., discourse contexts) under which speakers ignore
predictive validities entirely? What features might such conditions share?

Brain regions and mechanisms

(1) What are the relevant individual differences in cognitive abilities for sentence
production? Are these differences and their effects stable over time?

(2) What is the division of labor between ventral and dorsal streams for different
structures and input conditions?

() Is executive function necessary or merely facilitative for flexibly choosing
between alternative routes to sentence production?

(4) What mechanisms are used to consolidate prior and ongoing
language experiences?

experience. It can help boost the production of a difficult sentence
structure that is in competition with an easier structure if that
structure is sanctioned by recent statistical experience (as in
the case of Equi verbs)?. Conversely, it can help suppress the
production of that same structure if recent experience suggests
that the structure is not sanctioned (as for PO-only verbs).
Together, these findings raise the intriguing possibility that ACC
(and other frontal regions) might be involved in rational and
flexible adaptation of language based on speaker, input and
context characteristics.

DISCUSSION

The proposed perspective is consistent with longstanding
ideas in the study of language, including cue validity (Bates
and MacWhinney, 1987), constraint-based sentence processing
(MacDonald et al., 1994; Trueswell and Tanenhaus, 1994),
division of labor (Plaut et al., 1996; Ueno et al., 2014), and
Bayesian learning (Perfors et al., 2010). The available evidence
is intriguing but many open questions remain, which are
summarized in Table 1.

For example, Thothathiri and Braiuca (2020) suggested
that prior knowledge about the relevance of verb bias for
English datives could have continued to affect speakers’ sentence
production in the new context. The nature of the relevant prior
knowledge as well as the mechanisms used to consolidate prior
and ongoing language experiences remain to be fleshed out (but
see Chang et al., 2006; Fine et al., 2013). Multiple studies suggest
flexibility in the cues and pathways used for sentence production
(Thothathiri and Rattinger, 2015, 2016; Thothathiri, 2018) but
additional work is needed to build a comprehensive theoretical
framework that explains (a) how predictive validity might
rationally change the weighting of different brain regions, and (b)
how executive function may be used to select sentence structures

2DO-biased verbs appeared repeatedly and only in the DO structure. This
statistical association facilitates DO production for these verbs without much
competition from the alternative PO structure.
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under different conditions and for different individuals. Going
beyond these questions that are closely related to the perspective
described here, it is also important to investigate how context-
specific the effects of exposure are and how long they last (Wells
et al., 2009; Kamide, 2012).
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Recent studies indicate that the processing of an unexpected word is costly when the
initial, disconfirmed prediction was strong. This penalty was suggested to stem from
commitment to the strongly predicted word, requiring its inhibition when disconfirmed.
Additional studies show that comprehenders rationally adapt their predictions in different
situations. In the current study, we hypothesized that since the disconfirmation of strong
predictions incurs costs, it would also trigger adaptation mechanisms influencing the
processing of subsequent (potentially) strong predictions. In two experiments (in Hebrew
and English), participants made speeded congruency judgments on two-word phrases
in which the first word was either highly constraining (e.g., “climate,” which strongly predicts
“change”) or not (e.g., “vegetable,” which does not have any highly probable completion).
We manipulated the proportion of disconfirmed predictions in highly constraining contexts
between participants. The results provide additional evidence of the costs associated
with the disconfirmation of strong predictions. Moreover, they show a reduction in these
costs when participants experience a high proportion of disconfirmed strong predictions
throughout the experiment, indicating that participants adjust the strength of their
predictions when strong prediction is discouraged. We formulate a Bayesian adaptation
model whereby prediction failure cost is weighted by the participant’s belief (updated on
each trial) about the likelihood of encountering the expected word, and show that it
accounts for the trial-by-trial data.

Keywords: prediction, adaptation, language processing, bayesian adaptation, prediction error

INTRODUCTION

Despite the seemingly inexhaustible capabilities of the human brain, cognitive research has
shown time and again that in some respects, our processing resources are limited. For example,
although our brain can store over 10° bits of information over our lifetime (Von Neumann,
1958), the processing of visual objects or linguistic input is limited to no more than a few
items at once (e.g., “the magical number seven” suggested by Miller, 1956, “the magic number
four;” Cowan, 2010; Green, 2017, or even fewer items, as suggested by McElree, 2001). It is
therefore often assumed (explicitly or implicitly) that successful language processing requires
efficient resource allocation.
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One core aspect of language processing, which may seem
somewhat contradictory to this assumption, is prediction. Over
the past decades, accumulating evidence provided strong support
for the idea that during language processing, we engage in
actively anticipating upcoming input, rather than passively
waiting for the input in order to process it as it unfolds. This
anticipatory processing is evidenced in reduced processing
difficulty for predictable relative to unpredictable words,
manifested in reduced reading times or reaction times (RT;
Ehrlich and Rayner, 1981; Schwanenflugel and Shoben, 1985;
Traxler and Foss, 2000) and reduced amplitudes of the N400
event-related potentials (ERP) component (e.g., Kutas and
Hillyard, 1984; DeLong et al., 2005; Wlotko and Federmeier,
2012). Notably, evidence suggests that this anticipation of
upcoming input is, at least under certain circumstances, as
specific as predicting the exact word that is expected to appear,
including its phonological form, grammatical gender, etc. (e.g.,
Wicha et al,, 2004; DeLong et al., 2005; van Berkum et al,,
2005; Martin et al., 2013; Nieuwland et al., 2018; Nicenboim
et al, 2019; Szewczyk and Wodniecka, 2020). For example,
Wicha et al. (2004) examined ERPs elicited when Spanish
native speakers read a determiner (el/la, un/una, and las/los),
which appears prior to the noun and has to agree with the
noun’s grammatical gender. Their results show that in sentences
that lead to a highly probable noun, determiners with a gender
feature that does not match the predictable noun elicit enhanced
positivity. These results indicate that the predictions generated
were beyond the conceptual level, such that the specific noun
was predicted, including its grammatical features.

Allocating resources to generate predictions, especially such
specific predictions, intuitively seems to be a very wasteful
processing strategy. We use language to communicate information,
and in order for an utterance to be informative it has to
be unpredictable to some extent (i.e., no new information
would be gained by the listener, if they had, in advance, all
the information needed in order to predict the utterance with
100% certainty prior to perceiving it). Why, then, generate
predictions that will inevitably have some likelihood of being
incorrect, when we can instead merely process the input as
it is perceived? This question becomes even more puzzling
when taking into account evidence of prediction failure costs.
Predictability is often measured using the cloze task, in which
participants are given the beginning of a sentence or a phrase,
and are asked to provide the first completion that comes to
mind. From this task, the predictability of a word is reflected
in the word’s cloze probability, defined as the proportion of
participants who provided this word as a completion. Additionally,
the constraint of a context is also calculated, defined as the
cloze probability of it most common completion. It is considered
to reflect the extent to which the context can lead to a strong
prediction. Recent studies indicate that the processing of an
unexpected (low cloze probability) word entails additional costs
when it is presented in a high constraint sentence, i.e., when
the initial prediction was strong. These costs are not incurred
when processing a similarly unexpected word if no strong
prediction was formed in the first place. This increased difficulty
is mostly evidenced in the frontal post-N400 positivity (f-PNP),

an ERP component that is elicited by unexpected words, only
when a highly probable prediction was initially available (e.g.,
Federmeier et al., 2007). Since these costs are not incurred
by unexpected words in low constraint contexts, they cannot
be attributed to the processing of an unexpected word in and
of itself. They are therefore attributed to the need to handle
the incorrect prediction. This prediction failure cost was suggested
to stem from a commitment made to the initial (strong)
prediction, requiring its inhibition or suppression in order to
integrate the actual input (e.g., Kutas, 1993; Ness and Meltzer-
Asscher, 2018a,b; Kuperberg et al., 2020). We note that such
inhibition can be needed at different levels of representation,
namely, prediction failure costs can be incurred by a need to
inhibit a low-level representation of the word in the lexicon,
a higher-level representation of the sentence or the message,
or both (see further discussion of this distinction in the General
discussion). However, regardless of the specific nature of
prediction failure costs, engagement in prediction is “wasteful”
in processing resources not only due to the resources needed
for the generation of predictions, but also due to the resources
needed to handle the disconfirmation of strong predictions.

Several reasons have been suggested for the use of prediction
as a language processing strategy despite its “wastefulness,”
explaining why engaging in prediction constitutes a sensible
use of resources after all. For example, prediction may be helpful
in reducing the ambiguity that exists in most linguistic input,
either due to semantically/grammatically ambiguous utterances
or due to perceptual ambiguity (e.g., arising from noisy input
and production variation), by constraining the interpretation
of the input to more probable meanings/representations.
Additionally, prediction has been suggested to provide an
effective learning mechanism based on prediction error signals.
It has also been argued to enable coordinated “turn taking”
during dialog (for discussion of motivations for prediction see
Huettig, 2015). Prediction thus serves important functions,
meaning that allocating resources for prediction is not inefficient.
Notably, however, even though in general it is presumably
useful to engage in prediction, the mere fact that prediction
bears costs means that situations can differ in how beneficial
prediction is. For example, if prediction is indeed helpful in
disambiguating perceptually ambiguous input, then it may
be more effective to allocate resources to generate strong
predictions in a noisy environment than in a quiet one. If
prediction is needed to coordinate “turn taking,” we may engage
more in prediction during a conversation than during passive
listening (e.g., listening to a lecture or watching a movie).
Moreover, regardless of the specific reason(s) that make prediction
a useful processing strategy, the costs of prediction failure
may outweigh the benefits derived from successful predictions,
in a situation where unexpected input is often encountered.
Hence, while it is reasonable to allocate resources for prediction,
it is inefficient to always do so to the same extent, regardless
of the situation.

Indeed, several previous studies have shown that prediction
can be adapted to different situations (e.g., Neely, 1977;
Schwanenflugel and Shoben, 1985; Hutchison, 2007; Lau et al,,
2013; Brothers et al, 2017, 2019). Most commonly this is
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demonstrated as a relatedness proportion effect, ie., the
facilitation due to relatedness between a prime and a target
in a prime-target lexical/semantic decision task increases when
the proportion of related prime-target pairs increases (e.g.,
Lau et al.,, 2013). This indicates that when the prime and the
target are often related, participants increase their reliance on
semantic relatedness to the prime word in anticipating the
target word (this maximization of the use of contextual
information can be explained by several frameworks, in particular
relevance theory, see Sperber and Wilson, 1996). Recently, this
adaptation was shown to fit a Bayesian model, in which
participants repeatedly update their belief about the likelihood
of a related prime-target pair, and this belief is used in order
to weigh the relative influence of relatedness, relative to general
word frequency (Delaney-Busch et al, 2019). Namely, when
the likelihood of a related prime-target pair is low, participants
do not adopt a prediction strategy, and reaction times are
mostly influenced by word frequency; then, as participants
accumulate evidence of a high likelihood of relatedness between
primes and targets, they adopt a prediction strategy that relies
more on semantic relatedness, and these predictions become
stronger the greater the participants belief that related prime-
target pairs are likely to appear.

Thus, prediction requires processing resources, different
situations differ in how beneficial prediction is and what the
optimal prediction strategy is, and evidence suggests that
we have means to adapt our prediction mechanisms accordingly.
This state of affairs poses two questions:

o When do comprehenders alter their prediction strategies (i.e.,
can other factors, besides proportion of related prime-target
pairs, trigger changes to prediction strategies)? Specifically,
the current study aims to test whether comprehenders alter
their prediction strategies when they experience failure of
strong predictions.

o How do comprehenders optimize their prediction strategies
(i.e., which processes or mechanisms are susceptible to
transient changes, and what are these changes)? Specifically,
the current study aims to test whether comprehenders can
alter their tendency to commit to strong predictions, in order
to achieve an optimal balance between the benefits of
successful prediction and the costs of prediction failure.

Thus, the current study focuses on the role of prediction
strength and prediction failure in adaptation of prediction. As
discussed above, the disconfirmation of strong predictions incurs
prediction failure costs associated with a need to inhibit the
falsely predicted word, due to some form of commitment made
to the strong prediction. Thus, in the current study,
we hypothesized that the disconfirmation of strong predictions
serves as a trigger for adaptation, and that this adaptation
influences subsequent predictions by decreasing the tendency
to commit to strong predictions, in order to avoid prediction
failure costs.

A previous study provides indication that prediction failure
costs can be affected by adaptation. Schwanenflugel and Shoben
(1985) have conducted a series of experiments, which showed

that prediction failure costs were increased when a participant
encountered a large proportion of high constraint sentences
in which the most predictable word appeared, but not when
they encountered a large proportion of low constraint sentences
in which the most predictable word appeared. This indicates
that repeated confirmation of predictions leads to increased
costs when a prediction is disconfirmed. Notably, in this study,
the manipulation was conducted by the addition of fillers,
which were high\low constraint trials in which the most
predictable word is presented (keeping constant the number
of trials in which an unexpected word appeared instead of
the predicted word). Namely, in this experiment, successful
predictions served as the trigger for adaptation. Thus, this
study indicates that prediction failure costs are influenced by
adaptation, but not that prediction failure can serve as a trigger
for adaptation.

Additionally, this design does not allow to isolating the
contribution of prediction strength to this adaptation. Trials
in which the most predictable word is presented in a high
vs. low constraint inevitably differ not only in the constraint
of the context, but also in the cloze probability of the presented
word, since the most predictable word in low constraint contexts
is not as predictable as the most predictable word in high
constraint contexts. As inherent to the definition of cloze
probability, a word with 80% cloze probability was provided
as the first completion that came to mind by 80% of the
participants in the cloze task, reflecting that it would likely
be the strongest prediction for ~80% of the population or
~80% of the time for a given individual. Likewise, a word
with 30% cloze probability would likely be the strongest
prediction for ~30% of the population or ~30% of the time
for a given individual. This means that the “most predictable
word” would indeed be the participant’s current prediction
(in that trial) in a larger proportion of the high constraint
trials compared to the low constraint ones. Thus, a participant
who encounters a large proportion of trials in which the
most predictable word is presented in high constraint contexts
will experience confirmation of their prediction more often
than a participant who encounters a large proportion of trials
in which the most predictable word is presented in low
constraint contexts. It is therefore not possible to determine
whether adaptation was triggered by the mere repeated
confirmation of a participant’s prediction, or whether the
strength of the confirmed prediction also played a role in
the adaptation mechanism.

The current study thus aims to test whether adaptation is
influenced by prediction strength. In order to do so, we focus
on adaptation due to prediction failure (discouraging further
prediction), rather than due to successful prediction (encouraging
further prediction). This allows us to manipulate prediction
strength independently of the predictability of the presented
word, i.e., by presenting low cloze words in high vs. low constraint,
we manipulate the strength of the initial prediction (strong or
weak, respectively), while keeping the presented word equally
unpredictable in both cases. In this way, we test whether adaptation
is specifically triggered by unexpected words that appear in a
context where an initially strong prediction could be generated
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(i.e., high constraint), relative to similarly unexpected words
that appear in a context where no strong prediction was available
(i.e., low constraint). Two experiments were conducted, in which
the proportion of disconfirmed strong predictions was manipulated
between participants, and we tested the influence of this proportion
on prediction failure costs throughout the experiment. As stated
above, our hypothesis was that disconfirmation of strong
predictions serves as a trigger for adaptation, decreasing the
tendency to commit to strong predictions in order to avoid
prediction failure costs. If our hypothesis is correct, prediction
failure costs should decrease as the experiment progresses, as
the participants experience disconfirmation of strong predictions.
Crucially, the greater the proportion of disconfirmed strong
predictions a participant encounters, the more their prediction
failure costs should be reduced, which should result in smaller
prediction failure costs overall, as well as a greater rate of decrease
in these costs throughout the experiment. In addition, we formulate
a Bayesian adaptation model and show that it accounts for the
trial-by-trial adaptation of prediction.

EXPERIMENT 1
Methods

The design and analyses for this study were pre-registered on
the open science framework (OSF). The pre-registration report
for Experiment 1 can be found at: https://osf.io/hwdq4/?view_only
=516dcfb53b814d7483bdff03e61c271e. Data and analysis code
can be found at: https://osf.io/d9s8g/?view_only=3123cc4830d
b42bc80ed31a5c5ed029f.

Participants

Participants were 120 Tel-Aviv University students (42 males),
all native Hebrew speakers, with an average age of 24.33 (range:
18-36). Participants were given course credit or were paid 15
NIS (~4.5%) for their participation. The experiment was approved
by the Ethics Committee at Tel Aviv University. Ten additional
participants completed the experiment but were excluded from
the analysis due to low accuracy in the task (the pre-registered
exclusion criterion was below chance performance in either
the congruent or the anomalous trials).

Materials
The materials were in Hebrew. They consisted of two-word
phrases in which the first word was either highly constraining
(i.e., had a highly probable completion) or not (ie., did not
have any highly probable completion), based on a cloze
questionnaire (described below). The second word was always
unexpected (i.e., a low cloze probability word), as determined
by the cloze questionnaire results. This created two trial types:
high constraint context — low cloze probability completion (High-
Low, HL), and low constraint context — low cloze probability
completion (Low-Low, LL). See Table 1 for example materials.
Twelve critical trials from each condition were presented
to all participants. Filler trials were used in order to manipulate
the proportion of HL and LL trials between participants: half

of the participants encountered 72 additional HL trials, and
half encountered 72 additional LL trials (see Table 2). The
trials from each type (including the fillers) were distributed
throughout the experiment in a pseudo-randomized order
(different for each participant). Twenty-four anomalous filler
items (e.g., “socks cake”) were also included, in order to enable
the task (anomaly detection, see Procedure).

The LL and HL items were matched for length and frequency
of the second word, overall (Length: HL mean = 4.66, LL
mean = 4.89, p = 0.493, length was measured in number of
letters; frequency: HL mean = 51.02, LL mean = 37.52, p = 0.519,
frequency was taken from the corpus of Linzen, 2009), and
for the 12 critical trials (Length: HL mean = 4, LL mean = 4.65,
p = 0.191; frequency: HL mean = 30.67, LL mean = 17.83,
p = 0.202). The critical trials were also matched for basic RTs
for the second word, ie., RTs in a lexical decision task for
the second word in each item (without the presentation of
the first word in the phrase) were similar in both conditions
(HL mean = 578.84, LL mean = 579.07, p = 0.860). The basic
RTs were collected from 20 participants, different from those
in the main experiment.

Cloze probability questionnaires were conducted in order
to assess constraint and cloze probability for each item.
Participants (different from those in the main experiment)
were presented with the first word of an item, and were
instructed to provide the first completion that comes to mind.
Each item was presented to 30-35 participants. Presentation
order was randomized for each participant. High constraint
items had a constraint of 65% or higher, low constraint items
had constraint of 35% or lower. The average constraint was
83.03% in the high constraint items (87.03% in the 12 critical
HL trials), and 24.51% in the low constraint items (19.82%
in the 12 critical LL trials). HL and LL items were matched
for cloze probability of the second word, with average cloze

TABLE 1 | Example materials for Experiment 1.

Second word with
highest cloze
probability (not
presented in the
experiment)

Trial type First word Second word

High constraint, bu’ot avir sabon

Low cloze bubbles ai

probability (HL)

r soap

Low constraint,

Low cloze
probability (LL)

Cloze probability:
3.2%

Translation of the
phrase:

“Air bubbles”

kafe
coffee

Cloze probability:
3.0%

Translation of the
phrase:

“Coffee table”

Cloze probability:
93.5%

Translation of the
phrase:

“Soap bubbles”

oxel
food

Cloze probability:
30.3%

Translation of the
phrase:

“Dining table”
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TABLE 2 | Trial composition in each list in Experiments 1 and 2.

Experiment 1 (Hebrew) Experiment 2 (English)

Low-low list  High-low list Low-low list Mixed list High-low list
15 HH trials 15 HH trials 15 HH trials
3 Anomalies 3 Anomalies 3 Anomalies
12 HL critical 12 HL critical 12 HL critical 12 HL critical 12 HL critical
trials trials trials trials trials
12 LL critical 12 LL critical 12 LL critical 12 LL critical 12 LL critical
trials trials trials trials trials
72 LL filler 72 HL filler 12 HH critical 12 HH critical 12 HH critical
trials trials trials trials trials
24 Anomalies 24 Anomalies 60 LL filler 30 HL filler 60 HL filler
trials trials trials
24 Anomalies 30 LL filler 24 Anomalies
trials
24 Anomalies

Presentation order of the trials listed in each cell of the table was pseudo-randomized
for each participant (keeping each trial type evenly distributed). The trials that differ
between lists (in each experiment) are marked in bold.

probability of 4.40% in the HL trials, and 4.46% in the LL
trials, overall (p = 0.964), and in the 12 critical trials: 1.97
and 2.06% in the HL and LL trials, respectively (p = 0.865).

Procedure

Stimuli were presented using the E-prime 2.0 software (Psychology
Software Tools, Pittsburgh, PA). Each trial was preceded by a
200 ms fixation cross. The two-word phrases were presented
word-by-word in the middle of the screen. The first word was
presented for 750 ms, with a 350 ms ISI. The second word
was presented until the participant made a response, or up
to 4 s (i.e., if the participant did not make a response within
4 s, the trial was terminated). Participants were instructed to
press a green or a red button to indicate whether or not the
phrase was congruent (respectively), as quickly as possible once
the second word appears. Reaction times were recorded. After
each trial, a string of hash keys (####) appeared on the screen
and the participants pressed a button when they were ready
to start the next trial. Prior to the experiment, participants
completed a practice block of six trials.

Data Analysis

Reaction times were analyzed with linear mixed-effects models.
Analyses were conducted using the ImerTest package
(Kuznetsova et al., 2014) in the R software environment. Only
the data from the critical trials was included in the initial
analysis (data from all non-anomalous trials was included in
the Bayesian adaptation model, see below). Trials with errors
(i.e., trials in which the participant pressed the red button,
indicating that the phrase is incongruent) were excluded.
Outliers were trimmed by replacing data points exceeding
2.5 SDs from each participant’s mean with the value of 2.5
SDs from that participant’s mean (affecting 2.9% of the data).
RTs were logarithmically transformed before being entered
into the model. The model included the factors List (HL list
and LL list, with LL list as the reference level), Trial type

(HL and LL, with LL as the reference level), and Trial number
(the position of the trial throughout the experiment). The
binary factors (List and Trial type) were coded for simple
contrasts (one level of the factor coded as 0.5, and the other
as —0.5). All models initially included random intercepts for
participants and items and were fully crossed (including all
factors and their interaction as random slopes for items, and
Trial type, Trial number, and their interactions as random
slopes for participants; List was not included as random slope
for participants since each participant belongs to only one
level of this factor). However, all random slopes had to
be removed in order to achieve convergence (this was done
by iteratively removing the random slope associated with the
smallest variance, Barr et al., 2013).

Results

Accuracy

As mentioned above, the performance of all participants included
in the analysis was above chance in both the congruent and
the anomalous trials (separately). The average accuracy in the
critical trials was 95.1% (SD = 4.30%), with high performance
across conditions (LL list: LL trials — 99.2%, HL trials — 89.9%;
HL list: LL trials — 98.6%, HL trials — 92.5%). Accuracy was
analyzed using a logistic mixed-effects model, with the factors
List (HL and LL, with LL list as the reference level) and Trial
type (HL and LL, with LL as the reference level). There was
an effect of Trial type such that accuracy was higher in the
LL trials than in the HL trials (Estimate = —1.81, SE = 0.40,
z = —4.54, p < 0.001). There was no significant effect of list
(Estimate = 0.12, SE = 0.26, z = 0.47, p = 0.637), nor an
interaction between Trial type and List (Estimate 0.75,
SE = 0.52, z = 1.45, p = 0.146).

Linear Regression Analysis: Pre-registered
Analysis

The full results of the analyses are reported in Table 3. Reaction
times are displayed in Figure 1. The results (Model 1) showed
an effect of Trial type such that RTs (for the critical trials)
where longer for HL trials than for LL trials (p < 0.001),
reflecting prediction failure costs. There was also an effect of
List such that RTs were shorter in the HL list relative to the
LL list (p = 0.002). These two effects were qualified by a
significant interaction between List and Trial type, such that
the difference between HL and LL trials was reduced in the
HL list relative to the LL list (p = 0.048), indicating that
frequent disconfirmation of strong predictions led to reduced
prediction failure costs. There was also an effect of Trial number,
such that RTs decreased as the experiment progressed (p < 0.001).
Notably, we expected a three-way interaction between Trial
type, List, and Trial number, indicating that throughout the
experiment, the rate at which reaction times for HL trials
decreased was greater for participants in the HL list than in
the LL list. However, no interaction involving Trial number
reached significance (see Discussion for a possible reason).
We therefore formulated an adaptation model in order to
capture the trial-by-trial dynamics.
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Bayesian Adaptation Model: Exploratory Analysis
In order to account for the trial-by-trial data, we formulated
a Bayesian adaptation model whereby inhibition cost at each
trial was modeled as p*PE, such that:

1. p is a point estimate for the participants belief about the
likelihood of encountering the expected word (i.e., their
current estimation of predictive validity). This value is defined
as the mean of a beta distribution, updated on each trial,
with an initial prior of beta(1, 1). Updating occurs whenever
the participant encounters an HL trial: beta(1, 1 + number
of HL trials encountered). This has the effect of lowering
the estimated predictive validity with more encountered
instances of failed prediction.

2. PE is the prediction error, defined as the difference between
the constraint of the item and the cloze probability of the
second word.

The inhibition index (p*PE), reflecting inhibition costs for
a trial, therefore is large: (i) when p is large, i.e., the participant
believes they will encounter the expected word (since they
have not experienced many prediction failures); and/or (ii)
when PE is large - the first word is highly constraining, and
the second word is highly unpredictable.

The inhibition index was calculated for each trial, experimental
and filler." As can be seen in Figure 2, the calculated inhibition
index was higher for HL trials than for LL trials, since the
prediction error is smaller in the LL trials. In addition, the
calculated inhibition index decreases as the experiment progresses,
as | becomes smaller with the accumulation of more HL trials,
and more so for the HL trials. Importantly, this decrease is
greater and faster in the HL list, as in this list, which includes
more HL trials, p becomes smaller at a faster rate.

In order to test whether this inhibition index is a significant
predictor of the data, we entered it into a linear mixed-effect
regression. Note that the inhibition index only reflects the expected
costs of prediction failure, but does not account for facilitatory
effects of correct predictions. Namely, for a given HL or LL
item, the majority of participants would not have predicted the
low cloze word that was presented, and the costs associated with

'We note that the inhibition index reflects the expected cost of inhibition,
which we expect to only take place in (and be affected by) high constraint
trials. However, for practical reasons, we had to decide how to handle LL trials
in the analyses, which include the inhibition index. Treating the value of the
inhibition index for all LL trials as missing value was not possible, since this
is not a situation of “missing at random” (i.e., there would be a systematic
difference between trials with a “missing” inhibition index value and trials with
actual values), which would distort the regression results. For consistency,
we therefore chose to have a uniform formula for the calculation of all trials,
with the assumption that the inhibition index for LL trials would not contribute
much to the explanatory power of the model in any case, as it is low and
relatively invariable (due to small prediction error). The alternative would be to
set the value of the inhibition index to zero in all LL trials, representing the
lack of prediction failure and no inhibition. In order to ensure that our results
and conclusions do not hinge on the decision to compute an inhibition index
for LL trials rather than set it to zero, we ran the analyses for both experiments
again, but with the inhibition index set to zero in all LL trials. This modification
had very little effect on the results. Crucially, none of the significant results
in the original analyses became non-significant or vice versa.

TABLE 3 | Mixed-effects regression models coefficients for Experiment 1.

Estimate SE df t-value p-value

Model 1
List —0.0493 0.0160 219.6 —3.081 0.002"
Trial type 0.0440 0.0094 2,612 4.656  <0.001"
Trial number —-0.0006 0.0001 2,612 -9.069 <0.001"
List x Trial type —-0.0372 0.0189 2,611 -1.970 0.048"
List x Trial number 0.0002 0.0002 2,612 1.460 0.144
Trial type x Trial 0.0001 0.0002 2,612 —0.980 0.327
number
List x Trial 0.0003 0.0003 2,612 1.057 0.290
type x Trial number

Model 2
Cloze probability —-0.0033 0.0006 166.4 -5.654  <0.001"
Inhibition index 0.0040 0.0002 10,610 18.738  <0.001

Model 3
List -0.0179 0.0151 216.8 -1.190 0.235
Trial type —-0.0007 0.0107 907.1 -0.066 0.947
Trial number —0.0004 0.00006 10,780 -5.797  <0.001"
Inhibition index 0.0027 0.0003 10,860 8.5658  <0.001"
List x Trial type 0.0165 0.0147 10,880 1.110 0.267
List x Trial number —0.00003 0.0001 10,740 —0.309 0.758
Trial type x Trial 0.0003 0.0001 10,760 2.345 0.019"
number
List x Trial —-0.0002 0.0002 10,730 —0.989 0.323

type x Trial number

0 < 0.05.

this scenario are modeled in the inhibition index. However, a
portion of the participants (which correlates to the word’s cloze
probability) would have predicted the presented word and would
have therefore experienced facilitation, which is not accounted
for by the inhibition index. To account for these facilitatory
effects, we included the cloze probability of the presented second
word as a predictor in the model, in addition to inhibition index
(Model 2, see Table 3). The results showed that the inhibition
index was a significant predictor of reaction times (p < 0.001).

Furthermore, the inhibition index was entered as an additional
predictor in the initial model (Model 1 above) in order to test
whether it is a significant predictor of reaction times above and
beyond List, Trial type, and Trial number (Model 3; Table 3).
The inhibition index remained a significant predictor of reaction
times in this model (p < 0.001), indicating that it explains variance
in reaction times beyond the original factors. The performance
of the Bayesian adaptation model (Model 2) was also compared
to alternative models, which include similar (or the same) information
to the information that went into the calculation of the inhibition
index, but as separate factors (i.e., without the assumptions of
the adaptation model): (1) a model which included PE (the
difference between constraint and cloze probability), Trial number,
and the interaction between these factors. (2) A model which
included PE, the number of HL trials encountered, and the
interaction between these factors. The Bayesian adaptation model
outperformed the alternatives (Bayesian model: AIC = —16,990,
BIC = —16,903, Log likelihood = 8507.1; Altl: AIC = —16,712,
BIC = —16,712, Log likelihood = 8388.6; Alt2: AIC = —16,926,
BIC = —16,874, Log likelihood = 8388.6; p < 0.001). These results
indicate that the assumptions of the Bayesian adaptation model
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FIGURE 1 | Reaction times in the critical trials in Experiment 1.
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indeed increase its explanatory power, relative to models including
the basic information entered into its calculations, but without
its further assumptions. Namely, the calculation of the inhibition
index increases the variance explained by the model, relative to
models that include the same data but without this calculation.

Discussion

The current experiment manipulated the proportion of
disconfirmed strong predictions (HL trials) throughout the
experiment, and tested the influence of this proportion on
prediction failure costs. First, the results showed increased

reaction times in the HL trials relative to LL trials. Since
these conditions did not differ in the predictability of the
second word in the phrase (i.e., cloze probability did not differ
between these conditions), this result provides additional evidence
for the incurrence of prediction failure costs (see General
Discussion). Moreover, the results showed that this increase
in reaction times in the HL relative to LL trials was smaller
in the HL list than in the LL list, indicating that participants
who experienced disconfirmation of strong predictions more
often adapted to the experimental context by reducing their
engagement in strong prediction. Since the filler items that
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differed between lists did not contrast in how predictable the
presented words were (i.e., cloze probability), but only in the
strength of the initially available prediction (i.e., constraint),
this result supports our main hypothesis that the disconfirmation
of strong predictions, rather than simply the occurrence of
unpredictable words, triggers adaptation.

We additionally expected a three-way interaction between Trial
type, List, and Trial number, reflecting that throughout the experiment
the rate at which reaction times for HL trials decreased was greater
for participants in the HL list than in the LL list. However, we did
not find this interaction. We believe, based on examination of
the data that adaptation in the HL list occurred too quickly to
be detectable in our experiment. The proportion of HL trials in
the HL list was very high - seven HL trials for every LL and
anomaly trial. In addition, the experiment did not include high
constraint trials in which the predicted word appeared. Given
this, adaptation, namely learning that strong predictions are extremely
likely to be disconfirmed in the experiment, may have taken place
prior to any critical trials, or after very few of them.

In the absence of the predicted three-way interaction, in order
to better account for the trial-by-trial dynamics, we formulated
a Bayesian adaptation model. We showed that this model, which
takes into consideration the ongoing updating of the participants
belief about the likelihood of encountering a predictable word
(i.e., their estimate of predictive validity), can capture the data.

EXPERIMENT 2

In Experiment 1, the Bayesian model and the related analyses
were conceived after data collection, and were thus exploratory.
Since the addition of unplanned analyses greatly increases the
likelihood of false positives, we then followed up with a
replication experiment (Experiment 2), for which the Bayesian
model and related analyses were pre-registered. In this
experiment, we also included high constraint - high cloze
probability (HH) trials, in an attempt to slow down adaptation.
The Bayesian adaptation model was therefore extended to
include such trials (see below). Additionally, in this experiment
we included three lists (instead of two), in order to manipulate
the proportion of HL trials more gradually.

In addition, while Experiment 1 was a lab-based experiment
with Hebrew speakers, Experiment 2 was in English, conducted
online with native English speakers. This was done due to
considerations of participant recruitment, and was not predicted

to affect the results. However, the use of new materials in a
different language, and a different participant population, does
contribute to the generalizability of our findings.

Methods

The design and analyses for this study were pre-registered on
the OSE. The pre-registration report for Experiment 2 can be found
at: https://osf.io/3k6am/?view_only=2bd9dc5c43¢2459385bead7cf0
3978t6. Data and analysis code can be found at: https://osf.
io/5h9tv/?view_only=c2f47d6d3adf405297b1c863b88b3818.

Participants

Participants were 150 (69 males) native English speakers, born
and living in the United States, with an average age of 31.11
(range: 20-45). The participants were recruited via Prolific and
were paid 1.5 GBP (~2$) for their participation. The experiment
was approved by the Ethics Committee in Tel Aviv University.
Fourteen additional participants completed the experiment but
were excluded from the analysis: 12 due to low accuracy in
the task, and two due to mean RTs that exceeded 2.5 SD from
the group’s mean RT (based on the pre-registered exclusion criteria).

Materials

As in Experiment 1, the materials included 12 HL and 12 LL
critical trials that were presented to all participants. Additionally,
12 high constraint, high cloze probability (HH) critical trials
were included. Constraint and cloze probability were determined
based on a cloze questionnaire, as described below. See Table 4
for example materials. The HH items were introduced in the
current experiment in order to slow down adaptation, by indicating
to the participant that predictions can be confirmed in the
experimental context. Filler trials were manipulated between
participants, such that one third of the participants encountered
60 additional HL trials, one third encountered 60 additional
LL trials, and one third encountered 30 additional HL trials
and 30 additional LL trials. The different trial types were distributed
throughout the experiment in a pseudorandomized order. However,
15 additional HH trials were presented to all participants at
the beginning of the experiment, in order to make sure all
participants could initially assume that forming predictions is
beneficial in the experimental context. Twenty-four anomalous
filler items (e.g., “socks cake”) were also included, in order to
enable the task (anomaly detection, see Procedure). The trial
composition in each list is summarized in Table 2.

TABLE 4 | Example materials for Experiment 2.

Trial type First word Second word Second word with highest cloze
probability (not presented in the
experiment in HL and LL trials)

High constraint, Rearview camera mirror

Low cloze probability (HL) Cloze probability: 6.7% Cloze probability: 93%

Low constraint, Desert storm island

Low cloze probability (LL) Cloze probability: 6.8% Cloze probability: 14%

High constraint, Peanut butter

High cloze probability (HH)

Cloze probability: 83%
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The LL and HL items were matched for length and frequency
of the second word, overall (Length: HL mean = 6.05, LL
mean = 6.23, p = 0.591, length was measured in number of
letters; frequency: HL mean = 78.03, LL mean = 92.70, p = 0.470,
frequency was taken from the Corpus of Contemporary American
English, COCA, Davies, 2009). The LL, HL, and HH items were
matched for length and frequency of the 12 critical trials (Length:
HL mean = 5.59, LL mean = 6.58, HH mean = 5.75, HL vs.
LL: p = 0312, HH vs. LL: p = 0.791, HH vs. HL: p = 0.842;
frequency: HL mean = 100.76, LL mean = 86.80, HH mean = 113.7,
HL vs. LL: p = 0.450, HH vs. LL: p = 0.780, HH vs. HL: p = 0.789).

Cloze probability questionnaires were conducted in order
to assess constraint and cloze probability of each item. Each
item was presented to 30 participants (different from those in
the main experiment). Presentation order was randomized for
each participant. High constraint items had a constraint of
50% or higher and low constraint items had a constraint of
25% or lower. The average constraint was 73.13% in the high
constraint items (76.94% in the 12 critical HL trials, 72.48%
in the 12 critical HH trials), and 14.64% in the low constraint
items (14.44% in the 12 critical LL trials). HH and HL items
were matched for constraint (p = 0.321). HL and LL items
were matched for cloze probability (p = 0.450 overall, p = 0.316
for the critical items), with average cloze probability of 3.28%
in the HL trials, and 2.73% in the LL trials (in the 12 critical
trials: 6.94 and 4.72% in the HL and LL trials, respectively).

Procedure and Data Analysis

The procedure was as detailed for Experiment 1, except that
the experiment was built in PsychoPy 2 (Peirce et al, 2019)
and was run online on the Pavlovia platform.*> Data analysis
was identical to Experiment 1, except that the factor Trial
type included HH trials (i.e., HH, HL, and LL, coded for
simple contrasts, with LL as the baseline level), and the factor
List included three levels rather than two (this factor was
treated as ordinal/continuous, since the three levels of this
factor are ordered on a scale of the proportion of HL trials;
thus, the three levels were included as one numerical variable:
LL list = 1, mixed list = 2, and HL list = 3).

Results

Accuracy

As mentioned above, the performance of all participants included
in the analysis was above chance in both the congruent and
the anomalous trials (separately). The average accuracy in the
critical trials was 96.7% (SD = 2.72%), with performance high
across conditions (LL list: HH trials — 99.7%, LL trials — 98.2%,
HL trials — 90.0%; Mixed list: HH trials - 99.3%, LL trials
- 99.2%, HL trials — 93.2%; HL list: HH trials - 99.2%, LL
trials - 98.8%, HL trials — 93.0%). Accuracy was analyzed
using a logistic mixed-effects model, with the factor Trial type
(HH, LL and HL, with LL as the reference level) and List
(HL, Mixed, LL, as an ordinal variable). There were effects of
Trial type such that accuracy was higher in the HH trials

*pavlovia.org

than in the LL trials (Estimate = 2.87, SE = 1.08, z = 2.66,
p = 0.008), and higher in the LL trials than in the HL trials
(Estimate = —1.16, SE = 0.44, z = —2.63, p = 0.009). Additionally,
there was an interaction between List and Trial type at the
levels of HH vs. LL, such that the difference in accuracy
between the HH and LL trials was smaller the higher the
proportion of HL trials was (Estimate = —0.97, SE = 0.43,
z = 227, p = 0.023). There was no significant effect of List
(Estimate = 0.15, SE = 0.15, z = 0.97, p = 0.332), and the
difference in accuracy between HL and LL trials did not differ
significantly between lists, (Estimate —0.24, SE = 0.21,
z = —1.14, p = 0.255).

Linear Regression Analysis (Pre-registered)

The full results of the analyses are reported in Table 5. Reaction
times are displayed in Figure 3. The results (Model 1) showed
effects of Trial type such that RTs (for the critical trials) were
shorter for HH trials than for LL trials (p < 0.001), reflecting
facilitation due to higher predictability in the HH trials; and
longer for HL trials than for the LL trials (p < 0.001), and
reflecting prediction failure costs. Additionally, there was a
significant interaction between List and Trial type at the levels
of HL vs. LL, such that the difference between HL and LL
trials decreased the more HL trials the list included (p = 0.012).
There was also an effect of Trial number, such that RTs decreased
as the experiment progressed (p < 0.001), as well as an interaction
between Trial number and Trial type at the levels of HL vs.
LL such that the decrease in RTs as the experiment progressed
was greater for HL trials than for LL trials (p = 0.011). Again,
the three-way interaction between Trial type (HL vs. LL), List
and Trial number did not reach significance.

Bayesian Adaptation Model (Pre-registered)
The Bayesian adaptation model was similar to that of
Experiment 1, modified for the inclusion of HH trials. Thus,
in the current model, updating of the participant’s belief
about predictive validity occurred whenever the participant
encountered a high constraint trial, such that a HL trial
lowered the estimated predictive validity (as in Experiment 1),
and a HH trail raised the estimated predictive validity:
beta(l + number of HH trials encountered, 1 + number of
HL trials encountered). The inhibition index (p*PE) was
calculated for each trial (Figure 4), and entered into a linear
mixed-effect regression with cloze probability as an additional
predictor (Model 2). The results showed that the inhibition
index was a significant predictor of reaction times (p < 0.001).
The inhibition index was then entered as an additional
predictor in the initial model (Model 1 above) in order to
test whether it is a significant predictor of reaction times
above and beyond List, Trial type, and Trial number (Model 3).
The inhibition index remains a significant predictor of reaction
times in this model (p < 0.001), indicating that it explains
variance in reaction times beyond the original factors. Again,
the performance of the Bayesian adaptation model (Model 2)
was also compared to alternative models, which include similar
(or the same) information to the information that went into
the calculation of the inhibition index, but as separate factors
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TABLE 5 | Mixed-effects regression models coefficients for Experiment 2.

Estimate SE df t-value p-value
Model 1
List 0.0017 0.0074 2041 0.230 0.818
Trial type (HH vs. LL) -0.1228 0.0195 1,075 —6.308 <0.001"
Trial type (HL vs. LL) 0.0635 0.0158 4,193 4.035 <0.001"
Trial number —0.0005 0.0001 13,520 —4.928 <0.001"
List x Trial type (HH vs. LL) —0.0004 0.0079 13,590 -0.054 0.957
List x Trial type (HL vs. LL) —0.0169 0.0067 13,740 -2.516 0.012"
List x Trial number 0.0001 0.00004 13,520 1.568 0.117
Trial type (HH vs. LL) x Trial number 0.00003 0.0002 13,520 0.112 0.911
Trial type (HL vs. LL) x Trial number 0.0005 0.0002 13,520 —2.538 0.011
List x Trial type (HH vs. LL) x Trial number 0.0001 0.0001 13,5620 1.073 0.283
List x Trial type (HL vs. LL) x Trial number 0.0002 0.0001 13,520 1.740 0.082
Model 2
Cloze probability —0.1349 0.0149 137.9 -9.034 <0.001"
Inhibition index 0.1303 0.0105 1,471 12.446 <0.001"
Model 3
List 0.0061 0.0075 208.5 0.824 0.411
Trial type (HH vs. LL) —-0. 1,058 0.0183 873.8 -5.796 <0.001"
Trial type (HL vs. LL) —0.0286 0.0218 1,564 -1.307 0.191
Trial number —0.0004 0.0001 12,780 -4.134 <0.001
Inhibition index 0.1573 0.0265 255.2 5.931 <0.001"
List x Trial type (HH vs. LL) -0.0014 0.0079 13,610 -0.177 0.859
List x Trial type (HL vs. LL) —0.0058 0.0071 2,678 -0.827 0.408
List x Trial number 0.0001 0.00004 12,930 2.342 0.019"
Trial type (HH vs. LL) x Trial number 0.00001 0.0002 13,490 0.039 0.969
Trial type (HL vs. LL) x Trial number —0.0003 0.0002 10,330 -1.643 0.101
List x Trial type (HH vs. LL) x Trial number 0.0001 0.0001 13,520 0.883 0.377
List x Trial type (HL vs. LL) x Trial number 0.0002 0.0001 11,150 2.444 0.015"

p <0.05.

(i.e., without the assumptions of the adaptation model): (1)
A model which included PE (the difference between constraint
and cloze probability), Trial number, and the interaction between
these factors. (2) A model which included PE, the number
of HL trials encountered, the number of HH trials encountered,
and the interaction between these factors. The Bayesian adaptation
model outperformed the alternatives (Bayesian model:
AIC = —-20,685, BIC = —20,549, Log likelihood = 10,360; Altl:
AIC = —-20,623, BIC = —20,540, Log likelihood = 10,323; Alt2:
AIC = -20,589, BIC = -20,537, Log likelihood = 10,302;
p < 0.001), indicating that the assumptions of the Bayesian
adaptation model indeed increase its explanatory power, relative
to other models including the basic information entered into
its calculations, but without its additional assumptions.

Discussion

Experiment 2 replicated and extended the results of
Experiment 1. First, the results showed increased reaction times
in the HL trials relative to LL trials, providing additional evidence
for the incurrence of prediction failure costs. In addition, the
results showed that this increase in reaction times in the HL
relative to LL trials was smaller the more HL trials the participant
encountered, providing additional evidence that participants who
encounter the disconfirmation of strong predictions more often
adapt by reducing their engagement in strong prediction. This
result thus provides additional support for our main hypothesis

that the disconfirmation of strong predictions, rather than simply
the occurrence of unpredictable words, triggers adaptation.

The Bayesian adaptation model was again shown to capture
the trial-by-trial data, corroborating the results of the exploratory
analysis in Experiment 1. Importantly, in Experiment 2 this
model and the related analyses were pre-registered, alleviating
the increased risk of false positives in an exploratory analysis.

GENERAL DISCUSSION

In the current study, we hypothesized that the disconfirmation
of strong predictions serves as a trigger for adaptation,
influencing subsequent processing by decreasing the participant’s
tendency to commit to strong predictions, in order to avoid
prediction failure costs. This hypothesis was tested in two
experiments by manipulating the proportion of disconfirmed
strong predictions encountered during the experiment and
measuring the influence of this proportion on prediction
failure costs.

First, the results of both experiments showed increased
reaction times in trials consisting of a highly constraining
word followed by an unpredictable word (HL trials), relative
to trials where an unpredictable word appeared after a word
which was not constraining (LL trials). Since these conditions
did not differ in the predictability of the second word in the
phrase (ie., cloze probability did not differ between these
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conditions), this result provides evidence for prediction failure
costs, i.e., costs that are incurred due to the initially formed
prediction rather than due to the processing of an unpredictable
word, in and of itself. This result is particularly interesting in
light of recent evidence regarding the f-PNP ERP component.
As discussed in the Introduction, prediction failure costs were
often demonstrated in ERP studies showing a late frontal
positivity (f-PNP) elicited by unexpected words only in high
constraint contexts (e.g., Federmeier et al., 2007). However, in
a recent study, Brothers et al. (2020) have tested the effect of
context length on the f-PNP component. Their results showed
a significant f-PNP effect elicited by unpredictable words in
high constraint contexts, only when the context was rich and
globally constraining, but not when the strong lexical prediction
could only be generated based on a single word immediately

preceding the target word. For example, the f-PNP was not
observed in a sentence such as “(...) James unlocked the...
door/laptop,” when constraint was purely reliant on a single
word (“unlocked”). Similarly, a f-PNP was not observed by
Lau et al. (2016), with materials consisting of a one-word
context (a prenominal adjective). These results may thus suggest
that impoverished contexts do not give rise to prediction failure
costs, which is seemingly inconsistent with our current results,
demonstrating prediction failure costs in two-word phrases
(i.e., single word contexts). Crucially, however, there are several
factors in the current materials and design, which may reconcile
the current results with the results of Brothers et al. (2020).
First, in the current study, we used a relatively slow presentation
rate (the SOA was 1,000 ms, while the SOA in the experiments
of Brothers et al., 2020, was 550 ms). The long SOA provided
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participants with more time to form strong and specific
predictions (see e.g., Ito et al., 2016), which may have contributed
to the incurrence of prediction failure costs. Additionally, the
task in the current study was a speeded anomaly judgment
task, while participants in the Brothers et al. (2020) study
discussed above read for comprehension and then gave a
non-speeded judgment, and participants in the Lau et al. (2016)
study were not required to provide any response during the
trials (a memory recognition test was administered after each
block). Thus, the task in the current study may have provided
further encouragement to generate predictions, in order to
respond as quickly as possible once the second word appeared.
Indeed, the f-PNP component was shown to be greater when
prediction is encouraged by task demands (Brothers et al.,
2017). Moreover, the average constraint in the current study
was relatively high (87% in Exp. 1 and 77% in Exp.2, compared
to 63% in the minimal context materials of Brothers et al,
2020), which could have significant influence on prediction
failure costs, considering that the f-PNP component is only
elicited in high constraint contexts. Thus, while the use of
two-word phrases in the current study perhaps had some
diminishing influence on prediction failure costs, the other
factors discussed above may have outweighed this influence,
allowing the manifestation of prediction failure costs nonetheless.

Importantly, the results also showed that this increase in
reaction times in the HL relative to LL trials was smaller
the higher the proportion of HL trials was in the experiment,
indicating that participants who experienced disconfirmation
of strong predictions more often adapted by reducing their
engagement in strong prediction. Since the lists did not differ
in how predictable the presented words were (i.e., cloze
probability), but only in the strength of the initially available
predictions (i.e., constraint), this result supports our main
hypothesis that the disconfirmation of strong predictions,
rather than simply the occurrence of unpredictable words,
triggers adaptation.

We formulated a Bayesian adaptation model in order to
account for the trial-by-trial adaptation dynamics. In this model,
the comprehender iteratively updates their belief about predictive
validity in the current situation. The comprehender’s estimate
of predictive validity decreases when an unexpected word
appears in a high constraint context (i.e., a HL trial), and
increases when the predictable word appears in a high constraint
context (i.e, a HH trial). This estimate of predictive validity
is then used to weigh the strength of the subsequent prediction,
thus alleviating prediction failure costs when the comprehender
believes predictive validity is low and it is not beneficial to
engage in strong prediction. This model was shown to be a
significant predictor of reaction times in both experiments,
first in an exploratory analysis in Experiment 1, and then in
a pre-registered analysis in Experiment 2.

As discussed in the Introduction, processing resources are
known to be limited and prediction can be considered a
“wasteful” processing strategy, requiring the generation of
predictions and the handling of disconfirmed predictions. The
current study provides support for the notion that processing
resources are nonetheless allocated efficiently, in that prediction

is not always employed to the same extent. Instead, when
situations differ in how beneficial prediction is, comprehenders
rationally adapt their processing strategies, to increase or decrease
the reliance on strong predictions.

Prior Beliefs About Predictive Validity

In the current study, the main aim of the Bayesian model
was to account for adaptation by modeling the change in
participants’ beliefs about predictive validity throughout the
experiment, and its influence on processing prediction failure.
Although our focus was on changes in the estimated predictive
validity, the model had to include an initial prior, representing
the participant’s expected predictive validity when they arrive
at the experiment, prior to any trials. The prior that we chose,
beta(1,1), implies that the participant begins the experiment
with a belief that the predictive validity is 50%, i.e., when
encountering a predictive first word (a high constraint item)
there is a 50% chance that the predicted word will be presented.
This is not necessarily an accurate assumption. However,
we chose to use this standard prior since determining a more
accurate prior requires non-trivial decisions on parameters that
we cannot assess. Essentially, the participants’ estimate of
predictive validity at the beginning of the experiment should
reflect the predictive validity in their accumulated linguistic
experience, i.e., the likelihood of encountering the predicted
word following a high constraint context. Namely, the prior
should match the mean constraint of “high constraint” contexts
in the language. However, we do not know the distribution
of constraint in the language. Moreover, we do not know what
constitutes a “high constraint” context. That is, while, we do
believe that there is a qualitative difference in the processing
of high and low constraint contexts (see section “The role of
prediction failure in adaptation” below), we do not know where
the threshold between the two lies. Thus, we cannot achieve
a better estimation for the participants’ belief about predictive
validity at the beginning of the experiment.

Additionally, we chose a weak prior (reflected in the sum
of the two parameters to the beta distribution), since we assume
that when participants approach an experimental task, they
are relatively “prone to adaptation” When engaging in
conversation in everyday life it is reasonable for a comprehender
to be relatively confident that they can rely on their previous
experience, and they are therefore likely to give more weight
to previous experience and need more evidence in order to
adapt. In contrast, an experimental setting is either a new
situation for the participant (for inexperienced participants)
or a situation which the participant knows varies significantly
between occurrences (i.e., upcoming input in a new experiment
is not expected to resemble previous, unrelated, experiments
that the participant may have participated in). Therefore,
participants are likely not to put a lot of weight on their prior
belief (i.e., have a weak initial prior).

It may be interesting to consider the influence that alternative
priors would have on the output of the model. A prior which
represents a higher initial estimate of predictive validity would
result in a greater decrease in the estimated predictive validity
with every HL trial encountered early in the experiment, leading
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to even faster adaptation than the current model predicts. Of
course, lower initial estimates of predictive validity would have
the opposite effect (i.e., slower adaptation). Additionally, the
higher the weight of the initial prior, the slower the adaptation
would be, since more evidence would be needed in order to
outweigh previous experience. Although it is possible to try
and determine the initial prior that would provide the best
fit for the current data, we did not explore this issue further
in this study, as this prior would mostly indicate how participants
approach the experimental situation, and is not necessarily
generalizable to real-life situations. Importantly, these
considerations about the initial prior are orthogonal to our
main aim and conclusions in the current paper, since
we manipulated the proportion of disconfirmed strong predictions
between lists, and participants were randomly assigned a list,
i.e, there is no ground to assume a systematic difference
between lists in the initial prior participants arrive with.

The Role of Prediction Failure in
Adaptation

The current results provide evidence for the importance of
prediction failure as a trigger for adaptation of prediction.
Namely, the manipulation in the current study was achieved
by presenting either HL fillers, or LL fillers (or both), which
differ in constraint but not in cloze probability. Thus, the
adaptation, we observed is driven by prediction failure, i.e.,
by the disconfirmation of highly probable predictions. This
conclusion accords with the prevalent notion that prediction
errors are crucial for implicit learning, as they signal the need
to update future predictions (e.g., Shanks, 1995; Schultz et al.,
1997; Schultz and Dickinson, 2000). A basic principle in
numerous learning/adaptation models, inherent to prominent
frameworks such as reinforcement learning and Bayesian
adaptation, is that the extent of learning/adaptation exerted
by a given input depends on the prediction error experienced.
For example, Jaeger and Snider (2013) have shown that syntactic
alignment increases as a function of the prediction error
experienced, while processing the prime structure, i.e., the same
syntactic structure can exert stronger or weaker syntactic priming
depending on how surprising it was when it appeared as a
prime. Notably, their results show that the extent of adaptation
depends on both prior and recent experience. Specifically, they
show that syntactic alignment is stronger when the prime’s
structure is unexpected given the verb’s bias (i.e., when prediction
error is large based on prior experience), but also when the
prime’s structure was infrequent in previous trials in the
experiment (i.e., when prediction error is large based on recent
experience). The influence of both prior and recent experience
on the extent of adaptation is also evidenced in the current
study, and implemented in our adaptation model. First, HL
trials, in which the participant can experience a significant
prediction error, induce adaptation, while LL trials do not.
This is an influence of prior experience, i.e., a low cloze word
in a high constraint context incurs larger prediction error than
in a low constraint context, based on the participant’s accumulated
knowledge regarding the cloze probability distribution (or some
representation of it). Additionally, in a Bayesian adaptation

model, the more improbable an input is given the prior, the
greater the update it causes. This is implemented in the
calculation of the participant’s estimated predictive validity (u)
in our model: a HL trial encountered early in the experiment,
when the estimated predictive validity is higher, induces a
greater change to the participant’s belief about predictive validity
(and thus a greater change to the behavior in subsequent trials)
than a HL trial encountered later in the experiment, when
the estimated predictive validity is lower (and vice versa for
a HH trial). This is an influence of recent experience, i.e.,
despite the participant’s prior knowledge regarding the cloze
probability distributions, the prediction error experienced when
a low cloze word appears in a high constraint context has
less of an effect as the participant learns not to expect the
high cloze word.

We note that although in the current study, we take the
approach of formulating a Bayesian adaptation model, and the
results show that this model accounts for reaction times in
our experiments, the same data can potentially be compatible
with models based on other frameworks (e.g., reinforcement
learning). However, the choice to model Bayesian adaptation
is motivated by the vast literature employing such models to
account for a myriad of phenomena in different domains, such
as formal semantics (e.g., Lassiter and Goodman, 2015), reasoning
(e.g., Heit, 1998), Bayesian pragmatics (e.g., Werning et al,
2019), and, most relevantly, priming effects in language processing
(e.g., Myslin and Levy, 2016; Delaney-Busch et al, 2019).
Importantly, the performance of the Bayesian adaptation model
in the current study indicates that any model that would
account for the data should implement the basic notions that
adaptation is initiated by the incompatibility of the input with
the participant’s predictions (i.e., prediction error) and that
the extent of adaptation at each trial is dependent on how
incompatible the trial is with the predictions generated, which
leads to the non-linear adaptation throughout the experiment
(i.e., greater adaptation in earlier trials).

Pre-updating, Commitment, and Inhibition
The current results provide additional evidence indicating that
prediction failure costs can be influenced by adaptation (as
also demonstrated by Schwanenflugel and Shoben, 1985, see
Introduction). This raises the question of how prediction failure
costs are reduced, i.e., which process (or processes) is made
easier, or is even eliminated, when adaptation occurs.

As discussed in the Introduction, prediction failure costs were
suggested to stem from a need to inhibit the falsely predicted
word due to commitment made to the strong prediction (e.g.,
Ness and Meltzer-Asscher, 2018a,b). This commitment was recently
suggested to be the result of a prediction mechanism termed
“pre-updating” (Lau et al., 2013; Kuperberg and Jaeger, 2016; Ness
and Meltzer-Asscher, 2018b), which involves not only the activation
of the predicted content, but its actual integration into the sentence’s
representation being built in working memory. Since a pre-updated
prediction is integrated into the sentence representation, if it is
then disconfirmed, inhibition is required in order to “override”
the integrated representation and allow integration of the actual
input instead. Interestingly, overriding an integrated representation
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may require inhibition or suppression at different levels of
representation (Kuperberg et al., 2020). Ultimately, the high-level
representation of the sentence or the event being conveyed by
the sentence (and preceding context) needs to be corrected to
no longer include the wrong prediction. This correction of the
high-level representation entails suppression of the incorrectly
predicted event, and may or may not require inhibition of the
lower-level representation of the predicted word or its semantic
features. Indeed, recent experiments employing the cross-modal
lexical priming (CMLP) paradigm provided indication that
inhibition of the wrongly predicted word can be observed when
a (congruent) unexpected word is presented in a highly constraining
sentence, and that this inhibition may be correlated with the
f-PNP component (Ness and Meltzer-Asscher, 2018a). Thus,
prediction failure costs (and the f-PNP component) may encompass
processes at multiple levels of representation.

Due to these costly processes that are needed when a
pre-updated prediction is disconfirmed, pre-updating constitutes
a strong form of prediction, which can occur only when a
highly probable (highly pre-activated) prediction is available.
Pre-updating was recently suggested to be initiated by an
activation threshold, i.e., when the activation level of a predicted
word passes a threshold, this word will be pre-updated (Ness
and Meltzer-Asscher, 2018b, 2021). Thus, we propose that the
underlying mechanism by which prediction failure costs are
modulated is the adjustment of the threshold for pre-updating.
When the estimated predictive validity is decreased, the threshold
for pre-updating is raised, leading to a lower tendency to
pre-update. In such a situation, when pre-updating is avoided,
the disconfirmation of a high cloze prediction would not require
inhibition, alleviating prediction failure costs. In the opposite
situation, when the estimated predictive validity is increased,
the threshold is lowered, leading to a higher tendency to
pre-update. In such a situation, if a strong prediction is then
disconfirmed, prediction failure costs will be increased, since
the disconfirmed prediction is more likely to have been
pre-updated, requiring inhibition when revealed not to be correct.

CONCLUSION

As discussed in the introduction, the current study aimed at
addressing two questions regarding the adaptation of prediction.
First, what triggers it; and second, which aspects of prediction
are adaptable. The current study addressed these questions with
regard to prediction failure, providing evidence that prediction
failure can serve as a trigger for adaptation, and that prediction
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Default Inheritance in Modified
Statements: Bias or Inference?
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It is a fact that human subjects rate sentences about typical properties such as “Ravens
are black” as very likely to be true. In comparison, modified sentences such as “Feathered
ravens are black” receive lower ratings, especially if the modifier is atypical for the noun,
asin “Jungle ravens are black”. This is called the modifier effect. However, the likelihood of
the unmodified statement influences the perceived likelihood of the modified statement:
the higher the rated likelihood of the unmodified sentence, the higher the rated likelihood
of the modified one. That means the modifier effect does not fully block default inheritance
of typical properties from nouns to modified nouns. This paper discusses this inheritance
effect. In particular, | ask whether it is the direct result of composing concepts from nouns,
that is, a bias toward “black” when processing “raven”. | report a series of experiments
in which | find no evidence for a direct inheritance from composition. This supports the
view that default inheritance is rather an inference than a bias.

Keywords: modifier effect, default inheritance, prototype theory, compositionality, rational reasoning

1. INTRODUCTION

One of the central questions of cognitive science concerns the status of prototypes. During the
twentieth century, it became clear that most of our concepts are not definable in terms of necessary
and jointly sufficient features. The late Wittgenstein’s discussion of “game” is a well-known example
(c.f. Wittgenstein, 1953).! Prototype theory (c.f. Rosch and Mervis, 1975; Rosch, 1978) offered the
alternative idea that concepts are determined by prototypes. These are highly central exemplars or
summary representations of typical properties associated with the concept. While prototype theory
has been a very successful research paradigm within psychology, there remain doubts whether
concepts should really be understood in terms of prototypes. One prominent voice against the
prototype view was Jerry Fodor. In several philosophical works (e.g., Fodor and Lepore, 1996;
Fodor, 1998), he argued that concepts should not be identified with prototypes. He accepts that
concepts are associated to prototypes but denies that they are part of what the concept essentially
is. His main critique is that prototypes lack compositionality. The meaning of composed concepts
such as “pet fish” is not a straightforward composition of “pet” and “fish”. Different versions of the
compositionality criterium have been developed that are more compatible with prototype concepts
(Hampton, 1987; Smith et al., 1988; Hampton and Jonsson, 2012; Strofiner, 2020). While these
versions depart from a very strict reading of compositionality, they still hold that the typical features
of a concept such as “raven” influence complex concepts such as “jungle raven” or “feathered
raven”. Prima facie the typical properties of the concept (e.g., blackness) are inherited by the
complex concepts, unless the modifier speaks against inheritance of the typical property (e.g.,
“albino raven”).

'Wittgenstein’s original argumentation concerned the German “Spiel”, which is a broader term and arguably even harder to
define.
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Connolly et al. (2007) deny such inheritance and thus further
expand criticism against the apparent lack of compositionality
of prototypes. They investigated generic sentences that ascribe
typical but non-analytic properties, for example, “Ravens are
black” or “Rings are expensive”.? Their subjects rated such
sentences with unmodified and modified nouns. Connolly et al.
(2007) discovered that humans tend to judge modified statements
(e.g., “Feathered ravens are black”) as less likely to be true than
unmodified ones, especially if the modifier is atypical (as in
“Jungle ravens are black”). This has been called the modifier
effect. Apparently people do not “default to the stereotype”,
as Connolly et al. (2007, p. 5) call it. The work of Connolly
et al. (2007) has inspired further experimental research. The
upshot of the empirical work is that the modifier effect is
extremely robust (Jonsson and Hampton, 2006, 2012; Gagné
and Spalding, 2011, 2014; Hampton et al,, 2011; Spalding and
Gagné, 2015; Gagné et al., 2017; Spalding et al., 2019; Strofiner
and Schurz, 2020; Strofiner et al., 2020). However, it has also
been demonstrated that, even though modified statements are
perceived as less plausible, the rated likelihood of an unmodified
statement correlates with the rated likelihood of the modified
one. This indicates that judgments about the modified concept
are not independent of the original unmodified concept.’

Another debate revolves around the extent to which default
inheritance is rationally expected. Connolly et al. (2007) deny
that an inference from “Ravens are black” to “Jungle ravens
are black” would be rationally justified. Indeed, the inference
lacks logical certainty, unless it really means that all ravens are
black. Statements that ascribe merely typical properties, however,
allow for exceptions and the modified noun might refer to an
exceptional subcategory. For example, birds can fly but Antarctic
birds cannot fly. Nevertheless, the reasoning from categories
to subcategories is often intuitively plausible. As a result, the
formalization of such inferences gave rise to a whole branch of
research on defeasible reasoning. Reiter (1980) started to develop
formal logics of default-based logic for artificial intelligence
and many other researchers from different disciplines followed
(Pearl, 1988, 1990; Kraus et al, 1990; Gabbay et al., 1995;
Veltman, 1996; Schurz, 2005). Though the rational justification
of default inheritance is still researched, there is a consensus that
at least typical subcategories should inherit typical properties.
The corresponding inference scheme is called cautious monotony
and allows inferring “S are typically P” from “C are typically
P” and “C are typically S”. Another famous inference pattern is
rational monotony. It permits to reason from “C are typically P”
and “C are not typically non-S” to “S are typically P”. This rule
corresponds to default inheritance to subcategories that are not
atypical, for example, from a raven to a female raven. Strof3ner
and Schurz (2020) argue that at least the inference to typical
subcategories, that is, cautious monotony, is very reliable and

2Expressing typicality is one of the central functions of generics sentences (Krifka
etal., 1995).

3Note that all experimental studies on this issue were undertaken with English or
German material. The extent to which these findings are replicable for speakers of
other languages, especially outside the Indo-European family, is not researched.
Care should thus be taken when considering the results as representative for
humans or languages in general.

entails almost no risk of deriving a false conclusion. Rational
monotony is more risky but often still acceptable. Moreover, even
the inference to exceptional categories can be quite reliable if the
category members have a large overall similarity to each other
(Thorn and Schurz, 2018; Strofiner, 2020). For example, “Blind
ravens are black” might be acceptable, even though blind ravens
are atypical, because the blindness is unrelated to color. Very
clearly, however, specific background knowledge should always
dominate the judgment: No one should accept “Albino ravens
are black”. To sum up, default inheritance is often rationally
justified. It is a useful reasoning pattern that allows to draw
defeasible conclusions about properties of which one has no
specific information.

While some forms of default inheritance should and actually
do influence our understanding of modified nouns (ie.,
subcategories), the details of this process are unclear. Is default
inheritance really an inference in human cognition or rather
the result of a prototype-induced bias? Is it a by-product of
conceptual composition, that is, the result of forming the concept
“jungle raven” from “raven”? Or is it detached from composition
and only occurring after the meaning of the modifier noun
compound has been processed? I present experimental evidence
that shows that default inheritance is easily blocked by knowledge
effects. This supports the view that default inheritance does not
occur as a result of forming complex concepts and that it is rather
an inference than a bias.

The paper proceeds with a presentation of empirical findings,
starting with a re-analysis of the data from Connolly et al. (2007).
I discuss several effects that were discovered in empirical research
and how they can be interpreted on the theoretical level. The
following part presents a series of experiments that test whether
traces of default inheritance are still found when background
knowledge intervenes. The largely negative results suggest that
the inheritance is not a direct by-product of composition.

2. TYPICALITY IN UNKNOWN
SUBCATEGORIES

2.1. Connolly et al.— A New Analysis
As noted above, research on the modifier effect goes back to
an experimental study by Connolly et al. (2007). Their material
consisted of 40 items, each with four sentences: an unmodified
statement such as “Ravens are black” (Condition A), one with a
typical modifier such as “Feathered ravens are black” (Condition
B), one with an atypical modifier such as “Jungle ravens are
black” (Condition C), and finally a double-modified statement
such as “Young jungle ravens are black” (Condition D). Their 40
participants rated one version of each item on a scale from 1 (very
unlikely) to 10 (very likely). Figure 1 provides an overview of the
mean ratings of the 40 items in the different conditions.
Connolly et al. (2007) reported the obvious decrease in
rated likelihood from condition to condition. They establish
its significance by analysis of variance (ANOVA) and pairwise
comparisons with ¢-tests. I re-analyzed their data within a mixed-
effect model approach, which became the standard method
in psycholinguistic research during the last decade because
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FIGURE 1 | Mean rating of 40 items in Connolly et al. (2007). Each graph
corresponds to an item and displays its mean likelihood in the four Conditions
A (unmodified), B (typical modifier), C (atypical modifier), and D (additional
atypical modifier).

it accounts for the fact that subjects as well as the chosen
material are random samples.* This model estimates the mean
rating of unmodified conditions as 8.38 (SE = 0.2), of typical
modifications as 7.72 (SE = 0.2), atypical ones as 6.88 (SE =
0.2), and of double-modified statements as 6.49 (SE 0.2).
All pairwise comparisons are significant (all p < 0.001, except
atypical and double modification with p = 0.003). This conforms
with the results reported by Connolly et al. (2007). Moreover, the
calculation of model fit indicated a reasonably good model fit
(conditional R* = 0.332) and a notable but not high effect size
of the modifier (marginal R? =0.101).

The decrease effect is quite obvious. However, this does not
mean that no inheritance exists. In order to test for the influence
of the unmodified statement, I further calculated correlations
between the mean rating of the sentences in these different
conditions.” Pearson’s correlation test revealed that the rating of
the unmodified statements was highly correlated with the rating
of the typically modified sentences (r = 0.71, p < 0.001) as
well as the atypically modified sentence (r = 0.60, p < 0.001).
The same applies with regard to atypical and double-modified
sentences (r = 0.62, p < 0.001). This speaks against the thesis
that the rated likelihood of the unmodified sentences has no
influence on the rating of the modified ones and makes it clear
that there is not only decrease but also an inheritance effect.

When looking at the individual items, it becomes apparent
that the general trend of gradually decreasing probability from

4The reanalysis used R and the packages Ime4, Imertest, and performance (Bates
et al., 2015; Kuznetsova et al., 2017; R Core Team, 2017; Liidecke et al., 2020).
Subject and items were entered as factors with random intercepts. Modification
condition was treated as fixed effect. I thank Andrew Connolly for providing the
data from the original study.

°Such a test was not part of the analysis in Connolly et al. (2007) but has been
carried out in later studies, for example by Jonsson and Hampton (2012) and
Strofner and Schurz (2020).

A via B to C and D is violated severely by some items (see also
Figure 1). A closer view shows that several items might have been
affected by common knowledge of the participants. For example,
against the general trend, the typically modified statements “Pet
hamsters live in cages” and “Jazz Saxophones are made of brass”
were judged as more likely (+1.2 and +1.6) compared to their
unmodified counterparts. An obvious explanation is that most
subjects know that pet rodents are held in cages and that they
are acquainted with Jazz saxophones. An example of negative
relevance is “flying” in “Flying yellow roosters live on farms”
(—3.6). Flying is hardly compatible with being kept on a farm.
Another item with potential knowledge effects is “Limousines are
long”. The atypical modifier “inexpensive” induced a more drastic
loss in rated likelihood than the other items (—4), which points
to subject’s understanding that smaller cars are less expensive.
The further modifier “old” led to an increase in the mean rating
(43.1) indicating that “old” moderates this relation. This search
for knowledge effects may seem somewhat speculative, but the
crucial point is that it is reasonable to assume that background
knowledge influenced the ratings, although Connolly et al. (2007)
tried to avoid this in the selection of the material. A thorough
analysis of knowledge effects in Strofiner et al. (2020) showed that
items with potential knowledge effects had significantly greater
deviations in the modified conditions.

2.2. Aspects of the Modifier Effect

In their discussion, Connolly et al. (2007) primarily focused on
the decrease effect: For a concept C, prototypical property T and
the modifier M, “MC are T” is usually rated as less likely than
“C are T”, especially if MC is an atypical subcategory. However,
their data indicate three aspects:

e Decrease effect: The rated likelihood of “MC are T” is lower
than for “C are T”.

e Inheritance effect: The rated likelihood of “MC are T” depends
on how likely “C are T” is.

e Knowledge effect: The rated likelihood of “MC are T is
strongly influenced by knowledge about M or MC.

Usually the term “modifier effect” is used to refer to the
decrease effect. However, all three effects robustly influence the
understanding of modified typicality statements. For example,
Jonsson and Hampton (2012) repeated the experiment and
reproduced these effects. The modifiers, especially atypical ones,
lead to a reduction of the mean rated likelihood (A: 8.31, B: 7.51,
C: 6.59, and D: 6.27), but there were also correlations between
the judged likelihood of the unmodified and modified statements,
which indicates inheritance. Potential influences from knowledge
effects were indicated in self-reports by subjects. For example,
“Edible catfish have whiskers” was rejected because the whiskers
will be removed before eating the fish (c.f. Jonsson and Hampton,
2012, p. 103).

While knowledge may influence the rating of modified
nouns, it needs to be stressed that neither the decrease
effect nor the inheritance effect is explained by (factual)
background knowledge. Gagné and Spalding (2011) replicated
the modifier effect for artificial adjectives, that is, pronounceable
but meaningless words. This design excludes factual knowledge.
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In a study by Strofiner and Schurz (2020), decrease effects
appeared even when subjects mostly denied that the modifier was
relevant. However, if background knowledge is available, it leads
to very strong effects and fends to dominate the judgment.

Research has not only established that the modifier effect,
especially the decrease effect, is very robust but also that it is
more general than initially found by Connolly et al. (2007). It
does not only occur for generic statements but also for universal
statements such as “All (handmade) sofas have backrests”, even if
the universal quantification is emphasized as in “All (handmade)
sofas always have a backrest”, “Every single (handmade) sofa has
a backrest”, and “100% of (handmade) sofas have a backrest”, as
shown by Jonsson and Hampton (2006). Subjects often accept
the unmodified universal statements but reject the modified
statements, even though the latter are a logical consequence of the
former. Notably, the effect was weaker in within subjects designs,
that is, if the same subjects rated modified and unmodified
statements. The effect was further moderated if the sentences
were placed beneath each other. Moreover, Hampton et al.
(2011) found that the modifier effect is not limited to merely
typical properties but equally occurs for analytical properties, for
example, in “(Jungle) ravens are birds”. The statement “Ravens
are birds” is rated as extremely likely, but the adding of a modifier
“jungle” leads to the same amount of decrease as it does in a
more contingent statement such as “(Jungle) ravens are black”,
where the property is less central (ie., it is easy to imagine
non-black ravens).

As mentioned above, Gagné and Spalding (2011) observed
modifier effects even for meaningless words as modifiers. Besides
a decrease in rated likelihood, they also noted a longer reaction
time (1,406 ms compared to 1,172 ms). Moreover, Gagné and
Spalding (2014) replicated these findings for relational sentences
instead of modifiers (e.g., “kites that are made of silk” instead
of “silk kites”) and even for artificial nouns like “brinn”, when
subjects were told that “brinn” refers to a kind of bottle. In
Gagné et al. (2017), the hedging words “normal” and “typical”
produced a modifier effect. Subjects were told to assume that a
generic is true (e.g., “Bottles are cold in annealing ovens”). They
were then either asked how many bottles or how many normal
bottles or how many typical bottles are cooled in annealing
ovens. The mean judgment for the bare noun was 96%, while
it was significantly lower for “normal bottles”/“typical bottles”
(88%). Spalding and Gagné (2015) also showed that the modifier
effect has a reverse sibling. Statements that attribute very unlikely
properties (e.g., “Whales are small”) are judged as less plausible
than their modified counterparts (e.g., “Plary whales are small”).
The modifier thus increases the judged likelihood of very atypical
properties (see also Spalding et al., 2019).

2.3. The Role of (Rational) Reasoning

Christina Gagné and Thomas Spalding interpret their findings
as evidence against the view that typical properties are
directly inherited by subcategories. They deny to view concepts
as “containers of properties” such that a modified noun
automatically includes the properties as well. According to them,
the inheritance is the result of a reasoning process: Participants
reason by the meta-knowledge that a subcategory should be

somewhat similar and somewhat different. This thesis has the
advantage that it explains the inheritance (similarity) as well as
the decrease (dissimilarity) as effects of a process that is more or
less rationally justified.

However, the decrease effect occurs against rational intuitions.
For example, rejecting “All handmade sofas have a backrest”
but accepting “All sofas have a backrest” as done by subjects in
Jonsson and Hampton (2006) is clearly fallacious. Also, it is not
clear why central and even categorical properties like “is a bird”
are subject to the same amount of decrease. One would expect
that people more readily infer categorical properties (like being a
bird) than accidental ones (being black).

Much of the apparently irrational effects have been attributed
to the particular pragmatic aspects of the task. While logical
factors (universal quantifier, essential properties) have little
influence on the modification effect, the presentation of the
material influences the extent of the decrease effect considerably.
For example, placing statements beneath each other leads to
a lower decrease effect (Jonsson and Hampton, 2006, 2012).
Recently, Strofiner and Schurz (2020) showed that the decrease
effect was much smaller in a comparative task, where modified
and unmodified statements were presented together, as well
as in a story-based rating, in which single category members
and modifying information were embedded in a story (e.g.,
about a girl who owns a lamb Lamby, a Norwegian lamb
Norwy, and so on).® In some of their items, the modifier
was relevant. Knowledge of positive relevance (e.g., in “Golden
rings are expensive”’) had a strong effect in the story-based and
comparative rating, but not in the normal likelihood rating.
The authors conclude that there is still a decrease effect in
the background: “In the normal likelihood rating, where not
only sentences are evaluated separately, the negative pragmatic
effect of the modifier and the positive effect of background
knowledge cancel each other out” (Stro6finer and Schurz, 2020,
p- 15). Positive relevance does not prevent a decrease effect but
only superposes.

As explanation of the pragmatic effect, Strofner and Schurz
(2020) name Gricean implicatures (Grice, 1989). Because people
assume that a cooperative speech is as informative and relevant as
necessary, the addition of the modifier is automatically perceived
as potentially relevant. However, other pragmatic theories such
as the relevance theory by Sperber and Wilson (1986) and the
more recently developed Rational Speech Act theory (Goodman
and Frank, 2016) support a similar prediction that additional
information (e.g., a modifier) indicates a meaningful difference.
Note that the modified statement is not only longer but takes
additional effort in processing: it has a lower fluency. Reber and
Unkelbach (2010, p. 568) note a relation between fluency and the
relevance theory of Sperber and Wilson (1986), because a lack
of fluency also might indicate relevance. A cooperative speaker
should make her statements as simple to process as possible.”

®Note however that the ratings were generally low for the story-based task.
7Generally, the modifier effect seems to be related to fluency effects. However, this
issue is under-researched since most studies are focused on what the modifier effect
says about the (prototype) theory of concepts.
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What appears to be a fallacy in reasoning might thus just be a
side effect of otherwise useful cognitive mechanisms.

The pragmatic solution is not totally different from the
reasoning approach by Gagné and Spalding. It is even similar
to what Gagné and Spalding (2011, p. 189) call the meta-
knowledge “that the purpose of using a combined concept is
often to refer to a subcategory that is in some way distinct
from other members of the head category”. However, Strof3ner
and Schurz (2020) emphasize the unconscious nature of the
pragmatic component, stating that the decrease is not a result of
reasoning but of a general relevance bias, which is evolutionarily
adaptive but not rationally reflected and of which subjects are
not even aware, while Gagné and Spalding leave the status of
relevance assumptions open. Their central claim concerns the
mechanism behind default inheritance. They criticize a container
view of concepts according to which default inheritance is
more or less an automatism of conceptual combination (c.f.
Gagné et al,, 2017, p. 225). Rather, they view inheritance as a
result of reasoning.

In what follows, the paper addresses whether inheritance
effects should be understood as a result of rational considerations
or whether humans are biased toward inheritance just as they are
biased toward relevance. To answer the question, I present two
experiments that investigate inheritance in the presence of strong
knowledge effects and for privative modifier noun combinations
(e.g., “stone apple”).

3. EXPERIMENTS

The following experiments aim to address default inheritance
in a different way than studies on modification usually do.
Most experiments avoid background knowledge. The following
experiments do the reverse. I aim to look for inheritance effects
when they are not rationally expected. I do this by introducing
modifiers with strong negative knowledge effects that should
prevent default inheritance. An example is the statement “Dirty
pans are used for frying”, where the modifier should prevent
inheritance effects.

The experimental idea partly resembles earlier research by
Springer and Murphy (1992). They compared modified sentences
where a sentence’s truth was either determined by the noun alone
or was dependent on the modifier. For example, “Peeled apples
are sweet” is generally true, while “Peeled apples are white” is
true because of the relevant modifier “peeled”. Analogously, the
falsity of “Peeled apples are squared” has nothing to do with
“peeled”, while “Peeled apples are red” is false because of the
modifier “peeled”. It was found that true modified statements are
easier and faster to verify if the modifier is relevant, as in “Peeled
apples are white” (see also Gagné and Murphy, 1996). Regarding
the false sentences, there were no significant differences between
generally false statements and those with relevant modifications.
The latter finding was cited by Connolly et al. (2007) as evidence
against default inheritance. If typicality was inherited, they claim,
then sentences such as “Peeled apples are red” should be more
difficult to process because “red” would have to be inherited

from “apple” and afterwards actively suppressed. However, the
experimental design in Springer and Murphy (1992) did not
intend to test default inheritance or the modifier effect, which had
not been discovered at that time.

As argued above, multiple experiments have shown that the
likelihood of “C are T” has a profound influence on “MC are T” in
the absence of more specific knowledge about MC. The aim of the
present experiment is to directly assess whether the influence of
“Care T” on the acceptance of “MC are T” persists if M provides
strong evidence against T. If default inheritance is the result of
meta-knowledge or an inference pattern, its influence should be
easily blocked if the modifier is sufficiently relevant. In this case,
the more specific knowledge should determine the judgment.
Thus, it would not be necessary to cognitively rely on usually
uncertain default reasoning. If inheritance effects, however, come
from a typicality bias or are a mere by-product of composition,
their influence should persist.

In order to find these traces of irrational default inheritance, I
investigate modified typicality statements with strongly relevant
modifiers. However, instead of comparing them to unmodified
statements, I compare them to statements with the same modifier
but a noun for which no typicality association exists. For example,
are there differences between the statement “Peeled apples are
red” and “Peeled pears are red” that can be traced back to the
fact that “Apples are red” is much more acceptable than “Pears
are red”?

The following experimental study starts with a test of
unmodified statements with and without typical properties. This
is done in the preparatory experiment. An example is the
pair of statements “Pans are used for frying” and “Pots are
used for frying”. The following two experiments use modifiers
with negative knowledge constraints (e.g., “Dirty __ are
used for frying”) and measure how the phrases are evaluated
depending on whether the noun is prototypically associated
(e.g., “pans”) or unrelated (e.g., “pots”). Measured variables are
acceptance (yes/no), reaction time, and a separate plausibility
rating. Depending on how deeply people are entrenched to
typicality inheritance, the modified sentence “Dirty pans are used
for frying” should be still more acceptable than “Dirty pots are
used for frying”. An inference-based explanation of modification,
on the other hand, predicts that there is no such influence of
typicality and that people only rely on the prototype if more
specific information is lacking. The effect I am thus mainly
investigating is not the decrease effect but the persistence of
inheritance effects even if they are not rationally expected.

3.1. Preparatory Experiment

My experiment required a set of adequate sentence pairs,
consisting of a generic statement that expressed a typical property
and a sentence which ascribed the same property to a noun
concept for which it is not typical but possible. Apart from the
different association to the property, the two nouns should be
as similar as possible. I thus constructed 50 sentence pairs (in
German) according to the following criteria:3

8The experiment was carried out with German native speakers.
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TABLE 1 | Least square means of the preparatory experiment.

Typical
Est (SE) [0.95 CI]

RZ
Conditional / Marginal

Non-typical
Est (SE) [0.95 CI]

Reaction time 1546 (100) [1344, 1746]
0.96 (0.02) [0.92, 1.01]

87.5 (1.8) [83.9, 91.0]

Acceptance rate
Plausibility

1992 (100) [1791, 2193] 0.45/0.06
0.25 (0.02) [0.21, 0.30] 0.58/0.53
31.4(1.8) [27.8, 34.9] 0.64/0.58

Estimated means with standard error in round brackets, 0.95 confidence interval in square brackets and conditional as well as marginal R? in the last column.

e The noun concepts come from the same superordinate
category and have a similar length.

e The typically true statement ascribes a property from the list
of associated features by Cree and McRae (2003).

e The other statement ascribes the same property to a noun to
which it is usually not associated but still possible.

An example of such a pair is “Rats carry diseases”/“Hamsters
carry diseases” (original: “Ratten iibertragen
Krankheiten”/“Hamster {ibertragen Krankheiten”). The main
purpose of the preparatory experiment was to choose appropriate
sentences from the material. Forty subjects were recruited and
received payment via the panel Prolific (app.prolific.co). The
experiment was programmed and carried out on SoSciSurvey
(www.soscisurvey.de).

The material was distributed over two surveys, each with
25 typical and 25 atypical generic statements. Typicality was a
between subjects factor. Every participant saw either the true
typicality statement or its counterpart. In the first part of the
experiment, subjects were presented with the statements and had
to decide whether they agree or disagree with the statement as
fast and accurately as possible. Reaction time (including reading
time) was recorded. In the second part, subjects were allowed to
give a more fine-grained judgment on the plausibility of the same
statements using a slider (0-100 scale) without any time pressure.

Among the 50 items, I selected 32 pairs that satisfied the
following criteria:

e high acceptance of the typical statement, meaning at least 80%
of subjects rated “I agree”,

e a considerable difference of acceptability in the atypical and
typical statements: acceptance rate of the atypical statement at
least 30 points below the rate for the typical statement (e.g., at
most 50% if the typical condition received 80% acceptance),

e contingency of the atypical statement, indicated by a
plausibility with a mean of at least 10 and a median of at least
5 (on a scale from 0 to 100).

Table 1 displays the least mean squares of the experimental
data for the 32 selected items estimated on the basis of a
mixed-effect model.” As stipulated, acceptance and plausibility
was high for typical generic statements and rather low but
not extremely low for atypical generic statements. Moreover,

“Models were again calculated in R (R Core Team, 2017) with the packages Ime4,
ImerTest, and performance (Bates et al., 2015; Kuznetsova et al., 2017; Liidecke
et al,, 2020). Subjects and items were entered with random intercepts. Estimation
of degrees of freedom used Satterthwaite’s method.

reaction time was longer for the atypical generic statements.
The fact that the reaction time of the true generic statements
is faster is not unexpected. People are probably highly
acquainted with generic statements like “Banana is yellow”
and less exposed to statements like “Strawberries are yellow”
and this might make them easier to verify and faster to

pl‘OCCSS.lO

3.2. Experiment 1

3.2.1. Methods

Material: The material consisted of the 32 sentence pairs
from the preparatory experiment with an added modifier that
conflicted the ascribed target property. An example is the
sentence pair “Heated cellars are cold” and “Heated kitchens are
cold” or the aforementioned “Dirty pans are used for frying” and
“Dirty pots are used for frying”. The full material is displayed in
the Appendix. Additionally, I used 32 true modified sentences.
About a half of them were true because of the modifier and the
others were true independently of the modifier. Six further fillers
were used as warm-up for the reaction time measurement.

Design: The 32 sentences with typical noun-property pairs were
equally distributed over two questionnaires. Their non-typical
counterparts appeared on the other questionnaire, respectively.
Moreover, the 38 fillers were added. The experiment consisted
of two major parts: a decision task in which participants had to
decide as fast and accurately as possible whether they agree or
disagree with the presented statements, and a plausibility rating
of the same sentences.

Procedure: Eighty-two participants were recruited via Prolific
and directed to SoSciSurvey, where they were randomly assigned
to one of the two questionnaires. In the introductory texts,
participants were told that the experiment tests the plausibility
of generic sentences without explicitly referring to the notion
of typicality. The structure of the experimental procedure was
disclosed in the welcome text. That means, subjects were
aware that they had to evaluate the same sentences during a
decision and a rating task. They were explicitly told that some
sentences concern objects of which they have no knowledge
and that they should decide intuitively without much thought
or research.

197¢ is a well-established fact that repetition tends to decrease processing time
and increases perceived likelihood (c.f. Hasher et al., 1977; Dechéne et al., 2010;
Unkelbach and Rom, 2017).
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TABLE 2 | Least square means of Experiment 1.

Typical
Est (SE) [0.95 CI]

RZ
Conditional/Marginal

Non-typical
Est (SE) [0.95 CI]

Reaction time 2576 (107) [2364, 2789]
0.19 (0.02) [0.15, 0.24]

212 (2.2) [16.8, 25.6]

Acceptance rate
Plausibility

2742 (107) [2530, 2955] 0.504/0.005
0.15 (0.02) [0.11, 0.20] 0.146/0.003
10.6 (2.2) [15.3, 24.0] 0.261/0.001

Estimated means with standard error are in round brackets, 0.95 confidence interval in square brackets, as well as conditional and marginal R? in the last column.

During the decision task, participants agreed or disagreed by
pressing the buttons 0 or 1.!! The next item was presented to
them after pressing SPACE. This allowed participants to take self-
paced breaks. The decision task was preceded by an instruction
and a training run with 10 statements. The experimental block
started with six filler questions to avoid warm-up effects. After
that, the 32 target sentences and 32 fillers were presented in a
random order. Similarly, the plausibility rating task started with
a short instruction and a training block. After that, the target
sentences and fillers were presented on one page in a random
order. At this part of the experiment, subjects were allowed to
take as much time as they needed. Other than in the decision task,
the survey also allowed for correction of answers.

3.2.2. Results and Discussion

Prior to the analysis, extremely high reaction times (five data
points over 15 s) were removed.'? An overview of the results can
be seen in Table 2. Sentences in which the noun was typically
associated to the property were answered faster [; = —165,
ts0s) = —4.96, p < 0.001]. They also had a slightly higher
acceptance rate [$1 = 0.04, £(2510) = 3.01, p = 0.003]. However,
the plausibility rating was only insignificantly higher [8; = 1.5,
t2510) = 1.80, p = 0.07]. All effect sizes were very low, indicating
that the typicality did barely influence variation in the data.

Let us now look how the reaction time changed in comparison
to the preparatory experiment, where unmodified statements
were evaluated. Generally, the reaction time was longer, which
is expected, because the sentences were now longer and reaction
time included reading time. However, the modifiers had a
different influence on reaction time for the typical and atypical
sentences. The increase on the median reaction time per item
was on average 775 ms (SD = 362) for sentences without
typicality and 1,007 ms (SD 300) for the sentences with
typicality. A paired t-test confirmed that the mean difference of
232 ms is significant [¢3;) = —3.20, p = 0.003]. A cognitive
mechanism that blocks default inheritance could in principle
explain the larger increase in reaction time for sentences with
typicality. However, the fact that modified typicality statements
were still processed slightly faster than their counterparts speaks
against such an interpretation. The more likely explanation is

110 for “rather disagree” and 1 for “rather agree”.

12 Again, I used R with the packages Ime4, ImerTest, and performance. Subjects and
items were entered with random intercepts. Degrees of freedom were estimated by
Satterthwaite’s method. The exclusion of extremely long reaction time improved
the model fit drastically from conditional R* = 0.156 to conditional R> = 0.504.
Stricter exclusion rules did not further improve model fit.

that the typicality statements had an initial processing advantage,
which was lost by the added modifier. To check for a potential
inheritance effect, I also calculated the correlations between
the mean item plausibility rating for typical statements from
the preparatory experiment and the ratings of the modified
statements in this experiment: no significant correlation was
found (r = —0.11, p = 0.56). The knowledge effects prevented
default inheritance.

Another question worth exploring is whether typicality
impacted the accuracy of the participants during the fast decision
task. In order to address this questions, I detected cases in
which the answer during the fast decision task did mismatch the
answers in the plausibility rating, where the subjects answered
without time pressure and had the option to correct answers.
A case was considered to be inaccurate if the participant first
accepted the sentence as true but rated its plausibility as lower
than 20 or if a sentence was rejected but received a plausibility
rate higher than 80. It turned out that the typicality of the noun
property pair had no effect on such defined inaccuracy [atypical
noun: By = 0.038; difference for typical noun: g1 = +0.004,
t(225510) = 0.50, p = 0.61].13

The fact that participants were equally consistent in
handling negative relevant knowledge if a typical property
noun combination was presented speaks against the thesis
that a background inheritance needs to be actively blocked
when confronted with relevant knowledge. On the other hand,
there was a slightly but significantly higher acceptance rate for
statements with typicality. This indicates a minor inheritance
effect, even in view of the strongly negative background
knowledge of the modifier. The somewhat higher—albeit
only almost significant—plausibility values point in a similar
direction. Is this the result of a prototype bias or was the
negative relevance not perceived as sufficiently strong by the
subjects?!*

The second experiment explores this question by considering
privative modifiers, where the modified nouns cannot be
interpreted as referring to subcategories (e.g. “stuffed bear”,

13The mixed effect model was defined as above: item and subject with random
intercepts. A more relaxed threshold (accepted, but rated as less than 50; or not
accepted, but rated as more than 50 in plausibility) did not affect this general
finding [atypical noun: By 0.104; difference for typical noun: f; +0.006,
ts10) = 0.52, p = 0.60]. Models that merely considered negative deviation (i.e.,
acceptance but low probability) lead to similar results.

“Especially one item in the experiment still received quite high acceptance
“Daredevil tortoises are long-living”.
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TABLE 3 | Least square means of experiment 2.

Typical
Est (SE) [0.95 CI]

RZ
Conditional/Marginal

Non-typical
Est (SE) [0.95 CI]

Reaction time 2397 (85) [2227, 2567]
0.17 (0.02) [0.12, 0.22]

15.0 (2.1) [10.9, 19.20]

Acceptance rate
Plausibility

2441 (85) [2271, 2610] 0.384/0.000
0.16 (0.02) [0.11, 0.21] 0.172/0.000
16.0 (2.1) [11.9, 20.18] 0.236/0.000

Estimated means with standard error are in round brackets, 0.95 confidence interval in square brackets, as well as conditional and marginal R? in the last column.

“paper perl”). In this setting, biases from the noun could persist
but a reasoning from categories to subcategories will not occur.

3.3. Experiment 2

This experiment investigates whether the effects from experiment
1 occur because the modified noun still refers to a subcategory
or whether the noun just triggers an association to the
property. If the noun concept’s prototype biases participants to
associate the property, a slight effect should persist for privative
modification, which does not refer to a proper subcategory of the
noun category.

3.3.1. Methods

Material: The sentence pairs were the same as in experiment 1.
However, I now added modifiers that were not only negatively
relevant but potentially privative. This means that the modified
noun did not refer to a proper subcategory of the noun
concepts, for example, “Paper pearls are expensive” and “Paper
marbles are expensive”. The full material is again presented in
the Appendix.

Design: The design resembled that of experiment 1.

Procedure: The subjects were recruited and rewarded via Prolific.
Opverall, 82 persons participated in this part of the study.

3.3.2. Results and Discussion
As in experiment 1, I checked for undue long reaction times
and removed one data point over 15 s. An overview of the
outcome is given in Table 3, which presents the least square
means of the dependent variables.!> The noun’s association to
the property had no significant effect on reaction time [f;

—43, t509) = —1.38, p = 0.169], acceptance [B; = 0.02,
tsi0) = 1.21, p = 0.225], or plausibility [8; = —1.0, t(2510)
= —1.18, p = 0.238]. As before, I checked for inconsistent

answers, that is, cases in which a subject accepted a statement but
judged its plausibility to be below 20 or rejected the statement
but gave a plausibility score over 80. Again, typicality did not
influence inconsistency [y = 0.050; difference for typical nouns:
B1 = +0.012, t5541) = 1.45, p = 0.146].1°

The correlation between the mean plausibility rating of
the typical statements from the preparatory experiment and
this experiment was not significant (r 0.25,p 0.17).

5Subjects and items were again entered with random intercepts. Estimation of
degrees of freedom is done using Satterthwaite’s method. As before, models were
calculated in R with the packages Ime4, ImerTest, and performance.

16The mixed effect model was specified as above: random intercepts for items and
subjects. Satterthwaite’s method was used for estimation of degrees of freedom.

Compared to the time measured for the unmodified sentences
in the preparatory experiment, the effect of the modifier on the
reaction time was different depending on whether the noun and
property were associated. For typical nouns, the increase (887
ms, SD = 277) was higher than for atypical nouns (534 ms,
SD 410). The difference of 353 ms was highly significant
[ta1) = 4.60, p < 0.001]. In view of the other results, it seems
unlikely that the additional time is needed to block a default
inheritance. Rather, by adding the additional privative modifier,
the sentence with a typical noun—property association lost its
cognitive advantage and, thus, was processed just as a sentence
without any involvement of typicality.

3.4. Discussion

Figure 2 provides a summary representation of the mean item
trends over the different experiments. It is quite obvious that
the typical statements were processed faster and rated as more
plausible in the preparatory experiment, as seen on the left of
Figures 2A,C. The adding of relevant (Exp. 1) or even privative
(Exp. 2) modifiers lead to a profound increase in the reaction time
and decrease in rated plausibility. This is just as one would expect
in view of the strong knowledge influences that were introduced
by these modifiers.

More interestingly and perhaps surprisingly, the typical
noun-property association was fully canceled by the knowledge.
In comparison to the statements with typicality involvement,
the experiments revealed no strong effect of prototypical
association between the noun and the target property. Though
the acceptance rate was significantly higher for statements
with a typical association in experiment 1, the effect was
very small. For privative modifications, I found no effect
of typicality at all. While it is to be expected that specific
knowledge is much more influential than the prototype, the
important result is that the prototype did barely influence
the judgment at all. If understanding a noun like “raven”
presupposes to process typical properties like blackness, it
should have been harder to reject statements that mention
these properties. However, there is no evidence that subjects
were influenced by typicality and that they had to suppress
typical properties in order to answer correctly. This becomes
especially apparent by the fastness and accuracy of the answers.
The results of my experiments thus support one key critique
raised by Connolly et al. (2007) and also hold by Gagné
and Spalding (2011). There is no evidence that the processing
of typical features is necessary in order to understand the
complex concepts.
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FIGURE 2 | Mean reaction time and mean plausibility of the items in the different experiment, where each line represents the trend of one item. (A) Reaction time:
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A potential objection to this interpretation is that a lack of
evidence of an effect is not equivalent to an evidence of a lacking
effect. Indeed, the conclusion I am putting forward here should
be viewed with some caution as it essentially rests on negative
results. Note, however, that I do not draw the conclusions from
the mere lack of statistical significance, which could be easily
influenced by the numbers of participants and items. More
importantly, the effect sizes in all relevant tests, even those
that were significant, are negligibly small. In no way can they
explain the considerable default inheritance effect that has been
established in the research literature on the modification effect.
This makes it very likely that a rational reasoning process—as
studied in literature on default logic—lies behind the effect. The
gathering of further and more direct evidence for this thesis is an
open issue for further research.

4. CONCLUSION

As outlined above, three effects occur if humans are asked to
rate the plausibility of a modified sentence: decrease, inheritance,
and knowledge effects. Previous research has impressively shown
that the decrease effect is extremely stable, even in cases

where rational reasoning should block it, that is, for universal
statements (Jonsson and Hampton, 2006) or analytic properties
(Hampton et al., 2011). Even positively relevant knowledge does
not fully block the decrease effect but rather superposes it
(Strofsner and Schurz, 2020).

The inheritance effect has been less intensively researched
than the decrease effect even though it is central for
understanding prototype theory to find the source of typicality
inheritance. This paper aimed to investigate whether it occurs as
a prototype-based bias. The experiments revealed that relevant
modifiers tend to block inheritance effects. This result, I
conclude, only makes sense if we assume that inheritance occurs
as a reasoning process in the absence of knowledge, not as an
automatic by-product of composing the meaning. In light of this
finding, the reservations Gagné et al. (2017) expressed against a
container model of concepts gain support. There is no evidence
that we necessarily process concepts as a bundle of such features.

However, I do not reject that concepts are related to prototypes
and that they evolve in a way which makes it possible to associate
them to prototypes or typical properties (c.f. Jager, 2007). Indeed,
the whole idea of default inheritance, even as an inference, still
presupposes concepts that are associated to typical properties
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(e.g., “cats” or “birds” rather than “non-cats” or “cat and birds”).
One general idea of prototype theory is that concepts capture
probabilistic covariances in the world (Rosch, 1978; Schurz,
2012) and this is not called into question by my experiments.
With the experimental work of this article, I do not reject all
ideas of prototype theory in general. The main point is rather
that there is no evidence that the processing of a concept alone
presupposes to process its prototype or typical features. In view
of the many counter-rational findings concerning the decrease
effect, this can be interpreted as an optimistic claim: we are
easily fooled by our pragmatic biases, but we are not fooled
by prototypes.
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APPENDIX

Table A1 | Target items of the experiments.

Typicality statement Paired noun Ex 1 modifier Ex 2 modifier
Aschenbecher sind schmutzig. Kafeebecher Abgewaschen Essbare
Bananen sind gelb. Erdbeeren Verfault Unsichtbar
Keller sind kalt. Kuchen Beheizt Computeranimiert
Raben sind schwarz. Spatzen Albino Marmor
Béren leben im Wald. Enten Eingefangen Ausgestopft
Betten werden zum Schlafen genutzt. Stuhle Ausgestellt Zerlegt

Mais wachst auf Feldern. Pilze Gewachshaus Synthetisch
Geschirrspler stehen in der Kiche. Waschmaschinen Unverkauft Zerstort
Delfine leben im Meer. Schwéne Eingesperrt Plastik
Garagen werden zum Parken genutzt. Lauben Abgesperrt Eingerissen
Gorillas sind stark. Mause Krank Porzellan
Trauben schmecken siB. Rhabarber Unreif Eisern
GrashUpfer springen. Marienkéfer Beinlos Gegrillt
Pistolen werden zum Téten genutzt. Feuerzeuge Leer Unecht
Lammer sind flauschig. Schweinchen Nackt Schokoladen
Erdbeeren sind saftig. Karotten Getrocknet Stein
Spiegel glanzen. Wandgemalde Verschmutzt Ubermalt
Loéwen leben in Afrika. Fuchse Zoo Versteinert
Pfannen nutzt man zum Braten. Topfe Dreckig Verrostet
Pinguine schwimmen. Tauben Betéubt Geschnitzt
Ratten Ubertragen Krankheiten. Hamster Gesund Zeichentrick
Perlen sind teuer. Murmeln Metall Papier
Zitronen sind sauer. Mandarinen Geschmacklos Gummi
U-Bahnen sind Uberfillt. Taxis Nacht Geister
Schwerter sind gefahrlich. Stdcke Stumpf Lego
Panzer werden von der Armee genutzt. Zlge Ausrangiert Papp
Krawatten sind formelle Kleidung. Gurtel Befleckt Papier
Toiletten haben eine Spulung. Waschbecken Camping Symbolisch
Tomaten isst man in Salat. Kartoffeln Ungewaschen Pulverisiert
Schildkrdten sind langlebig. Salamander Draufgéngerisch Elektrisch
Traktoren sind laut. Krane Geparkt Sandkasten
Dreirader werden von Kindern benutzt. Einrader Riesig Glasern
Ashtrays are dirty. Coffee mug Washed up Edibles
Bananas are yellow. Strawberries Rotten Invisible
Cellars are cold. Kitchens Heated Computer animated
Ravens are black. Sparrows Albino Marble
Bears live in the forest. Ducks Captured Stuffed
Beds are used for sleeping. Chairs Exhibited Disassembled
Corn grows in fields. Mushrooms Greenhouse Synthetic
Dishwashers are in the kitchen. Washing machines Unsold Destroyed
Dolphins live in the sea. Swans Locked up Plastic
Garages are used for parking. Arbors Locked Torn down
Gorillas are strong. Mice Crane Porcelain
Grapes taste sweet. Rhubarb Immature Iron
Grasshoppers jump. Ladybird Legless Girilled

Guns are used for killing. Lighters Empty Fake

Lambs are fluffy. Piggy Nude Chocolate
Strawberries are juicy. Carrots Dried Stone
Mirrors are shiny. Wall painting Dirty Painted over
Lions live in Africa. Foxes Zoo Petrified

(Continued)
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Table A1 |

Typicality statement Paired Noun Ex 1 Modifier Ex 2 Modifier
Pans are used for roasting. pots Dirty Rusty
Penguins swim. Pigeons Stunned Carved

Rats carry diseases. Hamster Healthy Cartoon
Pearls are expensive. Marbles Metal Paper
Lemons are sour. Tangerines Tasteless Rubber
Subways are crowded. Taxis Night Ghosts
Swords are dangerous. Sticks Stump Lego

Tanks are used by the army. Trains Discarded Cardboard
Ties are formal wear. Belt Stained Paper

Toilets have flushes. Washbasin Camping Symbolic
Tomatoes are eaten in salads. Potatoes Unwashed Pulverized
Turtles are long-lived. Salamanders Daredevil Electrical
Tractors are loud. Cranes Parked Sandbox
Tricycles are used by children. Unicycles Giant Glass

Table A2 | Warm up fillers of experiment 1 and 2.

Talking animals can be found in fairy tales.
Gilded zebras are striped.

Lion kings have manes.

Glittering cushions are decorative.
Crumpled handkerchiefs are white.
Inflatable axes are sharp.

Table A3 | Plausible filler sentences of experiment 1 and 2.

Brown ants live in the ground.

Silver apples are round.

Perforated umbrellas have a handle.
Small blueberries are fruits.

Filterless cigarettes are unhealthy.
Beautiful crows have feathers.

New pens need ink.

Colorful tents are waterproof.

Clean benches are used for resting.
Unfurnished apartments have windows.
Prison beds are uncomfortable.
Successful actresses are rich.

Angry chimpanzees are loud.
Electric bikes are heavy.

Public pianos have many users.
Carving knives are used in the forest.

Fresh salad is green.

Paper boats are light.

Fake cops wear uniforms.

Artificial flowers are durable.

Fake certificates are rectangular.
Slaughtered calves are eaten.
Model trains are used by children.
Water pistols are toys.

Melted rings are hot.

Wooden horses have four legs.
Waving cats are colorful.

Miniature pyramids can be built by oneself.
Vegan sausages are edible.
Canned fish is edible.

Former US presidents are famous.
Candied nuts are sweet.
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Numerical descriptions furnish us with an apparently precise and objective way of
summarising complex datasets. In practice, the issue is less clear-cut, partly because
the use of numerical expressions in natural language invites inferences that go beyond their
mathematical meaning, and consequently quantitative descriptions can be true but
misleading. This raises important practical questions for the hearer: how should they
interpret a quantitative description that is being used to further a particular argumentative
agenda, and to what extent should they treat it as a good argument for a particular
conclusion? In this paper, we discuss this issue with reference to notions of argumentative
strength, and consider the strategy that a rational hearer should adopt in interpreting
quantitative information that is being used argumentatively by the speaker. We exempilify
this with reference to United Kingdom universities’ reporting of their REF 2014 evaluations.
We argue that this reporting is typical of argumentative discourse involving quantitative
information in two important respects. Firstly, a hearer must take into account the
speaker’s agenda in order not to be misled by the information provided; but secondly,
the speaker’s choice of utterance is typically suboptimal in its argumentative strength, and
this creates a considerable challenge for accurate interpretation.

Keywords: pragmatic inference, argumentative language use, non-cooperative dialogue, argument strength,
information selection, quantity expressions

INTRODUCTION

How should a rational hearer interpret a statement of numerical quantity, such as 1)?
1) More than 30 states voted Democrat in the 1996 United States Presidential election.

Assuming that the speaker is accurate, the hearer can begin by deriving the semantic meaning of
the quantity expression, and arrive at the interpretation that the cardinality of the set of Democrat-
voting states in the 1996 election is greater than 30. If the hearer is willing to make additional
assumptions about the speaker’s cooperativity and knowledgeability, they can derive additional
pragmatic inferences. Specifically, they can potentially infer that the speaker is unable to assert
informationally stronger alternatives to 1), and hence either that these alternatives are false or that
the speaker is ignorant as to their truth-value. In this case, informationally stronger alternatives
potentially include those which give larger or more precise numbers (more than 40, 35) or which
describe wider date ranges (in every Presidential election).

But what if the speaker is strategic, in the sense that they wish to present information that will
optimally support a particular argumentative agenda? For the rational hearer, this creates both a
problem and an opportunity. On the one hand, the standard pragmatic inferences mentioned above
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may be unavailable, on the basis that the speaker may simply be
declining to utter stronger alternatives that are known to be true,
for purely strategic reasons. Thus, in 1), perhaps the speaker
wishes to discuss the results of the 1996 election in isolation, in
order to make a point about the relative strength of the candidates
that particular year. On the other hand, if the speaker is known to
be pursuing a particular argumentative agenda, this opens up the
possibility of the hearer drawing inferences about the falsity of
alternatives that would have been argumentatively stronger,
whether or not these are informationally stronger in the usual
pragmatic sense. For instance, a speaker who wished to argue that
the Democrats can win a comfortable majority of states might
choose to discuss the most recent example of them doing so, in
which case in 1) they would have said 2008 rather than 1996 if the
resulting sentence had still been true.

In this paper, we outline issues of rational use of language in
argumentative discourse. Rational communication in non-
cooperative contexts has been studied before, e.g., from the
perspective of game theory (Franke et al.,2012; de Jaegher and
van Rooij, 2014) and also via experimental methods (Franke
etal.,2020). The argumentative dimension has been stressed as
an important perspective on language use (Anscombre and
Ducrot, 1983) that offers an alternative to purely information-
based accounts of interaction. It has been used to explain a
variety of natural language phenomena, such as the meaning
and distribution of particles like also and even (Merin, 1999) or
that of adversarial connectives such as but (Winterstein, 2012).
Here, we focus specifically on argumentative language use in
the domain of numerical quantity expressions. We first survey
some of the relevant issues in current research on the
semantics and pragmatics of numerical quantity, under
standard assumptions about cooperativity in Standard
Semantic and Pragmatic Meanings of Numerical
Expressions. We then discuss, in Argumentative Framing
for a Single Numerical Quantity, how argumentative
motives affect a speaker’s choice of utterance when
describing a single numerical quantity. Argumentative
Framing for Complex Information States With Complex
Utterances extends these considerations to more complex
cases where more than one numerical feature is potentially
relevant  for  argumentative framing.  Quantifying
Argumentative Strength, and Allowing for Uncooperativity
then introduces a notion of argumentative strength, following
Merin (1999), which aims to subsume the considerations laid
out in the foregoing discussion. A Case Study: Reporting the
Research Excellence Framework subsequently derives some
more concrete predictions of this approach and tests them with
reference to a small corpus of argumentative usages of quantity
expressions, drawn from the public statements made by
United Kingdom universities concerning their rankings in
the 2014 Research Excellence Framework (REF). We show
that these usages can usefully be understood by appeal to the
notion of argumentativity that we propose, but also that they
present a particular interpretive challenge to the hearer as a
consequence of their argumentative strength typically being
suboptimal.

Numerical Quantity in Argumentative Contexts

STANDARD SEMANTIC AND PRAGMATIC
MEANINGS OF NUMERICAL
EXPRESSIONS

It is tempting to assume that expressions of numerical quantity
will be easy to formalise semantically. However, as the enduring
debates in the semantics and pragmatics literature testify, many
turn out on closer inspection to require sophisticated and subtle
analyses. The question of how to formalise these meanings is
important for semantic and pragmatic theory, but also for real-
life communication, given the crucial role that number plays in
conveying precise information that feeds into high-stakes
decision-making.

As used in natural language, ‘bare’ (unmodified) numerals
already admit multiple possible interpretations. Horn (1972)
noted that bare numerals can express both exact readings, as
in 2), and lower-bound (“at least”) readings, as seems to be
preferred for 3). In some cases, as pointed out by Carston (1998),
bare numerals appear to contribute to upper-bound (“at most”)
readings, as in 4). And round numbers in particular can also
convey approximate meanings, as discussed by Krifka (2009), as
in 5), which is widely judged true, or at least true enough, if the
number of people in the room is, for instance, 99 or 101
(Lasersohn, 1999).

2) I have three children.

3) People with three children are entitled to extra benefits.
4) You can have 2000 calories without putting on weight.
5) There are a hundred people in the room.

This ambiguity creates a potential challenge for the hearer: are
they able to recover the speaker’s intended meaning, given that
this is not linguistically signalled? This is a widespread issue.
Taking the case of approximate readings as in 5), speakers
frequently round values before reporting them, and do not
typically state that they have done so (for instance in telling
the time, e.g. 7:30pm, cf. Van der Henst et al., 2002; and indeed in
providing summary statistics for an experiment, e.g. “mean RT =
345 ms”). Hence, the way bare numerals are routinely interpreted
in natural language gives rise to some pitfalls when we attempt to
convey information with them at any given level of precision.

When speakers use modified numerals such as more than/at
most/up to 100, a different set of issues arises. The ambiguity
discussed above does not occur, as pointed out by Solt (2014): in
this case, the semantic meaning contributed by the numeral is
clearly exact. This imposes an additional constraint on the
speaker. For instance, if there are 98 people in the room, a
speaker can utter 5) and be judged to have told the truth, but
if one further person then entered the room, a speaker who
uttered 6) would still be judged to have spoken falsely, because
100 is interpreted as obligatorily exact in 6). That is to say, more
than 100 means more than precisely 100 rather than merely more
than are present in a situation of which ‘100’ could be truthfully
asserted.

6) There are more than 100 people in the room.
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However, a different kind of ambiguity, at a pragmatic level,
arises from utterances such as 6). In addition to conveying a
(semantic) lower bound on the possible value under discussion,
an expression such as more than 100 appears to convey a
(pragmatic) upper bound (Cummins et al, 2012). For
instance, the utterance of 6) typically appears to convey the
falsity of 7).

7) There are more than 200 people in the room.

Cummins et al. (2012) propose that these enriched meanings
can be treated as quantity implicatures, and more specifically
scalar implicatures: the use of more than 100 implicates the falsity
of the corresponding sentence with the stronger scalar alternative
more than 200. But this analysis predicts further scope for
misunderstanding between speaker and hearer, as it is not
clear which stronger alternatives should be considered to have
been negated. Should more than 100 be taken to convey the falsity
of more than 110, more than 125, more than 150, or none of these?

A partial solution to this problem, in the spirit of traditional
approaches to scalar implicature, is to argue that the relevant
stronger alternatives—which give rise to implicatures—involve
numerals which are at least as salient as the original numeral.
The notion of granularity, as discussed by Krifka (2009), offers
one way of fleshing out this idea. The idea is that round numbers
are scale points of scales with differing granularities—60 is at once
a scale point in scales graduated by units, tens, perhaps twenties,
and so on-and only numbers which are scale points on equally
coarse-grained scales constitute scalar alternatives.

However, the limits of this approach are clear. As applied to
round numbers in neutral contexts, the hearer still needs to
understand which scale a speaker means to evoke-when they
say more than 100, are they thinking of 100 as a scale point on a
scale of tens, or 25s, or 100s? This will determine whether the
scalar alternative is more than 110, more than 125, or more than
200. Various considerations might influence how hearers attempt
to resolve this problem (see Hesse and Benz, 2020). And specific
contexts may be associated with particular scales which
supervene. For instance, salient milestones in the
United Kingdom Singles Chart traditionally include Top 75
and Top 40, but not Top 50: a song that peaked at #48 could
reasonably just be called a Top 75 hit, contrary to the predictions
of a general granularity-driven account.

Both at a semantic and pragmatic level, then, the
interpretation of numerical expressions creates challenges for
the hearer, as the speaker is not obliged to signal the precise sense
in which they intend a numeral to be interpreted. And so far we
have assumed throughout that we are dealing with a cooperative
discourse environment, in which the speaker intends their
message to be perfectly reconstructed by the hearer.

What about discourses that are not fully cooperative in the
sense of aiming for accurate, precise information transmission?
Suppose, in particular, that the speaker wishes the hearer to get a
false impression about a particular quantity. We have already
seen how this situation might arise by accident-the hearer might
take a precise numeral to be an approximation, a lower-bound
numeral to be precise, or a modified numeral to give rise to an

Numerical Quantity in Argumentative Contexts

implicature that was not intended. Can an argumentative speaker
exploit these natural possibilities for misunderstanding in order
to mislead the hearer in a particular direction? And if so, how
should a rational hearer respond in order not to be misled?

The following sections look in more detail at the interplay
between, on the one hand, the pragmatic interpretation of
quantity words as studied in the context of standard
information-seeking cooperative discourse, and, on the other
hand, a speaker’s interest in presenting a known state of
affairs in a particularly favourable light. Argumentative
Framing for a Single Numerical Quantity looks at the
arguably more basic case in which the relevant information is
just a single numerical quality, and the speaker knows this
precisely, but wishes the hearer to perceive it to be as high as
possible. Argumentative Framing for Complex Information
States With Complex Utterances extends this analysis to more
complex situations where more than one feature matters for the
speaker’s argumentative framing.

ARGUMENTATIVE FRAMING FOR A
SINGLE NUMERICAL QUANTITY

The goal of this section is to investigate how the pragmatic
inferences discussed in the previous section, stemming from
the usually assumed ideal of a cooperative information-
conveying discourse, may be exploited by a speaker who
knows the true value N of some numerical property but
wishes to induce in the hearer an impression that this quantity
is in fact higher than N. We refer to this situation as high-framing
of a single quantity. We first look at possibilities of high-framing
of a single quantity by using pragmatic slack, or pragmatic halos,
associated with unmodified numerals in Exploiting Pragmatic
Slack in Round Bare Numerals for High-Framing. Exploiting the
Imprecision of Round Modified Numerals for High-Framing
then looks at roundness effects associated with modified
numerals. Finally, The Potential Sub-Optimality of Non-
Round Numbers. explores the potential sub-optimality of
using precise non-round number terms for high-framing.

Exploiting Pragmatic Slack in Round Bare

Numerals for High-Framing
Suppose that a speaker, fully knowledgeable about a precise
numerical quantity N, wishes to give a hearer a maximal
impression of this quantity without speaking falsely'. What
strategies might they adopt, given what we know about the
interpretation of numerical quantity expressions?

One option is to make good use of imprecision and pragmatic
slack. If N is just below a round number, the speaker might try

"We assume throughout that we are dealing with speakers who are disposed to be
honest, in the minimal sense of not making assertions that could be judged
semantically false. However, this leaves open the possibility that such speakers may
choose to mislead their hearers pragmatically, appealing to plausible deniability
(Pinker et al., 2008).
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using that round number M: for instance, uttering 5) when there
are in fact 98 people in the room. The hearer might interpret this
as exact, or better yet from the speaker’s point of view, as a lower-
bound, i.e. as a commitment on the speaker’s part to the existence
of a set of 100 people who are in the room.

However, if the true attendance were 102, uttering 5) would
risk the hearer getting a needlessly low impression of it, contrary
to the speaker’s interests; and if the attendance were not within
the ‘pragmatic halo’ (Lasersohn, 1999) of 100, the speaker could
not truthfully utter 5) at all.

In sum, we expect high-framing speakers who know true N to
be able to use pragmatic slack to their advantage in the following
way: use round number M > N to describe N if N is plausibly
contained in a pragmatic halo around M.

Exploiting the Imprecision of Round

Modified Numerals for High-Framing

A related but perhaps more powerful means of high-framing
is to use round modified numerals which ensure a lower-
bound interpretation in the semantics. For example, if N is
the true known number, the high-framing speaker can use
more than M, relating the quantity under discussion to some
reference point M. Semantically, it would be natural to choose
M to be as large as possible, thus ruling out as many (low)
potential values as possible. However, pragmatically, as
discussed above, the optimal choice of M is not
straightforward, because more than M can implicate not
more than O for various values O > M. Indeed, according
to Cummins et al. (2012), the values that hearers associate
with the description more than 110 may be generally lower
than those they associate with more than 100 (although Hesse
and Benz, 2020, have apparently conflicting data on this
point). If this is so, a speaker wishing to emphasise the
largeness of a crowd of 111 might be better off uttering 6),
repeated below, rather than the semantically stronger 8).

8) There are more than 110 people in the room.

On a granularity-based account, this counterintuitive result
arises because 8) effectively leaks information about the level of
precision at which the speaker is operating-it seems highly likely
that the speaker of 8) would have uttered 9) if they could do so. By
contrast, it is not clear that the speaker of 6) is operating at such a
fine-grained level, and they might not utter 9) even if they knew it
to be true. Hence, the hearer may be more confident that 8)
implicates the falsity of 9) than they could be that 6) implicates
the falsity of 9).

9) There are more than 120 people in the room.

We conclude that speakers may choose to describe true known
N for the purpose of high-framing by using a modified numeral
like more than M, which semantically only contains a lower-
bound. If they do so, they should select M in such a way that the
expected pragmatic interpretation of more than M conveys higher
values in information-seeking cooperative discourse than any

Numerical Quantity in Argumentative Contexts

other reference point or round number M’ < N would in the
phrase more than M.

The Potential Sub-Optimality of Non-Round

Numbers

So far, we have focused on round numbers and their potential

usefulness for high-framing. Let us now consider whether high-

framing might benefit from the use of non-round numbers.
We note first that, even with non-round numbers, the speaker

can convey additional quantity information, such as in 10) where

the non-round 19 is selected as the endpoint of a particular range.

10) If restored to operation, it would be one of the 19 largest
telescopes existing today, all of which are in constant
demand (https://www.nytimes.com/1988/11/15/science/
volunteers-seek-revival-of-famed-telescope.html, retrieved
24/03/20).

Describing the telescope as one of the 19 largest rather than one
of the 20 largest clearly makes a semantically stronger claim,
which supports the speaker’s apparent point that it would be an
exceptionally large telescope. However, using 19 rather than 20
invites the hearer to draw inferences about the motivation for this
precise choice-an available inference in this case being that the
telescope would rank precisely 19th in size (unless there is some
reason why we should care about precisely the 19 largest
telescopes in particular). If the hearer infers this, the speaker
has perhaps been less argumentatively effective than if the hearer
had merely concluded that the telescope would be somewhere
among the largest 20.

Similarly, in 11), the use of top 19 strongly invites the inference
that the salient stronger (given the entailment direction of the
utterance) alternative fop 20 doesn’t hold-ie. that the team
currently 20th in the CFP rankings, like Clemson, has not
faced a team currently in the committee’s top 25, which in
turn suggests that Clemson’s status is less special than the
speaker seems to want to suggest.

11) Clemson is the only team among the top 19 in the CFP
rankings that hasn’t faced a team currently in the
committee’s top 25 (https://www.espn.co.uk/college-
football/story/_/id/28196686/dabo-swinney-says-clemson-
held-different-standard-cfp-voters, retrieved 24/03/20)

A similarly complex example occurs in 12).

12) Disappointingly, 10 of the world’s 19 most unequal
countries are in sub-Saharan Africa (https://www.un.
org/africarenewal/magazine/december-2017-march-
2018/closing-africa%E2%80%99s-wealth-gap, retrieved
24/03/20).

Here, by similar reasoning, the hearer can infer that 19 could
not be replaced by 18, as otherwise the speaker would have done
so. It follows that the 19th most unequal country in the world is in
sub-Saharan Africa, and thus only nine of the world’s 18 most
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unequal countries are in that region. This is presumably
considered to be a less compelling argument for the speaker’s
overall thesis than 10 of the world’s 19, as otherwise they would
have uttered it in the first place.

In each of these cases, then, choosing the semantically
strongest description invites pragmatic inferences which
appear to push back against the speaker’s argumentative
goals (namely, in 11), that Clemson is distinguished by its lack
of strong opposition so far, and in 12) that inequality is
widespread in sub-Saharan Africa). Of course, the extent to
which hearers draw these inferences is an empirical question,
so it is not self-evident that these utterances constitute less
effective arguments than informationally weaker alternatives
would (for instance, one of only two teams in the top 20, or 10
of the world’s 20, respectively). However, it is equally unclear that
they constitute better arguments than informationally weaker
alternatives would.

In summary, then, the use of non-salient numbers in
utterances such as 10)-12) invites inferences about the falsity
of corresponding stronger statements involving more salient
numbers. For this reason, we might expect non-salient
numbers to be generally poor choices for high-framing.

ARGUMENTATIVE FRAMING FOR
COMPLEX INFORMATION STATES WITH
COMPLEX UTTERANCES

Examples 11) and 12) begin to show some of the complexity that
is typical of argumentative language use. In these, unlike the
previous examples, the speaker is not merely expressing one
quantity as to make it sound large or small: rather, they have
chosen two numbers with which to make a particular argument.
In 12), the speaker has not only chosen the frame X of the world’s
Y but has made a deliberate choice about how to populate it, out
of all the possible number pairs (X, Y) that would make the
sentence true, and has presumably chosen numbers which they
feel are rhetorically effective.

The broader point that this illustrates is that a speaker citing
complex data in support of their argument can do so in many
ways. An effective choice may invite the hearer to draw additional
inferences that support the speaker’s argument®. On the flip side,
an ineffective choice may invite the hearer to draw inferences that
undermine the speaker’s argument. Bill Bryson (1998): 112f
describes drawing just such inferences in response to a car
advertisement:

“[The advert] says something like “The new Dodge Backfire.
Rated number one against the Chrysler Inert for handling. Rated
number one against the Plymouth Repellent for mileage. Rated
number one against the Ford Eczema for repair costs.” As you will
notice ... in each category the Dodge is rated against only one
other competitor. . . .[I]f the Dodge were rated top against ten or

’As discussed earlier, whether or not those inferences are true may not be
important to the argumentative speaker, although the speaker may wish them
to be covered by plausible deniability.

Numerical Quantity in Argumentative Contexts

twelve or fifteen competitors in any of those categories, then
presumably the ad would have said so. Because it doesn’t say so,
one must naturally conclude that the Dodge performed worse
than all its competitors except the one cited.”

In this scenario, the sceptical hearer’s inferences derive
ultimately from the perception that a knowledgeable speaker,
with a particular argumentative agenda, has chosen to present a
very limited amount of information. The hearer infers that this
reflects a strategic decision, motivated by the fact that presenting
additional information (how the Dodge compares to the Chrysler
in mileage, etc.) would undermine the speaker’s broader
communicative goal (presenting the Dodge as the most
attractive choice).

From the standpoint of pragmatic analysis, we could formalise
this idea by noting that the advert, as described, would give rise to
a series of ad hoc implicatures to the effect that the Dodge is
inferior to the Chrysler and Plymouth (and perhaps other
competitors) in repair costs, inferior to the Chrysler and the
Ford (and perhaps other competitors) in mileage, and inferior to
the Plymouth and the Ford (and perhaps other competitors) in
handling. These ad hoc implicatures are proposed to arise on the
basis that entailment relations exist between sentence pairs such
as 13) and 14), with 14) entailing 13); and given a context in
which the stronger sentence 14) would be relevant, the utterance
of the weaker sentence 13) is taken to implicate the stronger
sentence’s falsity each time.

13) The Dodge is rated higher than the Chrysler for handling.
14) The Dodge is rated higher than the Chrysler and the
Plymouth for handling.

Given a sufficiently complex set of quantitative data, the set of
true statements that could be made about the data will be very
large. Under these circumstances, the speaker’s decision to say
whatever they decide to say, rather than any of the alternatives,
could give rise to a rich array of inferences. As an example,
consider a scenario in which 15) and 16) would each be plausible
descriptions of a situation.

15) All of the students got some of the questions right.
16) Some of the students got all of the questions right.

In purely semantic terms, neither of these sentences is strictly
more informative than the other, in the sense that no entailment
relation obtains between them. However, a hearer might feel that
one of them is more valuable than the other, as a conversational
contribution, in a world where both are true. Suppose that such a
hearer thinks that 16) is clearly the more valuable option. They
should then take the utterance of 15) by a knowledgeable speaker
to convey the negation of 16). An argumentative speaker who is
aware of the hearer’s preference can then potentially exploit it:
they can cause the hearer to believe that 16) is false (perhaps
incorrectly) by asserting 15).

In its effect, this would be much like a speaker asserting some
in order to convey not all when they know that all is the case. But
a speaker who asserts some when they know that all is the case
could be argued to be dishonest, because there is a widespread
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understanding that some typically conveys not all in declarative
contexts—a point discussed in more detail by Meibauer (2014) and
Franke et al. (2020). By contrast, a speaker who asserts 15) in
order to (misleadingly) convey the falsity of 16) might have some
measure of plausible deniability against the claim of dishonesty,
because speakers and hearers do not share contextually stable
intuitions about the relative usefulness of these two possible
utterances.

In summary, the above examples suggest that the
effectiveness of a particular utterance, construed as an
argument towards a particular goal, depends both on the
semantic content of the utterance and the pragmatic
inferences drawn by the hearer as a result of the utterance.
Moreover, the eventual interpretation of a hearer who takes
into account that the speaker has an argumentative agenda
may diverge considerably from the pragmatic interpretation
that they would be predicted to arrive at in cooperative
contexts. Consequently, the usual tools with which we
analyse the semantics and pragmatics of cooperative
discourse are of limited use in helping us to systematise
these ideas. In the following section, we explore how we can
address this challenge by appeal to the notion of argumentative
strength.

QUANTIFYING ARGUMENTATIVE
STRENGTH, AND ALLOWING FOR
UNCOOPERATIVITY

In the context of cooperative communication, we can use ideas
around informativity and relevance to quantify the extent to
which a candidate utterance would be a useful contribution to
the discourse, in the sense of bringing about positive cognitive
effects in the hearer, in Sperber and Wilson’s (1986) terms.
Somewhat analogously, given a (not necessarily cooperative)
situation in which a speaker wishes to make a particular point,
we can explore their choice of utterance by considering the
extent to which candidate utterances would represent good
arguments in support of that point. In the following we
therefore explore a quantitative measure of argumentative
strength of an utterance and consider the predictions that it
makes about usage under various different assumptions. In
Argumentative Strength for a Semantic Interpretation of an
Utterance we consider argument strength in the case where
hearers adopt a purely semantic interpretation of the speaker’s
utterance, and in Argumentative Strength for a Pragmatic
Interpretation of an Utterance we expand this to the case
where hearers are presumed to take into account the usual
pragmatic inferences that would be available in a cooperative
context. In Argumentative Strength for Complex Cases we
exemplify how complex contexts invite the speaker to be
more selective in their choice of utterance than standard
pragmatic theories usually accommodate. Finally, in Rational
Interpretation in an Argumentative Context, we consider the
perspective of a sceptical hearer confronted with a speaker who
is selective in this way, and examine how argumentative strength
can be evaluated in this kind of non-cooperative setting.

Numerical Quantity in Argumentative Contexts

Argumentative Strength for a Semantic

Interpretation of an Utterance
Working within the tradition of argumentative approaches to
language (Anscombre and Ducrot, 1983), Merin (1999) proposes
to model the argumentative strength (arg_str) of an utterance u
with reference to the weight of evidence that it provides in
support of the speaker’s communicative goal hypothesis G.
This notion of weight of evidence can be unpacked (following
Good, 1950, and others) as a log-likelihood ratio as in Eq. (17) .
P (u|G)

P (u|-G) (7

arg_str (u, G) = log

Here, P(4|G) denotes the probability that utterance u is true if
hypothesis G is true, and P(u|~G) denotes the probability that
utterance u is true if hypothesis G is false. The idea is that an
utterance with a positive argumentative strength with respect to
hypothesis G is, by definition, one that is more likely to be true if
G is true than it is to be true if G is false®.

For simple examples, it is easy to evaluate argumentative
strength according to this measure. For instance, 18) has
positive (indeed, infinitely large) argumentative strength in
support of the contention G that the Poincaré conjecture
holds, because P(u|-G) = 0 and P(u|G) > 0.

18) Grigori Perelman proved the Poincaré conjecture
in 2006.

However, in more complex cases, it can be difficult to precisely
calculate argumentative strength, while it is still possible to
evaluate at least qualitative predictions based on intuition. To
illustrate this, we can revisit 11), repeated here (omitting
disappointingly) as 19). We might take it that the speaker’s
communicative goal in this context is something like 20).

19) 10 of the world’s 19 most unequal countries are in sub-
Saharan Africa.
20) Inequality is widespread in sub-Saharan Africa.

The argumentative strength of the utterance, as defined above, is
calculated from the probability that 19) is true given 20) and the
probability that 19) is true given the negation of 20). But the latter
probability, in particular, is not readily calculable for speaker or
hearer, because even if we define widespread crisply, not widespread
clearly covers a range of values. However, the speaker and hearer may
still have intuitions about the probabilistic relations between 19) and
20). For instance, we might say that 19) has positive argumentative

*The use of log-likelihood in Good’s formalism ensures that the weight of evidence
has desirable additive properties.

“Note that this definition of argumentative strength only makes reference to the
truth conditions associated with the quantity expression. For the purposes of this
paper, we do not explore the idea developed by Mira Ariel (2004) and subsequently
that the use of particular quantity expressions is conventionally associated with
particular argumentative effects, although this work is compatible with that idea:
we could, for instance, take the nature of the quantity expression to inform the
hearer’s understanding of the identity of G.
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strength with respect to 20) if 21) is judged more probable than 22),
and negative argumentative strength if the reverse is true.

21) Inequality is widespread in sub-Saharan Africa, and 10 of
the world’s 19 most unequal countries are located there.
22) Inequality is not widespread in sub-Saharan Africa, and

10 of the world’s 19 most unequal countries are
located there.

By definition, an utterance with positive argumentative strength
should constitute positive evidence in favour of the speaker’s
communicative goal G over its negation, and hence a rational
hearer should respond to such an utterance by increasing the
strength of their belief in G. However, as discussed in
Argumentative Framing for a Single Numerical Quantity, an
utterance might also give rise to pragmatic enrichments that would
tend to oppose the argument being made by the speaker. This
possibility is not taken into account in Eq. (17), which is concerned
purely with the semantic content of the utterance.

Argumentative Strength for a Pragmatic
Interpretation of an Utterance

To see how pragmatic inferences which are ordinarily associated
with utterances of single-number descriptions (see Standard
Semantic and Pragmatic Meanings of Numerical Expressions
and Argumentative Framing for a Single Numerical Quantity)
might affect the notion of argumentative strength, let us return to
a simpler example. Suppose that we, as hearers, believe that our
conference will be a success if and only if more than 120 people
attend. Let S be the event that more than 120 people attend the
conference, and assume that it is common knowledge that people
will attend if and only if they have registered. A speaker who
(privately) has the argumentative goal of convincing us that the
conference will be a success then utters either 23) or 24).

23) More than 100 people registered.
24) More than 110 people registered.

On semantic grounds, P(S](24)) > P(S|(23)): that is to say, the
probability that S is true given that 24) is true is at least as great as
the probability that S is true given that 23) is true. This holds
because S is false in all worlds in which 23) is true and 24) is false.
Therefore 24) should be a better argument for S than 23) is.
However, as discussed earlier, 24) strongly invites the pragmatic
inference that S is false, which is arguably not true of 23). If this
pragmatic analysis is correct, taking that inference into account
may change the picture and result in 23) being a better argument
than 24) for the truth of S.

The general point here, once again, is that utterances which are
effective arguments on their semantics may not be effective when
pragmatic enrichments are included in the calculation. It would be
helpful to have a notion of argumentative strength that takes this
into account. More precisely, if we include pragmatic
considerations, what is necessary for argument strength is not
merely that the utterance u should be more likely true given G than
given not-G, but rather that u should be more likely felicitously

Numerical Quantity in Argumentative Contexts

assertable—in the sense of both being true and not giving rise to
false implicatures-given G than given not-G. Let A(u) stand for the
fact that u is felicitously assertable. We could then propose a notion
of pragmatic argument strength (prag arg str) as in Eq. (25).

P(A(u)|G)

P(A()|-G) (25)

prag_arg_str (4, G) = log

To illustrate how this works, we can flesh out the example of
23) and 24) further with some additional assumptions: these are
not intended to be realistic, but just serve to illustrate the
calculation process. Suppose there is a 90% probability of an
utterance being interpreted as conveying a pragmatic enrichment,
and that for more than 100 that enrichment is not more than 150
while for more than 110 it is not more than 120. For simplicity let
us suppose that no other pragmatic interpretations are in play.
Suppose further that the true value under discussion-the number
of people who have registered for the conference-is uniformly
distributed on the range [0, 200]. Recall that S is the event that
more than 120 people will attend, and we are assuming that it is
common knowledge that they will attend if and only if they have
registered.

According to the measure in Eq. (17), the argumentative
strength of utterance u toward the goal G is the log of the
ratio of P (u|G) and P (u|-G). Here, G = S, and we consider
first the utterance more than 100. The probability that more than
100 is true given that more than 120 is true equals 1; the
probability that more than 100 is true given that more than
120 is false equals 1/6 here. Recall that we assume that the true
value is uniformly distributed on [0, 200]-if more than 120 is
false, it must lie in the range [0, 120], again uniformly distributed.
Hence the probability that it exceeds 100 is 20/120 = 1/6. So,
according to Eq. (17), the argumentative strength of more than
100 is equal to log(1/(1/6)) = log 6 = 0.78. Now we consider the
utterance more than 110. Again, the probability that more than
100 is true given that more than 110 is true equals 1; the
probability that more than 100 is true given that more than
110 is false equals 1/11 here. If more than 110 is false, the true
value is uniformly distributed on [0, 110] and has a 1/11 chance of
exceeding 100. So, per Eq. (17), the argumentative strength of
more than 110 is equal to log(1/(1/11)) = log 11 = 1.04, which
exceeds the argumentative strength of more than 100.

Now let us consider instead the measure in Eq. (25), under
which the argumentative strength of utterance u towards the goal
G is the log of the ratio of P (A(1)|G) and P (A(u)|~G). Again, G =
S, and here we have adopted the assumptions that there is a 90%
probability of the utterance being pragmatically interpreted, and
that if it is, more than 100 will be interpreted as not more than 150
and more than 110 will be interpreted as not more than 120.
Consider first more than 100. This is assertable in two disjoint
eventualities: i) it attracts a pragmatic interpretation and the true
value lies in the range (100, 1501°, or ii) it does not attract a

*Here we use (100, 150] to refer to the half-open interval comprising values that are
greater than 100 and less than or equal to 150, which are those values for which
more than 100 can be felicitously asserted if it implicates not more than 150.
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pragmatic interpretation and the true value lies in the range (100,
200]. If S is true, then the probability that the true value lies in the
range (100, 150] is 3/8 (because it is uniformly distributed on
(120, 200]), and the probability that the true value lies in the range
(100, 200] is 1. So the total probability that more than 100 is
assertable is (90% x 3/8 + 10% x 1) = 35/80. If S is false, then the
probability that the true value lies in the range (100, 150] is 1/6
(because it is uniformly distributed on [0, 120]), and the
probability that the true value lies in the range (100, 200] is
also 1/6. So the total probability that more than 100 is assertable is
(90% x 1/6 + 10% x 1/6) = 1/6. Hence, under the measure in Eq.
(25), the argumentative strength of more than 100 is log ((35/80)/
(1/6)) = log (21/8) = 0.419.

Now consider more than 110. This is assertable in two
disjoint eventualities: i) it attracts a pragmatic interpretation
and the true value lies in the range (110, 120], or ii) it does not
attract a pragmatic interpretation and the true value lies in the
range (110, 200]. If S is true, then the probability that the true
value lies in the range (110, 120] is zero, and the probability
that the true value lies in the range (110, 200] is 1. So the total
probability that more than 110 is assertable is (90% x 0 + 10% x
1) = 1/10 (or, to put it another way, more than 110 is only
assertable if it attracts no pragmatic enrichment, and we are
assuming this to happen with 1/10 probability in this
illustration). If S is false, then the probability that the true
value lies in the range (110, 120] is 1/12, and the probability
that the true value lies in the range (110, 200] is also 1/12. So
the total probability that more than 110 is assertable is (90% x
1/12 + 10% x 1/12) = 1/12. Hence, under the measure in Eq.
(25), the argumentative strength of more than 110 is log ((1/
10)/(1/12)) = log (6/5) = 0.079, which is lower than for more
than 100.

Hence, under these illustrative assumptions, more than 110 is
argumentatively stronger than more than 100 by the purely
semantic measure in Eq. (17), but argumentatively weaker
than more than 100 by the pragmatic measure in Eq. (25). A
rational hearer in a world where these assumptions held should
take either utterance as positive evidence for the goal S, but if they
are sensitive to pragmatic considerations they should interpret
more than 100 as appreciably stronger evidence than the (very
weak) more than 110.

Argumentative Strength for Complex Cases
In practice, we can think of complex quantitative data as inviting
the speaker who summarises it to choose among a wide range of
semantically true options, and even if we restrict the speaker to
utterances that do not invite false pragmatic inferences, there
may still be many possibilities in play. A striking example is
provided by 26), which appeared as a newspaper sub-headline in
2018 on the subject of Oxford University’s undergraduate
admissions.

26) Figures show one in four of [sic] colleges failed to admit a
single black British student each year between 2015 and
2017  (https://www.theguardian.com/education/2018/
may/23/oxford-faces-anger-over-failure-to-improve-
diversity-among-students, retrieved 25/03/20)

Numerical Quantity in Argumentative Contexts

From the context (provided by the main headline) it is clear that
the speaker’s communicative goal here is to make the point that
Oxford is failing in racial equality, as regards British students, through
its admissions policy. The factual claim offered in the headline in
support of this point clearly satisfies the criterion of having positive
argumentative strength, by the definition in Eq. (17). Moreover,
although 26) does invite potential pragmatic inferences that
weaken this effect (for instance, that three in four colleges
succeeded in fulfilling this admissions criterion), it seems very
likely that 26) also has positive argumentative strength by the
pragmatic definition suggested in Eq. (25).

At the same time, the utterance makes a strikingly complex
quantitative claim, and it does so in a way that gives rise to several
ambiguities, raising a number of potential questions in the mind
of the hearer. Should the statement be interpreted as referring to
the same colleges each year? Why are the years 2015-2017
focused on? Does one in four (of) colleges mean “a quarter of
the colleges of the university” or “one out of the four colleges
studied”? And is the scope ambiguity of (they) failed [to do this]
each year to be resolved as meaning “each year, they failed to do
this” or “in at least one year, they failed to do this”?°

We stress that, in discussing this and other examples, we do not
aim to take a position on whether the speaker’s argumentative goal in
each specific case is ultimately supported by the data that the speaker
summarises. Rather, we wish to consider how a rational hearer should
adjust their belief about the speaker’s argumentative goal, given the
statement that the speaker chose to make on this occasion.

In the case of 26), it appears clear from the context that the
speaker has a specific communicative goal in mind, and it would be
reasonable to expect the speaker to choose an utterance which
constitutes a good argument for that goal, when summarising the
large and complex dataset under discussion. We take this to be a
fairly standard argumentative context, distinguished only by the
complexity of the utterance in 26), a complexity which suggests that
the speaker is willing to entertain a wide variety of possible utterances
with which to summarise their data. In effect, a rational hearer is
entitled to note that such circumstances naturally seem to call for
post hoc descriptions that involve some cherry-picking of the data.
However, if a hearer believes that this kind of cherry-picking is
occurring, this should make a difference to the interpretation that
they place on the data that is ultimately reported, much like it does to
our interpretation of post hoc statistical tests. We discuss the
implications of this in the following subsection.

Rational Interpretation in an Argumentative

Context
So far, we have only considered the perspective of an
argumentative speaker who assumes that the hearer either

°The text of the full article suggests that the answers to these questions are: 26) does
refer to the same colleges each year; the scope of the study being reported on was
just the years 2015-2017; one in four means “a quarter of the colleges™; and failed . . . each
year in fact means “in at least one year, they failed to do this”. According to the article, “[t]
he worst figures belonged to Corpus Christi College, which admitted a single black British
student in those three years”.
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interprets utterances semantically (Argumentative Strength for a
Semantic Interpretation of an Utterance) or pragmatically
(Argumentative Strength for a Pragmatic Interpretation of an
Utterance) in the usual non-argumentative manner. This is a
simplifying assumption but arguably legitimate if the speaker can
expect the hearer to be unaware or unsuspecting of a possibly
misleading framing intention. However, we should also consider
the perspective of a suspecting rational interpreter who is quite
aware of the speaker’s framing intentions.

So how should a rational hearer interpret an utterance made
by an argumentative speaker? If the speaker merely produced a
semantically truthful utterance that was drawn at random from
the whole set of semantically truthful possibilities, it would appear
rational for the hearer to increase their belief in G if the utterance
had positive argumentative strength according to the definition in
Eq. (17). If the speaker produced a pragmatically felicitous
truthful utterance that was drawn at random from the whole
set of pragmatically felicitous truthful possibilities, it would
appear rational for the hearer to increase their belief in G if
the utterance had positive argumentative strength according to
the definition in Eq. (25). However, it would not be reasonable to
suppose that an argumentative speaker should act in this way: we
expect them to produce a true and felicitous statement which is
selected to serve their argumentative goals. Consequently, the
behaviour of a rational hearer should also be more nuanced.

If we consider the set of pragmatically felicitous and truthful
utterances by which a complex data set can be summarised, post
hoc, these will vary considerably in their argumentative strength.
Indeed, for complex data, we might reasonably expect these utterances
to range from having negative to positive argumentative strength, by
either of the measures proposed above. An optimally argumentative
speaker, according to such a metric, would be one who selected the
utterance with the greatest positive argumentative strength with
respect to their communicative goal G.

One way of characterising a rational hearer’s expectation in such a
case would be to assume that the speaker is optimally argumentative,
taking pragmatic inference into account, and hence selects the
maximally argumentatively positive utterance (of those that are
true and pragmatically felicitous) according to the definition in
Eq. (25). But the rational hearer should then not take this at
face value: they should be aware that an utterance selected at
random from the set of possible utterances would likely have had
much less positive argumentative strength than the one that was
in fact uttered.

In fact, if the speaker is argumentatively effective, the rational
hearer should be interested in how likely G is under the assumption
that u is the best thing that could be said in support of G (rather than
just ‘a thing that could be felicitously said in support of G’). From this
perspective, when the hearer determines whether to concur with the
speaker’s argumentative goal G on the basis of 26), the hearer should
not merely be asking whether the data presented in 26) are more

"Note that here we do not assume that the argumentative speaker is calibrating
their choice of utterance to take into account the hearer’s scepticism-although it is
reasonable to think that an argumentative speaker may wish to do so. For ease of
exposition we shall not attempt to address this case in this paper.

Numerical Quantity in Argumentative Contexts

compatible with a world in which Oxford’s admissions policy is racist
or one in which it is not. Rather, they should ask whether 26) exceeds
in argumentative strength the most damning thing that could likely be
asserted of Oxford’s admissions policy in a world where it is not racist,
and they should increase the strength of their belief in G only if that
criterion is satisfied.®

To put it another way, if a rational hearer is aware that the
speaker is trying to argue for G in an optimal way, and if u could
likely be truthfully and felicitously asserted in a world where G
was not the case (and the data under discussion reflected that G
was not the case), the rational hearer should not take u as
evidence in favour of G. Rather, as a criterion for increasing
their belief in G, the rational hearer should adhere to a more
stringent rule of interpretation, along the lines of 27).

27) Increase your belief in G on the basis of utterance u iff
prag_arg str (u, G) > prag_arg str (v, G) for all v that are
likely to be true and assertable given ~G.

The point we wish to emphasise here is that, given a large dataset
from a world in which G does not hold, it may well still be possible to
summarise that dataset in a way that has positive argumentative
strength with respect to G, according to the measures proposed in Eqs
(17 and 25)-searching through the set of pragmatically assertable
propositions that are true in the not-G world, we can find some that
are (perhaps highly) suggestive of the truth of G. Given a large dataset
from a world in which G does hold, an argumentatively effective
speaker should be able to do better than this-they should be able to
find pragmatically assertable propositions that constitute stronger
evidence for G than any of those which would be available in a
non-G world.

In practice, we cannot guarantee that this will be the case, because
data from a not-G world may by chance be suggestive of the truth of
G, just as data from a G world may by chance be suggestive of its
falsity—hence the use of likely in 27) and the above argument. If, by
chance, although G is in fact true, the data do not indicate it, then 27)
predicts that no statement can be made about those data which should
induce a sceptical rational hearer to increase the degree of their belief
in G: we take this to be a reasonable corollary’

In practice, this approach appears to invite the hearer to be
more sceptical than is warranted. For complex data, it is unlikely
to be computationally tractable for the speaker to be able to find
the argumentatively optimal utterance given their communicative

®Here we are assuming that the hearer is knowledgeable about which propositions
are true in a world in which G is false. If the speaker takes the hearer to be less than
perfectly knowledgeable, the picture becomes more complicated. We discuss this
further in General Discussion.

°A sceptical hearer might, of course, take it that even data that is extremely
favourable for G might have arisen in a non-G world, just as, in the context of
experimental science, even data that admit a very small p-value might have
arisen under the null hypothesis. Consequently, they might hold that the
condition in 27) is never satisfied, because any u might be true and assertable
in a non-G world. However, beyond a point, scepticism of this kind will not be
rational, in terms of leading to a correct understanding of the likely world
state. Here we do not attempt to characterise the optimal degree of scepticism
for the rational hearer under this idealisation.
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goals. Allowing for this, an appropriate rule of interpretation for a
rational speaker might instead be along the lines of 28).

28) Increase your belief in G iff prag arg str(u, G) >
prag_arg str(v, G) for all v that are likely assertable and
accessible to the speaker given —G.

That is to say, the hearer should interpret an utterance as
evidence for G if it has greater argumentative strength than any
utterance that the speaker would, in practice, be able to produce
in a world in which G was not true.

Interim Summary

The use of number in summarising data is associated with
objectivity and precision, but these concepts are somewhat
negotiable: number interpretation is pragmatically ambiguous
in a number of ways, and the flexibility of numerical
quantification makes it a particularly powerful domain in
which a speaker can use language in the service of particular
communicative goals that may not be shared by the hearer. If a
speaker is argumentative in this sense, a rational hearer should
strive to take this into account when determining whether to
increase or decrease their belief in the proposition for which the
speaker is ultimately arguing, based on the utterance(s) put
forward in support of that proposition.

In the following section we exemplify some of these ideas with
respect to a complex quantitative data set that is argumentatively
described by a large number of distinct stakeholders with similar
communicative goals, namely the results of REF 2014.
Specifically, we will identify predictions that can be made
about speaker behaviour in this context under the assumptions
of the argumentative account, and examine the extent to which
these are borne out.

A CASE STUDY: REPORTING THE
RESEARCH EXCELLENCE FRAMEWORK

The approach outlined above allows us to make and test
predictions about how speakers will use certain numerically
quantified expressions in argumentative contexts. To do this,
we wish to examine production data in a context in which
speakers are summarising complex datasets with a clear
argumentative goal in mind, and in order to evaluate the
predictions we need to have access to the data as well as the
speakers’ productions. We would ideally be focusing on cases in
which the speakers are expert users of argumentative language
and are fully conversant with the details of the data they are
summarising, as this is the scenario in which we expect speakers
to produce argumentatively effective summaries of the data.

In all these respects, the public statements made by
United Kingdom universities about their respective results in
the REF 2014 assessment appear to constitute an appropriate
object of study. In the following subsections, we briefly introduce
the workings of the REF, consider the motivations and
constraints that influence universities’ public statements about
the REF results, articulate a series of predictions about these
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statements that follow from our theory, and evaluate these
predictions against the data. We will show that there are clear
indications that the argumentative considerations we discuss are
indeed influencing speakers’ production choices; however, these
productions are nevertheless suboptimal, as anticipated in the
foregoing discussion, and this poses interpretative challenges for
the rational hearer.

The Nature of the Research Excellence
Framework 2014

REF 2014 (Research Excellence Framework) was an exercise
designed to assess the quality of research in United Kingdom
Higher Education Institutions. Its stated aims were to inform the
allocation of research grant funds; to provide accountability for
public investment in research; and to “provide benchmarking
information and establish reputational yardsticks, for use within
the higher education (HE) sector and for public information”
(https://www.ref.ac.uk/2014/about/, retrieved 04/04/20).

For REF 2014, institutions made submissions consisting of
research outputs, case studies of impact derived from research,
and information about the research environment. These
submissions were evaluated by 36 appointed sub-panels and
awarded one of five possible grades, ranging from 4* to U/C
(unclassified). In the case of research outputs, these grades
corresponded to  quality  that “world-leading”,
“internationally  excellent”,  “recognised internationally”,
“recognised nationally”, and which “falls below the standard of
nationally recognised work” respectively (https://www.ref.ac.uk/
2014/panels/assessmentcriteriaandleveldefinitions/, retrieved 04/
04/20).

Institutions typically submitted to multiple sub-panels, and
these distinct submissions were evaluated separately. In all, REF
2014 evaluated 1911 submissions from 154 different institutions:
these submissions comprised 191,150 research outputs and 6975
impact case studies (and represented work by 52,061 academic
staff).

The overall quality profile for each submission comprised a
weighted average of the grades for outputs (65%), impact (20%)
and environment (15%). Across all submissions, 30% were graded
4*, 46% 3*, 20% 2%, 3% 1* and 1% unclassified. However, this
varied appreciably across the three sub-profile measures: only
22% of outputs achieved the 4* rating, whereas 44% of impact
submissions and 45% of environment submissions did so.

When the REF 2014 results were published (December 18,
2014), several media outlets compiled ‘league tables’, perhaps the
most influential being Times Higher Education (THE), who
provided three rankings:

was

e Grade point average (GPA). 4 points were awarded for 4*
grades, 3 points for 3%, and so on. The overall GPA measure for
an institution was the weighted mean of the GPA for its
individual panel submissions (weighted by the number of
full-time equivalent (FTE) staff whose work was submitted
to each panel).

¢ Research power. This was computed by multiplying the GPA
by the number of FTE staff submitted by the institution.
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® Research intensity. This was computed by multiplying the
GPA by the proportion of REF-eligible staff whose work was
submitted by the institution. The ranking based on this was
published subsequently to the other two rankings.

The THE main league tables included only multi-subject
institutions (those which submitted to more than one panel),
with single-subject institutions listed separately; we focus on
multi-subject institutions in what follows.

To exemplify the methodology, consider the results from the
Institute for Cancer Research (ranked first on GPA), which
submitted to two sub-panels, namely Clinical Medicine and
Biological Sciences. Its submission for Clinical Medicine
comprised 69 FTE staff and achieved a GPA of 3.33 (which
itself was comprised of scores of 3.09 for outputs, 3.90 for impact
and 3.63 for environment), while that for Biological Sciences
comprised 34 FTE staff and achieved a GPA of 3.55 (3.44 outputs,
3.80 impact, 3.75 environment). The overall weighted mean GPA
was 3.40, which, multiplied by 103 FTE staff, yielded a power
score of 351. The Institute for Cancer Research had 108 FTE REF-
eligible staff, so its research intensity measure was calculated by
multiplying its overall GPA by 103/108: the resulting intensity-
weighted GPA was 3.25, on which measure it again ranked first.

Additional statistics were computed by Research Fortnight
(RF) and published by the Guardian: these prioritised research
power, but added one further measure:

® Research quality. This was calculated as the proportion of 4*
research plus one-third of the proportion of 3* research, based
on the overall quality profile'®. As an example, the Institute for
Cancer Research achieved 50% 4* and 41.7% 3* outputs, and
hence a quality index score of 63.9 (= 50 + (41.7/3)).

The average GPA scores for the whole REF were 3.01 for
outputs, 3.24 for impact, and 3.28 for environment. This
represented an appreciable increase in scores from the
previous assessment, the 2008 Research Assessment Exercise
(RAE). Although the official REF results did not report GPA,
they noted an increase in the percentage of outputs judged world-
leading (22% against 14%) and internationally excellent (50%
against 37%). The official summary further noted that “three-
quarters of the universities had at least 10% of their submitted
work graded as world-leading (4*). The top quarter had at least
30% graded as world-leading (4*)” (REF Brief Guide 2014, https://
www.ref.ac.uk/2014/media/ref/content/pub/REF%20Brief%20Guide
%202014.pdf, retrieved 30/01/21).

Reporting the Research Excellence

Framework
Many institutions issued press releases summarising their results,
in keeping with the REF’s stated goal to “establish reputational

'°A motivation for the use of this measure was the expectation that funding
allocations would be based on the proportions of 4* and 3* research, with 4*
weighted three times as heavily as 3* research.
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yardsticks”. However, the REF team did not articulate an official
line as to how the results should be interpreted as evidence of
reputational strength. Consequently, institutions were largely free
to interpret and present the results as they saw fit. This therefore
represents a case in which expert communicators (the
institutional press officers), with full access to a complex
dataset, have the opportunity to select what information to
present and how to present it, in the service of a clearly
motivated argumentative agenda (advancing the perceived
research reputation of their institution).

Against this, of course, it might be argued that-again in the
absence of national policy as to what should be considered prima
facie evidence of reputational strength-institutions were free to
pursue different objectives, and their reportage of the results
might merely reflect that. For example, if an institution had
pursued a strategy of boosting research power at the expense of
GPA, and this was successful, it would be reasonable for them to
present research power data as evidence of their success. Thus, we
cannot exclude an optimistic interpretation under which the
selective reporting of results actually corresponds to the prior
goals of the institutions. Even so, such reporting could mislead
the (non-sceptical) hearer, who might interpret a press release
focusing only on one metric as evidence that the institution in
question could-if challenged-offer similarly strong evidence of its
high reputation across a broader range of metrics, whereas this
might in fact not be the case.

Hypotheses

Our overarching question is whether institutions use
argumentatively effective strategies in the way our theoretical
account predicts, when selectively reporting REF outcome data.
From the rational hearer’s point of view, the corresponding
question is whether it is necessary to take the institutions’
likely argumentative agenda into account when interpreting
the data that they present. Here we aim to unpack this into
specific testable predictions concerning how speakers will act
under the assumption that they are argumentatively effective,
judged by the standard that we proposed in Quantifying
Argumentative Strength, and Allowing for Uncooperativity.
That is to say, we aim to test whether the speakers in this
study-the authors of the institutional reports about their REF
results—are optimising the argumentative strength of their
utterances.

Firstly, we expect argumentatively effective speakers to avoid
presenting information that gives rise to inferences that run
counter to their communicative goals. One potential source of
such information is quantity implicature. We discussed how
numerical expressions of the form fop M might give rise to
implicatures of this kind: not only do they convey that top O
is not the case for salient O < M, but, particularly in the case of
non-round M, they potentially convey that top M-1 is not the
case. Consequently, we expect argumentatively effective speakers
to use top M formulations only when they can do so while
avoiding argumentatively disadvantageous quantity implicatures.

Secondly, we expect argumentatively effective speakers to
avoid presenting contextual information when doing so would
promote inferences that run counter to their communicative
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goals. In the REF context, multiple rankings are available for
discussion, most notably the GPA and power rankings, and this is
evident to the speaker but not necessarily evident to the hearer. A
rational hearer, aware of the existence of multiple rankings, might
expect the speaker to quote the most favourable one and could
infer that other unmentioned rankings were less favourable to
that institution. We might therefore expect an argumentatively
effective speaker to avoid indicating to the hearer that multiple
rankings exist, in order to preserve the hearer’s ignorance on this
point and thus prevent the hearer from drawing an unfavourable
inference.

Thirdly, we expect argumentatively effective speakers to avoid
presenting information that fails to support their communicative
goal more clearly than it supports the negation of that goal. In the
context of the REF, we assume that the press releases issued are
intended to bolster the reputation of the institution in question
with reference to its competitors. Presenting statements in
support of the institution’s quality that would also be true of
its competitors would therefore be an ineffective strategy in terms
of argumentative force. Moreover, in a sceptical hearer (of the
kind discussed in Rational Interpretation in an Argumentative
Context), it would invite the inference that nothing more
favourable could be said about the institution in question than
that which could be said of its competitors. Thus, such statements
would be ineffective (given a rational hearer unaware of the
speaker’s argumentative agenda) or actively counterproductive
(given a sceptical hearer who takes the speaker’s argumentative
agenda into account), when considered as arguments for the
institution’s quality. Note that we assume, in making this
prediction, that the speaker takes the hearer to be
knowledgeable as regards what could be truthfully said of the
institution’s competitors: we return to the implications of this
assumption in General Discussion.

Hence, in summary, we make the following predictions about
the reporting of REF results:

H1: Speakers will use argumentatively appropriate
reference points: an institution will be described as “top M”
only if its ranking is near M, and speakers will avoid using non-
round M.

H2: Speakers will prioritise favourable rankings and
suppress unfavourable rankings: if the GPA and power
rankings differ in how highly they place an institution, the
more favourable ranking will be reported and the report will
not convey the existence of an alternative ranking scheme.

H3: Speakers will avoid argumentatively unhelpful
statements: they should not attempt to argue for the
reputational strength of their institution on the basis of
statements that would also be true of lower-ranked institutions.

Procedure

We collated data from the top 40 institutions, according to the
GPA rankings, focusing in each case on descriptions of
institution-wide accomplishments rather than those of
individual faculties or departments. We first searched for press
releases that had been issued at an institutional level on December
18, 2014 in connection with REF 2014 results, as archived on
institutions’ websites: these were available for 29 of the 40
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institutions. Where these were not available we looked for
summary pages detailing REF 2014 results as part of the
institutions’ general profiles: these were available for 10 of the
remaining 11 institutions. In this way we obtained information
from all institutions in the top 40 except the London School of
Economics and Political Science (ranked third by GPA), which is
hence excluded from the following analysis.

Results
H1: Use Best Available Reference Points
We predicted that expressions such as fop M, used

argumentatively, will be uttered only in connection with
institutions that are ranked just above the relevant threshold,
and only with round #», in order to avoid argumentatively
unfavourable implicatures.

29)-38) represent all the uses of top M in the REF reports we
examined that make reference to the overall institutional ranking.
We indicate in square brackets the precise ranking that these
quotes allude to.

29) Cardiff in top five for research excellence . .. The quality
and impact of Cardiff’s research has led to a meteoric rise
in league tables, pushing it into the UK’s top 5
universities [5th]

[King’s College London is] Top 10 nationally for research
‘power’ and ‘quality’ [6th, 7th].

Warwick repeats top 10 success in UK research ranking
exercise. [8th equal]

The [London School of Hygiene and Tropical Medicine]
is ranked in the top 10 of all universities in the UK.
[10th]

The results demonstrate excellence across research, putting
Sheffield in the top 10 per cent of all UK universities. [16th
equal = 10th percentile''].

University of Leeds in top 10 for research and impact
power [10th]

Royal Holloway is within the top 25 per cent of UK
universities for research rated ‘world-leading’ or
‘internationally excellent’ [26th equal on unweighted
measure = 21st percentile]

Swansea research breaks into UK top 30. [26th equal]
Essex has re-confirmed its position as one of the UK’s top
20 research universities. [20th]

[Strathclyde is] Top 20 in the UK for Research Intensity.
[18th]

30)
31)

32)

33)

34)

35)

36)
37)

38)

As predicted, each of these descriptions uses round values of M
in the top M formulation, and in each case no comparably salient
O < M exists for which the fop O claim would be true. Hence we
can see these examples as demonstrating a preference on the part

""Among multi-subject institutions, Sheffield ranks equal 14th out of 128 on the
GPA measure; including single-subject institutions, it ranks equal 16th out of 154,
hence on the cusp of the top decile. We assume this is the metric that the authors of
the press release have in mind.
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of the speaker to choose top M descriptions that are
argumentatively effective, by the measures we discuss.

There are also indications in these data that the possibility of
describing the institution as top M for some relatively small
round value of M has motivated the choice of ranking criteria.
Essex, in 37), and Strathclyde, in 38), both appeal to the research
intensity measure, on which they are ranked considerably
higher than on either of the measures initially published.
Strikingly, Essex places 22nd on this measure, but 20th
among universities-that is to say 37) is true if we do not
consider the Institute for Cancer Research or the London
School of Hygiene and Tropical Medicine to be universities
(notwithstanding 32)). Similarly, Cardiff places 6th on research
excellence as measured by GPA, but improves to 5th if we
exclude the Institute for Cancer Research from consideration.
Thus, their rhetorical move of focusing on universities may be
motivated by the argumentative advantage of being able to make
the top five claim rather than merely top six, which is
semantically weaker but also gives rise to an argumentatively
disadvantageous implicature exactly 6th.

Other uses of top M in these data involve generalisations over
faculties or subject areas, and are sometimes combined with
appeal to non-obvious ranking choices, as for example in 39)
and (perhaps most extremely) 40). However, as we are restricting
our attention here to descriptions of the institutions as a whole,
we will not discuss these cases further, other than to note that they
represent an alternative way to present the data for argumentative
effect.

39) On actual research outputs 19 of Warwick’s departments
were ranked in the top 10 in the UK.

More than 25 per cent of the Durham University subjects
entered for REF 2014 were in the top 5 subjects [sic]
nationally for grade point average (overall score).

40)

H2: Prioritise Favourable Rankings, Suppress
Unfavourable Rankings

Taking the GPA and power rankings to be the most salient, we
hypothesise that institutions will prefer to report the measure on
which they rank more highly, as this constitutes better evidence
of their high reputation. We also hypothesise that institutions
will decline to mention the existence of the alternative measure,
as this would invite inferences about their relative performance
on that measure that would be detrimental to their
reputational claim.

Of the 39 institutions for which we have data, 19 are ranked
higher on GPA than power and 19 are ranked higher on power
than GPA (the University of Durham places 20th on both
rankings). Of the former group, nine mention GPA in their
report and none mention power (a significant difference: p <
0.01, sign test), while ten do not make explicit reference to either
measure. Of the latter group, 11 prioritise reference to power over
GPA (eight of which do not mention the GPA measure at all) and
two prioritise reference to GPA and do not mention power (again
a significant difference: p < 0.05, sign test), while six do not make
explicit reference to either measure. There is thus a significant
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interaction (p < 0.001, Fisher’s exact test), showing a clear
preference for institutions to prefer the measure on which
they rank higher and most commonly not to acknowledge the
existence of the less favourable measure.

Outside of these two major statistics, the most popular
measure for first mention was the combined proportion of
research attaining a particular quality threshold, which was
cited first by 14 institutions. 11 institutions focused on their
proportion of 4* and 3* research: of these 11, 8 rank more highly
on this measure than on either GPA or power. However,
although this is compatible with a view in which the choice
of this measure has been generally motivated by the wish to
report a high ranking, in fact only two of these institutions
comment on their rankings by this measure: Royal Holloway, in
40), which makes a claim that it could also make with reference
to the GPA measure, and Queen Mary University of London, in
41), although the data from the summary table appears to place
it 8th on this measure.

41) Royal Holloway is within the top 25 per cent of UK
universities for research rated ‘world-leading’ or
‘internationally excellent’.

42) Overall QMUL is ranked 5th in the UK [among multi-

faculty institutions] for the percentage of its 3* and 4*
research outputs.

Alongside the reference to the combined proportion of 4* and
3* research, two of these 11 institutions also make reference to
GPA, one to power, and eight to neither. Thus, the general pattern
is once again one in which institutions do not acknowledge the
existence of alternative rankings which would describe them less
favourably.

As we discussed earlier, the extent to which institutions
acknowledge alternative measures could reasonably be
expected to bear heavily on hearers’ interpretations of the
information provided. 43), from King’s College London,
represents a particularly transparent presentation of the
alternative measures (the ‘quality’ measure here referring to
GPA): the institution’s preferred measure is complemented
immediately by reference to the salient alternative. 44), from
the University of East Anglia (UEA), is somewhat more opaque in
this respect: the institution’s preferred measure (focusing wholly
on outputs, rather than the combined measure) is not one that is
usually tabulated in its own right, and neither the overall GPA nor
the power rating are alluded to in the following text. The hearer of
44) might reasonably be surprised to find UEA ranked 23rd by the
THE for research quality.

43) King’s has risen to 6th position nationally in the ‘power’
ranking-up from 11th in the Research Assessment
Exercise (RAE) 2008. ‘Power’ takes into account both
the quality and the quantity of research activity. King’s has
also risen to 7th position for quality—up from 22nd in 2008.
UEA is 10th in the UK for quality of research outputs.
Over 82% of UEA research is rated as ‘world-leading’ or
‘internationally excellent’.

44)
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H3: Avoid Argumentatively Unhelpful Statements

Our third prediction was that speakers would tend to avoid
arguing for their institutions’ reputational strength on the
basis of statements that could also be truthfully asserted of
lower-ranked institutions, on the basis that such statements
would be argumentatively at best ineffective and at worst
(given a sceptical hearer) counterproductive. However, there
are a striking number of apparent counterexamples to this
among the data, as exemplified by 45)-50), which include
several article headlines.

45) The REF 2014 showed that the vast majority of Newcastle
University’s research was placed in the top two categories
of 4*(world leading) or 3* (internationally excellent).

46) The University of Nottingham is a leading international
institution carrying out world-class research, according
to the Research Excellence Framework (REF) 2014.

47) [The University of Exeter has] world-leading research in
all the units we submitted to REF. ..

48) Liverpool research ranked in UK top 10.

49) REF highlights world leading research at Aston.

50) Research at the University of Dundee has been ranked
among the very best in the United Kingdom.

51) University of Sussex research is ‘world-leading’, major

review finds.

Of these examples, 45) makes a quantitative claim, but the
strength of this depends on the interpretation of the vast
majority. The relevant figure in this case is 79%, which
places Newcastle 34th on this metric. Were the claim merely
a majority, Newcastle would share this distinction with all the
top 88 institutions in the GPA ranking; if we interpret the
threshold for vast majority at, for instance, 66%, then 63
institutions still meet this criterion. We note that the rest of
the press release does not encourage the reader to contextualise
the claim in this way, and does not present any information that
would be helpful to them in doing so.

The headline 48) also makes a quantitative claim, but this
turns out, on closer inspection, to be existential in character:
the body text clarifies that seven subjects at Liverpool were
ranked in the top 10 nationally (by the measure of “research
excellence”). As there are 36 sub-panels in play, and given the
possibility of appealing to multiple distinct measures, the
claim of having “research ranked in UK top 10” is
argumentatively a relatively weak one, although it is
impossible to verify precisely how weak without detailed
examination of the overall distribution of outcomes by sub-
panel.

The subsequent examples here all focus on the existence of
world-leading research at the respective institutions. In the
context of the REF results, this is a surprisingly weak claim
from an argumentative perspective. As noted earlier, three-
quarters of the universities submitting to REF 2014 had at
least 10% of their work graded as 4*. Indeed, only 72 of the
1911 submissions failed to have any work at all graded at 4%, so
the claim made by Exeter as 47) is one that could be made by the
majority of institutions submitting to REF, while the existential
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claims of 49)-51) could be made by 151 of the 154 institutions.
Thus, to the extent that these claims are to be understood as
arguments to the effect that Aston, Dundee and Sussex are above-
average institutions (which they are, according to the GPA
measure), they appear to have very little argumentative
strength, according to the measures proposed in this paper.

GENERAL DISCUSSION

Individual institutions’ reporting of the results of REF 2014
represents a scenario in which speakers can be expected to
summarise complex data in an argumentatively effective way,
in the service of a generally clear communicative goal, namely to
emphasise the high quality of the institution’s research. Based on
the approach to argumentation discussed in this paper, we were
able to articulate three predictions as to how speakers would
behave in this case. Two of these were borne out. Given a choice of
rankings to report, institutions have broadly behaved in
accordance with a strategy of selecting the ranking that is
most favourable, and presenting little information to hint at
the existence of other, less favourable, data. This would accord
with a strategy of presenting argumentatively strong information
while dissuading the hearer from drawing ad hoc inferences that
undermine its argumentative point. The use of the formulation
top M also adheres to the predicted principles: the formulation is
used only when the precise ranking is close to M and M is a round
number. Again, the effect is not to invite the hearer to draw
inferences that would be deleterious to the argument being
advanced.

Speaker behaviour in this case study, however, deviated
strikingly from our third prediction: argumentatively weak
information was frequently presented, as seen in 45)-51),
where assertions are made that could equally truthfully be
made of institutions which had performed much less well.
This represents a challenge for the explanatory utility of the
approach we suggest-how can we explain this choice of
communicative strategy?

Recall that in Quantifying Argumentative Strength, and
Allowing for Uncooperativity we raised the question of how
sceptical a rational hearer should be about the use of simple
descriptions of complex data, when evaluating the argumentative
strength of these descriptions and using that to update beliefs. A
minimally sceptical approach would be to increase one’s belief in
some proposition G given an utterance u if the probability that
u is true given G exceeds the probability that u is true given the
negation of G (and to decrease one’s belief in G if the reverse is
true). For example, if we consider 47) as u and assume G is the
proposition that Exeter is an outstanding research university,
this condition is clearly satisfied, and we should increase our
belief in G on hearing 47). A maximally sceptical approach
would be to increase one’s belief in G given u only if u is
argumentatively better than any of the things that could be said
given that G were false (and to decrease one’s belief in G
otherwise). In this case, taking the same values of u and G as
before, this condition is not satisfied: 47) would likely be true
even if Exeter were not an outstanding research university (and
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its REF results reflected that), so we should decrease our belief
in G given 47).

In practice, 47) illustrates an intermediate case: it represents
a relatively weak argumentative claim, but this could be for
distinct reasons. One possibility is that the speaker of 47)
thinks that the hearer will not be sceptical in the way suggested
by the above account in how they update their beliefs, and
therefore expects this argument to convey positive
argumentative strength: we could think of this as the
speaker being optimistic about the receptiveness of the
audience to their argument. Another possibility is that the
speaker has simply not considered that 47) is an objectively
weak argument, given that it is something that tens of
institutions ranked below Exeter on the standard metrics
could also say'?. In this case, we could regard the speaker
as being incompetent at maximising argumentative
strength-and, to the extent that speakers behave this way,
we could conclude that the model is inadequate for capturing
speaker behaviour.

It is also worth considering a third possibility. Perhaps the
speaker of 47) thinks that the hearer is not aware that this
assertion would also be true for lower-ranked institutions, and
consequently believes that the hearer will perceive the utterance
to have positive argumentative strength, even if the speaker
knows this not to be the case. This is somewhat analogous to the
case of Hypothesis 2, in which the speaker exploits the hearer’s
ignorance about alternative measures: it is reasonable to expect
the hearer to be less than fully informed about the REF results
for competing institutions, and this would license the speaker
to exploit the argumentative potential of utterances that would
not be predicted to be argumentatively effective with fully
knowledgeable hearers'®. In general, we feel that this is a
plausible explanation for argumentative speakers’ divergence
from the theoretically optimal strategy. However, in order to
evaluate this explanation empirically, we would need to
establish the hearers’ knowledgeability (and specifically how
this is perceived by the speakers), which cannot be read off the
data we examine in this paper.

In summary, then, the picture presented by the REF reports
is (perhaps characteristically) mixed. The authors of these
reports are, collectively, not entirely consistent
maximising argument strength, by the measures proposed
in Quantifying Argumentative Strength, and Allowing for
Uncooperativity. However, at the same time, they are clearly
not neutral in their treatment of the data. Consequently, these

in

"This is rather analogous to the problem of chance capitalisation in statistical
analysis: the speaker may not have considered that 47) is likely to be true
irrespective of whether or not G holds.

“Note that a cooperative speaker might equally be aware that the hearer’s
understanding of the situation is limited and that the hearer may miscalculate
the argumentative strength of utterances as a result. For example, addressed to a
non-specialised audience, Daniel Kahneman has won the Nobel Prize would
constitute an effective argument as to that person’s academic credentials, but
Tim Gowers has won the Fields Medal might not, and the speaker might need to add
more context to explain how the argumentative strength of this should be
evaluated.
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texts place considerable demands on the rational hearer who
wishes to interpret the claims being made. Given a hearer who
accepts their reports at face value, perhaps 20 or more
institutions might be able to convince that hearer that they
belong in the top 10; however, given a maximally sceptical
hearer, perhaps only about 10 institutions might be able to
convince that hearer that they belong in the top 20.

Thus, as far as these press releases are concerned, the hearer
cannot arrive at any close approximation of an objectively
accurate interpretation of the results by adopting any of the
first three strategies canvassed earlier in this paper. Adopting the
straightforward semantic or pragmatic approaches to
argumentative strength, the hearer will generally infer that the
universities’ research has been evaluated more favourably by REF
than is in fact the case. Adopting the more demanding stance of
expecting the best possible descriptions, the hearer will
overcompensate and infer that the evaluations are in fact
worse, in most instances, than was actually the case. To
decipher the descriptions accurately, from the standpoint of
argumentative strength, the hearer has to be aware that the
speakers are systematically making efforts in the direction of
maximising argumentative strength, but also that they are
inconsistent in how effectively they achieve this.

These data exemplify a much more widespread problem,
concerning both how complex information should be
summarised in order not to mislead the hearer, and how the
hearer should interpret summary information in order to
reconstruct the best possible approximation to the underlying
reality. The problem is clearly accentuated when a speaker has a
particular argumentative agenda, even when they are determined
to advance that agenda only through the presentation of true and
accurate (albeit carefully selected) facts. It is perhaps rather
unfortunate, although not entirely surprising, that this challenge
is so strongly in evidence in the context of the reporting of REF
2014 results, in which some of the United Kingdom’s most
esteemed institutions participate in an exercise designed to
determine their “reputational strength”.
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We investigate the underexplored question of when speakers make use of the omission
phenomenon verb phrase ellipsis (VPE) in English given that the full form is also available
to them. We base the interpretation of our results on the well-established information-
theoretic Uniform Information Density (UID) hypothesis: Speakers tend to distribute
processing effort uniformly across utterances and avoid regions of low information by
omitting redundant material through, e.g., VPE. We investigate the length of the omittable
VP and its predictability in context as sources of redundancy which lead to larger or
deeper regions of low information and an increased pressure to use ellipsis. We use both
naturalness rating and self-paced reading studies in order to link naturalness patterns
to potential processing difficulties. For the length effects our rating and reading results
support a UID account. Surprisingly, we do not find an effect of the context on the
naturalness and the processing of VPE. We suggest that our manipulation might have
been too weak or not effective to evidence such an effect.

Keywords: ellipsis, VP ellipsis, information theory, uniform information density, rating study, self-paced reading
study

1. INTRODUCTION

When speakers want to get a message across, they often have the choice between ellipsis and the
corresponding full form (1) and it is not always obvious which form to use. The underexplored
question of why speakers sometimes prefer the ellipsis over the full form and sometimes do not is
the topic of this paper, which we explore at the example of VP ellipsis.

VP ellipsis (Sag, 1976; Williams, 1977) is one of the most extensively studied omission
phenomena in linguistics. The term refers to a kind of constituent ellipsis where the omitted
element, i.e., the target of ellipsis, is a complete verb phrase. Only a corresponding auxiliary is
left in the position of the omitted verb phrase (1).

(1) Sam played football

a. and Dean played football too.
b. and Dean did (play football) too.
c. and Dean should (play football) too.

The extensive literature on this phenomenon has focused on systemic questions like the modeling
of the ellipsis site, the relation between the ellipsis site and its antecedent (or postcedent) and the
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licensing conditions of VP ellipsis (see e.g., Merchant,
2018; Reich, 2018, for recent overviews). Analogously, the
psycholinguistic literature mainly addressed procedural aspects
of the relation between antecedent and target such as complexity
effects (see e.g., Frazier et al., 2000; Frazier and Clifton, 2001;
Apel et al.,, 2007; Martin and McElree, 2008; Paape et al., 2017).
However, to the best of our knowledge, the question of when
and why speakers actually make use of VP ellipsis given that the
corresponding full form is also available to them has not yet been
investigated in the literature.

We pursue the hypothesis that VP ellipsis is preferred more
strongly the more redundant the omitted material is, because this
makes the most efficient use of the hearer’s processing resources’.
We base our account on the well-established information-
theoretic Uniform Information Density (UID) hypothesis (Levy
and Jaeger, 2007). According to UID, speakers tend to distribute
information uniformly across utterances avoiding information
minima caused by redundant material. We focus on two sources
of redundancy that could impact the preference for VP ellipsis:
the length of the redundant VP which leads to alonger redundant
region and its predictability in context which causes a deeper
redundant region. To test the predictions of UID with respect
to length and predictability in context we first manipulate either
the length of the redundant VP or its predictability in context
and determine the naturalness of VP ellipsis in comparison to the
corresponding full form. Second, we focus on the full forms and
use a self-paced reading experiment to measure the processing
effort associated with the redundant VP. This allows us to
correlate differences in naturalness with potential processing
difficulties caused by information minima.

This paper is structured as follows: In section 2, we present
our information-theoretic account to the usage of VP ellipsis
based on UID and discuss its predictions with respect to length
and context effects. In section 3, we discuss length effects and
present a naturalness rating study and a self-paced reading study
on length effects. Section 4 is dedicated to effects of predictability
in context and presents a pre-test, a rating study and a self-paced
reading experiment. Section 5 summarizes our central findings
and contributions.

2. INFORMATION-THEORETIC ACCOUNT
TO VP ELLIPSIS

The Uniform Information Density (UID) hypothesis (Levy and
Jaeger, 2007) has been successfully applied to account for a
variety of omission phenomena from acoustic reduction (Aylett
and Turk, 2004; see Jaeger and Buz, 2017 for an overview), to
the omission of functional elements such as relativizers (Levy
and Jaeger, 2007), complementizers (Jaeger, 2010) and discourse
markers (Asr and Demberg, 2015) in English, case markers in
Japanese (Kurumada and Jaeger, 2015) and articles in German
newspaper articles (Lemke et al, 2017), to the omission of
content words, for instance the deletion of parts of the utterance
in German fragments (Lemke et al., 2020) and the omission
of preverbal subjects in Russian (Kravtchenko, 2014). In a

'We use the term “hearer” to refer to the recipient of the communication,
regardless of whether this communication is auditory or written.

recent study, Lemke et al.? found that UID also constrains
other elliptical phenomena such as sluicing. This makes UID a
promising approach for describing the omission process of VP
ellipsis where the ellipsis targets a whole VP with both function
and content words.

In the information theoretic framework, the information of
an expression is defined as the negative binary logarithm of its
conditional probability given context, i.e., —log, p(word|context)
(Shannon, 1948). Psycholinguistic research has established the
synonymous term surprisal and has shown that information or
surprisal indexes processing effort (Hale, 2001; Demberg and
Keller, 2008; Levy, 2008). The central idea of the UID hypothesis
is that communication is successful when surprisal or processing
effort is distributed as uniformly as possible across an utterance.
Such a uniform distribution avoids suprisal minima (troughs)
and maxima above channel capacity (peaks) in the information
density profile, ie., it prevents that the processing capacities
of the hearer are underutilized or exceeded. As a consequence,
there are two ways in which an utterance can be optimized with
respect to UID: First, speakers can omit predictable words which
have low surprisal and would cause troughs in the information
density profile. Second, speakers can smooth peaks by inserting
a word before a very unpredictable word that is hard to process.
If this insertion increases the predictability of the word that is
hard to process, this reduces the processing effort on this word.
With respect to VP ellipsis, the important point is the fact that
surprisal minima are caused by redundant material. In full forms
like (1-a), the repeated VP played football is redundant and we
would in principle expect that a repetition of redundant material
causes a surprisal minimum in the information density profile.
In contrast, the ellipsis in (1-b) avoids such a minimum and
thus smooths the information density profile. This results in a
more uniform distribution and a more efficient use of the hearer’s
processing resources. This idea is illustrated in Figure 1° using
hypothetical surprisal values for example(1).

We investigate two potential sources of redundancy: the
length of a VP and its predictability in context. Firstly, following
UID we expect that the redundancy of a VP increases as a
function of its length: Longer repeated VPs create longer regions
of low information in the information density profile as shown
in Figure 2. In this example the repeated VP is longer and hence
causes a longer trough in the information density profile. Such
longer regions make the utterance less efficient and we expect the
pressure put on the speaker to omit the redundant part and to use
VP ellipsis to be stronger in this case.

Secondly, in line with UID also the predictability of the VP
in context should impact its redundancy. Hence, exactly the
same VP should create a deeper trough in the information
density profile when it occurs in a predictive context compared
to a neutral context. When the example in (1) is uttered in
a predictive context like (2-a) compared to a neutral context
like (2-b), the repeated VP played football becomes even more
redundant because the context makes Dean more likely to play

2Lemke, R., Schifer, L., and Reich, L. (under review). Can identity conditions on
ellipsis be explained by processing principles?

3 All figures in this paper were created with the package ggplot2 (Wickham, 2016)
in R (R Core Team, 2020).
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FIGURE 1 | Hypothetical information density profiles for example (1): The surprisal values for the words of the full form (A) and for the words of the ellipsis (B) are

Sam played football in the backyard of the house
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and Dean played football in
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FIGURE 2 | Hypothetical information density profile for the second conjunct of a longer version of example (1).
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FIGURE 3 | Hypothetical information density for profiles for example (1) in a neutral context like (2-b) (A) and a predictive context like (2-a) (B).

Sam played football

and

Dean played football too

football (Figure 3). It thus conveys fewer information in this case
and leads to a deeper trough in the information density profile.
And such a deeper trough is equivalent to a less efficient use
of the hearer’s processing capacities. To avoid this, a speakers

should have a stronger preference to use VP ellipsis in such
predictive contexts.

2)

a. Sam and Dean dream of becoming NFL
quarterbacks some day. (predictive)
Sam and Dean dream of becoming President some

day. (neutral)

b.

UID explains the production of utterances from the perspective
of a speaker who performs audience design (Bell, 1984): She or he
adapts her or his utterances as to facilitate comprehension for the
hearer. We can assess the success of this audience design with
naturalness rating and self-paced reading experiments which
allows us to link the relative naturalness of ellipsis to the
processing effort associated with the competing full forms.

Note that the UID predictions of avoiding redundancy
are partially shared by accounts from research on anaphora®.

4We would like to thank two anonymous reviewers for pointing this out.
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First, Williams (1997, p. 603) postulates the principle Don’t
Overlook Anaphoric Possibilities (DOAP), according to which
any opportunity to anaphorize text must be seized and a
repeated phrase must be destressed (Williams, 1997, p. 595).
Since Williams (1997) interprets deleted material as an instance
of anphora, DOAP should also apply to VP ellipsis. Whenever
deletion as extreme form of destressing is possible, speakers
should make use of it and hearers should expect it. Realizing
redundant material can in turn lead hearers to assume that
there is a reason for this explicitness, e.g., in the form of a
contrast. Consequently, if no such reason exists, hearers should
reject the more redundant forms. A possible account based on
the DOAP principle would hence predict that the repetition of
redundant material is penalized, i.e., that it leads to degraded
ratings. Conversely, the use of reduced forms such as VP ellipsis
should be beneficial in that case and lead to better ratings.

Second, previous research has evidenced the so called
repeated-name penalty (Gordon et al, 1993; Gordon and
Hendrick, 1998; Almor, 1999) and the similar overt pronoun
penalty in languages with null pronouns (Almor et al., 2017;
Shoji et al., 2017): Participants read sentences more slowly when
they contain a repeated name instead of a pronoun or an overt
pronoun instead of a null pronoun. Gordon and Hendrick (1998,
p. 390) argue that pronouns are primarily used to establish
coreference, while names introduce entities into the discourse.
Hence, coreference with names instead of pronouns requires
additional processing effort resulting in increased reading times.
Kertz (2010) adapts the concept of repetition penalties to VP
ellipsis and rating data (see also Kim et al., 2011). She observes
degraded ratings in contexts where a matched repeated VP
was introduced by a parallel connective, calling this a repeated
verb phrase penalty. A potential account based on the repetition
penalties would consequently predict that processing difficulties
caused by redundant material result in degraded acceptability.

The predictions of a possible DOAP approach and a potential
repetition penalties account are partially consistent with those
of the information-theoretic UID hypothesis: DOAP and the
repetition penalties both predict degraded ratings through
redundant material, which the latter account explains with
processing difficulties. UID, however, explicitly makes gradual
predictions: According to UID, a repeated VP is expected to
be worse or more difficult to process, the longer it is or the
more predictable it is in context. Possible accounts based on
DOAP and the penalties would predict that any repetition
of redundant material should be degraded and would not
straightforwardly account for gradual or categorical effects of
length or predictability. Hence, these predictions allow us to
distinguish our UID account from the potential DOAP and
repetition penalty accounts.

3. LENGTH EFFECTS

As outlined above, we expect, following UID, that the length of
redundant material impacts the preference of a speaker to omit
this material. More specifically, a longer redundant repeated verb
phrase should be more likely to be omitted than a corresponding

short repeated redundant verb phrase. We test this hypothesis
first with a naturalness rating study which investigates the
perception of long and short redundant verb phrases compared
to their elliptical counterparts. This tells us whether the usage
of ellipsis is motivated by a form of audience design: When
VP ellipsis is preferred over full forms by hearers, speakers in
turn should be more likely to use them to increase the efficiency
of communication. Assessing whether repeated redundant verb
phrases indeed lead to less efficient communication is the goal of
the self-paced reading study on only the full forms. With respect
to length we test whether the information minimum caused by
redundancy is more severe when the repeated part is longer.

3.1. Experiment 1 - Naturalness Rating
Study

In a 2 x 2 (LENGTH: short vs. long x FORM: full form
vs. VPE) naturalness rating study we test the prediction that
a long redundant verb phrase is more dispreferred than a
short redundant verb phrase compared to the corresponding
VP ellipsis.

3.1.1. Materials

We constructed 32 items® like (3) which consist in two
coordinated main clauses with SVO word order respectively. The
basic verb phrase is always a verb object pair like play football with
the object being a DP without an overt determiner like football.
We varied the LENGTH of this verb phrase between short and
long. In the short conditions we presented only the basic verb
phrase, in the long conditions we expanded the verb phrase by a
complex locative adverbial consisting of two nested prepositional
phrases that defines more closely where the event described by
the verb is happening. The verb phrase in the second conjunct
was varied in its FORM between the full form and VP ellipsis.

(3) a. Sam played football and Dean played football,
too. (short, full form)
. Sam played football and Dean did, too. (short, VPE)
c.  Sam played football in the backyard of the house and

Dean played football in the backyard of the house,

too. (long, full form)
d.  Sam played football in the backyard of the house and

Dean did, too. (long, VPE)

We mixed the items with 72 fillers, among which were 24 gapping
constructions (4) and 24 constructions with a subject lacking
(5), half of which were elliptical, half syntactically complete. We
included these ellipses to ensure that our items did not stand
out as being the only syntactically incomplete utterances and
balanced ellipses and full forms across the experiment. Sixteen of
the fillers were followed by polar comprehension questions that
served as attention checks.

(4) Mary hates broccoli and John (hates) cauliflower.

(5) Cass entered the theatre after the start of the movie and
(he) looked for his seat but it was already taken.

>The items of all experiments can be found in the Supplementary Materials.
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3.1.2. Procedure

We recruited 48 self-reported native speakers of British English
from the crowdsourcing platform Prolific Academic who
received a compensation of £2. The survey was conducted over
the Internet using the LimeSurvey survey presentation software®.
Subjects were asked to rate the naturalness of the stimuli on
a 7-point Likert scale where 1 was completely unnatural and 7
completely natural. Materials were distributed across four lists
with a 2 x 2 Latin square design. Each subject saw each token set
once and only in one condition. The 32 items were mixed with
the 72 fillers and presented in pseudo-randomized order.

3.1.3. Results

Before the main analysis we excluded 7 participants who failed
our attention checks by answering more than the beforehand
set threshold of 4 comprehension questions incorrectly. This
threshold was established because at this point there is no
significant difference to a purely random answering as evidenced
by a chi-square goodness of fit test. We analyzed the remaining
data in R (R Core Team, 2020) with cumulative link mixed
models for ordinal data (Christensen, 2019). In all analyses in this
paper we used a backward model selection procedure to find the
final model: By performing likelihood ratio tests with the anova
function we compared a model with and without an effect in
question and continued with the simpler model if this did not
significantly improve model fit. In our full model” we model
the ratings as a function of the two binary predictors LENGTH
and FORM, the scaled and centered POSITION of the item in
the experiment and all two way interactions between them. We
used deviation coding for the two categorical variables with —0.5
and 0.5 as levels. We included the full random effects structure
justified by the data (Barr et al., 2013), i.e., random intercepts
for subjects and items and by-subject and by-item random slopes
for LENGTH, FORM, POSITION and their two-way interactions.
The final model (Table 1) contains a significant main effect of
LENGTH (x? = 29.45,p < 0.001) which shows that participants
in general preferred utterances with short verb phrases over
utterances with long verb phrases. The final model also revealed
a significant main effect of FORM (x? = 17.7,p < 0.001): The
ratings for VP ellipsis were generally better than the ratings for
the full forms. We found a significant interaction between FORM
and LENGTH (x? = 11.85,p < 0.001) (see Figure4): Full
forms with a long repeated verb phrase are rated significantly
worse than full forms with a short verb phrase as compared
to utterances with VP ellipsis. A significant interaction between
FORM and POSITION (x2 = 5.8, p < 0.05) and a significant main
effect of POSITION () ? = 4.42,p < 0.05) show that in general the
ratings became better in the course of the experiment and that
they improved in particular for VP ellipsis which might indicate
a familiarization effect.

Chttps://www.limesurvey.org/
7Ratings ~ (F ORM+ LENGTH+ POSITION)2 + (1 + (F ORM+
LENGTH+ POSITION)"2 | Subjects) + (1 + (F ORM+ LENGTH
+ POSITION)"2 | ltems).

TABLE 1 | Fixed effects in the final clmm for experiment 1.

Predictor Estimate SE x? p-value
FORM -1.24 0.27 17.7 < 0.001 e
LENGTH 0.88 0.14 29.45 < 0.001 o
POSITION 0.28 0.13 4.42 <0.05 *
FORM:LENGTH 1.1 0.3 11.85 < 0.001 o
FORM:POSITION -0.3 0.12 5.8 <0.05 *
*p < 0.05, **p < 0.01, **p < 0.001.
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FIGURE 4 | Mean ratings and 95% confidence intervals per conditions for
experiment 1.

3.1.4. Discussion

Our naturalness rating study confirms the prediction of the
UID hypothesis on length effects: The results show that while
participants overall prefer utterances with short repeated verb
phrases and with VP ellipsis, long redundant full forms are
particularly dispreferred as compared to the corresponding VP
ellipsis conditions.® This is in line with the prediction that from
a hearer perspective VP ellipsis is particularly preferred in the
long conditions where the full form would create a long surprisal
minimum. If a speaker performs audience design, she or he

8We argue that the degraded ratings are caused by redundancy and hence expect
a gradual effect, i.e., the ratings get worse the more redundant the target utterance
is. A reviewer suggests to test this prediction with partially redundant utterances,
such as (i), where the PP is repeated but the core VP is new.

(i) a. Sam played football in the backyard of the house and Dean flew a
kite in the backyard of the house.

b.  Sam played football in the backyard of the house and Dean flew a

kite there.

We must leave a systematic investigation of such cases to future research, but we
have tentative data from experiment 4, where a part of our fillers had a similar
structure (see section 4.2.1): In this experiment the fully redundant long full forms
received a mean rating of 3.82 (o = 1.92) and the corresponding ellipses got 5.1
(0 = 1.67). With a mean rating of 4.24 (o0 = 1.82), the partly redundant full forms
with a new second VP and a repeated PP (i-a) lie between these two, which could be
a hint toward a gradual effect of redundancy on naturalness ratings. However, this
result is questioned by the fact that the corresponding partly reduced forms (i-b)
are rated best (5.32,0 = 1.56), even better than the completely reduced forms.
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should take the hearer perspective into account and there should
be a stronger pressure to omit the redundant material.

The main effect of form that shows a general preference for
VP ellipsis over full forms is also expected by UID: Participants
favor the more reduced form of an ellipsis over the redundant
repetition of identical material in the full form. The repeated
verb phrase is redundant in both length conditions because it is
completely identical to the verb phrase in the first conjunct. This
means that even in the short conditions two words are used to
communicate what in the ellipsis conditions can be said with a
single did. Ellipsis hence avoids a trough in the ID profile that
would be caused by the redundant repetition of the identical
verb phrase. The result that redundant repetitions are generally
dispreferred is also in line with the DOAP principle of Williams
(1997) and with the repetition penalties (e.g., Gordon et al,
1993; Kertz, 2010), but these approaches cannot account for the
observed interaction, i.e., they do not straightforwardly predict
the gradual nature of the length effect.

Participants seem to generally prefer shorter utterances which
might be related to the fact that the locative adverbials consisting
of two PPs are more demanding than the very simple plain VPs.
In sum, experiment 1 is in line with the UID predictions: Speakers
prefer VP ellipsis especially when it avoids the redundant
repetition of a long verb phrase.

3.2. Experiment 2 — Self-paced Reading
Study

While experiment 1 showed the expected naturalness pattern, we
need to complement it with an on-line self-paced-reading study
to test the UID predictions about processing effort. According to
our UID account the degraded ratings for the long redundant full
forms are caused by an information minimum that underutilizes
the hearer’s processing capacities. To test this prediction we use a
1 x 2 (LENGTH: short vs. long) self-paced reading paradigm. We
measure the reading times for the redundant verb phrase to see
whether participants indeed speed up on this region. Our UID
account predicts that a redundant verb phrase is read relatively
faster when it is longer than when it is shorter.

3.2.1. Materials

We used only the full forms of the same 32 items and 72 fillers
that were tested in experiment 1 including the 16 comprehension
questions that served again as attention checks. We measured
reading times on the first and the second verb phrase as illustrated
in (6). The items were expanded by a spillover region always
consisting in a clause introduced by whereas or while which
described a different action performed by a third person. This
prevents a wrap-up effect on the final word of the second verb
phrase and makes the two verb phrases more comparable.

(6) a. Sam played football;svp and Dean played
football,,gvp too whereas Jack studied for
university. (short)

b. Sam played football in the backyard of the
houses vp and Dean played football in the backyard
of the house,,qyvp too whereas Jack studied for
university. (long).

3.2.2. Procedure

We recruited 96 self-reported native speakers of British English
from the crowdsourcing platform Prolific Academic who were
paid £2. None of the participants had taken part in experiment
1. The experiment was conducted over the Internet using
IBEX’. Subjects read the stimuli in a centered self-paced reading
paradigm. Materials were presented word by word on the
screen. The experiment was preceded by a practice phase with 7
sentences and 2 comprehension questions to familiarize subjects
with the procedure. Materials were distributed across two lists
with a Latin square design. Each subject saw 32 items (16 per
condition) which were mixed with the 72 fillers and presented
in fully randomized order. Sixteen of the fillers were followed by
attention checks in the form of polar comprehension questions.

3.2.3. Pre-processing

The dependent variable that we use in our analysis are
residualized cumulated reading times (RCRT in what follows)
which we compare between the first and the second verb phrase.
To obtain these reading times we first excluded all by-word
reading times that were faster than 90 ms and slower than 3,000
ms. Since we compare the reading times of a whole region
of interest, i.e., the whole verb phrase as underlined in (6),
we excluded all regions that had become incomplete due to
the by-word exclusions. These exclusions resulted in a loss of
approximately 2% of the regions of interest. For each region of
interest we summed up the plain by-word reading times. These
cumulated reading times were then residualized based on the
item data of all participants. That means that the cumulated
reading times were normalized for length per participant by
using the residuals of a linear model computed on the items
of all participants with reading times as a function of number
of characters (see Gibson and Levy, 2016).19 This allows us to
compare the speed-up on the second verb phrase between short
and long verb phrases despite the varying number of characters.

3.2.4. Results

We excluded the data of 26 participants who had answered
more than 4 of our 16 comprehension questions incorrectly.!!
We analyzed the remaining data with linear mixed effects
models (Bates et al., 2015) in R. Our full model contained the
RCRT as dependent variable and the binary predictors LENGTH
(short vs. long VP) and VP (first vs. second VP), the scaled
and centered POSITION of the trial in the experiment and all
two-way interactions between the predictors. We coded the
two categorical variables with —0.5 and 0.5 respectively using
deviation coding. We included a random intercept for items,
a by-item random slope for LENGTH and a by-subject random
slope for VP.!? Given that we use a dependent variable that is

“https://spellout.net/ibexfarm/

1OWe adapted the code provided by Gibson and Levy (2016) at https://osf.io/
swyux/.

The higher number of exclusions as compared to experiment 1 might be the
result of the more demanding reading task. In particular the long repeated VPs
might have led to fatigue and consequently to stronger inattention.

2RCRT ~(LENGTH+ VP + POSITION)2 + (0 + VP ||

Subjects) + (1 + L ENGTH]| Items).
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TABLE 2 | Fixed effects in the final Imer for experiment 2.

Predictor Estimate SE df x? p-value
LENGTH -179.85 45.48 30.99 13.07 < 0.001 e
VP 206.38 28.61 68.60 39.22 <0.001 **
POSITION -211.09 7.48 4291.06 730.55 <0.001
LENGTH:VP -289.88 29.46  4265.28 95.82 <0.001 **
LENGTH:POSITION 219.23 1497 4287.63 20946 <0.001 **
VP:POSITION -33.16 14.75  4275.01 5.05 <0.05 *
*p < 0.05, *p < 0.01, **p < 0.001.
Length: short Length: long
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FIGURE 5 | Mean residual cumulated reading times per region of interest and
95% confidence intervals for experiment 2.

already normalized for subject and length effects and given that
the two verb phrases are always identical for each item we used
this informed random effects structure.

The final model (Table 2) revealed a significant main effect
of VP (x? = 39.22,p < 0.001): Participants read the second
(redundant) verb phrase faster than the first (non-redundant)
verb phrase. The model also revealed a significant main effect of
LENGTH (x? = 13.07,p < 0.001): Participants were overall faster
on the short verb phrases. The model contained a significant
interaction between LENGTH and VP (x? = 95.82,p < 0.001)
(see Figure5): The speed-up on the second verb phrase as
compared to the first was especially fast for the long verb phrases.
Furthermore, the final model contained a significant main effect
of POSITION (x?> = 730.55,p < 0.001) and significant
interactions of POSITION with LENGTH (x2 = 209.46,p <
0.001) and with VP (x> = 5.05,p < 0.05). Participants
became notably faster during the experiment which indicates an
increased familiarity with the task, in particular they speeded up
on the first verb phrase and on the long verb phrases.

3.2.5. Discussion

The result of the self-paced reading study is in line with the UID
prediction: The speed-up on the second verb phrase is bigger
for the long conditions than for the short conditions. A long
redundant verb phrase should thus create a longer region of
low surprisal and result in a more severe underutilizing of the
hearer’s processing resources. This is exactly what is reflected

in the degraded naturalness ratings for the long full form in
the rating study in section 3.1. Hence, the reading study shows
that the degraded ratings can be traced back to a non-optimal
information density profile.

The reading study furthermore showed that participants were
faster on the short verb phrases even after normalizing for the
differing number of characters. This might be due to the fact that
there is less material to be integrated when processing shorter
utterances. Additionally there was a general speed-up between
the first and the second verb phrase. Since participants already
know the verb phrase when they encounter it for the second
time, they may consequently read it faster. The massive position
effects observed in the analysis indicate that participants became
more and more familiar with the experimental design and the
structures. It might be the case that the long redundant verb
phrases are particularly marked and that participants are slow
when they first encounter them, but become faster in the course
of the experiment as a familiarization effect.

In total, the results of this reading study are in line with UID:
They suggest that the degraded ratings from experiment 1 are
indeed caused by a non-optimal information density profile with
a long trough.

4. CONTEXT EFFECTS

Experiments 1 and 2 showed that redundant structures are
dispreferred and harder to process as predicted by UID. In what
follows we explore a second source of redundancy that in contrast
to length allows us to keep the target verb phrase constant across
conditions: the predictability through context. The central idea is
that a verb phrase is the more redundant, i.e., the less informative,
the more predictable it is based on the previous linguistic context
(2), repeated here as (7). For instance, in (8), Dean should be
more likely to also play football if he wants to become a NFL
quarterback (7-a) than if he wants to become President (7-b).

(7) a. Sam and Dean dream of becoming NFL
quarterbacks some day. (predictive)
b. Sam and Dean dream of becoming President some

day. (neutral)

(8)  Sam played football in the backyard of the house and
Dean played football in the backyard of the house too.

Just as with the length effects, we test this prediction with a
naturalness rating experiment and a self-paced reading study.
Again, we want to measure the naturalness of ellipsis as compared
to the corresponding full forms and to trace back possible
differences to processing as indexed by reading times. Before our
actual experiments, we conducted a pre-test to test whether our
contexts were indeed either predictive or neutral.

4.1. Experiment 3 — Pre-test

Up to now we have only assumed that the context (7-a) is more
predictive than the context (7-b). We verify this assumption
with a pre-test in which we obtain estimates for the likelihood
of the second conjunct in context, independent of ellipsis.
This pre-test should evidence that our verb phrases are likely
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in the predictive contexts and significantly less likely in the
neutral contexts. Based on the results we select those items
for the subsequent rating and reading study for which we find
a significant difference in likelihood between the predictive
and neutral context condition. Additionally, it is crucial to
avoid that our neutral contexts are not only less predictive
but implausible. Implausible contexts could be problematic
for at least two reasons: First, if participants cannot make
sense of the respective items, this might lead to an overall
rejection of the neutral conditions. This would mask any
fine-grained UID effects. Second, being confronted with too
many implausible contexts could lead participants to abandon
predictive processing during the rating study (see e.g., Fine et al,,
2013; Brothers et al., 2017, who show that participants rapidly
adapt their predictions during sentence comprehension) and
this could override the predictability manipulation altogether.
Therefore, we needed to assure that our neutral contexts
make the critical verb phrases significantly more likely than
implausible controls.

4.1.1. Materials
We constructed a presumably predictive and a presumably
neutral context sentence respectively for each of the 32 items
from experiments 1 and 2 which were slightly adapted to better
fit to the contexts. We tried to keep both context conditions as
parallel as possible by either varying only the object of the VP or
in some cases an embedded VP.13

Instead of presenting the coordinated structures to
participants we used only the second conjunct, i.e., the one
that will be targeted by VP ellipsis in the actual experiment
(9). This way we ensured that we only test the predictability of
the target verb phrase in the given context. In order to have
more material on which we could measure reading times in the
planned reading experiment, we used the long variants from
experiments 1 and 2.

9) a. Sam and Dean dream of becoming NFL
quarterbacks some day. Dean played football in the
backyard of the housetarget sentence- (predictive)
b. Sam and Dean dream of becoming President some

day. Dean played football in the backyard of the

(neutral)

mtarget sentence-

We mixed our items with 90 fillers including 32 similar items
for another experiment with two context sentences and 34
script-based (Schank and Abelson, 1977) fillers with one context
sentence. For half of these fillers the context made the target
sentence predictable, for half not. The remaining 24 fillers
were pre-tested stimuli, 12 with 1 context sentence, 12 with 2
context sentences, of which half were implausible because they

13 An example of the latter is given in (i).

1) a. Jodie and Donna were eager to see the new season of their favorite

show. Donna watched television on the sofa in the living room.

b.  Jodie and Donna were eager to go for a jog in the park. Donna
watched television on the sofa in the living room.
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FIGURE 6 | Mean likelihood ratings and 95% confidence intervals for items
and control fillers in experiment 3. The implausible conditions of the control
fillers were rated as significantly less likely than the neutral items.

contained severe script violations as exemplified in (10).1* We
included them as controls to verify that our neutral contexts
were not implausible, i.e., that the ratings for items with neutral
contexts are significantly higher than the ratings for items with
implausible contexts.

(10)  Rowena was hungry. She called the delivery service. She
greeted the employee warmly and ordered a blouse in

%hrgetarget sentence-

(control filler, implausible).

4.1.2. Procedure

We recruited 48 self-reported native speakers of American
English from Prolific Academic who had not participated in
experiments 1 and 2 and compensated them with £2.50. They
had to rate how likely it is that the event described by the target
sentence, which was presented in bold face, happens in the given
context using a slider scale from 0 (cannot happen) to 100 (must
happen). The items were distributed across two lists with a Latin
square design. Each subject rated 32 items (16 with a predictive,
16 with a neutral context) which were mixed with the fillers and
presented in fully randomized order.

4.1.3. Results

Figure 6 shows the mean likelihood ratings and 95% confidence
intervals for our items and the implausible (and corresponding
predictive) controls. The implausible context fillers had a mean
likelihood rating of 23.08 points (o = 24.73) whereas the neutral
context conditions of our items were rated with an average of
42.82 points (¢ = 25.19) This indicates that our items are
not implausible, but only less probable. This is confirmed by

14We thank Elisabeth Rabs for providing us with the original German materials as
used in Rabs et al. (under review): Situational Expectancy or Word Association? The
Influence of Event Knowledge on the N400.
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the results of a linear mixed effects model (Bates et al., 2015)
on a subset of the data consisting of the control fillers and
the items. For the analysis we collapsed the implausible and
the neutral context conditions which are jointly contrasted with
the predictive conditions. We model the likelihood score as a
function of stimulus type and context and find a significant
interaction between both predictors in the expected direction
(x> = 2958, p < 0.001): The implausible fillers received
significantly lower likelihood ratings than the neutral items. This
indicates that our neutral contexts should be plausible and we
should receive valid ratings for them.

In order to select the items for the rating and the reading
experiment, we assessed for each item whether the likelihood
rating for the predictive context was significantly higher than for
the neutral context. We compared the mean rating for the neutral
context condition to the mean rating for the predictive context
condition for each token set separately with one-sided Wilcoxon-
tests in R. For 24 of 32 items the rating for the predictive
context was significantly higher than for the neutral context, so
we selected them for our main experiments.

4.2. Experiment 4 — Naturalness Rating
Study

Our UID account predicts that a redundant verb phrase is more
likely to be omitted. While experiment 1 and 2 showed that this
redundancy increases as a function of the verb phrase’s length, a
second source of redundancy could be predictability in context.
A repeated verb phrase should also be more redundant if it is
likely given the previous context. We expect that this additional
redundancy creates a deeper information minimum in the full
forms which leads to degraded naturalness ratings. We test this
with a 2 x 2 (CONTEXT: predictive vs. neutral x FORM: full form
vs. VPE) naturalness rating study.

4.2.1. Materials

We used the 24 items which we had selected with the pre-test
including predictive and neutral contexts. We reinserted the first
conjunct to the target sentence (11) so that the target sentences
were basically identical to the long conditions of experiments 1
and 2 and added a sentence-initial adverbial.

(11) a. Sam and Dean dream of becoming NFL
quarterbacks some day. Wednesday afternoon
Sam played football in the backyard of the house
and Dean played football in the backyard of the
house too. (predictive, full form)
b. Sam and Dean dream of becoming NFL
quarterbacks some day. Wednesday afternoon
Sam played football in the backyard of the house
and Dean did too. (predictive, ellipsis)
c. Sam and Dean dream of becoming President
some day. Wednesday afternoon Sam played
football in the backyard of the house and Dean
played football in the backyard of the house
too. (neutral, full form)
d. Sam and Dean dream of becoming President some
day. Wednesday afternoon Sam played football

in the backyard of the house and Dean did
too. (neutral, ellipsis)

The items were mixed with 36 fillers which resembled the items
in consisting of a context sentence and a target sentence with
two coordinated verb phrases. Their purpose was to avoid a
habituation effect caused by the structure of our items. Since
the structure of our items was relatively constant, subjects could
anticipate a redundant verb phrase as soon as they encounter
a verb phrase followed by an and. This could overwrite or
weaken the predictability manipulation of the verb phrase
that we intended through the context sentence. Therefore we
created 12 filler sentences where a completely different conjunct
followed the coordination (12), 12 fillers where we changed the
prepositional phrase but maintained the basic verb phrase (13)
and 12 fillers where the prepositional phrase was kept constant
but the verb phrase changed (14). For half of the sentences with
a repeated phrase (n = 12) we substituted this phrase with
an ellipsis (13) or a pro-form such as there in (14). This way,
participants could not anticipate an identical second verb phrase
when encountering and.

(12) Gabriel and Michael had taken leave. In the morning
Gabriel packed provisions at the table in the kitchen and
Michael loaded the car in the street before the house.

(filler, different conjunct)

(13)  Claire and Alex have a green thumb. Last year Claire
grew tomatoes in flowerpots on the terrace and Alex

(grew tomatoes) in patches in the garden.
(filler, same VP, different PP)

(14)  Bobby and Gordon enjoy life to the full. Last Saturday
Bobby lost money in a casino in Reno and Gordon saw a
performance (in a casino in Reno | there).

(filler, different VP, same PP)

We further included 24 items from another experiment and
24 fillers which both had a structure similar to our items and
each of which were half elliptical. This again was intended
to ensure that our items did not stand out as the only
syntactically incomplete utterances. Sixteen of the fillers were
followed by polar comprehension questions asking either for
information from the context or the target sentence that served
as attention checks.

4.2.2. Procedure

We recruited 96 self-reported native speakers of American
English on Prolific Academic who had not taken part in any of
the previous experiments. They were compensated with £2. We
presented the survey over the Internet using IBEX. Subjects rated
the naturalness of the critical utterance which was set in italics
on a 7-point Likert scale (7 was completely natural). Materials
were distributed across four lists with a Latin square design. Each
subject saw each token set once and only in one condition. The
FORM of the items was varied between subjects, i.e., 48 subjects
saw only ellipses, 48 subjects only full forms in order to avoid
floor effects for the marked redundant full forms.
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TABLE 3 | Fixed effects in the final clmm for experiment 4.

Predictor Estimate SE x? p-value
PREDICTABILITY 4.61 0.76 27.58 < 0.001 e
FOrRM -1.74 0.54 9.75 <0.01 o
POSITION 0.16 0.13 1.6 >0.2
FORM:POSITION -0.53 0.24 4.89 <0.05 *

o < 0.05, **p < 0.01, and **p < 0.001.

4.2.3. Results

Before the analysis we excluded 13 subjects who had not
passed our attention checks by answering more than 4 of
16 comprehension questions incorrectly. The threshold was
set analogously to experiment 1 in section 3.1.3. The data
of the remaining 83 subjects was analyzed using cumulative
link mixed models (Christensen, 2019) in R following the
procedure described for experiment 1 in section 3.1.3. The full
model contained the ratings as an ordinal dependent variable
and as independent variables the binary FORM predictor, the
numerical mean pre-test score by item and condition indicating
PREDICTABILITY, the scaled POSITION of the trial in the
experiment and all two-way interactions between them. The
categorical variable FORM variable was transformed to —0.5 and
0.5 respectively using deviation coding. We included random
intercepts for subjects and items and by-subject random slopes
for PREDICTABILITY and POSITION, as well as by-item random
slopes for all three predictors and a by-item random slope for the
interaction between PREDICTABILITY and FORM."”

The final model (Table 3) contains a significant main effect of
FORM (%% = 9.75,p < 0.01) which indicates a preference for VP
ellipses over full forms. We also find a significant main effect of
the PREDICTABILITY score (x% = 27.58,p < 0.001): Utterances
that are predictable given the previous context received better
ratings. The interaction between FORM and PREDICTABILITY is
marginal (x? = 3.19, p = 0.07) and therefore not part of the final
model. There is a trend toward better ratings for VP ellipsis in
predictive contexts as illustrated in Figure 7.

4.2.4. Discussion

In this rating study, we investigated predictability in context
as a source of redundancy for a repeated verb phrase. Our
UID account predicts that VP ellipsis should be more strongly
preferred when the omitted verb phrase is more predictable in
context. In the data, we do not find this predicted interaction
between the predictability and the form of the redundant verb
phrase. There is only a marginal effect in the expected direction.
While the pre-test evidenced a clear difference in likelihood
between the two context conditions, this does not result in
a stronger preference for VP ellipsis. We find however that
our predictability manipulation works: Participants preferred
utterances in predictive contexts over such in neutral contexts.

I5Ratings ~(F ORM + PREDICTABILITY + POSITION)2 + (1 +
PREDICTABILITY + POSITION | Subjects) + (1 + (F ORM +
PREDICTABILITY )2 + P OSITION | Items).

64 Form A

® Full form, A
4 VPE

Mean rating per item / condition
N

0.2 0.4 0.6 0.8
Predictability (pretest score)

FIGURE 7 | Mean rating per item and condition as a function of the numerical
pretest score indicating PREDICTABILITY for experiment 4.

Similar to the length rating study, there was also a general
preference for the more compact VP ellipsis over the long
redundant full forms which is also predicted by the DOAP
principle and the repetition penalty account.

So why is there only a marginal preference for VP ellipsis in
the predictive conditions? A possible explanation might be that
our context manipulation did not affect VP ellipsis because the
verb phrase is still too predictable even in our neutral conditions
and therefore VP ellipsis is also preferred in these conditions
according to UID. Regardless of whether the VP ellipsis follows
a predictive or a neutral context, there is always a parallel
first verb phrase available which is straightforwardly accessible
as antecedent for the ellipsis. Thus, VP ellipsis can be easily
processed even in the neutral condition and there is no need
to use the redundant full form. This is supported by the overall
preference for VP ellipsis over the full form, which we did find in
both naturalness rating studies presented in this article.

We further need to consider that the set of possible encodings
for the message that Sam played football and that Dean
played football does not consist only of the full form and the
corresponding VP ellipsis. An alternative encoding is a simple
sentence with a coordinated subject like (15) which might be a
competitor to the full form but which cannot be readily compared
to the other two forms with UID.

(15)  Sam and Dean played football in the backyard of the

house.

We will turn back to these potential issues in section 5.

4.3. Experiment 5 - Self-paced Reading
Study

Ina 1 x 2 (CONTEXT: predictive x neutral) self-paced reading
study we investigate whether the context impacts the processing
effort on the redundant verb phrase. Our UID based account
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predicts that the redundant repeated VP is read faster in a
predictive compared to a neutral context. This speed-up would
evidence deeper regions of low information, i.e., the under-
utilization of the hearer’s processing resources. For the length
effects, we found both degraded ratings and a longer trough for
the more redundant full forms. For the context effects, we want to
test whether a predictable verb phrase leads to a deeper trough in
the information density profile indexed by faster reading times. If
we did not find such an effect, i.e., if there was no speed-up in the
predictive condition, this would explain why we did not find the
expected interaction in the rating study, i.e., why VP ellipsis was
not more strongly preferred in the predictive contexts.

4.3.1. Materials

We used the same materials as in experiment 4, but tested only
the full forms, both of the items (16) and the fillers. The method
is similar to experiment 2, but instead of comparing the reading
times between the first and the second verb phrase we compare
the reading times on only the second verb phrase between both
CONTEXT conditions.

(16) a. Sam and Dean dream of becoming NFL
quarterbacks some day. Last Saturday Sam
played football in the backyard of the house and
Dean played football in the backyard of the house
too. (predictive)
b. Sam and Dean dream of becoming President some

day. Last Saturday Sam played football in the

backyard of the house and Dean played football in

the backyard of the house too. (neutral).

4.3.2. Procedure

49 self-reported native speakers of American English who had not
participated in any of the previous experiments were recruited
over Prolific Academic to take part in the study.'® They received
a compensation of £2. We conducted the self-paced reading
experiment over the Internet using IBEX. In each trial, subjects
first saw the context sentence as a whole and then read the
target utterance word-by-word!” in a centered self-paced reading
paradigm. Before the actual experiments subjects passed a
practice phase consisting of 7 sentences and 3 comprehension
questions. Materials were distributed across two lists with a
Latin square design. In the main experiment each participant
read 24 items (12 in each condition) and 84 fillers presented in
fully randomized order. Sixteen fillers had a subsequent polar
comprehension question that served as attention checks.

In our analysis, we compared the residualized cumulated
reading times (RCRT) calculated as described in section 3.2.3 for
the identical second VP between the predictive and the neutral
condition. We excluded by-word reading times faster than 90
ms and slower than 3,000 ms and all regions of interest that
have become incomplete due to these by-word exclusions. This
resulted in a loss of about 1% of all regions of interest.

Due to internal processes of the crowd sourcing platform Prolific, we had the
complete data of 49 instead of the planned 48 participants.

17 An anonymous reviewer suggested that a phrase-by-phrase presentation could
help to isolate effects in a clearer way. We will consider this for future studies.

TABLE 4 | Fixed effects in the final Imer for experiment 5.

Predictor Estimate SE df x? p-value

POSITION -1568.91 16.26 486.81 87.55 < 0.001 o

0 < 0.05, **p < 0.01, **p < 0.001.
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FIGURE 8 | Mean residual reading times and 95% confidence intervals per
region of interest per condition for experiment 5.

4.3.3. Results

Before the analysis we excluded 6 participants who had failed
our attention checks in having answered more than 4 of 16
comprehension questions incorrectly. We analyzed the data of
the remaining 43 participants in R using linear mixed effects
models (Bates et al., 2015) and the same procedure of backward
model section described in experiment 1 in section 3.1.3. Our
full model contained the RCRTs as dependent variable and as
independent variables the numerical pre-test score indicating
PREDICTABILITY, the scaled and centered POSITION of the
item in the experiment and their interaction. We only included
a random intercept for items because the reading times are
already normalized per subject and more complex random effect
structures resulted in singular fit.'® The final model (Table 4)
contained only a significant main effect of POSITION (x? =
87.55,p < 0.001) indicating that participants became faster in
the course of the experiment. The main effect of predictability
was not significant (32 = 0.63,p = 0.43). The redundant VP did
not differ in reading times between the predictive and the neutral
conditions (Figure 8).

4.3.4. Discussion

We investigated the processing of a redundant verb phrase in a
predictive vs. a neutral context and found no difference in reading
times of the second redundant verb phrase between context
conditions. Specifically, participants did not show a speed-up
on the repeated verb phrase after a predictive compared to a

I8SRCRT ~(P REDICTABILITY + POSITION)2 + (1 | Items).
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neutral context. This way, the results of the self-paced reading
study pattern with the results of the rating study in section 4.2.
This suggests that the repeated VP is equally redundant in both
context conditions. The predictive context does not lead to a
deeper information minimum in the information density profile
than the neutral context. In section 4.2.4, we already presented a
possible explanation for why we do not find the context effects
that a UID account would predict. For the self-paced reading
study, we add that we presented full forms that are highly
unnatural in both conditions given that the second verb phrase
is completely identical to the first verb phrase and that a simpler
alternative in the form of a sentence with a coordinated subject
would be available. This intuition is confirmed by the results of
both rating studies in this paper where the long redundant full
forms received degraded ratings. We hypothesize that during the
reading task this unnaturalness masked the effect of the more
subtle context manipulation or even led to severe processing
difficulties that resulted in an equally strong slow down for both
context conditions.

5. GENERAL DISCUSSION

We present a novel information-theoretic account to the
underexplored question of when VP ellipsis is used. According
to the UID hypothesis an increased redundancy leads to
information minima which speakers tend to avoid when
producing utterances. VP ellipsis or ellipsis in general is
a possible strategy to avoid such troughs: The redundant
material is omitted or at least drastically reduced. We
investigated length and predictability in context as two
sources of redundancy of the repeated verb phrase. A longer
repeated verb phrase should cause a longer information
minimum, while a repeated verb phrase in a predictive
compared to a neutral context should result in a deeper
information minimum. In both cases, these minima underutilize
the hearer’s processing resources and we expect that this
is reflected in degraded naturalness ratings and faster
reading times.

For the length effects manipulation, our results are in line
with the predictions of our UID account. In the rating study
we found that VP ellipsis is especially preferred over the full
form when the redundant verb phrase is longer. In this case
also the corresponding information minimum is longer which
is equivalent to the underutilizing of the hearer’s processing
resources for a longer time. In a self-paced reading study
we could evidence that the naturalness pattern is caused
by processing: The redundant second verb phrase was read
relatively faster compared to the first verb phrase when it
was longer which indicates a longer information mimimum.
The length of the redundant material seems to be indeed a
factor that affects the information density profile and hence
the usage of VP ellipsis. It is an advantage of our UID
account over the DOAP principle (Williams, 1997) and the
repetition penalties accounts (e.g., Gordon et al., 1993; Kertz,
2010) that it does not only predict a general categorical penalty
for the repetition of redundant material, but a gradual effect
of length.

We could not evidence an effect of predictability in context
on the redundant verb phrase. In the naturalness rating study
we found a non-significant trend toward a preference for VP
ellipsis in predictive contexts. In the self-paced reading study,
the reading times of the redundant verb phrases did not differ
regardless of whether the verb phrase followed a predictive or
a neutral context. We identified two possible explanations for
this result: (i) The unnaturalness of the long redundant verb
phrases could mask more subtle effects. The rating study on
length effects evidenced that the long redundant full forms
received particularly bad ratings. However, we had to use these
full forms in the context studies in order to have enough material
to measure on in the self-paced reading study. Since the context
manipulation is more subtle than the length manipulation, the
effect of the context might be overridden by the penalty caused
by the long redundant full form. (ii) It might be the case that our
context manipulation itself is too subtle. From a UID perspective
there is no need for the speaker to use the full forms in any of the
conditions that we tested. The form of our items entails that the
first verb phrase is always immediately available as an antecedent
for ellipsis. Hence, the ellipsis can be straightforwardly resolved
even in the neutral context conditions. VP ellipsis as the shorter
form always has an advantage over the less well-formed full
form. This, in a future study, it may be promising to find a
way to make the VP ellipsis less redundant. That is, the verb
phrase should not be highly predictable through a given identical
first verb phrase and the discourse connective and. A starting
point might be to look at cases where the antecedent of the
VP ellipsis differs in its morphosyntactic properties from the
reconstruction of the ellipsis site. Arregui et al. (2006) tested
structures like (17) where the antecedent is not a verb phrase but
a gerund or a nominalization. In such cases a UID account could
argue that an increased mismatch in form results in decreased
redundancy of the repeated verb phrase. A full form as more
explicit form could reduce the processing effort here because
the effort associated with the more difficult resolving of ellipsis
is canceled.

(17)  a.  Singing the arias tomorrow night will be difficult
but Maria will.
b. Tomorrow night’s singing of the arias will be
difficult but Maria will.

(Arregui et al., 2006, p. 238).

In sum, we find partial support for our information-theoretic
account to the usage of VP ellipsis. While the results on length
effects are in line with our account based on UID, the results
on context effects are not. The context reading study suggests
that for structural reasons the redundant verb phrase is still too
predictable even in the neutral contexts. This does not provide
evidence against UID, but further studies in which VP ellipsis is
made less redundant are needed to strengthen our account.
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Rational accounts of language use such as the uniform information density hypothesis,
which asserts that speakers distribute information uniformly across their utterances,
and the rational speech act (RSA) model, which suggests that speakers optimize
the formulation of their message by reasoning about what the comprehender would
understand, have been hypothesized to account for a wide range of language use
phenomena. We here specifically focus on the production of discourse connectives.
While there is some prior work indicating that discourse connective production may
be governed by RSA, that work uses a strongly gamified experimental setting. In this
study, we aim to explore whether speakers reason about the interpretation of their
conversational partner also in more realistic settings. We thereby systematically vary the
task setup to tease apart effects of task instructions and effects of the speaker explicitly
seeing the interpretation alternatives for the listener. Our results show that the RSA-
predicted effect of connective choice based on reasoning about the listener is only found
in the original setting where explicit interpretation alternatives of the listener are available
for the speaker. The effect disappears when the speaker has to reason about listener
interpretations. We furthermore find that rational effects are amplified by the gamified task
setting, indicating that meta-reasoning about the specific task may play an important role
and potentially limit the generalizability of the found effects to more naturalistic every-day
language use.

Keywords: rational speech act model, discourse processing, discourse connectives, production, experimental
pragmatics, crowdsourcing experiment, gamification

1. INTRODUCTION

A speaker faces a number of choices when encoding a discourse relation: they can choose whether to
leave it implicit, or mark the relation explicitly using a discourse connective. Discourse connectives
(DC) are linguistic devices that signal coherence relations. Discourse theories such as the Rhetorical
Structure Theory (RST; Mann and Thompson, 1988) distinguish between a large number of
coherence relations and corresponding DCs; however, there is no one-to-one correspondence
between them. One discourse relation can be signaled by multiple DCs, and one DC can signal
a variety of different discourse relations. For example, a causal relation can be marked by because
or since. In turn, since can signal a causal relation or a temporal relation about the starting point of
an event.

The speaker thus often also needs to decide between several lexical alternatives for marking a
specific discourse relation. The resulting variation in discourse connective choice is to date largely
unexplained. We therefore here set out to test whether rational accounts of language processing,
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such as the uniform information density theory (Levy and Jaeger,
2007; Jaeger, 2010) or the rational speech act theory (Frank and
Goodman, 2012) can account for this production choice.

These theories have been proposed to account for a wide
range of phenomena in language production including speech
articulation and the inclusion of optional syntactic markers
(Jaeger and Buz, 2018), as well as referring expression production
(Degen et al., 2013; Graf et al., 2016; Degen et al., 2020),
omission of pronouns (Chen et al., 2018), ordering of adjectives
(Hahn et al, 2018), and expression of exhaustivity (Wilcox
and Spector, 2019). While the uniform information density
hypothesis is most suitable for studying phenomena where the
production variants are meaning-equivalent, the rational speech
act theory also involves reasoning about alternative meanings
of an utterance, and hence seems best suited for studying the
production of discourse connectives. In fact, the RSA model has
already been used to account for the distribution of explicit and
implicit discourse connectives, and found it to be in line with
the qualitative prediction of the RSA model (Yung et al., 2016,
2017). They found that, in the Penn Discourse Treebank (Rashmi
et al., 2008), an explicit connective is more often omitted when
the it is not informative enough to offset its production cost,
or if there are enough other discourse signals in the arguments.
The rational speech act theory (RSA) (Frank and Goodman,
2012; Goodman and Frank, 2016) is a formalization of Gricean
pragmatics (Grice, 2000). It models and makes quantitative
predictions on language production and comprehension in terms
of a rational process by which speakers and listeners iteratively
reason about each other. According to the RSA, a rational
speaker aims at successful communication by calculating how the
hearer would understand the speakers” utterance and choosing
their utterance by trading off the likelihood that the utterance
will successfully communicate the intended meaning against the
speaker-effort of producing that utterance. Several variants of the
RSA account have been proposed, including the incremental RSA
(Cohn-Gordon et al., 2019), which allows the model to operate
not only on the level of a sentence as a unit for defining successful
communication, but holds that speakers may even aim to avoid
temporary misunderstandings.

The current work thus seeks to find out whether the choice
for a specific discourse connective is the result of a rational
choice process in the speaker, who reasons about what discourse
inferences the listener might make when hearing a specific
discourse connective.

For example, a speaker might prefer the connective whereas,
which signals contrast, over the connective while, which can
signal both contrast and temporal synchrony, in a situation where
the listener might be expecting a temporal relation, in order
to direct listener expectations in the intended direction and
avoid the risk of later misunderstandings. On the other hand,
a speaker may well choose an ambiguous connective, if the
intended coherence relation is easily predictable, and hence easy
to disambiguate, by the listener.

Yung and Demberg (2018) set out to test whether connective
choice in language production is a rational process as predicted
by the RSA account, by setting up a language game experiment.
In this experiment, the speaker is asked to express a target

discourse relation to a listener by uttering a discourse connective,
which either signals the relation unambiguously, or is ambiguous
in that it can also signal other relations. The communicative
utility of the connectives is determined by the set of possible
interpretations that the listener might infer. These are shown
explicitly to the speaker in the gamified setting used in
Yung and Demberg (2018). In one case, both the ambiguous
and unambiguous connective can safely be chosen to signal
the relation, as no alternative interpretation that fits these
connectives is part of the set of interpretations for the listener.
In the other condition, the set of listener interpretations contains
two relations that both fit the ambiguous connective. In this case,
choosing the unambiguous connective is communicatively most
useful, as it uniquely picks out the intended interpretation.

Yung and Demberg (2018) found that speakers in their
experiment did choose the unambiguous DC option more
often when the ambiguous option could fit with another given
interpretation rather than the intended meaning, suggesting that
people do reason about the comprehension of the listener. The
results of that study were thus in line with the quantitative
predictions of the RSA theory. However, there is an obvious
gap between this gamified experimental design and naturalistic
language use in communication: most importantly, the possible
interpretations of a listener are normally not directly available
to the speaker, but would have to be inferred. The prior study
of Yung and Demberg (2018) thus only allows us to conclude
that speakers CAN choose connectives rationally when they have
the chance to reason about what the listener may understand,
but does not show whether people actually DO make these
rather complex inferences during normal language production.
The question left unanswered is whether the explicit restriction
on the valid interpretations, which only occurs in a gamified
setup, is a critical factor that allows the speaker to reason about
the listener’s mind and make a rational choice, or whether the
behavior found in Yung and Demberg (2018) also plays out in
naturalistic language production. This is a concern that has been
voiced also previously in the context of the RSA model: while
the rational account allows to calculate what a perfectly rational
speaker should do, there are concerns regarding the cognitive
plausibility of the model (Borg, 2012; Carston, 2017; Borg, 2017):
it is not always clear whether speakers actually make all those
computations in real time every day language use. A specific
contribution of this article from the point of view of rational
models is that it does not approach this question by manipulating
the necessary depth of reasoning or number of alternatives that
need to be considered in reasoning, but investigates a case where
reasoning needs to be done about an abstract object, namely
coherence relations expected by the listener.

The current study aims to fill this gap by assessing the
rational account of DC production under more realistic settings.
In particular, we test people’s discourse connective production
choice in a setting where the possible interpretations of the
listener are not limited to a specific set and are not explicitly
available to the speaker. Instead, we manipulate discourse
expectations of the listener, since people are sensitive to various
signals in the context and build up expectation about the
upcoming coherence relation (Lascarides et al, 1992; Kehler
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et al., 2008; Rohde et al, 2011; Rohde and Horton, 2014;
Scholman et al., 2017, 2020; Schwab and Liu, 2020). In this more
natural setting, showing that people prefer unambiguous DCs
when there is a higher risk of misinterpretation by the listener
(because the expectation is not in line with the actual ending)
would substantially strengthen the empirical evidence for the
rational account.

We here report on a series of experiments conducted
via crowd-sourcing, where we manipulate what information
regarding comprehender interpretation options is visible to the
speaker. We replicate the effect found in Yung and Demberg
(2018) when using the same game-like setup with explicitly given
alternative continuations (section 2.4.3), but do not find any
effect of discourse-related predictability on connective choice
in our experimental settings where these continuations are not
shown explicitly (section 3).

In section 4, we report on a follow-up experiment which tests
whether the failure to find an effect of contextual constraint on
connective choice is due to the lack of showing these alternatives,
or whether it could be related to feedback during the experiment
or other factors in the experimental setup which might encourage
explicit reasoning about speaker interpretation.

Our results indicate that experimental design has a sizeable
effect on connective choice—the game-like setting leads to more
unambiguous connectives being chosen than more naturalistic
designs. This brings up the question to what extent the results
from gamified language tasks generalize to every-day language
comprehension and production, or whether they are constrained
to tasks that involve more explicit meta-reasoning.

This case study on DC production indicates that an easily
calculable or explicitly available set of alternative interpretations
is crucial for speakers to perform RSA-style reasoning. Overall,
this study shows that accounts of rational language production
might not be able to account for connective choice in everyday
language communication.

1.1. Background

1.1.1. The Rational Speech Act Theory

The rational speech act model (RSA) is a Bayesian computational
framework based on Gricean pragmatic principles, which state
that speakers try to be informative based on the knowledge shared
with the listeners. Formally, given an intended meaning m to be
conveyed, the pragmatic speaker in the RSA model chooses a
particular utterance ' from a number of alternative utterances
that are compatible with meaning m. The probability that the
speaker chooses 1/’ is proportional to the utility of 4’ with respect
to m and the shared background C (Equation 1). The utility of an
utterance depends on the cost for the speaker to produce it and
its informativity, which is quantified as the log probability of the
listener inferring meaning m when they hear the utterance (see
Equation 2). In the basic RSA model, the speaker reasons about
a literal listener, who chooses an interpretation that is compatible
with the utterance in context (Equation 3).

Sprag(u'|m, C) o eXHlity(uw:m.C) W

utility(u; m, C) = log Ly;(m|u, C) — cost(u) 2)

Ly;(m'|u, C) o< P(m/, C) (3)

The utility, in the basic RSA model, is based on the
comprehension of the listener after the complete utterance
is processed.

The incremental RSA (Cohn-Gordon et al., 2019) further
considers the informativeness of the incomplete utterance; it
optimizes the utility of the next unit of production (e.g., word)
where the context C is defined as the partial sentence uttered so
far. Based on this modified version, speakers should choose their
words such that temporary misunderstandings on the part of the
listener are also avoided.

The RSA and other Bayesian rational accounts of language
processing are supported by a set of experimental data on
human communication, spanning a wide range of language
phenomena (see Goodman and Frank, 2016 for an overview).
A set of empirical study results can speak to the consideration
of alternative interpretations and alternative utterances during
language processing: it has been shown that the existence of
alternative interpretations for an utterance affects the listener’s
processing of the actual utterance (Beun and Cremers, 1998;
Bergen et al., 2012; Degen et al., 2013; Degen, 2013; Degen and
Tanenhaus, 2015, 2016) and that speakers are sensitive to the
informativity of referring expressions given the choices of objects
in context (Olson, 1970; Brennan and Clark, 1996; Brown-
Schmidt and Tanenhaus, 2006, 2008; Yoon and Brown-Schmidt,
2013). For example, while “trousers” is specific enough for the
listener in a context containing a pair of jeans and a shirt, it would
be ambiguous if there is also a pair of sweatpants. In turn, the
speaker would avoid using the generic term “trousers” and prefer
the more specific “jeans” to refer to the pair of jeans in the latter
context. The availability of alternative utterances also matters.
For example, Degen and Tanenhaus (2016) demonstrated that
the processing of the scalar “some” is delayed in a context where
the speaker is allowed to use exact numbers compared to when
that option is not available.

The iterative reasoning between the speaker and listener
proposed by RSA is in line with the literature on perspective-
taking in the formulation and interpretation of utterances, which
states that people generally take into account the knowledge
and perspectives of their interlocutors (Stalnaker, 1978; Sperber
and Wilson, 1986; Clark and Brennan, 1991; Clark, 1992, 1996;
Pickering and Garrod, 2004; Barr and Keysar, 2005, 2006; Bard
et al.,, 2000; Galati and Brennan, 2010; Pickering and Garrod,
2013; Ryskin et al., 2015).

For instance, a number of studies on referring expression
production report that speakers generally adapt their production
preferences to the knowledge of the listeners (Isaacs and Clark,
1987; Wilkes-Gibbs and Clark, 1992; Nadig and Sedivy, 2002;
Yoon et al., 2012). Similar rational production behavior has
also been found regarding the omission of pronouns when
the referent is clearly understood (Chen et al, 2018) and the
preference order of subjective adjectives (Hahn et al., 2018). One
characteristic of the production scenarios that were examined is
that the intended meaning is a concrete object with certain clearly
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distinguishable properties; the representation of its meaning
does not require a high level of abstraction. It is as of yet unclear
whether speakers can also reason about the informativity of an
utterance when the meaning to convey is an abstract one, such as
a coherence relation between segments of texts. We will discuss
the evidence for comprehenders forming discourse expectations
during comprehension below.

1.1.2. Language Game Experiments

Many studies on RSA and perspective-taking make use of
referential language games to test people’s interpretation or
production of referring expressions (e.g., Frank and Goodman,
2012; Degen et al., 2013; Vogel et al., 2014; Franke and Degen,
2016; Mozuraitis et al., 2018; Ryskin et al., 2015; Kreiss and
Degen, 2020; Ryskin et al, 2020). Typically, in these game-
styled experiments, a limited set of objects are presented to the
participants, who are asked to interpret which object a particular
referring expression refers to, or are asked to utter an expression
to refer to a particular object. These studies typically show
large RSA-consistent effects. This experimental paradigm defines
toy worlds where the possible interpretations are limited to a
controlled set of objects and allows the researchers to precisely
manipulate the knowledge accessible to the speaker and the
listener. For example, Ryskin et al. (2015) design privileged
perspective where one interlocutor sees certain alternative objects
in the context while the other does not. Despite these advantages
related to experimental control, it has to be noted that these
artificial settings are a simplification of the situation in the real
world, where the possible interpretations are usually not limited,
at least not as explicitly. In section 1.1.3, we will discuss the
game-styled experiment presented in Yung and Demberg (2018),
which captures the speaker’s preference of DC choices when
misinterpretation is (im)possible.

A more open-ended experimental environment is explored by
a series of studies in Sulik and Lupyan (2016, 2018a,b). They use a
signaling task where participants are asked to provide a single cue
word to give a hint for the partner to guess a target word. In their
setup, no alternative options of hints or target words are given,
and the results show that the director uses salience information
from their own perspective rather than that of the guesser.
Participants’ performance in choosing a cue word following the
guesser’s perspective can be improved with added contextual
constraints and repeated interactions with feedback provided
by the guesser, but further studies find that the improvement
is based on other heuristics rather than better reasoning of
their partner’s perspective (Nedergaard and Smith, 2020). These
findings suggest that people do not seem to reason about their
listener’s perspective in situations where the alternatives are
completely unconstrained or unknown. However, the signaling
game is a highly demanding task: it is not straightforward for the
participant to come up with a cue from the guesser’s perspective
even if they actually try to do so.

These findings are consistent with studies in more complex
perspective-taking settings, which suggest that there may be
limitations to rational processing, showing that people do in
fact often not behave optimally from the perspective of rational

models. In tasks that require perspective-taking, i.e., when the
speaker is aware that the information available to the listener is
different from their own information, speakers tend to prioritize
their own perspective when they are under time pressure (Horton
and Keysar, 1996), or in situations where the information on
their perspective is more salient (Lane and Ferreira, 2008). The
recent study of Vogels et al. (2020) also found that speakers do
not adapt their production to the cognitive load of the listeners
on a fine-grained level, but rather adopt a very coarse strategy
that they then follow: when the driver in a simulated driving task
was under cognitive load, the speaker only made their utterances
more redundant (easier to understand) if they had previously
experienced the difficulty of the driver task themselves, and didn’t
adapt their strategy for trials where the cognitive load on the
driver was lower.

In addition to the limitation on the alternative interpretations,
the settings of game-styled experiments might entice people to
engage in more extensive reasoning than usual, in order to guess
the correct answer of the “riddle.” In particular, Sikos et al. (2019)
found that, comparing with one-shot web-based experiments,
increasing the participants engagement in the task leads the
participants to follow more closely to reasoning based on RSA,
while the results of one-shot games are in some cases better
fitted by simpler models based on literal interpretation (Qing and
Franke, 2015; Frank et al., 2016; Sikos et al., 2019).

Taken together, results from referential language games show
that people can reason about the reasoning of their interlocutors,
but it is not clear if they would actually perform the same
reasoning in everyday language use. Furthermore, prior findings
indicate that speakers may not always have the capacity to behave
optimally, even if they may strive to do so, and that they are happy
to follow coarse heuristics for successful communication instead
of reasoning on an utterance-by-utterance basis. A reason for this
observation could be that maintaining a detailed mental model
of the addressee’s needs may be cognitively costly (Koolen et al.,
2011; Horton and Keysar, 1996; Rofnagel, 2000).

1.1.3. Language Game for DC Production (Yung and
Demberg, 2018)

A gamified experimental design, similar to other RSA studies, is
used in Yung and Demberg (2018) to compare the qualitative
prediction of RSA against the choice of human subjects.
The design adapts the language games of referring expression
production for DC production. An example of the stimuli used
is shown below.

Example item from Yung and Demberg (2018):

That tennis player has been losing his matches...
Options: since / as / but

A. (Target production)... we know he is still recovering
from the injury.
B1. ...the season started.. /B2....he was close in every match.
C. ...his coach believes that he still has chance.

In this experiment, the subjects act as speakers. They are given
the first half of a sentence (That tennis player has been losing
his matches) and a continuation which represents the speaker’s
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communicative goal (continuation A: .. we know he is still
recovering from the injury.) They are asked to choose one
connective from one of the three given options (e.g., since, as, and
but) to provide a “hint" to the other player regarding the intended
target relation (continuation A as the target continuation out of
three given continuations: A, B1 or B2, and C.

Furthermore, the speaker in the game can also see a set
of alternative discourse continuations which the listener could
possibly infer (continuation C and either continuation B1 or B2,
depending on the condition). The subjects are told that the sets
of connectives and continuations are also visible to the listener
player, except that continuation A is the target.

The set of connectives and the set of discourse continuations
are manipulated. Two of the connective options (since and as)
can be used to mark the target relation (continuation A), but one
of them is ambiguous (since, which fits both continuations A and
B1) and the other is unambiguous (because, which fits only with
continuation A).

The set of alternative continuations is set up such that it does
or does not contain a continuation that is compatible with the
other reading of the ambiguous connective (continuation B1,
which matches the temporal reading of since). This manipulation
of continuations thus creates a toy situation where mis-guessing
is possible (including Bl in the alternative set), or not (including
B2 instead of Bl). Under this gamified setting, it was found
that speakers do choose and unambiguous DC significantly more
often in the former situation. In the current study, we are set to
find out if the result still holds under a more naturalistic setting,
where misinterpretation is manipulated by discourse expectation.

1.1.4. Discourse Expectations

A variety of studies have shown that comprehenders use a
range of cues to anticipate the continuation of the discourse
(Sanders and Noordman, 2000; Rohde et al., 2011; Canestrelli
etal., 2013; Kéhne and Demberg, 2013; Rohde and Horton, 2014;
Drenhaus et al., 2014; Xiang and Kuperberg, 2015; Scholman
etal., 2017; Van Bergen and Bosker, 2018). Relevant cues include
discourse connectives, as well as more subtle signals such as
implicit causality verbs and negation. Kéhne and Demberg
(2013), for instance, found that people have different expectation
about the upcoming discourse after reading a causal connective
(e.g., therefore) vs. aconcession connective (e.g., however). Similar
results were also found in related studies such as Drenhaus
et al. (2014), Xiang and Kuperberg (2015). People are also
sensitive to more implicit signals apart from explicit connectives.
For example, comprehenders anticipate a causal relation after
encountering implicit causality verbs, such as blame (Rohde and
Horton, 2014).

Apart from lexical signals, context is also considered to be
important for the interpretation of discourse (Sanders et al., 1992;
Lascarides et al., 1992; Cornish, 2009; Spooren and Degand, 2010;
Song, 2010). Contextual signals that influence the expectation of
a particular coherence relation are not limited to specific words
that occur locally in the segments of texts joined by relation, but
could locate in the more global context. For example, Scholman
et al. (2020) showed that, in a story continuation task, people
generate more list relations following a context where several

similar events occurred, e.g., “the woman experienced several
unfortunate events last night. She got wine thrown at her by her
dining companion...”. However, the sensitivity to such contextual
signal was shown to vary between different people: while some
showed very high sensitivity, others seemed to ignore the signal,
or not be able to take it into account Scholman et al. (2020).
Furthermore, Schwab and Liu (2020) found that contrasting
information in the context, e.g., “he likes to run outdoors. He has
a treadmill in the living room...” facilitates the processing of a
concession relation.

These works point to the fact that comprehenders generate
expectation about the upcoming discourse continuation based
on lexical and contextual cues in the preceding contexts. The
current study aims at investigating the effect of contextual
discourse expectation in combination with a rational account of
connective production.

2. MATERIAL CONSTRUCTION AND
METHODS

The objective of this study is to find out whether speakers choose
discourse connectives rationally in a more naturalistic setting.
Specifically, when the possible interpretations are not restricted
and are not explicitly shown to the speaker, do speakers still
reason about the listeners” difficulty in interpretation and prefer a
disambiguating connective if the comprehender is likely to make
the wrong inference?

In our experimental design, it is thus necessary to manipulate
how easily the intended discourse relation can be inferred,
without explicitly listing the possible interpretations. Our
materials are constructed based on the strategy used in Yung
and Demberg (2018). However, instead of limiting the possible
interpretations allowed in the game, we propose to manipulate
the interpretation difficulty by means of contextual expectation.
We hypothesize that the target discourse relation is expected to
be more difficult to infer in a context where a different coherence
relation is expected, compared to a situation where the target
discourse relation itself is highly expected. For instance, referring
to the example presented in section 1.1.3, we create a contextual
situation where the listener is expecting a reason (e.g., The drop
in performance of the tennis player was not coincidental. He
has been losing his matches BECAUSE...) or a specification of
time (e.g., Let me tell you how long that tennis player has been
disappointing his fans. He has been losing his matches SINCE...).
The alternative interpretations, on the other hand, are not limited
nor visible to the subjects. Following the prediction of the RSA
model, speakers should use a more specific DC to express an
unexpected discourse relation, while they may safely use an
ambiguous connective if the target relation is already expected
anyway. The construction of the stimuli will be explained in more
details in the following subsection.

It is worth noting that the stimuli might not work properly if
both meanings of the ambiguous connective are compatible with
the target continuation. For example, in the sentence “That tennis
player has been losing his matches he changed his
coach,” the second clause can be read as a reason or a specification
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TABLE 1 | Material construction pattern illustrated with a concrete example.

1a Context for TA Chris is a professional artist and so is
his wife. However, his talent is very

different from hers:

1b Context for CA I am going to the music festival with
my friends next week. | look forward
to a particular performance by a
musician who can play two

instruments at the same time:
1c Neutral context | had a very nice lunch with my old
friend Chris today. | haven’t seen him
in a long time. Chris loves music:
Arg1 he plays the saxophone
while (TA / CA), whereas (TA),
specifically (other)

Connective choice

4a TA (target Arg2)
4b CA (competitor Arg2)

his wife is a ballet dancer

he accompanies himself on the
drums.

TA stands in a contrastive relation to Arg1 in this example, while CA stands in a
temporal-synchronous relationship with Arg1.

of time. The choice of since (ambiguous DC) instead of ever since
(unambiguous DC for the temporal relation) may not be due to
the adjustment in ambiguity level that we would like to test, but
rather because the reason reading is preferred by the subject. In
other words, the alternative relation senses of the ambiguous DCs
elicited by the stimuli have to be distinctive enough. To verify
this, we conducted a pretest on the stimuli on another group of
subjects. The details will be explained in section 2.4.1.

Another necessary verification of the experimental materials
is to test whether the situational contexts of the items do increase
the expectation of a particular discourse relation as we expect
in the design. Section 2.4.2 describes the pretest we carried out
to verify this. Finally, the newly constructed stimuli should also
work in the gamified setting. We thus try to replicate the results
of Yung and Demberg (2018) with the new set of stimuli in our
third pretest (section 2.4.3).

2.1. Stimuli Construction
The pattern of our experimental stimuli is as follows: We
determine two alternative discourse relations, the target relation
(TR) and the competitor relation (CR). Next, we select a pair
of connectives such that one of the connectives is ambiguous
and can signal both TR and CR, while the other connective is
unambiguous and can only signal TR. We then need to design
a discourse relational argument Argl which is compatible with
either relation, and two continuations, one conveying the target
relation, and the other conveying the competitor relation. We
denote these relational arguments as TA and CA respectively.
Finally, in order to manipulate which of the coherence relations is
expected, we construct two different contexts that raise discourse
expectations for each of these relations. As a baseline, we also add
a neutral context, and a third unrelated connective which marks
neither TR nor CR. An example of an item is given in Table 1.

In this example, the target discourse relation to be produced
is a CONTRAST relation, between “he plays the saxophone” and
“his wife is a ballet dancer.” We call “he plays the saxophone™

the first argument, abbreviated Argl of the discourse relation,
and “his wife is a ballet dancer” the target second argument (TA).
The TA is a specific instantiation of the abstract relation type
to be produced by the speaker, and connectives that mark the
relation type are provided as options for the speaker to choose
from. Among the provided options, both while and whereas mark
a contrast relation, but while is more ambiguous because it can
also mark the temporal relation between two events happening
at the same time. On the other hand, and specifically does not fit
the target continuation. We call while, whereas and and specifically
the ambiguous, unambiguous and incompatible DC respectively.
The incompatible DC is chosen such that the relation it signals is
considerably different from any of the relations signaled by the
ambiguous and unambiguous DCs.

In our experiment, the speaker will see one of the contexts
(1a, 1b, or 1c) and the first argument (2), and will be asked to
choose among the three connectives (3). The speaker will also
see the intended second argument (4a). The competitor second
argument (4b) will never be shown, it thus remains implicit. We
constructed a total of 62 items following this pattern.

According to the RSA, it is rational to prefer the unambiguous
connective whereas over the ambiguous connective while,
especially in a context where the competitor argument (CA)
is contextually expected: selecting the ambiguous connective
which is compatible with CA would leave the comprehender on
the wrong track and lead to difficulty in inferring the correct
continuation TA.

In order for the stimuli to work in the intended way, it is
important for the two coherence relations that are marked by
the ambiguous connective to be distinct from one another, such
that the unambiguous connective intended to mark only the
target relation TR is not compatible with the competitor relation
CR. We therefore selected three connectives, since, as, and while
as the ambiguous connectives in our experiment, as they each
signal two relations that are distinct from one another. Table 2
summarizes the target discourse relations and the DC options
covered by the stimuli. The intended mismatch between the
unambiguous connective and the competitor second argument
is tested in our first pretest, see section 2.4.1.

2.2. Participants

All pretests and experiments reported in this article were
conducted online via the crowd-sourcing platform Prolific.
Participants were restricted to English native speakers currently
residing in English-speaking countries. Also, only participants
with past approval rates of 99% or more were selected. Details
on the participants will be reported in each specific experiment.

2.3. Procedure

In the beginning of the experiment, the participants were
informed that collected data will be used for research purposes
and that all data will be anonymized prior to analysis. They were
also informed that there are no risks or benefits to participating
in the study and their contribution is voluntary, and thus they
might decline further participation, at any time, without adverse
consequences. The participants’ consent and confirmation of
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TABLE 2 | Summary of the stimuli.

Ambiguous Target Unambiguous Stimulus count
DC discourse DC options
relation
since CAUSAL because 10
since PRECEDENCE ever since 10
as CAUSAL because 10
as SYNCHRONOUS  when, while, at 10
the same time
as, etc.
while CONTRAST whereas, but 11
while SYNCHRONOUS when, as, during 11
the time when,
etc.

The incompatible DCs used in the stimuli include if, unless, in other words, for example,
so that etc.

being at least 18 years old were obtained before the start of
the experiment.

2.4. Norming and Pretests

We conducted three pretests to make sure that our stimuli
work as intended. The first pretest was run to validate whether
the unambiguous connective is indeed incompatible with the
competitor relation. This pretest is reported in section 2.4.1
below. The second pretest aims at testing whether the biasing
contexts la vs. 1b indeed raise different discourse expectations
(4a vs. 4b), and is reported in section 2.4.2. Finally, we repeated
the experimental setup described in Yung and Demberg (2018)
with our new materials, in order to check whether we can
replicate their results (section 2.4.3).

2.4.1. Pretest 1: Validation Relation Interpretations
One difficulty in stimulus design is that the relations themselves
can sometimes be ambiguous. In those cases, a participant might
infer both readings, or the participant may only infer one reading,
but we don’t know ahead of time which one. Both of these cases
are problematic.

For an example of a case where the participant may infer
both readings, consider the sentence John started to clean his
flat regularly since his girlfriend moved in. In this example, his
girlfriend moved in could be the reason, or just the marker of the
specific time. Both of the unambiguous markers (because for the
causal reading and ever since for the temporal reading) would in
that case be compatible with the continuation, and hence there
would be no rational advantage to choosing the unambiguous
connective over the ambiguous one.

If, on the other hand, a participant only infers one of these
relations, we also have a problem because we don’t know ahead
of time which one it will be and what connective we should
hence provide as the unambiguous alternative. For instance, if the
participant interprets his girlfriend moved in as the continuation
of a temporal relation (the CR), then because is no longer a valid
marker for the TR in the stimulus. Hence, we do not want to
include sentences where both the TR and CR are possible.

The objective of this pretest is thus to confirm that the target
continuation of each stimulus represents a discourse relation that
is highly distinguishable from the competitor discourse relation.
Accordingly, the acceptability of each connective option is tested
with respect to the intended discourse relation.

2.4.1.1. Materials and Procedure

The pretest was carried out in the form of a coherence rating
task. We created two sentences for each experimental item by
inserting the unambiguous connective and an unambiguous
connective expressing only the competitor relation between the
first argument and target second argument as shown in the
following example.

Stimulus item:

James has been studying very hard he
entered secondary school 2 years ago.
(Options: since, ever since, instead)

Pretest items:

1. connective compatible only with TA:
James has been studying very hard ever since he entered
secondary school 2 years ago.

2. connective compatible only with CA:
James has been studying very hard *because he entered
secondary school 2 years ago.

3. ambiguous connective:
James has been studying very hard since he entered
secondary school 2 years ago.

4. incompatible connective:
James has been studying very hard *instead he entered
secondary school 2 years ago.

Participants were asked to rate the coherence of each pretest
item on a scale of 1 (least acceptable) to 4 (most acceptable).
They could also optionally suggest a word or phrase to replace
the bold DC to improve the acceptability of the sentence. This
additional feedback provided suggestions for the improvement
of the stimuli. Since the focus of this pretest is the discourse
relation between the first argument and the target continuation,
preceding contexts are not included in the pretest items.

For items that work as intended, variant (1) with the
unambiguous connective from the original item should be judged
to be substantially better than variant (2). Furthermore, variant
(3) verifies if the ambiguous connective fits the original item
and variant (4) confirms the incompatible connective is not
acceptable. Hence, variant (3) should be judged with high ratings
while variant (4) should be rated worse.

2.4.1.2. Participants

The items were distributed evenly across 16 lists, and each list
was completed by 15 participants. Each participant only saw
one version of an item. They also did not see items sharing the
same first arguments. A total of 411 participants (age range: 20—
75, mean age: 36, 257 females) took part in several rounds of
the pretest. They were recruited via the crowdsourcing platform
Prolific according to the criteria described in section 2.2.
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2.4.1.3. Analysis

We define the semantic gap between alternative discourse relations
of a stimulus based on the difference in the average rating of
the intended and unintended version of the pretest item. For
example, the average ratings of pretest items 1 and 2 shown
above were 3.87 and 2.27, respectively. The semantic gap is thus
3.87 — 2.27 = 1.60, which can be normalized to 53% based
on the maximally possible difference of 3. Stimuli with semantic
gap below 5% were replaced or revised. The revised stimuli
underwent another round of pretest. Several rounds of pretests
were conducted on several subsets of the items until the semantic
gaps of all items were above 5%. The results of the final version of
the items were collected from a total of 360 participants.

2.4.1.4. Results

The average coherence rating for the final items was 3.47 for
the variant with the unambiguous connective fitting with target
second argument TA, and 1.59 for the unambiguous connective
that fits the competitor second argument CA. Ambiguous DCs
and incompatible DCs received average ratings of 3.15 and 1.25,
respectively. The semantic gap between final versions of the
stimuli ranged between 5 and 96%, with an average of 62%.

2.4.2. Pretest 2: Validation of Target- and
Competitor-Predicting Contexts

The second pretest is performed to confirm the contextual
conditions of the stimuli. Referring to the example shown
in Table1, we want to make sure that the target-predicting
contextual condition (1a) raises the prediction for a contrastive
relation and fits together with the target relational argument (4a).
On the other hand, the competitor-predictive context (1b) should
be predictive of a temporal synchronous relation and should fit
with competitor continuation (4b), but not vice versa.

2.4.2.1. Materials and Procedure
The pretest was formulated as a forced choice task in which
participants were asked to select the discourse continuation that
best fit the context, see the following example:

Pretest items:

(la) Context A, here CONTRAST-predicting context:
Chris is a professional artist and so is his wife. However, his
talent is very different from hers: he plays the saxophone

(1b) Context B, here SYNCHRONOUS-predicting context:
I am going to the music festival with my friends next week.
I'look forward to the particular performance by a musician
who can play two instruments at the same time: he plays the
saxophone

(2a) Continuation fitting Context A, here CONTRAST:
...whereas his wife is a ballet dancer.

(2b) Continuation fitting Context B, here SYNCHRONOUS:
...at the same time as he accompanies himself on the drums.

The order of the two options was randomized in the study.
2.4.2.2. Participants

The items were distributed evenly among 9 lists, such that each
item was responded to by 15 participants. Like in the previous

pretest, each participant only saw one condition of each item.
Across several rounds of pretests, we recruited a total of 263
participants (age range: 22-74, mean age: 36, 188 females) via
Prolific, based on the same criteria as mentioned above, and
excluding participants who had taken part in the previous pretest.

2.4.2.3. Analysis
We define the contextual gap between target- and competitor-
predicting contexts based on the difference in the number
of participants choosing the matching vs. non-matching
continuations. For example, 14 participants chose continuation
(2a) when given context (la), and 0 participants chose
continuation (2a) when given context (1b). The score of
contextual gap of this stimulus pair is thus 14 — 0 = 14, which
can be normalized to 93% based on the possible range of 0 — 15.
Stimulus pairs with a contextual gap below 25% were replaced
or revised.

Several rounds of pretests were conducted such that the final
version of the items all have a contextual gap larger than 25%. The
results of the final version were collected from 135 participants.

2.4.2.4. Results

The mean number of votes of the expected and unexpected
relations are 12.48 (SD=2.51) and 2.52 (SD=2.51) respectively,
showing that the situational contexts used in the stimuli do
trigger the expectation of one discourse relation in comparison
to the alternative relation signaled by the ambiguous DC. The
average contextual gap for the final stimuli was 68%, ranging
from 27 to 93%.

2.4.3. Pretest 3: Replication of Yung and Demberg
(2018)

The final pretest aims at verifying whether the created stimuli
can elicit pragmatic inference under setting used in Yung and
Demberg (2018), where the alternative Arg2 continuations are
shown to the speaker explicitly.

2.4.3.1. Materials and Procedure

As contextual prediction is less relevant when the alternative
continuations are presented explicitly, we performed this pretest
using the neutral contexts. The speaker is shown the context, a
choice of three connectives, and a set of three alternative second
arguments. The speaker is told that the listener will have to
guess which argument is the correct continuation, based on the
connective that the speaker provides as a cue.

The three alternative second arguments consist of the target
argument TA (continuation A in the below example), the
competitor argument CA (continuation Bl below) and an
unrelated completion C which is linked to the first argument
via a different coherence relation. The target argument TA
is indicated to the speaker by bold font. The experimental
condition displaying options A, B1, and C corresponds to the
CA-predictive context, for which a rational speaker should
prefer the unambiguous marker whereas to mark relation A. A
second condition in this experiment consists of continuations
A, B2, and C. This condition corresponds to the TA-predictive
context; here, both while and whereas signal relation TA
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unambiguously, therefore, the choice between them doesn’t
matter in this condition.  Here is an example of the items used
in the pretest.

Pretest 3 item:

I had a very nice lunch with my old friend Chris today. I
haven’t seen him in a long time. Chris loves music: he plays
the saxophone...

Options: while / whereas / specifically
A. ... his wife is a ballet dancer.
Bl. (with competitor) ... he accompanies himself on the
drums.
B2. (no competitor) ... he plays it every evening after dinner.
C. ... heis good at playing jazz.

We also constructed filler items, which had the same format as
the test items, except that the target was continuation B or C.
In the fillers, only one of the provided DCs thus fit the target
continuation. In the example, only while fits continuation B1 and
only specifically fits continuations B2 and C.

The second player was programmed to be a rational listener,
i.e., the simulated hearer would choose continuation A if the
speaker selected the unambiguous connective, and continuation
B if the speaker selected the ambiguous connective. In the
unambiguous condition, the simulated player was programmed
to choose option A for both connectives. The participant received
one point if the guess of the hearer was correct. At the end of
the experiment, bonuses were issued based on the total points.
The bonus system encourages participants to engage more in the
communicative task.

The items were evenly distributed into 12 lists. Each list
contained 10-11 items and fillers. The conditions, discourse
connectives and relation types were fully counterbalanced. The
target continuation was always presented to the speaker as
continuation A, while the other two alternative continuation
were randomly assigned to B and C. The order of the three
discourse connectives was also randomized per participant.

2.4.3.2. Participants
We recruited 180 participants (age range: 19-71; mean age: 34; 99
females) via Prolific under the same criteria as the other studies,
excluding participants who had taken part in the previous pretest.
Participants who chose 4 or more non-matching connectives
were replaced.

The participants were assigned evenly to the 12 lists; each
participant saw 10-11 experimental items and 10-11 fillers.

2.4.3.3. Analysis

We analyzed the data using a Binomial Liner Mixed-Effects
Regression Model (Ime4 implementation in R, Bates et al., 2015),
with connective choice as a response variable and continuation
set as a predictor. The unambiguous DC was coded as 1, and the
ambiguous connective as coded as 0. The models reported below
include random intercepts by participant, as well as random
intercepts and slopes for continuation set by item. Random slopes
by participant had to be removed since they couldn’t be effectively
estimated by the model (their random effects correlation was 1.0).

2.4.3.4. Results

The linear mixed effects analysis reveals a significant effect of
condition (what options are shown as possible continuations)
on connective choice B = 0.560; SE = 0.138 z = 4.049,p <
0.001. This finding is consistent with the results by Yung and
Demberg (2018) and indicates that the presence of a competitor
relation in the alternative options increases the preference for the
unambiguous connective.

Figure 1 compares the results of this pretest with those
from Yung and Demberg (2018). While Yung and Demberg
(2018) found that speakers did not have a preference between
the ambiguous and unambiguous DCs in the no competitor
condition, the results for our new items show a general preference
for the unambiguous DC, even when there is no ambiguity.

2.4.3.5. Discussion

We believe that this discrepancy in results can be attributed
to the differences in the stimuli we use: our stimuli include a
different distribution of ambiguous DCs and their unambiguous
alternatives compared to Yung and Demberg (2018). For
example, the unambiguous DC because, which is a very frequent
marker, is used in our stimuli as the unambiguous option for a
causal relation, but it is not included as an option in Yung and
Demberg (2018). On the other hand, the ambiguous DC while
is frequently used to mark the synchronicity of two continuous
events, while the unambiguous version at the same time as
is much rarer. This highlights the importance of experimental
control over other factors of DC production, such as frequency.

We therefore also included connective identity as a predictor
in the model, and found significant differences between the
connective pairs with respect to how likely the unambiguous
connective was to be chosen by the participants (since: f =
0.905; SE = 0.347 z = 2.609, p < 0.01; while: p = —0.949; SE =
0.320 z = —2.963,p < 0.01). These differences did however not
change the overall effect of the presence of a competitor second
argument on connective choice.

Overall, the pretest results confirm that this set of stimuli
can elicit RSA-like rational DC production, in a language game
setup where the alternative interpretations are restricted. We next
proceed to examine whether similar results can be produced in a
more natural setup, i.e., when the possible interpretations are not
restricted.

3. EXPERIMENT 1: SPEAKER’S CHOICE OF
DCS WHEN THE INTERPRETATIONS ARE
UNRESTRICTED

The objective of this work is to examine whether the
explicit availability of the comprehensible discourse relations—
an artificial situation presented in a language game experiment—
is a crucial factor for speakers to rationally choose a connective.
To this end, in our first experiment, we replace this experimental
design choice by creating an “invisible” set of alternatives
based on the contextual predictions which should lead the
comprehenders to expect a specific discourse relation, even if it
is not explicitly shown. Our goal is to test whether the speaker’s
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FIGURE 1 | Distribution of the proportion of DC choices made by each participant in the language game experiment of Pretest 3 and Yung and Demberg (2018).

preference between an ambiguous and unambiguous DC shows
the same tendency as in the language game experiment,
is observed.

In this experiment, the possible continuations of the discourse
are neither restricted nor explicitly defined—a situation that
resembles natural communication more closely. To assess
the rational account of connective production, it is however
necessary to create a condition where mis-interpretation is
predicted, or not, by the speaker. Such manipulation is achieved
in the language game design by including a competitor or not in
the available interpretations.

Here, we create two contrasting conditions that correspond
to the with and without competitor conditions by manipulating
the preceding contexts without restricting the interpretations, as
described in section 2.1. A context where the target discourse
relation is expected corresponds to the without competitor
condition, as mis-comprehension is less likely. In contrast,
the listener may fail to interpret the target relation when the
competitor relation is contextually expected, and this condition
corresponds to the with competitor condition. Following the
qualitative prediction of RSA, we expect that speakers will choose
the unambiguous connective more often when the preceding
context elicit the expectation of the competitor relation.

3.1. Procedure and Materials

The 62 stimuli described in section 2.1 were split into 15 lists,
each containing 12 stimuli, such that stimuli sharing the same
first argument were never included in the same list. The types
of ambiguous DCs, target discourse relations and experimental
conditions were counterbalanced. Each list also contained 12
filler items which were taken from a total pool of 18 unique
fillers. The items and options were presented to each participant

in random order. The fillers have the same structure as the actual
stimuli, but are always unambiguous. The purpose of the fillers is
to avoid expectation from the participants that there are always
two correct options per question. The fillers also help us in
screening spammers who answer randomly.

The participants were instructed to imagine that they were
reading the sentences to a friend over the phone, but one of the
words was blurred and illegible, and they should choose a word
from the options to replace it.

3.2. Participants

Two hundred and twenty-five native English speakers (age range:
19-70, mean age: 38, 125 females) were recruited via Prolific.ac.
144 of them reside in the U.K, 54 in the U.S. and the rest in
Australia or Canada. They did not take part in any of the pretests.
They took an average of 10 min to finish the task and were
awarded 1.34 GBP for their contribution. 16 workers who had
more than 10% wrong answers (choosing a DC that does not
match the target continuation) were removed and replaced.

3.3. Analysis

We used a binomial linear mixed effects regression model to
analyze the effect of the three contextual conditions on DC
choice. Again, the unambiguous connective was coded as 1 and
the ambiguous connective as 0. Context type was dummy coded,
with the competitor predicting context as the base level. Random
by-participant and by-item intercepts as well as by-item slopes
for the contextual condition were included. We furthermore
included semantic gap and contextual gap, which were estimated
as part of pretests 1 and 2, as covariates in the model, to
account for differences between the items. Responses choosing
the incompatible DCs were not taken into account. Additionally,
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TABLE 3 | Regression coefficients of the binomial linear mixed effects model for
Experiment 1.

Variable B SE z P
Intercept —0.006 0.765 —0.008 0.994
Target-predicting context —0.022 0.118 —0.184 0.854
Neutral context —-0.123 0.128 —0.958 0.338
Semantic gap 1.755 0.694 2.529 0.011*
Contextual gap —0.395 0.786 —0.502 0.616

*0 < 0.05.

we also performed a Bayes Factor analysis using full Bayesian
multilevel models. The Bayesian inferences were done using
Markov Chain Monte Carlo (MCMC) sampling with 4 chains,
each with iter = 6,000; warmup = 1,000; thin = 1; post-warmup =
20,000. The models were implemented using the BRMS package
in R (Buirkner, 2017). We here report results for the default prior,
which is an improper flat prior over the reals. For the effects that
were not found significant in the linear mixed effect model, we
report the Bayes factor expressed as BFy;, indicating the odds for
the null hypothesis HO compared to the H1 based on the data.

3.4. Results

The binomial linear mixed effects regression model showed
no difference between the competitor-biasing context condition
and the target-biasing context condition (8 = —0.022;z =
—0.184,p > 0.05), and also no significant difference between
the competitor-biasing context and the neutral context (8 =
—0.123,z = —0.958, p > 0.05), see also Table 3.

We therefore also ran Bayesian multilevel models. Their
results were consistent with the results of the linear mixed effects
models, and showed no effect of context (target-biasing context:
t = —0.03; 95% CI [—0.26,0.21], neutral context: t = —0.13;
95% CI [—0.39,0.13]). The Bayes Factor (BFy;) comparing the
reduced model without context as predictor (HO) to the model
including context as predictor (H1) is 32.88, indicating very
strong evidence in support of HO.

The lack of effect is also visualized in Figure 2, which
displays the proportion of connective choices in the three
conditions. Excluding the small number of choices of the
incompatible DCs, which can be interpreted as the cases where
the participants were not producing the intended target discourse
relation, the proportion of unambiguous DC choices are similar,
namely 65, 66, and 65% under the target-predicting, competitor-
predicting, and neutral conditions, respectively. In contrast to our
hypothesis, the competitor-predicting condition does not increase
the speaker’s preference to use an unambiguous DC.

We furthermore find a statistically significant effect of
semantic gap on connective choice, see Table 3. Items with a large
semantic gap between the alternative discourse relations result in
alarger proportion of unambiguous DC production compared to
items with a smaller semantic gap.

This effect indicates that the unambiguous connective was
preferred when the unambiguous connective could clearly
not mark the competitor continuation. There was no effect
of contextual gap (this is an expected outcome given that

the contextual conditions do not affect the DC choice). The
interactions between contextual gap and context type [x2(2) =
2,105,p > 0.05], or between semantic gap and context type
[x2(2) = 2.194,p > 0.05] did not improve model fit.

3.5. Discussion

The experiment results suggest that the expectation of the
forthcoming discourse relation to be produced does not affect
the speaker’s choice of discourse connective. This means that
contextual expectation of the competitor discourse relation does
not specifically trigger speakers to use an unambiguous DC
to encode the target relation, while explicitly displaying the
competitor continuation does, as shown in Pretest 3. A possible
explanation would be that people perform RSA-style reasoning
only in a game setting, where (i) meta-reasoning about what the
listener will choose as a coherence relation is encouraged, and
where (ii) reasoning about listener interpretation is facilitated
by explicitly showing the alternative interpretations, i.e., this
inference does not have to be performed by the speaker,
and by rewarding the speaker if the listener would guess
correctly. It is thus possible that this setup encouraged deeper
reasoning about the task, or facilitated learning: when the rational
listener gave a non-target response, the speaker may have used
this feedback to adapt their strategy and subsequently avoid
ambiguous connectives.

We therefore conducted a follow-up experiment in which we
still do not show the alternative possible interpretations by the
listener, but try to encourage meta-reasoning to a similar extent
as in pretest 3.

4. EXPERIMENT 2: INVESTIGATING THE
EFFECT OF EXPERIMENTAL DESIGN

Experiment 1 and pretest 3 yielded different results (pretest 3
was consistent with the RSA hypothesis, while experiment 1
was not). These experiments however differ in two ways: Firstly,
pretest 3 explicitly lists the different listener interpretations,
while experiment 1 manipulates discourse expectations, without
explicitly showing what the discourse expectations are; secondly,
the experiments also differ in terms of setup and instructions,
specifically, the instructions of pretest 3, which ask the participant
to provide the connective cue in order for the listener to
guess the correct second argument, might entice participants
more strongly to perform meta-level reasoning to gain points
in the game, while experiment 1 uses a more naturalistic
situational setting.

Experiment 2 thus aims at teasing apart these two factors.
We do this by designing the instructions to match the
instructions of pretest 3, while still not showing the alternative
listener interpretations to the speaker. A comparison between
experiments 1 and 2 will then allow us to investigate whether
the lack of effect in experiment 1 can be attributed to the
difference in study instructions. To this end, we run the first
half of the experiment just like pretest 3, thus providing the
participants with training and the mindset of pretest 3. We then
add a novel condition in the second half of the experiment. In
this novel condition, the speaker sees three alternative listener
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TABLE 4 | An example of a stimulus in various conditions.

1. Preceding context:

Target-predicting condition2"2%

Competitor-predicting condition2"2W

Neutral conditionP31:2m2w

Chris is a professional artist
and so is his wife. However, his
talent is very different from hers:

musician who can play two instruments

| am going to the music festival with
my friends next week. | look forward
to the particular performance by a

| had a very nice lunch with
my old friend Chris today.
| haven’t seen him in a long

time. Chris loves music:

at the same time:

2. Core stimulus: first argument and connective choices P31:2"2W;

he plays the saxophone

(while / whereas / and specifically,) ...

(while=ambiguous DC, whereas=unambiguous DC, and specifically=incompatible DC)

3. Target and alternative continuations:

No competitor conditionP32m2w

With competitor conditionP32¥

Blinded condition’2™2%

between semantic A. his wife is a ballet dancer...
B2. he plays it every evening

after dinner...

C. heis good at playing jazz...

A. his wife is a ballet dancer...
B1. he accompanies himself on

C. he is good at playing jazz ...

A. his wife is a ballet dancer...
B. AINNEEEEEEEER

the drums...

C. AiNNEEEEEEEEN

For comparison, experiments including the corresponding conditions are indicated: p3, Pretest 3; 1, Experiment 1, 2n, Experiment 2 (no pragmatic exposure); 2w, Experiment 2 (with

pragmatic exposure).

interpretations, but only one of them (the target) is readable,
while the other two are blinded, see bottom right cell in
Table 4. In experiment 2, we again use the three contexts (target-
predicting, competitor-predicting and neutral), and balance them
across all conditions. Note though that we do not expect an
effect of context in the first half of the experiment—here the

listener interpretations are shown explicitly and hence overrule
any expectations about listener inferences. We do however expect
an effect of context in the second half of the experiment, where
the alternative continuations are not readable and hence need to
be “instantiated” by the speaker based on the predictions derived
from the context.
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In summary, the most interesting part of the second
experiment is its second half: here, the participants have all the
instructions and experience just like in pretest 3, but cannot see
the alternative continuations, like in experiment 1.

In addition, we want to evaluate how the language game
experience in the first half would affect people’s performance
under the blinded-continuations-condition. Specifically, do
people consider the potential risk of ambiguity in the connective,
if they haven’t seen any effects of ambiguity earlier? And do
people adapt their choice based on feedback during the first
half of the experiment, such that an incorrect guess by our
rational listener may entice the speaker to subsequently prefer
the unambiguous connective. To test whether there is such an
effect of language game experience, we therefore introduce two
training conditions in the first half of the experiment: in the
one condition, the alternative continuations explicitly shown
to the participants include competitor continuations, and the
feedback is from the rational listener, just like in pretest 3, while
in the other condition, the participants never see any competitor
continuations in the first half, and feedback comes from a literal
listener, thus avoiding to give feedback that may specifically
encourage rational behavior.

This study will help to shed light on the effect of task
formulation on rational reasoning effects in experimental studies.

4.1. Materials

We again use the materials as described in section 2, but add a
blinded condition. The blinded condition is designed to resemble
the situation where the possible discourse continuations are
unlimited, because it does not provide any information of the
alternative continuations. Table 4 provides an overview of the
conditions of all experiments.

4.2. Procedure

The experiment is based on the language game design used
in Pretest 3 (section 2.4.3) that manipulates the alternative
continuations, except for the following modifications:

1. Instead of using the neutral context in all items, target-
predicting and competitor-predicting contexts are also included
as experiment conditions, and are counterbalanced with the
no and with competitor conditions.

2. Each task to be finished by one participant is divided into
two halves. In the first half of the task, the alternative
continuations are always shown to the participants. For half
of the participants, the setup is the same as in pretest 3, for
the other half, only the unambiguous condition is included,
in which there is never a competitor second argument. In the
second half of the task, however, only the target continuation
is shown, and the alternative continuations are blinded,
i.e., NOT readable to the participants. An example is shown
in the bottom right corner of Table 4.

3. Each task is implemented in two different versions, which
we call the with and without pragmatic exposure versions
respectively. The two versions differ in whether the with
competitor condition is included or not. In the first half of

the with pragmatic exposure version, half of the stimulus items
have a competitor in the given alternatives, just as in Pretest
3, while in the without pragmatic exposure version, there are
never competitors in the alternative continuations.

To summarize, the first half of the with pragmatic exposure
version is a 3 x 2 design (target-predicting/competitor-
predicting/neutral by with competitor/no competitor), while
the first half of the without pragmatic exposure versionisa 3 x 1
design (3 contextual conditions by no competitor). The second
halves of both versions also have 3 conditions (3 contextual
conditions, with blinded continuations).

Note that the feedback provided by “Player 2” (the listener) is
also programmed differently in the two versions. “Player 2” of the
with pragmatic exposure version reasons about Player 1’s choices
and answers rationally, while “Player 2” of the without pragmatic
exposure version will correctly guess the target as long as it’s
compatible with the chosen connective. Although the alternative
continuations are blinded, the guesses made by “Player 2” are
shown to the participants as feedback. In the without pragmatic
exposure version, “Player 2” never guesses a competitor while
in the with pragmatic exposure version, a competitor is always
returned as a feedback whenever an ambiguous DC is chosen. An
overview of the experimental design is provided in Table 5.

With the restriction that each participant does not see the
same first argument more than once, the 62 stimuli with
counterbalanced contextual and alternative conditions were
divided into 60 lists of 31 items each, following the task structure
described above. Each half of the task contained 12-13 active
stimuli and 2-3 fillers, which were randomly shuffled for each
participant within each half of the task. The rest of the procedure
is similar to the setup of Pretest 3. The participants were given
the same instructions, except that they were also informed that
the alternative continuations would be blinded in the second half
of the task.

4.3. Participants

Nine hundred native English speakers (age range: 19-85, mean
age: 35, 536 females) were recruited on Prolific.ac, and were
randomly assigned to the with and without pragmatic exposure
groups. Six hundred and eighty eight of them reside in the U.K,
156 in the U.S. and the rest in Canada, Ireland, Australia or
New Zealand. They did not take part in any of the pretests nor
Experiment 1. They took an average of 21 min to finish the task
and were awarded 1.8 GBP plus and average of 1 GBP bonus
for their contribution. Workers who had more than 15 wrong
answers were removed and replaced!.

4.4. Analysis
The experimental design of experiment 2 allows us to address
several questions.

1. Isthere an effect of contextual constraint on connective choice
in the setting with blinded continuation alternatives? For

' A wrong answer refers to a DC that does not match the target continuation, so
both the ambiguous and unambiguous DCs are considered correct, even in cases
where it results in a wrong guess.
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TABLE 5 | Task structure of Experiment 2.

With pragmatic exposure version

Without pragmatic exposure version

1st 12-13 stimuli: the target continuation matches both the ambiguous and unambiguous DCs

half Contextual condition: target-predicting / competitor-predicting / neutral (counterbalanced)

Alternatives: no / with competitor (counterbalanced)
Rational feedback: “Player 2” guesses the competitor
continuation if the ambiguous DC is chosen under with

competitor condition, otherwise literal feedback.

Alternatives: no competitor only

Literal feedback: “Player 2” guesses

the target continuation if either the
ambiguous or unambiguous DC is chosen.

2-3 fillers: the target continuation matches the incompatible DC only

Contextual condition: randomly assigned per item; alternatives: no competitor only

Literal feedback: “Player 2" (correctly) guesses the target if the “incompatible” DC is chosen.

2nd 12 stimuli: the target continuation matches both the ambiguous and unambiguous DCs

half Contextual condition: target-prediting/ competitor-predicting/neutral (counterbalanced)

Feedback biasing the unambiguous DC: “Player 2”
guesses the competitor continuation whenever the

ambiguous DC is chosen.
The guesses are unblinded and displayed.

Literal feedback: “Player 2” guesses the
target continuation if either the ambiguous
or unambiguous DC is chosen.

The guesses are unblinded and displayed.

2-3 fillers: the target continuation matches the incompatible DC only

Contextual condition: randomly assigned per item; alternatives: blinded

Literal feedback: the guesses are unblinded and displayed

this, we analyse the data from the second half of the second
experiment.

2. Does the result from the pretest 3 replicate? We can test this
based on the first half of the experiment.

3. Does the experimental task formulation play a major role
in connective choice? For this, we will analyse the rate of
unambiguous connectives inserted in the first vs. second half
of experiment 2, and vs. experiment 1.

4. Finally, we can investigate the effect of pragmatic experience
on connective choice: comparing the with pragmatic exposure
vs. without pragmatic exposure settings from experiment 2
will allow us to quantify the effect of the language game
experience, such as feedback, on communicative success.

For each of these questions, we will analyse different subsets
of the data using linear mixed effects regression models in R,
as described above. The full random effects structure is used
whenever convergence is achieved. When a smaller random
effects structure had to be chosen, this will be reported with
the specific model. In all analyses, we only consider instances
where the participant chose the ambiguous or the unambiguous
connective. Cases where the incompatible DC was chosen are
ignored in the analysis (this happened only in 3% of cases).

4.5. Results

4.5.1. Effect of Context in Blinded Condition

Our first analysis tests for the main effect of interest:
whether discourse connective choice is affected by whether the
context is target-predicting or competitor-predicting, when the
alternative continuations are not explicitly shown. According
to the RSA hypothesis, a rational speaker should prefer the
unambiguous connective more strongly in the competitor-
predicting condition. The information that the speaker has

in this setting is identical to the information available in
experiment 1, but this time, the task formulation and instructions
are comparable to pretest 3, and participants have already
experienced the task with visible alternative continuations during
the first part of the experiment. We thus here analyse the second
half of the experiment, where the alternative continuation are
blinded, and collapse across exposure type (with vs. without
pragmatic exposure). Random slopes by participant had to be
removed since they couldn’t be effectively estimated by the model
(their random effects correlation was 1.0). A binomial mixed
effects analysis with connective choice as a response variable and
context type as a predictor variable shows no significant effect of
context type (target-predicting context: 8 = 0.050, z = 0.644,
p > 0.05; neutral context: 8 = 0.061, z = 0.840, p > 0.05). We
therefore also performed a Bayes Factor analysis with Bayesian
multilevel models. The same settings as Experiment 1 were used,
except that the number of iterations was increased (4 chains x iter
=10,000; warmup = 1,000; thin = 1; post-warmup = 36,000) due
to increased data size, such that the Bayes Factor analysis could
converge. In line with the glmer model, the Bayesian multilevel
model also shows no effect of context type (target-biasing context:
t = 0.03; 95% CI [—0.13,0.19], neutral context: t = 0.04;
95% CI [—0.11,0.19]). The Bayes Factor (BFp;) comparing the
reduced model without context as predictor (HO0) over the model
including context as predictor (H1) is 368, indicating very strong
evidence for HO. The value of BFy, is thus about 10 times larger
than the BF; we obtained in Experiment 1. We think that this
can be explained by the much larger number of observations in
experiment 2 (10, 834 observations from 900 workers vs. 2,741
observations from 225 workers).

The mean rate of unambiguous connectives is at 74% both
in the target-predicting context condition and the competitor-
predicting context condition. Again, we find a statistically
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TABLE 6 | Regression coefficients of the logistic linear mixed effects model
including the responses from the blinded conditions (second half) of Experiment 2.

Variable B SE z P
Intercept 0.731 0.715 1.023 0.306
Target-predicting context 0.050 0.078 0.644 0.520
Neutral context 0.061 0.073 0.840 0.401
Semantic gap 1.958 0.658 2.974 < 0.003**
Contextual gap —0.978 0.738 —-1.325 0.185

*p < 0.01.

TABLE 7 | Regression coefficients of the logistic linear mixed effects model
including the responses from the first half of Experiment 2.

Variable B SE z p
Intercept 0.904 0.143 6.303 < 0.001***
With competitor 0.446 0.075 5.974 < 0.001**
Target-predicting context 0.001 0.068 0.010 0.992
Neutral context —0.061 0.065 —0.940 0.347

*p < 0.001.

significant effect of semantic gap on connective choice, and
no effect for contextual gap (see Table 6). These findings are
consistent with experiment 1, but inconsistent with highly
rational connective choice. We note that the overall rate of
unambiguous connectives in this experiment is substantially
higher than in experiment 1; we will analyse the effects of
experimental design in more detail in section 4.5.3.

4.5.2. Replication of Pretest 3

We next analyse the data from the first half of the experiment.
The setup here is identical to pretest 3, except that all three
different contexts are included, not just the neutral context.
We do however not expect any difference between the context
conditions, as the possible alternative interpretations of the
hearer are shown explicitly. If the contextually predicted
alternative is not presented among the alternative continuations,
we do not expect this alternative to affect connective
choice. However, we do expect to replicate the effect of
competitor presence among the explicitly shown alternatives on
connective choice.

A binomial linear mixed effects model (see also Table 7)
showed a statistically significant effect of competitor presence
among the explicitly shown alternatives (8 = 0.446, z =
5.974, p <0.001), in line with pretest 3. As expected, we do
not find a significant effect of either context condition (8 =
0.001, z = 0.010, p > 0.05) for the target-predicting context
compared to the competitor-predicting context, and (8 = 0.061,
z = —0.940, p > 0.05) for the neutral context compared to
the competitor-predicting context when alternative completions
are shown.

4.5.3. Comparison Across Experimental Designs
Table 8 provides an overview of the proportion of instances
where participants chose an unambiguous DC instead of an

ambiguous DC across the different experimental designs in this
study. (Cases were participants selected an incompatible DC are
not counted in the table.)

We ran a binomial linear mixed effects model with connective
type as the response variable and experimental design (with vs.
no competitor vs. exptl vs. blinded with pragmatic exposure
vs. blinded without pragmatic exposure) as the predictor
variable; the blinded without pragmatic exposure condition
was used as the baseline condition, to test whether results are
significantly different from the pretest 3 setting or the setting
from experiment 1.

First, we found that there are significantly more insertions
of unambiguous connectives in the blinded condition with
pragmatic exposure, compared to no pragmatic exposure
(B = 0178, z = 2.798, p < 0.01). This means that
experience with ambiguity in the first half of the experiment
does affect participants’ connective choices, such that they are
more likely to choose unambiguous connectives subsequently.
It is possible that this effect is the result of learning from
unsuccessful communication during the experiment (i.e., where
the comprehender chose a competitor completion)

As expected, there is an even stronger effect for the with-
competitor condition, where the competitor interpretations are
shown explicitly (8 = 0.226, z = 2.789, p < 0.01), compared to
the blinded no pragmatic exposure baseline.

We also find a graded effect in the other direction: there are
significantly fewer insertions of unambiguous connectives in the
no-competitor condition, where the alternatives are explicitly
limited to non-confusable options (f = —0.180, z = —3.063,
p < 0.01, see also Table9); people choose unambiguous
connectives less often when they know that the alternatives don’t
include any instances which would lead to misunderstandings.

Furthermore, we also see that there is an even lower
rate of unambiguous connectives in the experiment 1 design
(B = —0472, z = —5.030, p < 0.001, compared to the
blinded condition). This indicates that, even though the same
information is available to the speaker in both cases, there is
an influence of experimental task: participants are more aware
of the existence of interpretation alternatives on the side of the
hearer in the blinded setting, and therefore are also aware of
the risk of misunderstanding, which leads them to prefer the
unambiguous connective.

These results hence reveal a graded effect of restriction on
alternative interpretations: when the possible interpretations
are not limited, the speaker will use more precise DCs
than in situations where the alternatives are limited to non-
confusable relations; the speaker is sure that the listener won’t
misunderstand. When a confusable interpretation is explicitly
included in alternatives, the speaker will, in turn, be more
aware that a misunderstanding is possible, compared to when
interpretations aren’t explicitly provided. As the difference
between the with and without pragmatic exposure conditions
shows, participants’ previous experience in the gamified task
affects their choice. They are more aware of the chance
of mis-interpretation if they have previously seen confusable
alternatives in the “training phase,” or even received some
corrective feedback.
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TABLE 8 | Mean unambiguous DC proportion per participant under various conditions in Experiment 1 and 2.

Exp. 2: with pragmatic exposure Exp. 2: without pragm. exp. Exp. 1
No With Blinded No Blinded Unknown

competitor competitor (second half) competitor (second half)

(first half) (first half) (first half)
Overall 70% 77% 75% 70% 72% 64%
Target
-predicting 71% 78% 75% 70% 72% 65%
Competitor
-predicting 71% 77% 75% 68% 73% 65%
Neutral 69% 76% 74% 71% 72% 63%

TABLE 9 | Regression coefficients of the logistic linear mixed effects model
including the responses from Experiment 1 as well as both halves of Experiment 2.

Variable B SE z P
Intercept 1.212 0.155 7.834 < 0.001"*
Expt-1 —0.472 0.094 —5.030 < 0.001**
Blinded (with prag. exposure) 0.178 0.064 2.798 < 0.01*
No competitor —0.180 0.059 —3.063 < 0.01*
With competitor 0.226 0.081 2.789 < 0.01*

The base level of the predictor variable is the blinded condition of the without pragmatic
exposure version of Experiment 2. **p < 0.01,**p < 0.001.

4.6. Summary and Discussion

Summarizing the results of Experiment 2, we found that
contextual expectation of a competitor discourse relation does
not have the same effect as presenting it explicitly as a possible
continuation. These findings replicate the results of experiment
1. We therefore conclude that the lack of effect in experiment
1 cannot be attributed to the instructions of the task, but rather
to the not explicitly listing the alternative listener interpretation
options. It is possible that it is too difficult for the speaker to
reason about the discourse expectations that the context raises
for the listener.

The empirical results we found here are thus not consistent
with our expectations based on the rational speech act model:
while we had expected to find an effect of discourse relation
expectation on connective choice, similar to the effect found in
pretest 3, we were not able to detect any such effect, and in
fact, our Bayesian Factor analysis indicates that the data strongly
support the null hypothesis.

The argument we made here is based on a qualitative
prediction of the RSA theory, and qualitative results from our
empirical data. As the RSA framework is capable of making
quantitative probabilistic predictions, it would be possible to also
test more exact quantitative predictions. The required ingredients
include the prior distribution of the salience of a relation based
on the biasing contexts, which serves as the literal listener model
(Equation 3) and a function that defines the production cost
of a given DC (Equation 2). Both measures could be obtained
empirically in separate experiments.

We assume that the production costs do not vary across
experimental conditions, and the main driving factor of the
effect would be the discourse relation inferences of the listener

after having perceived the connective. Based on our prestest 2,
we believe that our experimental manipulation was effective in
changing comprehender interpretations, and that there would
thus be a substantial difference between context conditions also
in an experiment that collects this prior probability more directly.
However, given the lack of even a qualitative effect in our data,
even when we used a very large number of participants in
experiment 2, we think that it is not very promising to proceed
to a more quantitative comparison at this point.

The comparison of experimental designs provided evidence
that gamified elements such as the explicit listing of alternatives,
and experience with the task induce participants to choose an
unambiguous connective more often. These results thus indicate
that gamification of the task affects rational reasoning and
thereby the results of the RSA study.

5. OVERALL DISCUSSION AND
CONCLUSION

The RSA model states that speakers reason about the
interpretation of the listener and weigh the cost of an utterance
against its utility in avoiding misunderstandings. According
to this theory, it is predicted that when the listener is likely to
confuse an intended discourse relation with another relation, the
speaker should avoid the (albeit temporary) misunderstanding
by using a more informative utterance, by using a DC that signals
the target relation more exclusively. Following the success of
predicting human behavior in a variety of language processing
tasks, such as the production of referring expressions, the
RSA account had also been shown to make correct qualitative
predictions on the speaker’s choice of DCs in an language game
experiment by Yung and Demberg (2018). Language games of
this kind are widely used to explore pragmatic inferences in
contexts because they allow precise manipulation by explicitly
displaying the a set of listener interpretations to the speaker.

The current study set out to test RSAs prediction on
discourse relation production using a methodology of improved
ecological validity by removing the explicit statement of what the
interpretations of the listener might be. Instead, manipulation
on the preceding context is used to elicit discourse expectations,
which either match or do not match with the target discourse
relation to be conveyed by the speaker. We hypothesized that a
situation where a confusable discourse relation is highly expected

Frontiers in Psychology | www.frontiersin.org

130

May 2021 | Volume 12 | Article 660730


https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles

Yung et al.

Rational Production of Discourse Connectives

in context will lead to similar increased demand in choosing a
suitable connective to avoid temporary misinterpretations by
the listener.

Experimental results show that the context manipulation is
successful in that the connective marking the target relation is
inconsistent with the expected relation and can hence help to
correct listener expectations early on.

However, our experiment 1, which did not explicitly show the
discourse expectations, reveals that, contrary to our hypothesis,
the preference to produce a particular discourse relation with
a specific, unambiguous DC does not depend on whether the
target relation or other competing relations are expected. Further
experiments, using a modified language game design, confirms
that the contextual expectation of a competitor discourse relation
does not affect the production of the DC.

We however did find that participants use more informative
utterances when the listener’s interpretation is unrestricted
than when the interpretations are restricted to non-confusable
alternatives. That is, when the listener can see that there is no risk
of misinterpretation, they do not use unambiguous connectives
as much, but also use ambiguous ones (which in this context, in
fact are also unambiguous). These results indicate that people
do reason about the listener’s interpretation, consistent with
earlier findings, but only when the interpretation alternatives
are easily accessible. Our results are consistent with an account
according to which speakers adopt general strategies, instead of
reasoning about each case, in line with earlier results by Vogels
et al. (2020). One such strategy that we observed here was to
more often choose unambiguous connectives, if ambiguity had
been experienced earlier in the study.

How can the absence of any effect of contextual expectation
be explained? We see two possible options:

a) inferring discourse expectations and reasoning about them is
too difficult, therefore participants don’t do it (i.e., they only
engage in reasoning when the discourse expectation inference
step is done for them by the experimental design).

b) they do infer discourse expectations and reason about listener
interpretations, but feel that it’s not necessary to disambiguate
the relation as the content of the second argument of the
relation will eventually lead to full disambiguation anyway.

Regarding option (a), lets first take a step back: the RSA
crucially states that speakers reason about the interpretation
of the listeners in order to maximize the informativeness
of the utterance. An underlying assumption is that they are
equipped with the necessary resources, such as computational
resources and background knowledge, to do so. Communication
of concrete meanings, such as reference to particular objects or
numerical quantities, have been extensively studied in existing
work. Oftentimes, the alternative interpretations from the point
of view of the listener were also directly available to the speaker
in those studies, consider for instance referring expression
generation. In the main experiment, the subjects had to do
another level of inference: to rationally select an informative
connective, they would have to reason about what the listener
would expect. These discourse expectations are not only abstract
concepts (which may be more difficult to juggle in memory), but

they also are not present in the visible context of the interaction.

The results from Yung and Demberg (2018) and pretest 3
demonstrate that speakers can choose connectives in order to
avoid misinterpretations on the side of the listener, pretest 2
further demonstrated that the stimuli do give rise to expectations,
and earlier work has provided ample evidence that listeners
generate discourse expectations during comprehension (Sanders
and Noordman, 2000; Rohde et al., 2011; Canestrelli et al., 2013;
Rohde and Horton, 2014; Xiang and Kuperberg, 2015; Scholman
et al, 2017; Van Bergen and Bosker, 2018; Schwab and Liu,
2020; Kohne-Fuetterer et al., 2021). However, there is no direct
evidence that speakers also simulate the discourse expectations
that listeners would generate.

The RSA theory does not provide explicit limits or definitions
as to when a speaker reasons about a listener, and for what
linguistic phenomena or under which situational circumstances
this reasoning would be too effortful. In fact, a common criticism
of RSA (and Gricean pragmatics) is that it falls short in explaining
speaker productions: utterances are sometimes longer than they
need to be, underinformative or ambiguous (Engelhardt et al.,
2006; Gatt et al, 2013; Baumann et al., 2014; McMahan and
Stone, 2015), and speakers also sometimes fail to take listener
perspective into account when generating referring expressions
(Horton and Keysar, 1996; Lane and Ferreira, 2008; Yoon et al.,
2012).

These findings have lead to discussions as to whether speakers
really always behave rationally, and more specifically, whether
speakers reason about listeners in all cases, and how many levels
of recursion in reasoning should be considered (Degen and
Franke, 2012; Franke and Degen, 2016) (in most previous models,
the default is set to 2 levels of recursion). Yuan et al. (2018)
explored these questions in the context of reference games and
found that pragmatic listeners and speakers always outperform
their literal counterparts and that model performance becomes
more accurate as more levels of recursion are assumed.

Yuan et al. (2018) also explored the effect of limiting the
number of considered alternatives, and found that this does not
detrimentally affect model results (in fact, it improves model
fit). Note that the results found in the present experiment do
not require a large number of alternatives: strictly speaking,
even reasoning about the top-1 alternative from the point of
view of the listener would be sufficient to elicit an effect of
context on discourse connective choice. Also, the number of
levels of recursion depth required in the reasoning in our
experiment is not large—default 2-level recursion would be
sufficient. Therefore, those prior concerns do not explain why we
fail to find an effect here.

In summary, while it is well-known that there can be
differences between individuals as to how deeply they engage in
the reasoning process, there has previously been little discussion
with respect to the potential differences in cognitive difficulty of
making a single reasoning step. Our study hence sheds light on a
potential additional source of limitation with respect to reasoning
about the interlocutor, outside of recursion depth of the number
of alternatives that need to be considered.

Option (b) is a possible criticism for the design in experiment
1, in particular if dropping the assumption of incremental RSA.
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However, if this was the determining factor of why there was
no difference between the context conditions, we should have
seen an effect of context in the blinded conditions in the second
part of experiment 2: in this setting, people were very aware
that the task of their listener was to guess the second argument,
so not providing a helpful hint for that guess would be pretty
non-cooperative. Therefore, the outcome of experiment 2 doesn’t
seem compatible with this explanation.

In terms of methodological contribution, we found that the
widely used gamified experimental design substantially affects
results, even in a setting where the experimental items are the
same. We designed an experimental structure that tests the
speaker’s DC production in relation to different levels of guidance
of pragmatic reasoning. Minimum guidance was provided in
Experiment 1: the speaker did not know if the communication
was successful or not, as no feedback was given. Maximum
guidance is provided in the previous work by Yung and Demberg
(2018) and the first half of the with pragmatic exposure version
of Experiment 2: the speaker learns that the listener might guess
the competitor relation if the utterance is not specific enough.
An interesting condition between these two extremes was the
blinded condition in the second half of experiment 2. Here,
the task is identical to the maximum guidance setting, but the
knowledge available to the speaker is identical to the minimum
guidance setting. Here, we see a generic increase in the use of
unambiguous connectives compared to the minimal guidance
setting, but no condition-specific increase as would have been
expected according to the RSA.

We therefore conclude that gamification of the task, which
encourages reasoning about alternatives, boosts RSA-consistent
behavior. However, it remains unclear to what extent the
findings from a language game actually represent people’s normal
language production. One direction for future work is thus to
validate RSA-styled production and interpretation outside the
assumption of a toy world for other phenomena.

We think that alternative experimental designs should be
explored, which seek for free production of utterances given a
manipulated prompt or situation, such as a story generation task
given a sequence of pictures. While such a free production task is
much closer to naturalistic language use, it is not trivial to elicit
specific discourse relations and closely control the experimental
conditions in such a design. However, given enough data, it is still
possible to collect a distribution of intended discourse relations
and the corresponding connectives. Crowd-sourcing could be
an effective way to collect such a database, as the additional
noise introduced through the less controlled experimental design
might be counter-weighed by a larger number of participants.

Furthermore, the results of this experiment lead us to the
question of what it takes for the speaker to engage in reasoning
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A Rose by Any Other Verb: The Effect
of Expectations and Word Category
on Processing Effort in Situated
Sentence Comprehension

Les Sikos*, Katharina Stein and Maria Staudte

Language Science and Technology, Saarland University, Saarbriicken, Germany

Recent work has shown that linguistic and visual contexts jointly modulate linguistic
expectancy and, thus, the processing effort for a (more or less) expected critical word.
According to these findings, uncertainty about the upcoming referent in a visually-situated
sentence can be reduced by exploiting the selectional restrictions of a preceding word
(e.g., a verb or an adjective), which then reduces processing effort on the critical word
(e.g., a referential noun). Interestingly, however, no such modulation was observed in
these studies on the expectation-generating word itself. The goal of the current study is
to investigate whether the reduction of uncertainty (i.e., the generation of expectations)
simply does not modulate processing effort-or whether the particular subject-verb-object
(SVO) sentence structure used in these studies (which emphasizes the referential nature
of the noun as direct pointer to visually co-present objects) accounts for the observed
pattern. To test these questions, the current design reverses the functional roles of nouns
and verbs by using sentence constructions in which the noun reduces uncertainty about
upcoming verbs, and the verb provides the disambiguating and reference-resolving
piece of information. Experiment 1 (a Visual World Paradigm study) and Experiment
2 (a Grammaticality Maze study) both replicate the effect found in previous work (i.e.,
the effect of visually-situated context on the word which uniquely identifies the referent),
albeit on the verb in the current study. Results on the noun, where uncertainty is reduced
and expectations are generated in the current design, were mixed and were most likely
influenced by design decisions specific to each experiment. These results show that
processing of the reference-resolving word—whether it be a noun or a verb—reliably
benefits from the prior linguistic and visual information that lead to the generation of
concrete expectations.

Keywords: processing effort, expectations, situated surprisal, visual world paradigm, language comprehension,
referential uncertainty, grammaticality maze, pupillometry
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Sikos et al.

Expectations and Word Category

1. INTRODUCTION

Recent language processing literature converges on establishing
a predictive mechanism in which expectations about upcoming
words can be determined by both linguistic and visual contexts.
On the one hand, word expectancy, as derived from the linguistic
context, has been shown to reliably correlate with processing
effort, i.e., more predictable words are easier to process (e.g.,
Kutas and Hillyard, 1980; Federmeier et al., 2007; Van Berkum
et al., 2007; Demberg and Keller, 2008; Smith and Levy, 2013).
On the other hand, more recent work has shown that the visual
context can also influence linguistic expectancy and, for instance,
reduce the processing effort for a word when the co-present
scene enables very clear and concrete predictions for that word
(Ankener et al., 2018; Tourtouri et al., 2019; Staudte et al., 2021).

For example, Ankener and colleagues examined two critical
regions in German stimulus sentences in order to investigate
the chain of processing from generating an expectation, to the
downstream effects of that expectation. A sentence such as Die
Frau verschiittet jetzt das Wasser (“The woman spills now the
water”) was accompanied by a visual scene depicting four objects,
some of which were “spillable.” The two regions of interest within
the sentence were: (a) the verb (e.g., verschiittet, “spills”), where
linguistic expectations for upcoming spillable object nouns were
generated, and (b) the sentence-final noun (e.g., Wasser, “water”)
whose expectancy varied depending on whether one, three, four,
or none of the depicted objects could be spilled. To analyze eye
movements, new inspections of the target object were extracted
during the verb region (i.e., before the target was mentioned). Eye
movements indicated that participants were more likely to shift
their attention to the target when it was the only spillable object in
the display, than when there were three or four spillable objects.
Although these results did not distinguish anticipation strength
between three and four potential target objects, they do provide
evidence for listeners strong(est) anticipation of the target
when it was the only object that matched the verb’s selectional
restrictions. This suggests that uncertainty about the upcoming
referent was reduced by exploiting linguistic knowledge about the
verbal restrictions. Results further showed that processing effort
at the object noun, as measured by the pupillometric Index of
Cognitive Activity (ICA, Marshall, 2002; Ankener et al., 2018)
and electrophysiological measures (Staudte et al., 2021), was
higher when more spillable objects were co-present. In contrast,
the object noun was easiest to process when no other spillable
competitors were co-present, and thus the object noun was most
predictable. These results demonstrate that processing effort is
directly influenced by both visual and linguistic contexts, which
together modulate visually-situated expectations.

Other work further suggests that words which reduce
uncertainty about upcoming linguistic continuations require
greater processing effort than words that do not reduce
uncertainty (Frank, 2013; Hale, 2016; Linzen and Jaeger, 2016;
Maess et al, 2016). Linzen and Jaeger (2016) revealed, for
instance, that a word which reduces the uncertainty about
possible continuations elicits longer reading times. Maess
et al. (2016) measured magnetoencephalography (MEG) while
participants listened to simple German sentences in which the

verbs either constrained expectations for a particular noun or
not (e.g., Er dirigiert/leitet das Orchester, “He conducts/leads
the orchestra”) and found that more constraining verbs (e.g.,
dirigiert, “conducts”) elicited greater processing difficulty, as
reflected in larger N400 amplitudes, than unconstraining verbs
(e.g., leitet, “leads”). Moreover, when a noun (e.g., “orchestra”
followed a constraining verb, the noun elicited a reduced N400
relative to the same noun following an unconstraining verb,
indicating that it was easier to process. This pattern of effects
was interpreted as “trade-off” in processing effort between the
moment at which a prediction is made and a later point
in time when the prediction is cashed out. Although Maess
et al. (2016) attribute this difference in processing cost to
the constraining word preactivating semantic features of the
upcoming predictable noun, the effect is also consistent with
the reduction of uncertainty. Lastly, similar trade-off effects,
but in the P600 component, were found by Ness and Meltzer-
Asscher (2018) and attributed to pre-updating, a mechanism
thought to reflect an early integration of the predicted upcoming
verb argument.

Interestingly, however, neither measure of processing
difficulty in Ankener et al. (2018) or Staudte et al. (2021)
indicated a modulation of processing effort at the verb itself,
despite the fact that the verb reduced uncertainty about
upcoming referents to a greater or lesser extent depending on
the visual context. This is somewhat surprising given the results
of previous work indicating that more constraining words/verbs
elicit greater processing effort than unconstraining words/verbs
(Frank, 2013; Hale, 2016; Linzen and Jaeger, 2016; Maess et al.,
2016; Ness and Meltzer-Asscher, 2018). In contrast, Ankener
and colleagues interpreted their findings as an indication that
processing effort at the predictive stage (i.e., at the verb) was
simply not affected by the amount of (referential) uncertainty
that can be reduced at the verb and that this might be specific to
the situated and referential nature of expectations.

An alternative explanation for the findings of Ankener and
colleagues is that the particular word categories used in their
stimuli contributed to the pattern of null effects found at the
verb and significant effects found at the subsequent noun. More
specifically, the linear order of words in Ankener et al. (2018) and
Staudte et al. (2021)—in which participants first encountered the
verb and then the noun—may have emphasized the referential
aspects of the object noun. That is, while nouns in general can be
thought of as direct pointers to objects in the world, this function
receives particular emphasis when the noun is used to uniquely
disambiguate a reference and, consequently, to decode the entire
sentence proposition. The verb, in contrast, does not index
the displayed objects as directly, and therefore may not strictly
exclude objects that do not fit the verb’s selectional restrictions.
This difference could potentially explain the lack of effects found
at the verb.

Thus, the goal of the current study is to disentangle two
potential explanations for these previous findings: (1) Is it
the case that the generation of expectations—and the resulting
reduction of referential uncertainty—simply does not modulate
processing effort, as suggested by Ankener and colleagues? Or (2)
can the lack of effects found at the verb in these previous studies
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be better explained by differences in the referential function
of nouns and verbs and their linear order of occurrence? We
address these questions in two visually-situated experiments that
each employ a common German construction in passive voice
wherein the mention of the object noun is followed by a past
participle form of the verb. This construction allowed us to
reverse the linear order of the object noun and the verb, such
that the noun now serves to reduce (some) uncertainty while
the subsequent participle provides the necessary information for
uniquely identifying the target scene/object in the display.

Experiment 1 is similar to Ankener et al. (2018) in that
it employs a visual world paradigm design and assesses
pupillary measures of processing difficulty: auditory sentences
are presented while listeners view scenes depicting actions being
performed on objects. Experiment 2 uses a more exploratory
design in which participants preview the same scenes as in
Experiment 1, but processing difficulty is assessed via word-by-
word reading times in the Grammaticality Maze (G-Maze) task
(Forster et al., 2009).

Crucially, both experiments find a similarly graded effect of
visually-situated context on the word which uniquely identifies
the referent (i.e., the verb in the current design). These findings
replicate the effect found at sentence-final nouns in Ankener et al.
(2018) and Staudte et al. (2021). The results of Experiment 1
are also consistent with Ankener and colleagues in that we find
no modulation of processing effort (as indexed by ICA) on the
word where expectations are first generated (i.e., the noun in
the current design). In contrast, Experiment 2 also reveals a
significant effect at the noun. This combined pattern of effects
in Experiment 2 is consistent with Maess et al. (2016) and
may, among other things, reflect a trade-off in processing effort
between expectation generation and reference resolution.

2. EXPERIMENT 1: PUPILLOMETRIC
MEASURE OF NOUN AND VERB
PROCESSING

The primary goal of Experiment 1 was to investigate whether
the expectedness of a verb, as modulated by a co-present visual
referential context, predicts processing effort at that verb. In
addition, we also examined whether processing effort at the
prediction-generating object noun was modulated by the degree
to which the noun reduced uncertainty about the upcoming
verb. Following Ankener et al. (2018), we assessed processing
effort using ICA, a pupillometric measure of cognitive load which
is robust to eye movements and changes in ambient lighting
(Marshall, 2000, 2002).

2.1. Methods

2.1.1. Participants

Thirty-two native speakers of German (22 female; 19-40 years
old, M = 253, SD = 4.9) were recruited from Saarland
University community and were compensated 7.50€ for their
participation. All participants reported normal or corrected-to-
normal vision. Due to a technical error, the data from one
participant could not be used for analyses.

2.1.2. Materials
Participants listened and responded to pre-recorded sentences
(in German) while viewing visual displays. Forty experimental
sentences were constructed using the following template: Sag
mit, ob [ARTIKEL OBJEKT], die von der Figur [ge-VERB-n] wird,
[POSITION] ist (“Tell me if [ARTICLE OBJECT] that by the figure
is being [VERB-ed] is [POSITION]”). For instance, Sag mir, ob die
Rose, die von der Figur gegossen wird, oben ist (“Tell me if the
rose that the figure is watering is on the top”). Queried positions
rotated through five possibilities: oben/unten/links/rechts/fehlt
(“on the top/bottom/left/right/ missing”). Auditory stimuli were
recorded with a natural speaking rate and intonation with
Audacity 2.2.14 and annotated with Praat 6.0.37 (Boersma, 2001).
The expectedness of the target verb was manipulated by
pairing each auditory stimulus with four visual displays in a 1
X 4 design (Figure 1). Each display consisted of four scenes,
wherein each scene depicted a different action being performed
on an object. Displays differed in the number of scenes (1, 3,
4, or 0) that contained the mentioned object (e.g., die Rose;
“the rose”)!. In the I-match condition, the mentioned object was
depicted in only one of the four scenes. Thus, upon hearing
the object, the target verb (e.g., gegossen; “watering”) becomes
highly expected. A distractor object (e.g., pizza) was depicted
in the remaining three scenes. In the 3-match condition, the
mentioned object was depicted in three of the four scenes, but
only one of these scenes was consistent with the target verb.
This manipulation decreases the expectedness of the target verb
relative to the 1-match condition because upon hearing the
object three action verbs were still equally likely. The other two
scenes containing the mentioned object served as competitors.
The distractor object appeared in the remaining scene. In the 4-
match condition, the mentioned object was depicted in all four
scenes, further decreasing the expectedness of the target verb
because upon hearing the object four verbs are still possible.
Again, however, only one scene was consistent with the target
verb. Finally, in the 0-match condition, the mentioned object did
not appear in any of the scenes. Thus, at the point when the object
is mentioned, it becomes clear that the visual display cannot
provide any information about the target verb. Visual displays
were counterbalanced across items such that the mentioned
object from one item served as the distractor for another item.
For instance, the displays in Figure 1 were also paired with the
sentence, Sag mir, ob die Pizza, die von der Figur belegt wird,
oben ist. (“Tell me if the pizza that the figure is making is
on the top.”). Scenes were composed in Paint S (version 5.6.9
(312)5) by arranging images from open source clipart websites
(https://openclipart.org; http://clipart-library.com). The position
of targets, competitors, and distractors were rotated across items.
In order to disguise the critical manipulation, 40 filler
sentences were constructed using three different question

'The 1-, 3-, 4-, and 0-match conditions were chosen to facilitate a comparison of
the current results with Ankener et al. (2018), Experiment 4. The authors of that
study chose the 1- and 4-match conditions in order to maximize the difference
in expectation across conditions while simultaneously keeping the overall visual
complexity of the displays low. The 3-match condition was chosen in order to allow
visual displays to be counterbalanced across items.
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given the sentence: “Tell me if the rose that the figure is watering is on the bottom”.

FIGURE 1 | Experiment 1: Example visual display in all four conditions. From left to right and top to bottom: 7-match, 3-match, 4-match, and 0-match conditions,

=

structures: one resembled experimental items, one used a verb-
subject-object (VSO) construction (e.g., Verstaut die Figur die
Bluse auf der linken Seite?; “Does the figure package the blouse
on the left?”), and one used a relative clause construction (e.g., Ist
der Kugelschreiber, der von der Figur benutzt wird, links?; “Is the
pen that the figure is using on the left?”). Each filler sentence was
paired with one visual display consisting of four scenes. Displays
differed across filler items in the number of scenes that contained
the mentioned object (7 filler displays contained the object in one
scene, 12 contained the object in two scenes?, 7 contained the
object in three scenes, 7 contained the object in four scenes, and
7 contained the object in zero scenes).

Four stimulus lists were created from the above materials
according to a Latin square design. Experimental items were
counterbalanced across lists such that each participant observed
ten items in each condition but no participant observed any
item in more than one condition. All participants saw the same
fillers. Presentation order was pseudorandomly mixed such that
no more than two items of the same condition occurred in
sequence. No objects or verbs were repeated across experimental
or filler items.

2Because the experimental items did not contain a 2-match condition, we included
more filler items in which two scenes contained the mentioned object in order
to approach an equal balance of 1-, 2-, 3-, 4-, and 0-match items across the
entire study.

2.1.3. Procedure

Participants were randomly assigned to a stimulus list (8
per list). Following informed consent participants were seated
approximately 60 cm from a computer monitor and an Eye-
Link 1000+ (SR Research, Ltd.; Mississauga, Ont., Canada).
Participants completed a brief, self-paced familiarization session
that introduced all the actions that would later appear in
the visual displays, but with different objects than in the
experimental trials. Each action appeared one at a time while
an auditory recording of the corresponding verb was played
via external loudspeakers. Participants were then fitted into
a chin rest and the eye tracker was calibrated. Each trial
began with the presentation of a visual display. Participants
were allowed to freely view the display for 1,000 ms, after
which the auditory stimulus began. The display remained on
screen during the auditory stimulus and for an additional
1,000 ms thereafter. The participants’ task was to give
the correct answer by pressing a button as quickly and
as accurately as possible. Answers were balanced so that
Richtig (“True”) was the correct answer on half of the trials.
Feedback was given to participants after each response by
displaying (Korrekt/Inkorrekt, “Correct/Incorrect”). Participants
initiated each new trial by button press. The experiment was
implemented in Experiment Builder (SR Research, v 2.1.140)
and began with three practice trials. The entire session lasted
approximately 45 min.
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2.2. Results

Analyses were conducted using the Imer package Ime4 library,
version 1.1-10; Bates et al. (2015) in the statistics software package
R (version 3.4.2; R Development Core Team, 2017). Fixed
effects were contrast-coded and evaluated via likelihood ratio
tests implemented in ImerTest (Kuznetsova et al., 2017), where
denominator df was estimated using the Satterthwaite method.
Participants and items were entered as crossed, independent,
random effects. All models included maximal random effects
structures (Barr et al, 2013). We report estimates, standard
errors, ¢ and p-values associated with likelihood ratio tests.

2.2.1. Eye Movements

For presentation purposes only, Figure 2A shows the overall
proportion of fixations across an averaged trial in all conditions.
Visual inspection suggests that when the visual scene allowed
for the anticipation of potential target verbs (i.e., 1-match
and 3-match conditions), fixations on the scenes containing
the mentioned object began to increase at the onset of the
noun phrase (left-most dashed vertical line). In contrast, no
discrimination is possible in the noun region for the 0-match and
4-match conditions: in the 0-match condition, none of the scenes
are relevant, while in the 4-match condition, all of the scenes are
equally relevant.

These observations were assessed statistically by comparing
whether new inspections to the target scene were detected
across conditions within the noun region (i.e., noun phrase
onset to offset: M = 658, SD = 103). The presence/absence
of new inspections to each scene were encoded as a binary
dependent variable and were analyzed using generalized
mixed-effects regression models (GLMER) with a binomial
distribution. Orthogonal comparisons between conditions
were contrast coded and entered into each model as fixed
effects (C1C3: 1-match vs. 3-match, C3C4: 3-match vs.
4-match) with crossed random effects for subjects and
items: glmer(number_of_target_inspections ~ C1C3 +
C3C4 + (1 + CIC3 + C3C4 || Subject) + (1 + CI1C3 +
C3C4 || Item), data, family = “binomial”). Comparisons
with the 0-match condition were omitted here as there was
no target scene. Results confirmed a significant increase
in new inspections of the target scene during the noun
region in the 1-match condition (M = 0.20,SD = 0.40)
compared to the 3-match condition (M = 0.12,SD = 0.33)
[B = 059,SE = 0.16,z = 3.77,p < 0.01]. In contrast, new
target-scene inspections in 3-match where not significantly
higher than in the 4-match (M = 0.09,SD = 0.29) condition
[ =0.32,SE =0.19,z = 1.70,p = 0.09].

2.2.2. Index of Cognitive Activity

ICA reflects fluctuations in the pupil signal that are due to
effortful cognitive activity (Marshall, 2000). It is computed as the
number of times per second that an abrupt discontinuity (i.e., an
ICA event) in the pupil signal is detected, after controlling for
any effects due to eye movements and the light reflex (Marshall,
2007). Low values of ICA indicate lower cognitive effort, while
higher values reflect greater effort. Importantly, ICA maintains

both time and frequency information and can therefore provide
a fine-grained analysis of changes in cognitive effort over time.

To assess the effects of visual context on processing effort,
we compared the number of ICA events across conditions for
two critical regions, namely a noun and a verb region, defined
as follows: Consistent with previously established methods
(Ankener et al., 2018; Sekicki and Staudte, 2018), analyses for
each region were conducted on non-overlapping time windows
spanning 600 ms and beginning from the middle of each critical
word’s duration. ICA values that were 2.5 standard deviations
or greater than an individual subject's mean were considered
outliers and were excluded from analyses (0.02%).

Figure 2B presents the ICA results for all conditions in the
critical noun and verb regions. For presentation purposes only,
a baseline region (“Tell me if”) is also included. No differences
can be seen in either the baseline or noun regions. However,
clear differences emerge in the verb region. To assess these
observations statistically, the ICA events obtained within the
two critical time windows were treated as count variables and
analyzed as dependent variables in separate GLMER models
with Poisson distributions. The assessed contrasts were COC1
(0-match vs. 1-match), C1C3 (1-match vs. 3-match), and C3C4
(3-match vs. 4-match). The following model was used to analyze
both the noun and the verb region: glmer(ICA ~ C0C1 + C1C3
+ C3C4 + (1 + COC1 + C1C3 + C3C4 || Subject) + (1 +
COC1 + C1C3 + C3C4 || Item), data, family = poisson (link =
“log”)). In the noun region, no significant differences between
conditions were found (ps > .16). In contrast, results for the
verb region revealed significantly fewer ICA events in the 0-
match condition (M = 38.55,SD = 15.40) than the 1-match
condition (M = 42.94,SD = 13.15) [8 = —0.13,SE = 0.03,z =
—3.76,p < 0.01], and significantly fewer ICA events in the 1-
match condition than the 3-match condition (M = 47.12,SD =
1122) [ = —0.10,SE = 0.03,z = —3.70,p < 0.01]. No
reliable differences were found between the 3-match and 4-match
(M = 47.08,SD = 12.25) conditions [ = 0.003,SE = 0.02,z =
0.16,p = 0.87].

Taken together, these results indicate that there is an
effect of multimodal information on the expectedness of the
disambiguating verb, and consequently on the effort required to
process that verb.

2.3. Discussion

Results from Experiment 1 revealed that processing effort at
the target verb was modulated by the number of actions in the
display that were consistent with the verb (Figure 2B). More
specifically, the verb was easier to process when only one verb-
consistent action was displayed (1-match condition) than when
three or four verb-consistent actions were shown (3- and 4-
match conditions), as reflected in lower mean ICA values during
the verb region. Somewhat surprisingly, the 0-match condition
yielded the lowest ICA values. This finding differs from results
in Ankener et al. (2018), where the equivalent condition yielded
the highest values. However, in the 0-match condition in the
current experiment, participants could already determine at the
noun that the correct answer to the question (e.g., “Tell me
if the rose...”) could only be “Yes” if the question ended with
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FIGURE 2 | Results from Experiment 1 (left) and Experiment 2 (right). (A) Proportion of fixations across averaged trial length in 100 ms bins in the O-match, 1-match,
3-match, and 4-match conditions. (B) Mean ICA values for all four conditions. (C) Mean word-by-word (raw) reading times by condition across entire sentence. (D)
Mean word-by-word (raw) reading times by condition for critical regions only. All error bars indicate 95% confidence intervals.

“..is missing.” Thus, listening to the verb was not required in  class, processing effort seems to correlate with visually-situated
this case, thereby making the verb in the 0-match condition the  expectancy but not with the reduction of referential uncertainty.
easiest to process. Finally, statistical analyses further revealed

typical anticipatory eye movements during the noun region (i.e., 3. EXPERIMENT 2: G-MAZE READING

looks only to likely upcoming actions/verbs) even though the

difference in new target-inspections between the 3- and 4-match TIMES AS A MEASURE OF NOUN AND

conditions did not reach significance in this study. However,as ~VERB PROCESSING

in Ankener et al. (2018), the distinct allocation of attention (1-

match vs. other) did not appear to modulate processing effort at ~ The aim of Experiment 2 was to replicate the pattern of

the expectation-generating word. effects on processing effort from Experiment 1 (ie., the
Taken together, these results indicate that visual context can  influence of expectations on the processing of the reference-

similarly affect the predictability of both verbs and nouns. We  resolving word, and the lack of an effect on processing of

also replicate the lack of an effect on processing effort for the  the expectation-generating word) using a different dependent

word that provides the constraining information (i.e., the word ~ measure. To this end, we collected self-paced reading times

that reduces referential uncertainty). Thus, regardless of word  using a novel combination of the visual world paradigm and the
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Grammaticality Maze (G-Maze) task (Forster et al., 2009). The
G-Maze task is a variation of self-paced reading, which has been
shown to have better precision (i.e., is less susceptible to spill-
over effects) than standard forms of self-paced reading (Witzel
et al, 2012), and therefore can more accurately identify the
point at which processing time differences emerge during online
comprehension (Sikos et al., 2017). Sentences are presented word
by word as a sequence of forced choices between two alternatives,
only one of which continues the sentence grammatically. If
the participant successfully navigates the “maze” by choosing
the correct word from each pair, the selected words form a
coherent sentence (Figure 3). Specifically, we predicted that more
predictable verbs would elicit less processing effort, reflected in
shorter reading times. Because Experiment 1 and previous work
found no impact of the reduction of referential uncertainty on
processing effort, we expected to find no differences in reading
time on the object noun in the current study. If, however,
uncertainty reduction does modulate processing effort in the
current design, then the 1-match condition could elicit longer
reading times than the 3- and 4-match conditions, because it
allows for greater reduction of uncertainty.

3.1. Methods

3.1.1. Participants

Thirty-two native speakers of German (19 female; 18-28
years old, M = 223, SD = 25) who had not
participated in Experiment 1 were recruited from Saarland
University community and were compensated with 10€ for their
participation. All participants reported normal or corrected-to-
normal vision. Participants who did not successfully complete at
least 70% of experimental trials, including both the G-Maze task
and the subsequent truth-value judgement task, were excluded
(n = 1). Two additional participants were excluded due to data
corruption issues, resulting in a total of 29 participants.

3.1.2. Materials

On each trial, participants (a) viewed a visual display consisting
of four scenes, then (b) completed a G-Maze task presenting a
sentence which either did or did not refer to one of the scenes in
the display, and finally (c) decided whether the sentence correctly
described one of the scenes or not (Richtig/Falsch; “True/False”).
As in Experiment 1, the expectedness of the target verb was
manipulated by pairing each sentence with four visual displays
in a 1 X 4 design (Figure 1). The same visual displays and
conditions were used as in Experiment 1. Linguistic stimuli were
adapted from the materials in Experiment 1 by using an alternate
template so as to be compatible with a True/False response:
[ARTIKEL OBJEKT] wird von der Figur [ge-VERB-n] (“[ARTICLE
OBJECT] is by the figure [VERB-ed]”). For instance, Die Rose
wird von der Figur gegossen (“The rose is by the figure watered”).
This construction also ensured that the sentence-final word (the
verb) was the locus of both sentence-level integration and visual
scene identification in the 1-, 3-, and 4-match conditions. Note,
however, that in the 0-match condition participants could already
recognize upon encountering the noun that the sentence would
not refer to any of the depicted scenes. Thus, the correct response
to one-quarter of the experimental items was Falsch (“False”

To disguise the critical manipulation, the same 40 filler items
were used as in Experiment 1, with the following modifications.
First, the sentence structures were adapted so as to be compatible
with the truth-value judgment task (e.g, Zum Zeichnen benutzt
die Figur den Kugelschreiber (“The figure uses the ballpoint pen
to draw”). Second, sentences varied in length from 5 to 12 words.
Finally, half of the filler sentences did not correctly describe a
scene in the corresponding display, either because the mentioned
action or the mentioned object (as in the 0-match condition)
was not present in the display, or because the mentioned object
and action (which were both depicted) did not appear together
in any of the scenes. The goal of these fillers was to discourage
participants from basing their response only upon the presence
or absence of the mentioned action and object in any of the
scenes. Thus, the correct response for half of the filler items was
Falsch (“False”). Four stimulus lists were created from the above
materials using the same constraints as in Experiment 1.

3.1.3. Procedure

The same general procedure was used as in Experiment 1, with
the following modifications. During the familiarization session,
the verb corresponding to each scene was presented visually
rather than auditorily. During the experimental session each trial
began with the presentation of a visual display that participants
were allowed to freely view for as long as they wished. Upon
pressing a button the display was replaced with the G-Maze task,
which began with two crosses (+) that remained on screen for
1,000 ms, indicating where subsequent word pairs would appear.
Each word in the sentence (except the first word) was then
presented together with a foil word, which was not a grammatical
continuation of the sentence®. The first word in every sentence
was paired with ellipses (“...”). Presentation side (left, right)
was randomized such that the correct word appeared equally
often on each side. Any punctuation (i.e., comma, period) that
appeared with a word also appeared with its foil. Participants
were instructed to choose as quickly and as accurately as possible
the word that best continued the sentence. Participants indicated
their selection by pressing the left or right button on a button box,
and the amount of time required for selecting the grammatical
continuation was recorded as the reading time for that word. If
the correct word was chosen, the next pair of words appeared
automatically. However, if a foil word was selected, or if no
response was given within 8 s, negative feedback (Inkorrekt,
“Incorrect”) was displayed and the trial was aborted. Once the
end of a sentence was reached, participants were asked for a truth
value judgment. They used a button box to indicate whether
the sentence contained a correct descriptive statement or not.
For 62.5% of the trials the correct answer was Richtig (“True”).
Feedback was given after each response (Korrekt/Inkorrekt,

3Foils were created in a two-stage process following Sikos et al. (2017). First, a
custom Python script randomly selected a foil candidate for each word in each
experimental and filler item. Foil candidates were constrained such that they did
not appear in bigrams with the correct word at the previous position in the
sentence within a large German corpus. Second, each foil was then hand checked
by a trained native-German linguist to ensure that it was not a grammatical
continuation of the sentence. The same foil was used for identical words across
conditions.
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FIGURE 3 | Experiment 2: Structure of the G-Maze task for the example sentence, Die Rose wird von der Figur gegossen (left), and its rough English translation “The
rose is by the figure watered” (right). Sentences were presented word by word as a sequence of forced choices between two alternatives, only one of which

“Correct/Incorrect”). Participants initiated each new trial by
button press. After half of the trials were completed, participants
were given the opportunity for a short break. The experiment was
also implemented in Experiment Builder and began with three
practice trials. The entire session lasted approximately 60 min.

3.2. Results

3.2.1. Accuracy

Overall performance on the G-Maze task was near ceiling.
Participants successfully completed 96.0% (SD = 0.20) of all
experimental and filler mazes. Performance on the subsequent
truth-value judgment task was also high (M = 94.3%, SD =
0.23), confirming that participants were reading the sentences
for meaning during the G-Maze task. Only experimental trials
for which both the G-Maze task and the truth-value judgment
task were completed successfully (92.2%) were included in the
analyses reported below.

3.2.2. Reading Times
Noun and verb reading times exceeding 2.5 standard deviations
by participant were trimmed, excluding 1.9% (noun) and 2.1%
(verb) of the data. The remaining noun and verb reading times
were log-transformed and analyzed separately using linear mixed
effects models. Orthogonal comparisons between conditions
were again contrast coded and entered as fixed effects (C1C3: 1-
match vs. 3-match; C3C4: 3-match vs. 4-match; COC1: 0-match
vs. 1-match). The following model was used to analyze both the
noun and the verb region: Imer(log(RT) ~ COC1 + C1C3 + C3C4
+ (1 + COC1 + C1C3 + C3C4 || Subject) + (1 + COC1 + C1C3 +
C3C4 || Item), data).

For presentation purposes only, Figure 2C presents the mean
word-by-word (raw) reading times by condition. To visualize

changes in processing difficulty across the entire sentence,
regions are also included for the article, wird, and Figure. In order
to facilitate a comparison of these results to the ICA results from
Experiment 1, Figure 2D presents only the key regions. Counter
to our predictions, differences between conditions first emerged
at the object noun: reading times were faster for the 4-match
condition than the 3-match condition (8 = 0.10, SE = 0.02,
t = 430, p < 0.001); object nouns in the 3-match condition
were read more quickly than in the 1-match condition (8 = 0.12,
SE = 0.03,t = 4.12, p < 0.001); and object nouns in the 1-
match condition were read more quickly than in the 0-match
condition (8 = 0.30, SE = 0.02, t = 13.39, p < 0.001). As
predicted, verbs were read more quickly in the 1-match condition
than the 3-match condition (8 = —0.14, SE = 0.03, t = —5.27,
p < 0.001). Verbs in the 3-match condition were read more
quickly than the 4-match condition, although this difference did
not reach significance (8 = —0.02, SE = 0.02, t = —0.83,
p = 0.41). In addition, verbs in the 1-match condition were read
more quickly than the 0-match condition (8 = 0.12, SE = 0.02,
t =4.79,p < 0.001).

3.3. Discussion

Figures 2B,D present the key results from both experiments
side-by-side for comparison. Reading times from Experiment 2
revealed a graded effect of visual context on processing effort at
the object noun. These results showed that nouns were easiest
to process in the 4-match condition and became parametrically
more difficult as fewer and fewer objects in the display matched
the mentioned noun. Processing of the noun was most difficult
in the 0-match condition. This pattern may indicate that scenes
primed/preactivated the mentioned nouns in Experiment 2:
Participants were asked to carefully view and remember the
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scenes, which were then removed before the G-Maze task began.
Thus, the noun (e.g., rose) may have been more prominent—
and thus potentially remembered better—when it was depicted
in multiple scenes.

Reading times in the verb region largely replicated the ICA
results from Experiment 1. That is, verbs were read most quickly
when the noun reduced all uncertainty about which scene
was being referred to, and consequently made the upcoming
verb highly predictable (1-match condition). In contrast, when
referential uncertainty remained, participants took longer to
process the verb. However, the reading time difference between
3-match and 4-match conditions did not reach significance. This
result also replicates previous findings (Ankener et al., 2018;
Staudte et al., 2021) and suggests that discrimination between
three and four potential target objects/scenes has relatively little
impact on processing effort. Finally, when no expectations for
the verb are generated because the mentioned object is not
depicted in any of the scenes (0-match condition), processing
time increases relative to the 1-match condition. Interestingly,
however, reading times indicate that the verb in the 0-match
condition is still easier to process than when there is some
referential uncertainty (3- and 4-match conditions). We attribute
this intermediate level of processing effort to a combination of
two effects: a facilitation effect due to recognizing that the verb
is not relevant for the answer (i.e., recognizing that the answer
will be “False”) and an inhibition effect due to not being able
to anticipate the verb, despite still having to fully process the
verb in order to complete the G-Maze task (but see also the
General Discussion).

4. GENERAL DISCUSSION

The aim of the current studies was to investigate whether the
generation of expectations for upcoming words in visually-
situated language comprehension—and the resulting reduction
of referential uncertainty—simply does not modulate processing
effort, as suggested by Ankener et al. (2018) and Staudte
et al. (2021), or alternatively, whether the lack of effects
found at the expectation-generating word in these previous
studies can be better explained by word category differences
in the referential function of nouns and verbs in a reversed
word order.

To address these questions, we conducted two visually-
situated comprehension experiments, which essentially
reverse the functional roles of nouns and verbs. Experiment
1 employed the visual world paradigm and ICA as a
measure of processing effort. Experiment 2 sought to
validate those findings using a more exploratory method in
which processing difficulty was assessed via reading times
in the G-Maze task.

4.1. Reference Resolution

In the current design, comprehenders were only able to uniquely
resolve the referent upon encountering the verb. Crucially, both
experiments and dependent measures revealed a similarly graded
influence of situated context on processing effort at the verb:
results of both studies showed an increase in processing effort

as the number of depicted actions matching the verb increased.
These findings largely replicate the effect found at sentence-
final nouns in Ankener et al. (2018), where the noun served the
role of uniquely identifying the referent. The results therefore
indicate that verbs as well as nouns can be used to resolve
referents in a visual scene—despite the inherent functional
differences due to word category—and thereby allow the reader
to recover the intended proposition of the sentence. In addition,
processing of the reference-resolving word (whether it be a
noun or a verb) reliably benefits when prior linguistic and
visual information combine to generate concrete expectations
for that word.

One obvious difference in results across Experiments 1,
2, and Ankener et al. (2018) is the pattern of effects found
at the reference-resolving word in the 0-match condition.
Whereas Ankener et al. (2018) found that the 0-match condition
elicited the highest processing effort in this region, ICA results
from Experiment 1 revealed that this condition elicited the
lowest processing effort. Moreover, reading time results from
Experiment 2 indicate that processing effort for the reference-
resolving word in the 0-match condition was intermediate
between the 1-match and 3-match conditions. However, these
differences can be readily explained as a consequence of the
different tasks used in each study. In contrast to Ankener et al.
(2018), participants in Experiment 1 did not need to fully process
the reference-resolving word in the 0-match condition in order
to successfully respond to the query (e.g., Tell me if the rose
that is by the figure watered is on the top/bottom/left/right/is
missing). This is because the mentioned object did not appear
in any of the scenes, thus it became immediately clear upon
encountering the noun that the correct response could only
be “is missing.” In Experiment 2, however, while processing
of the verb was not strictly necessary to successfully complete
the subsequent truth-value judgment task (e.g., The rose is
by the figure watered; True/False), the G-Maze task forces
each word in the sentence to be accessed and integrated
into the unfolding utterance representation—only then can the
comprehender select the correct word instead of a foil and
successfully navigate the maze to the end of the sentence. In
the 0-match condition, it might be obvious that the correct
response will eventually be “False;” however the verb must still be
fully processed and selected beforehand. Moreover, in contrast
to the 1-match condition, in which the verb can be anticipated,
comprehenders in the 0-match condition do not have the benefit
of visual preactivation of the verb. Thus, the combination of these
two processes (i.e., facilitation in the truth judgment task and
lack of preactivation) may explain why reading times for the 0-
match condition in Experiment 2 fall between the 1-match and
3-match conditions.

4.2. Generation of Expectations

In both experiments of the current study, expectations for
upcoming verbs were generated at the object noun. Consistent
with Ankener et al. (2018), ICA results from Experiment 1
revealed no modulation of processing effort at the expectation-
generating word. In contrast, however, reading time results
from the same expectation-generating noun in Experiment 2
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showed a reliable modulation of effort: processing difficulty
was greatest in the 0-match condition (when the mentioned
object did not appear in the display) and parametrically
decreased as more potential target objects were depicted in
the visual context. In fact, this pattern of effects at the
expectation-generating noun appears to be the inverse of the
subsequent pattern found at the reference-resolving verb, where
processing difficulty was greatest in the 4-match condition
and decreased as fewer potential target objects were depicted.
Although this combined pattern of effects in Experiment 2
is consistent with the notion of uncertainty reduction, it is
also consistent with the results of Maess et al. (2016), which
argues for a direct “trade-off” in processing effort between
preactivation and a later point in time when that preactivated
word is encountered. On this account, the effort expended
at the noun reflects preactivation of semantic features of the
expected, upcoming scene description, which is then offset
by a complementary facilitation in processing the subsequent
(expected) verb (Maess et al., 2016). Similarly, these results are in
line with the findings on pre-updating (during verb processing)
and the processing trade-off with the predicted word (noun) in
Ness and Meltzer-Asscher (2018).

Yet another explanation for the parametric effects found at
the expectation-generating noun in Experiment 2 is that the
difference in reading times may have been driven by task-based
effects rather than uncertainty reduction per se. In adapting
the materials of Experiment 1 to Experiment 2, we chose
to remove the visual display during the G-Maze portion of
the task. This decision was driven by two related concerns:
(1) that a co-present visual scene could potentially draw the
participant’s gaze away from the G-Maze task, and (2) that
this effect would vary systematically by condition. Accordingly,
participants were instructed to view each display carefully
so that they could later respond as to whether or not the
sentence corresponded to one of the displayed scenes. One
unintended consequence of this decision is that participants
may have utilized a non-trivial amount of working memory
to accomplish this goal, which may then have influenced the
processing of the object noun. For instance, it is possible that
some proportion of participants consciously or unconsciously
labeled the objects or actions depicted in each display in order
to better remember the key information. Exit survey results
provide some support for this account. When asked whether they
used any particular strategies in order to successfully perform
the task, 15 participants reported that they tried to memorize
either the depicted objects, actions, or both. If this was indeed
the case, explicitly labeling objects during the preview phase of
the task would presumably preactivate? the mentioned noun
such that its subsequent processing would be facilitated. This
could therefore explain the reading time advantage for the
noun in those conditions in which the mentioned object was
present in the visual context (1-, 3-, and 4-match conditions)
relative to when it was absent (0-match condition). Moreover,

“Note that preactivation here refers to the noun being preactivated through
viewing and memorizing the preceding visual display as opposed to the noun
preactivating the upcoming verb (al features).

preactivation of the noun is likely to be greater when more of
the scenes in the display contain the mentioned object. Thus, this
account is also consistent with the parametric effects found at the
expectation-generating noun.

If this final explanation is correct—and the observed noun
effects in Experiment 2 are therefore specific to the procedure
used in our G-maze design, wherein the visual context was
removed before sentence processing began—then one of our
original research questions would remain unresolved: Why
were no effects of uncertainty reduction or preactivation/pre-
updating observed during the processing of the constraining
word, neither on the noun in Experiment 1 (noun), nor on
the verb in Ankener et al. (2018) and Staudte et al. (2021)?
Here we speculate that the co-present visual scene used in these
latter experiments may have played a role in why processing
effort was not affected in such cases, and we offer several
explanations as to why this might be the case. Firstly, participants
in those experiments did not necessarily need to maintain (one
or more) predictions in working memory. Instead, they could
simply rely on the external representations (Spivey et al., 2004)
visible in the co-present visual display to mentally flag objects
with regard to match vs. no-match, rather then computing and
maintaining representations of all matches. Thus, processing
effort might not have been affected by whether or not one or
more objects/actions in the visual display served as potential verb
(arguments). Secondly, the amount of referential uncertainty that
is reduced when going from four to one potential objects/actions
is relatively small, at least when compared to the difference
between high and low constraining words in purely linguistic
contexts with no co-present visual scene, as in Maess et al.
(2016), Ness and Meltzer-Asscher (2018). In such cases, low
constraining words allow for dozens or even hundreds of
continuations (comparable to the 0-match conditions in the
current studies), while high constraining words typically license
only a few concrete predictions. Thirdly, the reduction of
uncertainty and the maintenance of multiple predictions could
each elicit processing effort, which could then cancel each other
out. That is, while reducing uncertainty from four to one
option might require increased effort, less effort would then
be required to maintain that single object/action representation
in working memory than four representations. In contrast, the
comparison of processing effort across conditions in Maess
et al. (2016) was not among different numbers of preactivated
representations, but was instead between preactivation and the
lack thereof.

All of these alternative explanations are grounded in
the specifics of simultaneously perceiving linguistic and
visual information. This makes Experiment 2 particularly
interesting—although exploratory—because no objects were
co-present and instead had to be mentally-represented,
predicted, and maintained in working memory. However,
further research is needed to tease apart whether the
effects during noun processing in Experiment 2 do indeed
index any of the above mentioned “forward-looking”
mechanisms to predict upcoming content, or whether they
are instead a result of preactivation based on the previously
shown scenes.
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5. CONCLUSION

In sum, the results of the current study indicate that verbs as well
as nouns can be used to resolve referents in a visual scene, and
thus to reconstruct the speaker’s intended proposition. Moreover,
processing of the reference-resolving word—whether it be a noun
or a verb—reliably benefits from the prior linguistic and visual
information that leads to the generation of concrete expectations
for that word.
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An Information-Theoretic Account of
Semantic Interference in Word
Production

Richard Futrell

Department of Language Science, University of California, Irvine, Irvine, CA, United States

| present a computational-level model of semantic interference effects in online word
production within a rate—distortion framework. | consider a bounded-rational agent trying
to produce words. The agent’s action policy is determined by maximizing accuracy in
production subject to computational constraints. These computational constraints are
formalized using mutual information. | show that semantic similarity-based interference
among words falls out naturally from this setup, and | present a series of simulations
showing that the model captures some of the key empirical patterns observed in Stroop
and Picture-Word Interference paradigms, including comparisons to human data from
previous experiments.

Keywords: language production, information theory, bounded rationality, semantic interference effect, Stroop,
rate-distortion

1. INTRODUCTION

In cognitive science and related fields, bounded rationality is the idea that our cognitive systems
are designed to take actions that are approximately optimal, given that only limited computational
resources are available for calculating the optimal action (Simon, 1955, 1972; Kahneman, 2003;
Howes et al., 2009; Lewis et al., 2014; Gershman et al., 2015; Lieder and Griffiths, 2019). The idea
is appealing because it maintains the mathematical precision of theories based on rationality, while
avoiding the paradoxes and empirical shortcomings that come from claiming that human beings act
in ways that are entirely rational. There has been recent interest in formalizing bounded rationality
within the mathematical framework of rate-distortion theory (Berger, 1971; Cover and Thomas,
2006) with applications to cognitive science (Sims, 2016, 2018; Zaslavsky et al., 2018; Gershman,
2020).

In this paper, I apply rate-distortion theory to derive a model of online word production.
The goal is to model the difficulty of online word production, as measured using psychometric
dependent variables, such as reaction time and rates and patterns of errors. The main contribution
of this paper is to show that rate-distortion theory generically predicts the well-documented
semantic interference effects that a subject experiences when trying to produce a target word in
the presence of a semantically related distractor. For example, the Stroop task famously exhibits
interference (Stroop, 1935): given a stimulus, such as the word BLUE printed in red ink, and an
instruction to name the color of the ink, it is hard to produce “red” because of interference from
the similar word “blue.” A similar kind of interference is present in the Picture-Word Interference
task, where a drawing must be named in the presence of a superimposed distractor word (Lupker,
1979; Starreveld and La Heij, 2017). Beyond the basic interference effect, I show that rate-distortion
theory predicts a number of key phenomena observed in such tasks.
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2. BACKGROUND: RATE-DISTORTION
THEORY OF CONTROL

2.1. Bounded Rationality

Ultimately, our cognitive systems implement an action policy:
a function from sensory inputs to motor outputs. For example,
an animal might see another animal and decide among a large set
of possible actions, including attacking, approaching, ambushing,
fleeing, etc. In general, we can conceive of an action policy as
a stochastic function mapping states S (including perceptual,
physiological, and memory information) to motor actions A:

q:S— A.

We can also think of the policy as a probability distribution on
actions given states, where g(a|s) denotes the probability of taking
action a in state s.

A bounded-rational action policy is a policy that chooses an
action to maximize some measure of reward, or equivalently,
to minimize the cost of the consequences of taking a certain
action in the world, subject to a constraint on the computational
resources used in finding and implementing this action. These
resources include factors, such as time—in many circumstances,
it may be more important to act quickly than to take the time
to compute the best action—as well as physiological resources,
such as the energy required to perform computations. Formally,
letting D(s,a) represent the action cost or the cost of the
consequences of taking action a in state s, and letting C(s, a)
denote the computation cost required to compute the action a
given state s, then the overall cost for a policy g can be written as

L(q) = <D(s, a) + %C(s, a)>, (1)

where < . ) denotes an average over the joint probability
distribution on states and actions given those states p(s)q(als),
and % is a scalar value which indicates how much a unit of
computation cost C should be weighed against a unit of action
cost D. The scalar y can also be viewed as a parameter giving
the amount of resources available for computation: high  means
that the agent is willing to perform a lot of computation in order
to minimize the action cost D.

The expression £(q) in (1) is called the control objective, and
a bounded optimal action policy is derived by minimizing it:

Jbounded rational = aIg mqin L(Q)»

where the minimization is over the set of all possible policies.
The bounded-rational policy reduces to the fully rational policy
in the case when computation costs have negligible importance,
ie., % — 0 in Equation (1).

Without further specifications, the theory of bounded
rationality goes no farther than the formalization above. Given
a set of cost functions, the bounded rational action policy
is derived as the solution to a multi-objective minimization
problem involving those cost functions. The theory only makes
precise predictions when the cost functions and their relative

weights are further specified. Below, we will see how we can do
this in a principled way using tools from information theory.

2.2. Rate-Distortion Theory

Rate-distortion theory is the mathematical theory of lossy
communication and compression, a subfield of information
theory. It provides mathematical tools to answer questions like:
if I want to transmit a picture of a zebra to you, and I do not
have the capacity to send it to you perfectly, how can I encode
the image such that your received picture looks approximately
like what I sent? This problem involves two constraints: (1) my
capacity to transmit information (called rate), and (2) a measure
of how much your received picture differs from my picture (this
measure is called distortion). Rate-distortion theory describes
the problem of finding a data encoding which minimizes the
distortion subject to a constraint on the rate.

The link between rate-distortion theory and bounded rational
action policies was not immediately clear, although the original
paper on rate-distortion theory did note a connection with
control theory (Shannon, 1959, p. 350). The key insight that
has enabled researchers to link these two theories is that rate-
distortion theory can be applied to constrain the perception-
action loop. The idea is to treat an action policy as a
communication channel from sensory input to motor output.
Then the action cost D in Equation (1) is the distortion, and the
computation cost C in Equation (1) is the rate. This connection
was introduced first in the economics literature by Sims (2003,
2005, 2010) under the name rational inattention: the idea being
that an agent might decide not to attend to certain information
because the computational resources required to sustain that
attention are not worth the investment. The idea was then picked
up in the robotics, cybernetics, machine learning, and psychology
literature (van Dijk et al., 2009; Tishby and Polani, 2011; Rubin
etal., 2012; Ortega and Braun, 2013; Genewein et al., 2015; Sims,
2016, 2018; Gershman and Bhui, 2020, among others).

In the rate-distortion theory of control (RDC), a bounded-
rational action policy is derived by minimizing the following
control objective:

L(q) = <D(s, a)> + %I[S tA], 2)

where D(s, a) is the distortion or action cost for taking action a in
state s, and I[S: A] denotes the mutual information between the
random variables S representing the state and A representing the

action policy:
q(als)
I[S: Al ={lo s
< # 4@ >

where the probability g(a) is the marginal probability of taking
action a under the policy g, averaging over all states:

ql@) = p(s)q(als).

The substantive claim of the RDC is that computation costs
should be modeled as the mutual information between states and
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actions I[S: A]. This quantity can be interpreted as the amount
of information that must be extracted from S in order to specify
A (Sims, 2003), or as the information throughput of a controller
implementing the policy g(als) (Fan, 2014). I will argue below
that this is a natural measure of computation cost, and that it
subsumes many other measures.

I summarize four converging motivations for the use of the
mutual information between states and actions I[S:A] (and
related measures, such as relative entropy) as a measure of
computation cost. I provide pointers into the literature for the
full forms of these arguments. See also Zénon et al. (2019, section
4) for a comprehensive discussion and review.

1. Computation time. The mutual information reflects the
search time taken to find the action A given state S by a
rejection sampling algorithm. When the mutual information
I[S: A] is lower, the correct action can be found using fewer
samples from g(a) (Braun and Ortega, 2014, section 2).

2. Algorithmic complexity. The mutual information reflects
how many bits of information an agent must store to
remember the policy, or how many bits of information an
agent needs to observe to learn the policy. This argument
is presented in a PAC-Bayes framework by Rubin et al
(2012), who also show that action policies with a mutual
information penalty are less prone to overfitting to their
immediate environment.

3. Free energy. The RDC objective in Equation (1) is technically
a free energy functional (Ortega and Braun, 2013), bringing
the theory in line with neuroscientific theories of brain
function formulated in terms of minimizing free energy
(Friston, 2010).

4. Congruence with empirically-observed laws of behavior.
Information-theoretic models of cognitive control have
proposed that the time taken to initiate an action should be
proportional to the amount of information required to specify
that action (Fan, 2014). We can derive well-validated empirical
laws of behavior under this assumption. For example, HicK’s
Law is the observation that the time taken to decide among a
set of actions A is directly proportional to the logarithm of the
number of possible actions log |A| (Hick, 1952; Hyman, 1953).
The RDC computation cost I[S : A] reduces to log |A], yielding
Hick’s Law, in the case where (1) an agent is deciding among
a set of actions A, (2) the default policy g(a) is uninformative
about which action to take, and (3) the state-dependent policy
q(als) specifies the desired action deterministically.

In summary, there is a convergence among a number of
previous intuitive notions of computation cost, all of which
point toward I[S:A] as a reasonable measure. In addition to
these theoretical arguments, a growing neuroscience literature
has linked information measures, such as I[S: A] to brain activity
in the prefrontal cortex (Koechlin and Summerfield, 2007; Fan,
2014).

The form of the RDC objective in Equation (2) is only the
simplest member of a family of possible control objectives. In
reality, a cognitive agent must integrate information from many
different inputs and produce motor output on many different
actuators. Each input and each motor output can be associated

with its own channel, with its own information-based penalty.
Multiple input channels can be modeled by adding further
weighted mutual information terms to Equation (2) (for example,
see van Dijk and Polani, 2011, 2013; Genewein et al., 2015). In
fact, we will see that our model of Picture-Word Interference
requires at least two input channels: a top-down goal signal and a
bottom-up perceptual signal.

2.3. Solutions to the RDC Objective

The policies admitted under the rate-distortion theory of control
have a common mathematical form. The minima of Equation (2)
obey the following equations:

1

q(als) = Ts)q(a) exp{—yD(s,a)} (3)

q(a) =Y p(s)q(als)

Z(s) =) _ q(a) exp{—y D(s, a)}.

Note that the Equation (3) do not specify a policy uniquely. The
equations are called self-consistent, meaning that any g(als), g(a),
and Z(s) jointly constitute a minimum of the control objective
as long as they satisfy the three equations simultaneously. In
general, multiple solutions can exist. A numerical solution to
the equations can be found by starting with a random value of
q(als), then evaluating the equations iteratively until a fixed point
is reached.

One generalization that we can deduce immediately from this
system of equations is that RDC policies favor re-use of common
actions. We can see this because the factor gq(a) in Equation (3)
will be high for actions that are taken frequently across all states.
Therefore, these actions will be preferred, sometimes in lieu of
the action that would be more appropriate in a particular state
s. Intuitively, the factor g(a) represents a “habit”: a propensity to
take a certain action regardless of the present context (van Dijk
and Polani, 2013; Wood and Riinger, 2016; Gershman, 2020).

2.4. Link to Behavioral Measures

The RDC describes the derivation of bounded-rational action
policies, but does not immediately make predictions about
the timing of these actions nor other behavioral and neural
dependent measures that are commonly deployed in the study of
cognitive control and language production. A linking hypothesis
is required from the mathematical policy g(als) to predictions
about dependent measures, such as reaction time, the usual
measure of difficulty in word production studies.

There are a number of perspectives in the psychological
literature on the relationship between reaction times (RTs) and
information-theoretic measures of complexity (Laming, 1968,
2003; Luce, 2003; Ortega and Braun, 2013; Fan, 2014; Zénon et al.,
2019; Lynn et al., 2020). The simplest possible hypothesis is that
the time required to initiate an action is linearly proportional to
the amount of computation that needs to be done to select the
action. For example, Fan (2014) conceptualizes cognitive control
as the means by which uncertainty about the output action is
reduced at a constant rate in terms of bits per millisecond. I
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adopt this linking hypothesis here, with a modification to account
for the fact that the computation required to select an action
breaks into multiple parts, which I call computation cost and
decision cost:

1. Computation cost. The computation required to produce the
action policy q(als). This is equal to the cost term in the
control objective £ that generates g(als). For example, given
the control objective in Equation (2), the average computation

<log q;gl;) ) For

a particular action a in state s, the cost is the pointwise
q(als
q(a)
combines Zénon et al. (2019)’s notions of “perceptual cost”

and “automatic cost.” For human behavioral work relating this
notion of computation cost to computation time, see Ortega
and Stocker (2016) and Schach et al. (2018).

2. Decision cost. A policy q(als) is a probability distribution on
actions, but in any given state, an agent must take a single
action. Decision cost is the cost associated with selecting
a single action a* from a distribution q(als); it represents
a decision that still needs to be made (perhaps randomly)
after considering state information. I take decision cost to be
equal to the KL divergence from g(als) to a delta distribution

specifying a single action a™*:
10g Saa*
q(als)

—log q(a™|s),

cost is the mutual information I[S:A] =

mutual information log ). This notion of computation cost

DKL[(Saa*HQ(alS)]

where 8,,+ is a Kronecker delta function (equal to 1 when
a = a* and 0 otherwise). Thus, decision cost comes out to be
the surprisal (negative log probability) of the action a* given
the state s under the action policy.

It stands to reason that both computation cost and decision
cost make contributions to dependent measures, such as reaction
time, although perhaps not according to a simple function. In this
work I will present computation and decision cost in terms of bits
of information, and where appropriate I will discuss their possible
translation into observable dependent measures.

There have been other, more complex proposals about the link
between RDC policies and observable measures, such as reaction
time. For example, Ortega and Braun (2013, p. 10-11) link RDC
policies to drift-diffusion models of choice behavior (Bogacz
etal., 2006). While I do not pursue these other linking hypotheses
here, they could provide different perspectives or more precise
predictions in future work.

2.5. Level of Analysis

RDC as applied to word production is a computational-level
theory in Marr’s sense (Marr, 1982), meaning that it attempts to
model the problem that is being solved in language production.
Because it is stated at this level of abstraction, it is not necessarily
in conflict with existing more mechanistic models of word
production. RDC states simply that the cognitive cost of taking
certain actions is determined by a trade-off of minimizing
action cost while also minimizing information-processing costs,

measured using mutual information. This trade-off might be
implemented in terms of spreading activation in networks with
constrained topology, production rules, etc. Nevertheless, it will
be interesting to see where the predictions of more mechanistic
theories diverge from those of the more abstract RDC.

To sum up this section, I have presented the rate-distortion
theory of control (RDC) as a model of bounded-rational action.
Below, I will present a new application of this model to model
human word production, which exhibits a property of the model
which has not previously been explored. In particular, I will show
that similarity-based interference effects, which are common in
word production as well as other aspects of cognition, arise as a
generic prediction of RDC models.

3. INTERFERENCE IN THE
RATE-DISTORTION THEORY OF CONTROL

In this section I will demonstrate the basic mechanism by which
RDC predicts similarity-based interference effects.

3.1. The Empirical Phenomena

The term similarity-based interference encompasses a large
number of phenomena in human perception, action, and
memory. It refers to the idea that percepts, actions, or memories
are confused for each other when they are “similar” according to
some metric (Shepard, 1987), that is, when they share features
or associated cues. Furthermore, there may be increased latency
in identifying a percept, retrieving information from memory
(Jager et al., 2017), or initiating in action (Stroop, 1935) in
the presence of some “similar” distractor. Capturing similarity-
based interference is a key goal of cognitive models, including
those based on cue-based retrieval, spreading activation, and
production rules (Watkins and Watkins, 1975; Ratcliff, 1978;
Anderson and Lebiere, 1998; Roelofs, 2003).

3.2. RDC Account

Similarity-based interference arises generically in RDC models
because the action cost D(s,a) naturally defines a similarity
metric among actions, an insight used by Sims (2018) in his
model of generalization in absolute identification tasks. The
function D(s, a) gives the cost of taking action a in state s. Two
actions are similar when they have similar cost, that is, when there
is low cost for failing to distinguish them. Accordingly, we can
define a distance metric between two actions. In state s, let a5 be
the action with minimal cost, and a; be any other action. The
state-dependent distance metric among actions can be defined as
a function

d(aS) lld) - D(S, (ld) - D(S, as)~

This distance metric! will play the role of the distortion metric in
rate—distortion theory.

I'The function d(as, ag) is technically a pre-metric. It satisfies d(a,a) = 0 for all
actions 4, and it is always non-negative. It is non-negative because a; is defined as
the action with minimal cost in state s. The function is only a pre-metric, not a
full metric, because it is not generally symmetrical. That is, d(as, ag) # d(ag, as)
in general.
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Now that we have a distance metric among actions, we can see
that interference effects arise even in the simplest formulation of
the RDC. Suppose the control system is attempting to solve the
following problem: in a state s (for example, seeing a picture of
an apple), there is a single unique target action a; corresponding
to that state (for example, saying the word “apple”). The agent
is attempting to generate the right target action in state s. In
this setting, RDC predicts generally that the probability that any
two actions (e.g., words) as and ay are confused will increase as
they get closer in the distance metric d(as, a;)—thus predicting
similarity-based interference among competitors.

More formally, let the control objective be

L(q) = <d(a5,a)> + %1[3 Al (4)

This equation expresses that the agent will try to minimize the
average distance between the selected action a and the target
action a, subject to a computation cost of 1 units per bit of
information from the states S used to specify actions A. Then
following the logic in Equation (3), the bounded-rational policy
has the form

1

q(als) = Ts)q(a) exp{—yd(as, a)} (5)

qa) = p(s)q(als)

Z(s) =) _ q(a) exp{—yd(as, a)}.

This policy exhibits exponentially-decaying interference effects as
a function of the distance d(as, a). To see this, let’s simplify the
setting, considering a scenario where there are only two possible
actions given a state s: the target action a, and a single distractor
ag. Plugging in to Equation (5), we find that the probability of the

target action g in state s is given by a logistic curve?:
1
Al = — o — . ©)
+ Gy epi—vd(as aq)}
2The probability of the target action g(as|s) is calculated as follows:
q(u Is) = q(“s) EXP{_Vd(QS) as)}
) q(a) exp{—yd(as, ag)} + q(aq) exp{—y d(as, aq)}
_ 9(as) exp{0)
q(as) exp{0} + q(aq) exp{—y d(as, aq)}
_ q(“s)
q(as) + q(aq) exp{—yd(as, aq)}
_ 1
1+ 229 exp(—y d(a,, a)
This is an instance of the general logistic curve
1
fl = 1+ exp{—k(x — x0)}
with slope parameter k = y and initial condition xg = % log Z((Z‘f)) . More generally,

given a set of distractors a; # as, the probability of the correct action a; is

1

qlasls) =

+ Cagta, N8 exp(—yd(ag,a)))

The curve is illustrated in Figure 1. The important part of
Equation (6) is the second term in the denominator, which
represents the effect of interference between the target action
as and the distractor action ay. As this interference term gets
larger, the probability of the target action q(as|s) gets smaller. This
interference term is large when (1) the distractor action ay is a
priori likely, and (2) the distractor action a; is close to the target
action as.

An agent with a control objective as in Equation (4) will
therefore show similarity-based interference in terms of errors in
the action taken. This interference also manifests in decision cost
for action as:

Decision cost = — log g(as|s)

_ q(aq)
= log (1 + 2@

exp—yd(as,aq)}).

visualized in Figure 1. This function decreases as d(as, ay)
increases. The computation cost, on the other hand, decreases
when d(as,a;) decreases, reflecting the main mechanism by
which similarity-based interference arises in this model: at small
distances d(as, ag), the policy achieves lower computation cost at
the expense of decreased accuracy in the action selected.

Applying this logic to word production, we predict
interference effects among semantically similar production
targets when both are likely actions given the agents
state. Consider a state where a person sees a picture of an
apple, and the words “apple” and “pear” are both a priori
likely for some reason. This corresponds to target action
as = say “apple”  and distractor action a; = say “pear”,
with ¢g(a;) and gq(ag) both high, and d(as,ay) low. A
bounded-rational agent will erroneously say “pear” in this
state more often than if the distractor were something less
similar, such as @), = say “car’; furthermore, the action
a; = say “apple”  can only be produced at higher decision
cost due to the presence of the distractor. The reason is that when
the distractor is “car;” the relevant distance is d(as, “:i) >d(as, ag),
leading to a lower probability of confusion in the action policy.

This example embodies the core logic of the RDC account
of interference. Below, I will demonstrate this logic in a more
thoroughly worked out model of the Stroop/Picture-Word
Interference Task including fits to human behavioral data. That
simulation will require a more involved control model, but the
underlying cause of similarity-based interference remains the
same as in this example.

4. MODEL OF PICTURE-WORD
INTERFERENCE

Here, I show that RDC can capture some of the major
characteristics of semantic interference in the Picture-Word
Interference task.

4.1. Phenomena

Picture-Word Interference (PWI) is one of the most well-
studied phenomena in language production and cognitive
control (Schriefers et al., 1990; Damian and Martin, 1999; Biirki
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FIGURE 1 | Interference between a target action as and a distractor ay as a function of the distance d(as, aq), for varying values of resource parameter y and the a
priori probability g(as). (Top left) The probability g(as|s) of taking the appropriate action as in state s. (Top right) The decision cost — log g(as|s), which is high when ag
and ay have low semantic distance. (Bottom) The computation cost log qéé(’;s‘f) .

et al,, 2020). The task evokes similarity-based interference in
picture naming by superimposing a text word over an image, and
asking a subject to name the image (Lupker, 1979). Examples are
shown in Figure 2. The Stroop task is closely related (Stroop,
1935; MacLeod, 1991; van Maanen et al., 2009; Starreveld and La
Heij, 2017): in this task, a word, such as BLUE is presented in red
ink, and subjects are asked to name the color of the ink.

The hallmark PWT effect is that subjects are slower to name
the image in the presence of a superimposed word which is
semantically categorically related to the image (the semantic
condition in Figure 2), as compared to their reaction times when
the superimposed text is a neutral string, such as XXXXX(the
neutral condition in Figure 2). Furthermore, reaction times are
fastest when the superimposed word is the same as the name of
the image (the congruent condition), and if the superimposed
text is a semantically unrelated word (the unrelated condition),

reaction times are somewhere between the neutral and semantic
conditions. “Semantic interference” in the PWI task refers to this
additional slowdown and increased probability of error for the
semantic condition relative to the unrelated condition.

Many PWI and Stroop experiments include only a neutral or
an unrelated condition, rather than all four of these conditions,
which has resulted in some variance in terms of the size of the
reported interference effect (MacLeod, 1991). The neutral and
unrelated conditions are referred to together as the baseline
conditions, and the semantic and unrelated conditions are
referred to together as the incongruent conditions.

4.2. Related Work

Because of its empirical robustness and (apparent) conceptual
simplicity, PWI and Stroop tasks have been the target of
many computational cognitive models throughout the past
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FIGURE 2 | Conditions of a Picture-Word Interference experiment. From left to
right: the congruent, neutral, semantic, and unrelated conditions (see text).

three decades, and subject to intense controversies about the
mechanism that gives rise to the observed interference effect.

The main controversy in the literature is over whether
PWTI effects are driven by a competitive process during lexical
selection, where multiple responses are competing for priority,
resulting in slowdown (Roelofs, 1992; Levelt et al., 1999; Damian
and Bowers, 2003; Belke et al., 2005; Abdel Rahman and
Melinger, 2009) or by the need to exclude the distractor from an
articulatory buffer (for example, Mahon et al., 2007). The most
extensively documented and tested model of PWIis WEAVER++
(Roelofs, 1992, 2003; Levelt et al., 1999), a model of word
production based on production rules and spreading activation
where similarity-based interference emerges due to competition
in lexical selection.

In contrast to existing computational models, the RDC
account of interference in word production is a computational-
level model which works by specifying only the problem that
is being solved by the cognitive system, without making any
commitments to algorithmic-level details (Marr, 1982). The
theory and its assumptions are specified completely by (1) the
control objective, which is the mathematical statement of the
problem that the cognitive system is trying to solve, and (2) the
linking function from cognitive costs to observables, such as RT.

As we will see, the control objective that reproduces PWI
effects specifies only that there is some computational bottleneck
involved in integrating information from bottom-up sensory
input and top-down behavioral goals—whether this bottleneck
happens in lexical selection, articulation, etc. is unspecified. The
computational bottleneck might arise more mechanistically due
to dynamics of spreading activation, competing production rules,
etc. The question of whether the interference effect arises because
of competition or response exclusion does not arise at this level
of abstraction.

I am aware of two previous information-theoretic models
of the Stroop task. Zénon et al. (2019) present a model of
information-processing costs in the Stroop task which predicts
that performing an unusual goal (i.e., naming a picture rather
than reading a word) results in increased difficulty. Their model
does not use bounded-optimal policies and does not account
for semantic interference. Also, Christie (2019) models the RT
response distribution for congruent, semantic, and neutral trials
in a Stroop task using an information-theoretic model in which
conflicting control signals are superposed and must be decoded
at high cost. This model involves a policy which receives noisy

G \
/ !

FIGURE 3 | Schematic of an action policy where the behavioral goal G and

the perceptual state S jointly determine the output action A.

S

bottom-up and top-down signals and must decide on an action.
While this model is based on a noisy channel, rather than
rate—distortion theory, it is fundamentally similar to the model
presented here because it involves rational action under cognitive
constraints modeled using information theory.

4.3. RDC Account

A full model of PWI requires a more complex setup than the
simple interference example above. In particular, whereas the
interference model given by Equation (4) involved a policy
conditional only on an input state, a full model of PWI requires
a policy conditional on two inputs: a perceptual state and a
top-down behavioral goal.

To model PWI, let G be a random variable representing a
speaker’s top-down goals, i.e., whether the goal is to name a
picture/color or to read a word. That is, G is a random variable
taking values in the set {name,read}. Let Sbe a random variable
representing a speaker’s perceptual state—that is, the particular
word and picture that the speaker is looking at. A speaker then
implements a bounded-rational production policy on actions
given goals and perceptual states q(alg, s), subject to information-
processing costs. The structure of the model is shown in Figure 3.

As the output action is jointly determined by the behavioral
goal G and the perceptual state S, the total mutual information
between the inputs to the policy and the output action is given by
the formula

I[G,S: A] =<log 6](Lg,s)> (7)

q(a)

This quantity gives the total amount of information in the
behavioral goal G and perceptual state S that the policy uses in
order to specify the action A. The simplest RDC policy would
simply take Equation (7) as the computation cost. However, it
turns out that in order to model the PWI task, we need to
assign different levels of cost to information coming from the two
sources, G and S.

In order to do so, we must first break the quantity in
Equation (7) down into two parts, reflecting the contributions of
Sand G. Using the chain rule for mutual information (Cover and
Thomas, 2006, p. 24, Theorem 2.5.2), we can write:

I[G,S: A] = I[S: A]
—_—— ——
information transmitted from G and S to specify A information from §
4 1[G: AlS] )
———

information from G conditional on §
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with the conditional mutual information I[G: A|S] defined as

I[G:A|S] = <10g q(alg,s)>
q(als)

The conditional mutual information gives the amount of
information contributed by G about A in the presence of S, and
beyond what is contributed by S alone. Now, following previous
work (van Dijk and Polani, 2013; Genewein et al., 2015), we can
define a family of computation costs by taking a weighted sum of
the information from the two sources:

Computation cost = aI[S: A] + (1 — ) I[G:A|S], (8)

where o € [0, 1] represents the relative cost of using information
from S as opposed to information from G conditional on S. In
order to model PWI, it turns out that the minimal information
penalty required in the control objective is on the mutual
information I[G : A|S]—the amount of information that must be
“transmitted” from the behavioral goal G to specify the action A
in the context of the perceptual state S. So in the computation
cost for the PWI simulations, I set « = 0 in Equation (8). The
substantive hypothesis here is that there is negligible cost for
using information from the perceptual state S alone, but high cost
for using information from the behavioral goal G in the context
of the perceptual state S.

Defining computation cost in this way, the speaker’s
production policy is a minimum of the control objective:

£() = (d, @) + %I[G:Aw], 9)

where af indicates the correct action to be taken in state s with
goal g,and d: A x A — R™) is a semantic distance measure on
production actions A, as defined in section 3.2. The minima of
the control objective in Equation (9) have the form:

1
Z(g,s)
qlals) =) p(gls)q(alg, s)

g

qlalg,s) = q(als) exp{—y d(a, a)} (10)

7(g,5) = ) _ q(als) exp{—yd(af, a)}.

Below, I will first analyze the policy in Equation (10) and show
that it demonstrates semantic interference under reasonable
default parameter settings in a simulation of the PWI task, and
then that it can capture some of the major qualitative empirical
patterns observed in PWT studies when we vary the parameters of
the simulation.

4.4. Simulation Setup

I model the basic PWI task with the following setup. An
agent has access to a behavioral goal and a perceptual
state, and produces an output action in response to these.
The perceptual state consists of a picture and a written
word. The behavioral goal specifies whether the agent

TABLE 1 | Default parameters of the simulation of the Stroop task.

Parameter Value Meaning

Prname 0.1 A priori probability of the
behavioral goal being to name,
rather than read.

Ny 32 Number of different words in
possible perceptual states.

Np 32 Number of different pictures in
possible perceptual states.

y 4 Information processing

resources (see Equation 9).

See text for discussion.

should read the word or name the picture. Each word
and each picture is associated with a single appropriate
target action.

More formally, the behavioral goal is a random variable G
that can take one of two values, g € {name,read}, with
the probability of the goal being name equal to a parameter
Pname = %, the same value used in Zénon et al. (2019).
This low probability is meant to reflect the fact that when
one sees some text, the relevant behavioral goal is usually to
read the text, not name the object it is displayed or written
on, especially when reading a card or a computer screen in
a lab environment. As we will see, this low probability will
end up driving the asymmetry between reading and naming in
the model.

The perceptual state is represented by the random variable S
and takes values in pairs of discrete objects (w, p), representing a
state where an agent is seeing word w superimposed on picture p.
The number of possible words is N,, and the number of possible
pictures is Np; in all the simulations below, I fix N,, = N, = 32
and assume a uniform distribution on the possible states. The
output actions are represented by a random variable A taking
one of N, = 32 different values. Each goal g and state s is
associated with a target action af defined as follows: given the goal
g = read and the state s = (w, p), the target action is w; given
the goal ¢ = name, the target action is p. The distance metric
among output actions d: A x A — R™) will be defined below,
either as an idealized metric or as a metric derived from word
embeddings (Mikolov et al., 2013), when we move to modeling
experimental data.

The last parameter we need to specify an RDC policy is the
scalar y, which gives the computational resources (inverse cost)
available for information processing in the model. With all these
parameters in hand, we can compute the RDC policy from the
control objective in Equation (9). Simulation parameters are
summarized in Table 1.

As a more concrete example, suppose the goal ¢ = name,
and the perceptual state is the pair (apple ,pear), representing
the word “apple” superimposed on a picture of a pear. Because
the goal is ¢ = name, the target action af is to say “pear.” If
the agent takes this action, then the distortion is zero, because
d(pear, pear) = 0. On the other hand, if the agent takes the
action of saying “apple,” then the distortion is d(pear, apple),
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which may be small, since these are semantically related words
that share many features. Because this distortion is low, an
agent may be attracted toward saying “apple,” which has higher
distortion than “pear,” but has lower computation cost because it
does not require attending to the costly behavioral goal. Then the
probability of producing the correct word “pear” will be low and
the decision cost for the correct word “pear” will be high.

Given a state (w, p) and a goal g, we can define one part of the
state as the “target” and another as the “distractor.” When g =
name, the target is p and the distractor is w. When g = read,
the target is w and the distractor is p. In each state, there will be a
certain semantic distance between the target and distractor, called
the distractor distance. If a,, represents the action associated
with w and a,, is the action associated with p, then when g =
name, the distractor distance is d(ap, a,,); when g = read , the
distractor distance is d(ay, ap).

The major conditions of PWI experiments are the congruent,
semantic, neutral, and unrelated conditions (defined in Figure 2).
So far, we have the ability to model three of these: the congruent
condition corresponds to the case where the distractor distance
is 0 (i.e., the target actions are identical across goals: a,, = a);
the semantic condition corresponds to the case where distractor
distance is low; and the unrelated condition means the distractor
distance is high. I will return to the neutral condition below.

4.5. Results
4.5.1. Basic Results: Idealized Semantic Distance
Metric
First I present simulation results showing the existence of
semantic interference effects given an idealized semantic metric
among words. This metric is generated randomly by placing
N,, = 32 words uniformly at random in bounded 2-dimensional
space of size 7 x 7. An example such space is shown in Figure 4.
An RDC policy was computed for picture naming and word
reading given this space, considering all possible pairings of
words as pictures and as names.

In Figure 5, I show the decision cost and the computation cost
based on the simulation in this space, as a function of distractor
distance. We see a few basic patterns:

e There is no decision cost and low computation cost when the
distractor distance d = 0, corresponding to the congruent
condition in experiments.

e Semantic interference exists in the decision cost. The
interference is high for close words (corresponding to the
semantic condition), and falls off rapidly at distant words
(corresponding to the unrelated condition).

e When the goal is ¢ = read, interference of any kind
is negligible.

In the simulation, computation cost comes out to be
essentially a constant function of the goal, except when the
appropriate actions given the two goals coincide (distractor
distance 0). In fact, as the distractor distance gets large, the
computation cost turns out to approximate the surprisal
of the goal given the state —logp(gls). In doing so, the

distance

o
o
([
[
o = N W &

FIGURE 4 | Example of an idealized semantic metric of words as used for

basic simulations. Thirty-two words are placed randomly in a two-dimensional
bounded Euclidean space of size 7 x 7. A target word is indicated in red. The
remaining points are colored according to their distance from the target word.

computation cost recovers the model of Stroop interference from
Zénon et al. (2019)°.

This most basic simulation already captures several qualitative
patterns from the empirical literature (as listed by MacLeod,
1991). First, we recover the fact that naming is generally slower
than reading (Cattell, 1886), as indicated by the uniformly higher
computation cost for naming. Second, we recover the existence of
facilitation in the congruent condition, reflected in lower decision
cost and lower computation cost when distractor distance is zero.
Third, we recover the existence of interference in the semantic
condition relative to the congruent condition and the unrelated
condition, as reflected in the decision cost. Fourth, interference
exists for the naming task but is negligible in the reading task.
Fifth, the interference effect is gradient (Klein, 1964): when the
distractor is more semantically similar to the target, there is
more interference; this is reflected in the decision cost for the
naming condition.

The semantic gradient deserves a bit more discussion.
There has been controversy in the literature on Picture-Word
Interference about whether a semantic gradient really exists, as
opposed to a categorical effect for distractors that are in the same
category as the target (Hutson and Damian, 2014; Birki et al.,
2020). In the RDC model, there is a semantic gradient observable
in the decision cost, but it falls off very rapidly from distance 1 to
distance 2, and distance 2 shows only barely more interference
than distance 3. Therefore the theory predicts that a semantic

3When distractor distance is 0, computation cost comes out to nearly zero. This

may seems surprising, but follows from the fact that computation cost here is
q(alg.s)

q(als) >
when the action a is already fully specified by the perceptual state s, such that the
behavioral goal g adds no new information. It should be noted that computation

cost zero does not imply a prediction of RT zero—see section 4.5.5.

the pointwise conditional pointwise mutual information log which is zero
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FIGURE 5 | Simulated costs in Picture-Word Interference task, as a function of semantic distance between target and distractor.
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gradient does exist, but it is highly concentrated, and might be
hard to detect in experiments.

Above, I have shown that RDC can capture the basics of
semantic interference in PWI tasks in a simulation with simple
and reasonable default parameter settings. Next, I will show how
we can recover more of the empirical patterns by varying the
parameters of the simulation and the model.

4.5.2. Reverse Stroop

The reverse Stroop effect refers to a reversal in the difference
between naming and reading in a PWI/Stroop task. Usually,
interference happens in the naming task and not in the reading
task. However, after a great deal of experience with naming in
incongruent trials, two things happen: the interference effect in
naming shrinks, and subjects begin to show an interference effect
in reading as well as naming (Stroop, 1935; MacLeod, 1991).

While early work hypothesized that the reverse Stroop effect
is caused by practice and task familiarity (Stroop, 1935), later
work has shown that reverse Stroop effects are more likely
related to the difficulty of task switching between naming and
reading (Allport and Wylie, 2000; Roelofs, 2021). In terms
of simulation parameters, it seems sensible to identify reverse
Stroop manipulations with an increase in the parameter pname,
reflecting increased relevance of the naming goal, perhaps due
to recency.

Figure 6 shows computation and decision costs under varying
Pname in the idealized semantic distance metric. As this value
increases, a reverse Stroop effect emerges: the reading task begins
to show interference in both costs. Meanwhile, the interference
associated with naming is predicted to decrease.

Beyond the Reverse Stroop effect, the simulations here
demonstrate the general effects of varying the simulation
parameter pname. Such results could be used, for example, when
modeling picture-picture interference effects, where participants
are confronted with two pictures and must name only a certain
one (for example, Glaser and Glaser, 1989). In that case, the
behavioral goals associated with each of the two pictures would

have more similar prior probabilities, and the resulting RDC
predictions would look more like the dotted lines in Figure 6.

4.5.3. Empirically-Derived Semantic Distance Metric
The results above showed basic qualitative effects in an idealized
semantic space. Now I turn to results based on an empirically-
derived semantic space, leading to a quantitative comparison
to human reaction times. The use of an empirically-derived
semantic space brings two advantages over the idealized space
above: (1) it allows for a comparison with experimental data
on real words, and (2) it shows that the predicted interference
effects arise given a realistic geometry for the semantic space and
a realistic distribution of words in it.

In the last decade, the field of natural language processing
has devoted a great deal of attention to deriving representations
of words as points (called embeddings) in high-dimensional
space, such that the distances among embeddings reflect semantic
relationships among words (Mikolov et al., 2013; Pennington
etal., 2014). These representations differ in their details, but they
are all derived by an optimization process whose goal is to create
embeddings such that the context of a word can be predicted
accurately from its embedding (Goldberg and Levy, 2014), in
keeping with the old linguistic intuition that the meaning of a
word is related to its distribution with respect to other words
(Harris, 1954; Firth, 1957). The result is that the “distance”
between two words A and B reflects the difference between
the typical contexts for A and B. As such, these distributional
embeddings provide a distance metric which fits with the RDC
framework, which holds that two actions are similar if there is low
cost for failing to distinguish them. In particular, the embedding
distance between words reflects how badly one would mis-predict
the context of one word when it is mistaken for another.

There have been previous attempts to model semantic
interference effects in Stroop and PWTI using embedding spaces,
such as these (de Marchis et al., 2013; Hutson and Damian,
2014). The embedding spaces can broadly distinguish between
semantically close words compared against unrelated words,
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FIGURE 6 | Computation and decision cost for PWI under varying values of prame. A reverse Stroop effect emerges in the decision cost under the reading goal.
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although they do not seem to be able to make reliable item-
level predictions within semantically close words (Hutson and
Damian, 2014).

Here, I adopt the English fastText embedding space derived by
Facebook? as a semantic distance metric among words. In work
using these embeddings, the distance between embeddings u and
v is usually quantified as cosine distance:

u-v

deos(t, V) =1 — ———,
[lull211v]]2

where - indicates a dot product and ||ul|; indicates an L, norm.
In order to produce distances in the interval [0, o), I apply a logit
transform to the cosine distance®.

I use the set of 32 words from the Picture-Word Interference
experiment presented in Roelofs and Piai (2017). The items
from this experiment consist of picture-word pairings which are
either semantically close (“semantic”) or semantically unrelated
(“unrelated”). Here, I show that RDC with the fastText
embedding space predicts higher cognitive cost for the semantic
pairings as opposed to the unrelated word pairings, and also
lower cost when the word and the picture to be named are
identical®. Except for the semantic distance metric, all other
parameters of the simulation are the same as above.

4 Available for download at https://fasttext.cc/docs/en/pretrained-vectors.html
The logit-transformed distance metric between two word embeddings u and v is

At 1
d(u,v) = logit (E + Edc‘“(u’ v)) s

with the logit function defined as

logit(x) = log (%) .
—x

These words were originally in Dutch; I translate them into English in order
to get their distances. In preliminary experiments, I also tried using the Dutch
fastText vectors, and using the English GloVe vectors (Pennington et al., 2014).
I use the English fastText vectors because I found that they most reliably assign
lower distances to the “semantic” word pairings compared to the “unrelated” word
pairings in the experimental items. Rank-order correlations of semantic distances

In Figure 7, I show theoretical computation cost and decision
cost by distractor distance for the word pairs listed in Roelofs
and Piai (2017). Red dots indicate word pairs in the “semantic”
condition; green dots indicate word pairs in the “unrelated”
condition; and blue dots indicate identical words. Predicted
cognitive cost is lowest for identical words. For “unrelated” and
“semantic” words, there is high computation cost. For “semantic”
words, there is also high decision cost.

The simulation using an empirically-derived semantic
distance metric shows the same qualitative patterns as the
simulation using an idealized metric. Furthermore, we see that
the semantic distances largely correspond (although imperfectly)
with the designation of items as “semantic” vs. “unrelated.”

4.5.4. Neutral vs. Unrelated Trials

The PWT task has a fourth major condition: the neutral condition,
where a picture is presented along some kind of neutral
orthographic stimulus that would not reasonably be read out
loud, such as XXXXX. Here, I will incorporate this condition
into the simulation and show that we immediately recover
three empirically-attested patterns: (1) there is facilitation in the
congruent condition relative to the neutral condition, (2) there
is interference in the unrelated condition relative to the neutral
condition, and (3) the size of facilitation is small relative to the
size of interference (MacLeod, 1991).

Recall that in the basic simulation, the a priori probability
that the behavioral goal is ¢ = name rather than g = read is
%. I model the neutral condition by adding into the simulation
a set of states Speuiral With neutral text distractors, such that
p(g = name|speytral) = % for all neutral states. This models the
scenario where a subject sees XXXXXsuperimposed on an image.
The idea is that given such a state, a subject would only expect

to actually read the stimulus (saying “eks eks eks eks eks”) 1—10 of

among the embedding spaces are: English fastText vs. English GloVE p = 0.77;
English fastText vs. Dutch fastText p = 0.59; English GloVE vs. Dutch fastText
p = 0.54.
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FIGURE 7 | Computation and decision costs for word pairs from the items of Roelofs and Piai (2017), using fastText as the semantic distance metric.
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Figure 8 shows the simulated decision and computation costs
for four experimental conditions based on the items from Roelofs
and Piai (2017): congruent (the case where the distance d = 0),
semantic, unrelated, and neutral (simulated as the case where
S = Speutral)- The three empirical patterns are captured here
by the computation cost. The neutral condition has drastically
reduced computation cost relative to the semantic and unrelated
conditions, indicating facilitation. Also, the computation cost is
slightly less in the congruent case relative to the neutral case,
indicating facilitation. Also, the size of the facilitation effect (the

difference between neutral and congruent conditions) is small
relative to the interference effect (the difference between neutral
and semantic/unrelated conditions).

The model robustly recovers the existence of facilitation
and interference. The relative magnitude of facilitation and
interference depends on a model parameter: the probability
plg = namels = speural)’- Therefore, it is therefore possible
to make a prediction: the facilitation effect should get larger
under any manipulation that makes the orthographic string in the

7The default values for p(g|s) have not been tuned to fit the human data, but were
selected a priori and kept constant throughout all simulations.
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neutral condition more and more like something that someone
would reasonably read. In fact, there is already some evidence in
this direction in the literature: pseudowords, which presumably
fall somewhere between XXXXXand a real word in terms of
p(g = name]s), cause less interference than real words in the
Stroop task (Klein, 1964).

4.5.5. Fit to Human RT Data
Here I relate the simulated computation and decision costs to
empirical human RT data. To do so, we need a more specific
linking function from computation and decision cost to RT.

I propose that RT can be predicted from a linear combination
of computation and decision cost. That is, the predicted RT in a
condition is given from cognitive costs by a transformation:

RT =a+ bX + ¢Y,

where X is computation cost, Y is decision cost, and a, b,
and ¢ are non-negative scalars. This linking function supposes
that computation cost and decision cost are each associated
with some fixed rate of information processing, given by b and
¢, respectively, in terms of milliseconds per bit. The scalar a
represents a constant RT delay across conditions (in the model of
Zénon et al.,, 2019, this constant cost corresponds to perceptual
information processing).

Figure 9 shows a comparison of empirical mean RTs in a
PWTI task, drawn from Roelofs and Piai (2017), compared against
simulated RTs, with a = 730 ms, b = 30 ms/bit, and ¢ =
140 ms/bit®, This mixture gives a good qualitative fit to the
human data.

The relationship of information-processing costs to RT may
not be so simple, however. In particular, RT distributions appear
to follow what is called an Ex-Gaussian distribution (Ratcliff,
1979; Luce, 1986; Balota et al., 2008). An Ex-Gaussian random
variable is the sum of a Gaussian random variable with mean u
and an Exponential random variable with rate t. The resulting
distribution is skewed positive when compared with a Gaussian
distribution. Interestingly, it has been suggested that the  and
7 parameters of the Ex-Gaussian distribution reflect different
aspects of cognitive processing in the PWI task (Heathcote et al.,
1991; Mewhort et al., 1992; Spieler et al., 2000; Piai et al., 2011,
2012; Roelofs, 2012; Scaltritti et al., 2015; San José et al., 2021).

Here I present an analysis comparing computation and
decision costs to the full Ex-Gaussian analysis of experimental
PWI data, including congruent, semantic, neutral, and unrelated
conditions, performed by Roelofs and Piai (2017). In Figure 10,
I show their estimates of the p parameter compared with a
combination of computation cost and decision cost (a = 615 ms,
b = 25 ms/bit, c = 65 ms/bit). In Figure 11, I compare their t

8 All of the scaling factors presented in this section were derived by linear regression
on the empirical means, followed by rounding. From the linear regressions, the
optimal models before rounding are
mean RT & 737 + 28 x Computation cost 4+ 139 x Decision cost
1~ 615+ 25 x Computation cost 4+ 65 x Decision cost

T A~ 123 4 2 x Computation cost + 87 x Decision cost.

estimates to decision cost alone (¢ = 120 ms, b = 0, ¢ = 85
ms/bit)’. The reasonable qualitative match suggests that both
computation and decision cost are reflected in the & component
of the RT distribution, while only decision cost is reflected in
the © component. It is striking that the T component seems to
reflect only decision cost, suggesting that decision cost is indeed
an index of a distinct kind of cognitive cost. This result is in line
with the pattern reported by Roelofs and Piai (2017): u shows
a contrast among neutral, unrelated, and semantic conditions,
while v shows a contrast only between the semantic condition
and the others (see also Scaltritti et al., 2015; San José et al., 2021).

Summing up, the overall empirical pattern is that computation
cost captures basic interference effects in RT, while decision
cost captures the additional RT slowdown associated with
semantically close distractors. The RT component p reflects
both computation and decision cost, while the additional RT
component 7 reflects only decision cost.

4.6. Discussion

It is striking that the framework laid out here can successfully
model many aspects of PWI, despite being developed nearly
entirely for purposes other than cognitive modeling. Rate-
distortion theory was developed purely as an abstract theory of
lossy communication, and its application to control problems
has primarily been confined to the computer science and
robotics literature.

Furthermore, RDC captures the major empirical patterns of
the Picture-Word Interference task with few free parameters.
The degrees of freedom in the specification of the model are
(1) the distribution over goals and states, (2) the information-
processing resource parameters used to define the control
objective (the scalar y, which was set to a constant value in
all simulations reported above), and (3) the similarity metric
among actions. All of these degrees of freedom correspond
to quantities that can be independently estimated, at least in
principle. The distribution over goals and states is set by the
frequency of goals and states in a person’s everyday experience;
the information-processing cost parameters are set by studies of
cognitive difficulty; and the similarity metric among actions is
determined by the relative cost of the consequences of confusing
one action for another. The result is a parsimonious model that
captures several patterns naturally.

5. GENERAL DISCUSSION

I have shown that the rate-distortion theory of control can
naturally account for similarity-based interference in general,
and that it offers a strong model of Picture-Word/Stroop
interference effects. Now I turn to the interpretation of the model
and how it relates to word production more generally.

9The decision to map computation cost to 1 and 7, and decision cost to 7 alone,
was taken post-hoc based on regressions on the empirical RTs.

Frontiers in Psychology | www.frontiersin.org

May 2021 | Volume 12 | Article 672408


https://www.frontiersin.org/journals/psychology
https://www.frontiersin.org
https://www.frontiersin.org/journals/psychology#articles

Futrell Information-Theoretic Account of Interference

empirical model
900
. —
. 8501 A
»
£ O
£ —1 A
X 800
(o
& I N B
[0} B E—
= 750
o ¢ A A
700 —

T T T T T T
semantic unrelated congruent neutral semantic unrelated

condition

T T
congruent neutral

@ enmpirical A model . congruent ' neutral ‘ semantic ) unrelated
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5.1. Interpretation of Computation and a single action given a probabilistic policy. As a summary,

Decision Cost

I used two notions of cost: computation cost and decision cost,
where computation cost is the cost term that is contained in the
control objective, and decision cost is the surprisal of selecting

semantic similarity-based interference emerged in the decision
cost, while computation cost predicted general interference
and difficulty for the less-probable goal in context (naming as
opposed to reading).
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I proposed that computation cost and decision cost map
linearly to RT. The reason for this proposal was simplicity.
However, it may be that other linking functions provide a better
connection between g(alg, s) and empirically observable response
times, for example by linking RDC components to components
of drift-diffusion models (Bogacz et al., 2006; Ortega and Braun,
2013). I leave the exploration of this possibility to future work.

5.2. Relation to Algorithmic-Level Models
As a computational-level theory, RDC specifies only the problem
being solved by our cognitive system, and does not make claims
about algorithmic or implementational details. It should be
hoped, then, that existing successful algorithmic models of PWI
can be seen as implementing the core parts of the RDC account.

In this connection, the recent extension of WEAVER++ by
San José et al. (2021) is especially interesting, as it adds an element
of periodically lapsing attention to the behavioral goal in order to
explain the Ex-Gaussian distribution of RTs in PWT experiments.
Similarly, the RDC model of picture-word interference crucially
works by positing a cost associated with extracting information
from the behavioral goal in the presence of the perceptual
state. Essentially, the RDC agent can only access the behavioral
goal through a channel with limited bandwidth. This limited
bandwidth equates to a kind of inattention: because the agent
has limited resources with which to attend to the channel, it will
often not attend. Indeed, RDC was initially introduced as a model
of “rational inattention” in economics with this reasoning (Sims,
2003, 2005, 2010).

Similarly, the production rules and spreading activation
dynamics of WEAVER++ can be seen as implementing RDC-
like behavior. For example, one production rule used in the

WEAVER++ simulation of PWI in San José et al. (2021) states
that if the behavioral goal is to name a picture, and a written word
is present, then activation relating to the written word is blocked
off. Similar logic is instantiated by the RDC policy. Consider the
equilibrium probability (following Equation 10) to produce the
written word a,, when the behavioral goal is ¢ = name:

q(awlg = name,s) o q(aw|s) exp{—yd(ay, ay)},

where a, is the action corresponding to naming the picture. The
first factor g(ay, |s) will be relatively large, because the prior is that
the behavioral goal is usually to read, not to name. This large
value corresponds to activation for the written word. However,
this large value will be squashed by the exponentially small value
of the second factor exp{—yd(ap,a,)} (unless a, and a,, are
close), resulting in an ultimately low probability to name the
written word. This corresponds to blocking of activation.

The RDC model presented here shows how similarity-
based interference can arise from a very generically-defined
computational bottleneck. It achieves this generality without
sacrificing quantitative precision. Nevertheless, it is likely that
many aspects of PWI and similarity-based interference more
generally might only be explainable within more algorithmic and
mechanistic frameworks. For example, a great deal of work on
PWI has dealt with stimulus-onset asynchrony (SOA) effects,
where the distractor word or the picture do not appear at the
same time. These effects are naturally captured in spreading-
activation models that describe the evolution of activation with
time. It is less clear how such time-based effects would be
captured within a purely computational-level account, which
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FIGURE 12 | Schematic of a policy where the behavioral G and the perceptual
state S determine two actions Ay and A, to be performed by different
actuators.

simply models the function that is computed by cognitive
systems, and not how it is computed.

5.3. Further Word Production Phenomena:

Facilitation

I intend to advance RDC, or an extension of it, as a model of
word production in general. I have presented its application to
interference in PWI and Stroop paradigms because these are well-
known and challenging phenomena to model. However, there are
many other language production phenomena on which an RDC
model has yet to be tested, including several that arise within the
PWTI paradigm. One such set of phenomena is facilitation, both
phonological and semantic.

The PWI task exhibits phonological facilitation, meaning
that naming time is sped up when the distractor word is
phonologically similar to the target word (Meyer and Schriefers,
1991). In the simple simulations presented here, the RDC does
not predict this kind of facilitation. However, it can when the
control objective is specified in more detail, as I sketch below.

Imagine that the goal of the policy is not to output a single
atomic output action, but rather to output a large number of
actions. For example, one can imagine that the policy must
output instructions to a large number of actuators. This kind of
policy is illustrated in Figure 12. Equivalently, the output of the
policy is a vector a = [ay, a3, . ., a,] of actions to be performed
by n different actuators.

Given this kind of policy, we can define a “phonological”
similarity metric among actions a; and a, in terms of how
many elements overlap between a; and a,. For each overlapping
element, we will have a facilitation effect, and for each non-
overlapping element, we will have an interference effect. The
result is overall facilitation when the target action and the
distractor have more overlapping elements.

There are other extensions of RDC and other mechanisms
that could give rise to facilitation effects, for example multi-stage
hierarchical policies where the output of one policy becomes the
input to another. Such families of more elaborate RDC policies
have been explored in simulations by Genewein et al. (2015).

Facilitation has also been reported in PWTI settings for certain
semantically similar words, and a great deal of effort has gone
into experimentally characterizing when semantically similar
words will cause facilitation or interference, often dealing with
whether a given target word is in the “response set” for the
experiment (e.g., Roelofs, 1992, 2003; Caramazza and Costa,

2000, 2001; Mahon et al., 2007; Piai et al., 2012). While empirical
picture remains complex (Biirki et al., 2020), these results have
often been taken to reflect dynamics during different stages of
word production. While the simple RDC model presented here
does not predict these facilitation effects, a more articulated
model might: for example, a model with a non-zero penalty on
perceptual state information, or a hierarchical policy (Genewein
et al,, 2015; Zénon et al., 2019). The answer may also lie in the
linking function from the RDC policy to observables, such as
RT: if computation cost is sometimes the dominant determinant
of reaction times, rather than decision cost, then Figure5
suggests that we would expect semantic facilitation rather than
interference. I leave the investigation of these possibilities to
future work.

5.4. Conclusion
This work has extended the reach of information-theoretic
models of language processing. Although information-theoretic
models have seen broad success in the study of language
comprehension (Hale, 2001; Moscoso del Prado Martin et al.,
2004; Levy, 2008; Hale et al., 2018; Futrell et al., 2020) and the
emergence of linguistic structure (Zaslavsky et al., 2018; Hahn
et al., 2020), they have not yet seen much application to language
production. This work has taken the first steps toward remedying
this gap using the rate-distortion theory of control.
Furthermore, the apparent inability to capture similarity
relations among stimuli has been a major barrier for the adoption
of information-theoretic models in cognitive science (Luce, 2003,
p. 185). This work shows that rate-distortion theory allows us
to overcome this difficulty and model some of the most salient
similarity-based effects in psychology.
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When talkers anticipate that a listener may have difficulty understanding their speech,
they adopt a speaking style typically described as “clear speech.” This speaking style
includes a variety of acoustic modifications and has perceptual benefits for listeners. In
the present study, we examine whether clear speaking styles also include modulation
of lexical items selected and produced during naturalistic conversations. Our results
demonstrate that talkers do, indeed, modulate their lexical selection, as measured
by a variety of lexical diversity and lexical sophistication indices. Further, the results
demonstrate that clear speech is not a monolithic construct. Talkers modulate their
speech differently depending on the communication situation. We suggest that clear
speech should be conceptualized as a set of speaking styles, in which talkers take the
listener and communication situation into consideration.

Keywords: lexical sophistication, lexical diversity, non-native speech, speech in noise, adverse listening conditions

INTRODUCTION

When communicating in natural situations, talkers modulate their speech for their audience (e.g.,
Clark et al., 1983). Modulation can take many forms, including choosing appropriate lexical items
for the audience, modulating syntactic structure, and modifying acoustic properties (Clark and
Carlson, 1981; Clark and Murphy, 1982; Arnold et al., 2012). This type of modulation typically
happens without explicit instruction or feedback and is robust across talker populations and
contexts (Beckford Wassink et al., 2007; Androutsopoulos, 2014; Ferreira, 2019).

The most famous example of this type modulation is child- or infant-directed speech
(IDS), a speaking style used, as the name suggests, when communicating with infants or
children (Snow, 1977; Stern et al., 1982; Fernald and Simon, 1984). While individual talkers
may differ in their exact implementation of IDS, common properties of this speaking style
include higher average pitch, a broader pitch range, and shorter utterance durations. Infant-
directed speech is not universal (e.g., Pye, 1986; Ingram, 1995); however, it is widely used
in many cultures, without explicit instruction (e.g., Grieser and Kuhl, 1988; Fernald et al,
1989; Kuhl et al, 1997). Infant-directed speech also changes in both syntactic and lexical
complexity as the infant grows older, presumably in response to increases in infants’ receptive
abilities as well as their ability to communicate with adult interlocutors (Genovese et al.,
2020). Even children can produce IDS in situationally appropriate ways (Dunn and Kendrick,
1982; Warren-Leubecker and Bohannon, 1983; Weppelman et al., 2003), suggesting that the
ability to modulate our speech for our audience develops rather quickly and is robust.
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However, even when speaking to adult listeners, talkers modulate
their speech in a variety of ways. For example, a wide range of
speaking styles have often been included under the umbrella of
“clear speech.” Clear speech is typically defined as a listener-
oriented speaking style, characterized primarily by a variety of
acoustic modifications. However, recent work has suggested that
clear speech differs as a function of the intended audience or
communication style (Hazan and Baker, 2011; Hazan et al., 2012)
and that clear speech produced in naturalistic communication
scenarios differs from clear speech elicited in a laboratory in more
artificial communication scenarios (Moon and Lindblom, 1994;
Scarborough et al., 2007; Hazan and Baker, 2011; Scarborough
and Zellou, 2013).

The bulk of work on clear speech has focused on acoustic
modifications of the speech signal, which are thought to make
the signal easier for the listener to understand. However, other
lines of research have demonstrated that there are multiple other
factors that impact how easy it is for listeners to understand the
speech they are exposed to. For example, semantic predictability
impacts how accurately listeners perceive speech in a variety
of challenging listening situations, including speech in noise
(Signoret et al., 2018), non-native speech (Baese-Berk et al.,
2021), hearing-impaired listeners (Holmes et al., 2018), and
cochlear implant users (Winn, 2016).

Indeed, predictability is crucially important for speech
understanding and communication in general (see Kutas et al.,
2011 for a review). For example, many studies have suggested that
listeners use prediction to determine when a speaker is likely to
complete their turn so that they can begin the next conversational
turn as a speaker (Schegloff et al., 1974). On even shorter
time scales, listeners make eye-movements toward relevant
targets before they are produced if the target is syntactically or
semantically predictable (e.g., Altmann and Kamide, 1999, 2007).
Predictability, in various forms, has also been shown to impact
language processing. Less predictable words are read more slowly
than their more predictable counterparts (Ehrlich and Rayner,
1981; Levy, 2008), and predictability of lexical items is evident
in event related potentials (ERPs) to unpredictable lexical items
(e.g., N400 responses to semantically less predictable nouns,
Kutas and Hillyard, 1980).

In the current paper, we do not directly investigate
predictability per se. Instead, we examine lexical factors that
could affect the predictability of the speech that listeners hear
and could impact the ease of understanding speech. Specifically,
we examine speech produced in naturalistic communication
scenarios across a variety of contexts known to elicit a
clear speech style. We ask whether, in addition to acoustic
modifications previously reported, speakers modulate the lexical
content of their speech—including a variety of measures of
lexical diversity and lexical sophistication. We ask whether
these measures differ both when (1) comparing scenarios that
naturally elicit clear speech to those that do not elicit such
a style and (2) comparing within distinct communication
situations that may each elicit clear speech, but differ in their
specific challenges for the talker and listener (e.g., speech
to a non-native talker vs. to someone hearing the speech
through noise).

Below, we briefly review the previous literature on
modifications found in clear speech, measures of lexical
diversity, and measures of lexical sophistication before turning
our attention to the current study.

RELATED WORK

Communication in Adverse Listening

Situations/Clear Speech

As described above, clear speech is a speaking style adopted by
speakers, usually in situations where they anticipate that their
listener may have trouble understanding their speech. Substantial
previous work has examined the acoustic properties of clear
speech. Typical modifications include slower speaking rates,
higher average intensity, greater fundamental frequency range,
and larger vowel spaces compared to plain or conversational
speech (Picheny et al.,, 1986; Krause and Braida, 2004; Smith,
2007; Maniwa et al., 2009).

Importantly, these modifications result in a benefit for the
listener. That is, listeners are able to more accurately transcribe
speech (i.e., intelligibility) when the speech is produced in a clear
speaking style (Bradlow and Bent, 2002; Krause and Braida, 2002;
Maniwa et al., 2008; Hazan and Baker, 2011). These benefits
emerge for a variety of listener populations including normal-
hearing listeners (Krause and Braida, 2002; Liu and Zeng, 2006;
Hazan et al., 2018), hearing-impaired listeners (Picheny et al.,
1985; Ferguson and Kewley-Port, 2002), listeners with cochlear
implants (Liu et al., 2004), non-native listeners (Bradlow and
Bent, 2002), and for speech-in-noise in a variety of populations
(Payton et al., 1994; Bradlow and Alexander, 2007; Calandruccio
et al., 2020).

Primarily, the studies cited above elicited speech in
the laboratory using instructions to produce speech for a
hypothetical listener who may have challenges understanding
the speech. Some previous work has elicited clear speech with
naturalistic methods (Moon and Lindblom, 1994; Scarborough
et al.,, 2007; Hazan and Baker, 2011; Scarborough and Zellou,
2013). In these situations, talkers typically do not receive
instructions to modify their speech or to speak clearly. Instead,
they are placed in communication situations where their speech
will be harder for their listener to understand. There have
been some differences reported between these two elicitation
types with some showing more hyperarticulation in speech
elicited in naturalistic conditions and others showing more
hyperarticulation for speech elicited with a hypothetical listener.
Importantly, compared to plain speech, both types of elicitation
methods result in acoustic modifications and perceptual benefits
(see e.g., Hazan and Baker, 2011; Hazan et al, 2015; Lee and
Baese-Berk, 2020).

While these previous findings have demonstrated that this
listener-oriented speaking style tends to result in both acoustic
modifications by the talker and perceptual benefits for listeners,
much less attention has been paid to other properties of the
language produced by speakers in these situations, especially
in clear speech elicited in naturalistic situations. That is, one
could imagine that when in a naturalistic environment where
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communicative success is imperative, talkers may modify their
speech in multiple ways, including lexical, syntactic, or pragmatic
selection. These modifications could result in even greater ease
for listeners. This type of investigation is critically important
because some previous work has demonstrated that intelligibility
benefits for listeners are not necessarily reflected in acoustic
modifications of clear speech (e.g., Lee and Baese-Berk, 2020).
That is, in some cases listeners understand speech that was
elicited in naturalistic scenarios that often result in “clear speech”
better than speech elicited as “plain speech,” but investigations
for acoustic correlates that may be driving these results have not
shown significant differences between the two speaking styles
(e.g., no significant differences in speaking rate, F0, intensity,
etc.). Therefore, it is possible that other, non-acoustic, properties
of the signal are impacting ease of understanding for listeners.

Further, most previous studies of clear speech have examined
the speaking style as a monolithic construct, and have not
directly investigated cases in which the specific properties of
clear speech might shift as a function of the audience and
the needs of the audience. As a counterexample, Hazan et al.
(2012) demonstrated that acoustic properties of clear speech
differ as a function of communicative barrier (i.e., vocoded
speech vs. speech presented in multi-talker babble). For example,
speaking rate and fundamental frequency differ across the two
conditions—though both are distinct from plain speech. Also,
preliminary work from our lab (Wright and Baese-Berk, 2020)
suggests that lexical and syntactic information may shift as a
function of the needs of the audience. Using only lexical and
syntactic information from the talker’s speech in transcriptions
of conversations from the LUCID corpus, which included three
clear speech eliciting conditions and one plain speech eliciting
condition, we found that natural language processing classifiers
perform significantly above chance when predicting the listening
condition of the audience based solely on the talker’s speech.
This suggests that there are some non-acoustic properties of the
speech that are differentiated among the various clear speech
eliciting conditions. However, the factors differentiating lexical
and syntactic properties that allowed the classifiers to perform
well were not clear.

There is a broad body of work on how interlocutors refer
to objects in the world in conversation (see Arnold, 2008 for a
review). When speaking, we have the choice of many different
ways to refer to the same referent in the world (e.g., the cat, it,
the striped one), and the method of reference we select seems to
depend on many factors. Among these factors are whether the
information being referred to is new or given (i.e., previously
referred to in discourse), what a speaker knows about a listener’s
familiarity with the topic, other information that the speaker
infers about the listener (e.g., proficiency in the language of
discourse), and ease of retrieval for the speaker. Thus, it seems
that the notion of what constitutes “clear speech” can be even
further subdivided.

Therefore, here, we investigate one specific aspect that could
be modified by talkers during elicitation of clear speech in
naturalistic conversations: lexical selection. Below, we briefly
describe the two families of measurements used in our analyses:
lexical diversity and lexical sophistication. Both families of

measures are used widely in assessment of second language
writing, among other fields. We believe that they are appropriate
for the present study because they provide us with a series of
measures capable of directly assessing lexical complexity, which
may impact how listeners perceive speech and/or how speakers
modify their speech for listeners.

Lexical Diversity

Broadly speaking, lexical diversity is the range of different words
used in a text or conversation. A greater range is equivalent
to higher diversity. Lexical diversity is used in a variety of
assessment tools including as a measure of proficiency in a second
language (Engber, 1995; Cumming et al., 2005), vocabulary
knowledge (Zareva et al., 2005; Yu, 2010), and even as a marker
of onset of neurodegenerative diseases like Alzheimer’s disease
(Garrard et al., 2005; van Velzen and Garrard, 2008) or in mild
cases of aphasia (Cunningham and Haley, 2020). Measures of
lexical diversity are important for many reasons. While more
diverse texts or speech samples may be indicative of greater
proficiency for the speaker or writer, they may also be more
challenging for a reader or listener to understand. That is,
samples with greater diversity, may also include less repetition,
more switches among topics, and use of multiple lexical items to
refer to the same concept. Each of these factors could make it
more challenging for a listener to understand what is being said.
Therefore, we may expect lower lexical diversity values in clear
speech situations than in plain speech situations.

Historically, lexical diversity has been indexed via the type-
token ratio (Johnson, 1944; Templin, 1957), in which the total
number of unique words (i.e., types) is divided by the total
number of words (i.e., tokens). The closer this ratio is to 1,
the greater lexical diversity in the sample. However, indices like
type-token ratio are often sensitive to length of language sample:
longer texts often have disproportionately lower type-token ratios
than shorter texts, and this value may not be indicative of
lexical diversity more broadly. Further, some measures of lexical
diversity (including type-token ratio), make assumptions about
textual homogeneity. That is, some measures of lexical diversity
fail to recognize that talkers may vary diversity levels in different
points of conversation or a text for some specific purpose. For
instance, there are particular circumstances in which language
that is less lexically diverse is employed as a rhetorical strategy,
therefore, indices have been developed that control for the
intentional use and variety of particular structures. This serves
to ensure that the measure does not treat a single structure or
pattern as representative of the text as a whole (see McCarthy and
Jarvis, 2010 for a summary of these issues).

In the present study, we present results from the typical type-
token ratio analyses. However, given the considerations above,
we also report three additional measures, which may provide
a more complete understanding of lexical diversity within our
sample. First, we report the moving average type-token ratio
(MATTR; Covington and McFall, 2010), which uses a 50-word
window to continuously calculate type-token ratio throughout a
sample. Second, we report the hypergeometric distribution (HD-
D; McCarthy and Jarvis, 2007). This represents the probability
of drawing a number of tokens with some specific type from
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a sample of a specific size. Finally, we report a version of the
“measure of textual lexical diversity” (MTLD; McCarthy, 2005;
McCarthy and Jarvis, 2010). While we refer the reader to previous
work for specific descriptions of this index, the measure roughly
corresponds to the average length in words that the sample stays
at a specific type token ratio.

Taken together, we believe these indices will allow us to better
understand the lexical diversity of the samples in the current
study. By comparing how these indices differ across a number
of conditions that induce clear speech, we will be able to better
understand how clear speech may vary across scenarios.

Lexical Sophistication

Lexical sophistication is often simply described as the number of
“unusual” words in a sample. As is the case for lexical diversity,
a number of constructs can be used for characterizing lexical
sophistication, depending on the goals of the researcher (Eguchi
and Kyle, 2020). Lexical sophistication is frequently used as an
indicator of language proficiency in second language assessments
of speaking and writing (Laufer and Nation, 1995; Kyle and
Crossley, 2015; McNamara et al., 2015). However, we believe that
it could be a tool to characterize the relative lexical complexity of
clear speech, as in the current study.

Here, we specifically assess four measures of lexical
sophistication (see Crossley et al., 2012), all of which investigate
the relative frequency of a word or sets of words. First, we report
the lexical frequency for words within our speech samples. This
frequency is calculated using a reference corpus. The reference
corpus should, ideally, match the properties of the speech
sample, given that relative frequency of a word, for example,
may differ across language variety or modality (i.e., spoken vs.
written). We discuss this issue in more detail below. Second, we
report the range, or the number of speech samples in a particular
corpus in which a word occurs. Third, we report two measures of
bigram frequency in a sample: the mean frequency for bigrams
(i.e., pairs of words) and the proportion of bigrams in the sample
that are within the most frequent 25,000 bigrams in the corpus.
Finally, we report the same two measures for trigrams (sets of
three consecutive words).

We interpret measures of lexical sophistication as being
indicative of lexical complexity within our clear speech and plain
speech samples. We predict that, if talkers modify their lexical
complexity for their audience, they will use higher frequency
words and higher frequency collocations (i.e., bigrams and
trigrams) when producing clear speech than plain speech.

Current Study

In the current study we examine talker speech modulations
across naturalistic scenarios in the London UCL Clear Speech
in Interaction Corpus (LUCID; Baker and Hazan, 2011; Hazan
and Baker, 2011). The LUCID corpus includes naturalistic
conversations in a variety of conditions designed to elicit
clear speech, as well as a “no-barrier” condition that elicit
naturalistic conversation between native English speakers. The
clear speech conditions include speech in noise, a simulation of
speech through a cochlear implant (i.e., vocoded speech), and
conversations between individuals who do not share a language

background (i.e., native English speakers and non-native English
speakers). Previous studies have used this dataset to demonstrate
that talkers make acoustic modifications of their speech in clear-
speech situations (Hazan and Baker, 2011) and that speech in
clear-speech situations is more easily understood than speech in
plain-speech situations (Hazan and Baker, 2011; Lee and Baese-
Berk, 2020). To determine how speakers might modulate other
aspects of their speech, we use measures of lexical diversity
and lexical sophistication to directly investigate how talkers
modulate lexical selection across clear-speech eliciting conditions
and plain-speech eliciting conditions.

Specifically, we compare lexical selection in clear-speech
eliciting conditions to a condition not designed to elicit
clear speech. As previous studies have shown robust acoustic
differences between the two broad speaking styles, we ask
whether lexical diversity and lexical sophistication also differ
between these styles.

We also compare clear-speech eliciting conditions with
L1 listeners to speech directed to L2 listeners. We ask
whether speech to L2 listeners without an additional barrier
to communication differs from speech to L1 listeners in
communicatively challenging situations (speech in noise; a
simulation of speech through a cochlear implant). Most work on
clear speech refers to the clear-speech speaking style as “listener-
oriented,” and groups clear-speech eliciting conditions together
under the same umbrella. However, here, we ask whether clear-
speech eliciting conditions are actually the same and whether
talkers are orienting their speech toward some generic listener
who may have difficulty understanding them or whether this
modulation is more dynamic in nature. While clear-speech
eliciting conditions may share some properties, they may also
differ in ways that are important to understand if we are to fully
account for how talkers modulate their speech for their audience.

Finally, we compare clear-speech eliciting conditions
with L1 speakers directly to each other, asking whether
measures of lexical diversity and lexical sophistication
reveal differences in lexical selection in speech to L1
listeners as a function of the challenging listening
situation, which expands on previous work that has
demonstrated that there are acoustic features that differ
as a function of the communication challenge faced
(Hazan et al., 2012).

METHODS

In this study, we analyze data previously collected for the LUCID
corpus. Below, we briefly describe the participants and task
before describing more detail the specific stimuli we analyzed in
the present paper, the measures we extracted, and the analyses
conducted. For more in depth descriptions of the participants
and task, we direct the reader to Baker and Hazan (2011). Further,
all sound files and transcripts analyzed in this project are publicly
available via SpeechBox (Bradlow').

!Bradlow, A. R. SpeechBox. https://speechbox.linguistics.northwestern.edu.
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Participants

Participants in this task were 40 native, monolingual
speakers of southern British English, between 18 and
29 vyears of age. 20 participants identified as female,
and 20 participants identified as male. Participants
did not self-identify as having a history of speech or
hearing disorder and all participants passed a basic
hearing screening.

Task

Each participant in the LUCID Corpus completed a set of Diapix
tasks (Van Engen et al., 2010). Participants in this task completed
a “spot-the-differences” task. Each participant is presented with a
different hand-drawn picture that is very similar to their partner’s
picture but contains several key differences. These differences can
include missing items (e.g., a sign being present in one picture
but absent in the other) or differences in objects or actions (e.g.,
a girl sitting on a beach ball in one picture but playing with the
beach ball in the other picture). Differences in missing items are
equally distributed between picture pairs. Participants are asked
to collaborate with their partner to find 10 differences between
their pictures without seeing their partner’s picture (see Baker
and Hazan, 2011 for pictures used in the Diapix tasks). This task
requires both partners to contribute to solving the task, resulting
in a different balance of speech across talkers than tasks like
the Map Task (Anderson et al., 1991), which has a set giver-
receiver structure. The range of items in a Diapix picture allows
the experimenter to more closely limit the lexical items that will
be discussed in the picture than a free-ranging conversation, and,
at the same time, the specific structure of the pictures described
in the LUCID corpus (i.e., DiapixUK) requires participants to use
a variety of linguistic structures to accurately complete the task.

The LUCID corpus includes talkers describing one of three
different types of scenes: beach, farm, or shop. Each participant
completed each scene with a different partner or communication
situation. During session 1, all talkers completed the task in quiet
listening conditions. During session 2, the target talkers spoke
to partners who heard vocoded speech (i.e., cochlear implant
simulations). During session 3, talkers spoke with a partner who
either heard the speech in multi-talker babble (i.e., noise) or
a partner who is a native speaker of a non-English language
and is a low-proficiency English speaker. Therefore, speech was
produced in one of four conditions analyzed below. We adopt
the terminology used by Hazan and colleagues in their work to
refer to these conditions: no-barrier (i.e., conversational/plain
speech), vocoded (i.e., cochlear implant simulation), babble (i.e.,
speech-in-noise), and L2 (i.e., speech with a communication
partner who is a non-native speaker). No talkers produced speech
in all conditions; however, all talkers produced speech in three
of the four conditions. Further, the order of the pictures was
counterbalanced across talkers, thus any effects below cannot
be accounted for solely by picture content or picture order. By
examining speech from the same set of talkers, we also hope
to roughly control for individual differences in how talkers
modulate their speech for an audience.

Stimuli

The LUCID corpus contains sound files for each conversation
and each conversation is orthographically transcribed in time-
aligned TextGrids. For this project, we used the Praat TextGrids
(Boersma and Weenink, 2021) associated with each sound file to
extract the speech from the target talker for each conversation.
Here, we define the target talker as the talker who does not
experience the communication barrier (i.e., not hearing speech
in babble or through a vocoder). The transcriptions were cleaned
to prepare them for tokenization (i.e., dividing the transcript
into individual words) and lemmatization (i.e., modifying the
words into uninflected lexical items) using the Tool for the
Automatic Analysis of Lexical Diversity (TAALED) and Tool
for the Automatic Analysis of Lexical Sophistication (TAALES)
interfaces (described below). All filled and unfilled pauses, as
well as other vocal noises (i.e., laughter) were removed from
the transcriptions.

Measurements

Using the transcripts described above, we extracted a series of
lexical diversity and lexical sophistication measures. For the
lexical diversity measures, we used the TAALED (Kyle et al,
2021). This tool allows for extraction of typical measures of
lexical diversity (e.g., type-token ratio), but also a variety of
more complex measures of diversity (e.g, MTLD). For the
lexical sophistication measures, we used the TAALES (Kyle and
Crossley, 2015; Kyle et al., 2018).

Tool for the Automatic Analysis of Lexical Diversity calculates
lexical diversity within a single spoken or written text, and thus
does not require a reference corpus. Tool for the Automatic
Analysis of Lexical Sophistication, on the other hand, calculates
frequency information and other measures in reference to larger
corpora, and thus requires a reference corpus. Because our
speakers in this study were all native speakers of southern British
English, we used the British National Corpus (BNC Consortium,
2007) as our reference corpus. Specifically, we used the spoken-
language sections of the corpus, since we are examining spoken
language, not written language?.

Analyses

We conducted linear mixed models for each measurement of
interest. For each measurement, the measurement (e.g., type-
token ratio) was the dependent variable. Condition was the
fixed factor. We Helmert coded condition to make the following
comparisons: (1) no-barrier condition vs. barrier conditions (L2,
vocoded, and babble); (2) L2 vs. other barrier conditions (i.e.,
babble and vocoded speech); and (3) babble vs. vocoded speech3.

2The sound files for the LUCID corpus and the transcriptions in Praat TextGrids
are publicly available in SpeechBox (https://speechbox.linguistics.northwestern.
edu/#!/home.) Tool for the Automatic Analysis of Lexical Sophistication and
Tool for the Automatic Analysis of Lexical Diversity are also both publicly
available (https://www.linguisticanalysistools.org.) Further, our data (exported from
TAALES and TAALED) and code and preregistration for our analyses are available
via OSF (https://osf.io/dfhpu/?view_only=49d95d90424941da82217a239ab7450c).

3Note that this analysis (and any analysis with multiple levels for a single factor
in a mixed model) does not allow reporting of a “main effect” of condition, as in
a traditional ANOVA (see, e.g., Schad et al., 2020). Therefore, these comparisons
are not post-hoc comparisons but are the (preregistered) comparisons of interest
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Our reasoning for including these comparisons was as follows:
First, we need to understand whether participants modify
these factors when producing speech in challenging listening
situations in general vs. in an “easy” listening condition. The
first comparison answers this question. Second, the three barrier
conditions all differ from each other, but the L2 condition
differs from the other two conditions in that both of those
conditions have a similar listener (i.e., L1 listener). The second
comparison allows us to ask whether the language background of
the interlocutor corresponds to specific modifications of lexical
selection by the talker. Finally, we ask whether the two conditions
with an L1 listener in a challenging situation differ from one
another through the third comparison.

In all models, we include talker as a random intercept.
Inclusion of other random effects (e.g., scene) resulted
in overfitting of the models and are thus not included
(Barr et al., 2013).

Significance of each factor was calculated using model
comparisons where a model without the factor in question was
compared to a model including that factor. Tables containing full
model results are included in Supplementary Material. Below,
we summarize the model comparison results.

RESULTS

Below, we present analyses for each of the indices we have
calculated. First, we present the results for lexical diversity,
followed by the results for lexical sophistication. In all cases we
investigate all words produced, rather than subsetting to content
words or function words. In general, content words show similar
patterns to the full set of words. Patterns for function words
differ slightly, but we believe that this is largely driven by the fact
that function words in general are a smaller set of words which
skew these measures. Therefore, below we report the analyses for
all words.

Lexical Diversity

Before examining specific indices, it is useful to note how much
speech is produced in each condition. Because it is clear that some
lexical diversity measures are sensitive to length of sample, we
begin by reporting the average number of tokens in each sample
for each condition. This is shown in Table 1 below:

It is clear that talkers produce the most speech when
communicating with an L2 listener and the least speech when
speaking in the “no-barrier” condition. The two other “barrier”
conditions (babble and vocoded speech) are intermediate, but are
closer to the no-barrier condition than to the L2 condition. This
suggests that if we find effects of lexical diversity with indices that
are sensitive to sample length (e.g., type-token ratio) these effects
may be driven by these rather large differences in text length. We

for this study. At the request of an anonymous reviewer, we also conducted
analyses to examine overall effects. The results of these analyses, presented in
Supplemental Materials, mirror those reported below. The models for all but one
metric have t-values >1.85, suggesting a significant difference among conditions.
The exception to this is trigram frequency (in Section Trigram Frequency below),
which also does not show differences among conditions in our preregistered
analysis (reported below in each of the subsections of section Results).

TABLE 1 | Average number of words (i.e., tokens) per conversation per condition.

Condition Average number of tokens
No-barrier 662.78

L2 1,095.92

Babble 756.75

Vocoded 785.21

still report these results below because we believe that a picture
from all metrics is informative.

Type-Token Ratio

All three main effects were significant for the analysis of type-
token ratio. The comparison of the no-barrier condition to the
other three conditions significantly improved model fit (x? =
139.8, p < 0.0001). The comparison of the L2 condition to
the other two barrier conditions (babble and vocoded) also
significantly improved model fit (x2 = 60.916, p < 0.0001).
Finally, the comparison between the babble and vocoded
conditions also significantly improved model fit (x> = 6.15,
p=0.013).

Examining Figure 1 below, it is clear that the type-token ratio
is highest for the no-barrier condition, compared to the other
conditions. Further, the L2 condition demonstrates the lowest
type-token ratio, and the other two conditions are intermediate,
with the vocoded condition showing a higher type-token ratio
than the babble condition. This is in line with our prediction
that talkers might use more repetitive speech in the “barrier”
conditions than the no-barrier condition. However, this is also
in line with previous findings suggesting that type-token ratio
may be sensitive to sample length. Therefore, we now turn our
attention to more sophisticated measures of lexical diversity.

Moving Average Type-Token Ratio
As in the case of type-token ratio, all three main effects were
significant for the analysis of the MATTR (calculated over a 50-
word window). The comparison of the no-barrier condition to
the other three conditions significantly improved model fit (x>
= 149.1, p < 0.0001). The comparison of the L2 condition to the
other two barrier conditions also significantly improved model
fit (x* = 7.85, p = 0.005). Finally, the comparison between the
babble and vocoded conditions also significantly improved model
fit (x2 = 20.037, p < 0.001).

As demonstrated in Figure 2 below, it is clear these results
fall in line with those results for the basic type-token ratio
described above.

Hypergeometric Distribution

Here, the results differ from the two type-token ratio analyses
described above. Two of the main effects significantly improve
model fit. The comparison of the no-barrier condition to the
other three conditions significantly improved model fit (x>
= 80.207, p < 0.0001). Further, the comparison between the
babble and vocoded conditions also significantly improved
model fit (x2 = 8.9887, p = 0.003). However, the comparison
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FIGURE 1 | Type-token ratio across four conditions.
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FIGURE 2 | Moving-average type-token ratio calculated over a 50-word window across four conditions.

Figure 3 shows the results for this index. Note that HD-D is
designed to control for the assumption of homogeneity in the
sample, more than for the imbalance in text size, suggesting that

of the L2 condition to the other two barrier conditions
does not significantly improve model fit (x> = 0.1698,
p=0.6803).
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FIGURE 3 | Hypergeometric distribution (from a random sample of 42 tokens); converted to the same scale as type-token ratio across four conditions.

when controlling for homogeneity, speech to L2 listeners may be
similar in terms of lexical diversity to speech in the other two
barrier conditions.

Measure of Textual Lexical Diversity

As in the case of the type-token ratio indices reported above,
all main effects significantly improve model fit. The comparison
of the no-barrier condition to the other three conditions
significantly improved model fit (x> = 119.69, p < 0.0001).
The comparison of the L2 condition to the other two barrier
conditions (babble and vocoded) also significantly improved
model fit (x? = 4.3075, p = 0.038). Finally, the comparison
between the babble and vocoded conditions also significantly
improved model fit (x2 = 8.2303, p = 0.004).

Figure 4 depicts the MTLD indices for each condition.

Order Effects

One concern with the results here is that participants perform
the task multiple times, and thus the order of conditions may
impact the results. The order of conditions was fixed across
participants such that all participants first completed the no
barrier condition followed by the vocoded condition. Half the
participants then completed the babble condition and half of the
participants completed the L2 condition. Therefore, condition
order is conflated with condition type for this study. However,
given the results, we believe that order of condition is not a
major concern for our study. That is, one might expect that
over time participants would repeat words more often (i.e.,

have lower lexical diversity measures). If this were the case, we
would expect that the L2 and babble conditions should have
the least lexical diversity. While it is the case that, in general,
these conditions have less lexical diversity than the no barrier
condition, they do not differ systematically from the vocoder
condition. Therefore, we believe it is unlikely that order of
conditions alone explains our results. This interpretation is in line
with evidence from Baker and Hazan (2011), who demonstrated
that these participants did not appear to improve or “learn”
across iterations of completing this task.

A second concern is that the order of pictures within a
condition may impact performance. Each participant completed
three pictures within each condition. However, order of picture
was not a significant predictor of model fit for any of the above
metrics, and was therefore not included in the final model
fit for any metric. This is consistent with evidence suggesting
participants do not complete the task more quickly across
iterations of the pictures (Lee and Baese-Berk, 2020).

Interim Summary

Taken together, these results suggest that there are significant
differences in lexical diversity between conditions that are and
are not designed to elicit clear speech. The no-barrier condition
shows the most lexical diversity, whereas the L2 condition,
generally, shows the least diversity. There are some differences
across metrics in terms of the relative ranking of diversity values
for the babble and vocoded conditions, suggesting that these two
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FIGURE 4 | Measure of textual lexical diversity (using a moving average approach, both forward and backward) across four conditions.

conditions may be more similar to one another than to either the
no-barrier or L2 conditions.

Lexical Sophistication
As in the case of the lexical diversity results presented above, we
describe each index in turn below.

Lexical Frequency

Two of the main effects significantly improved model fit for the
analysis of lexical frequency. The comparison of the no-barrier
condition to the other three conditions significantly improved
model fit (x? = 66.666, p < 0.0001). The comparison of the
L2 condition to the other two barrier conditions (babble and
vocoded) also significantly improved model fit (x% = 12.225,
p = 0.0005). However, the comparison between the babble and
vocoded conditions did not significantly improve model fit (2
=3.3212, p = 0.068).

Examining Figure 5 below, it is clear that lexical frequency
is the lowest for the no-barrier condition and highest for the
L2 condition. As in the case of the lexical diversity measures
presented above, the other two conditions fall intermediate to
these conditions. While numerically the babble condition shows
higher frequency than the vocoded condition, this difference was
not significant. This result suggests that speakers modify not only
the variability in words they produce, but also specifically which
words they produce. We continue to explore these effects with the
indices below.

Range

The pattern of results for range is different from any of the
previously reported results. Recall that range here refers to the
number of samples in the reference corpus (i.e., BNC) that a
word appears in. Another way of describing this metric is how
“common” the word is. Here, we see that the comparison of
the no-barrier condition to the other three conditions did not
significantly improve model fit (x? = 0.6595, p = 0.4168). This
is notable because, thus far, all analyses have suggested significant
differences between the conditions designed to elicit clear speech
(i.e., barrier conditions) and the condition designed not to elicit
clear speech (i.e., no-barrier condition). To further complicate
the puzzle, the other two main effects do significantly contribute
to model fit. The comparison of the L2 condition to the other two
barrier conditions (babble and vocoded) significantly improved
model fit (x? = 59.877, p < 0.0001). Further, the comparison
between the babble and vocoded conditions also significantly
improved model fit (x2 = 7.7695, p =0.005).

Examining Figure 6 below, it becomes clear that the pattern
of results is different from the patterns demonstrated for the
other indices. While we continue to observe more common
words (i.e., a greater range) for the L2 condition, it is not the
case that the no-barrier condition follows the typical patterns
observed above. Specifically, instead of the no-barrier condition
being the lowest value, the vocoded condition is the lowest. It is
not immediately clear why this would be the case; however, it is
possible that because the vocoded condition is the least familiar
to participants they may demonstrate less consistency across
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FIGURE 6 | Range of samples from the BNC in which a word from the LUCID corpus was found across four conditions.

indices, compared to the other conditions. That is, the other three ~ a common occurrence at a restaurant or party. Speaking with a
conditions are cases that talkers are likely to have at least some  non-native speaker is also a relatively common occurrence for
familiarity with. Talking to someone in a noisy environment is  many talkers in our increasingly globalized society. However,
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speaking to someone who is perceiving your speech through a
vocoder is relatively rare. Even if a person does have experience
communicating with someone with a cochlear implant, it is
unlikely they would have experience hearing that type of speech
as well. Here, all participants are familiarized with how speech
sounds when vocoded, which could impact how they modify
their speech.

Bigram Frequency

For bigram frequency, we see that the comparison of the no-
barrier condition to the other three conditions significantly
improved model fit (x? = 26.318, p < 0.0001). However, the
other two comparisons did not significantly improve model fit
(L2 vs. other conditions: x? = 0.5585, p = 0.4549; babble vs.
vocoded: x2 = 0.2157, p = 0.6423).

These results, too, diverge from some of the previously
reported results. Examining Figure 7 below, we see that while
the no-barrier condition shows the lowest bigram frequency,
the other three conditions do not differ significantly from
one another.

Trigram Frequency

The trigram frequency analysis reveals that none of the main
effects significantly improve model fit (No-barrier vs. barrier
conditions: x2 = 2.5851, p = 0.1079; L2 vs. other conditions:
%% = 1.7431, p = 0.1867; babble vs. vocoded: x? = 1.9693,
p = 0.1605).

While numerically the results fit with our previous
observations (see Figure 8), because no results are significant, it
is difficult to interpret these findings. We are especially cautious
not to overinterpret the null results we observe here.

Proportion of Bigrams Within the 25,000 Most
Frequent Bigrams

Rather than looking at frequency of the two- and three-word
collocations in our samples, here we examine the proportion of
these collocations that are among the most frequent bigrams (and
then trigrams) in the corpus.

As was the case for lexical frequency, two of the main
effects significantly improved model fit for the analysis
of lexical frequency. The comparison of the no-barrier
condition to the other three conditions significantly
improved model fit (x> = 13.932, p = 0.0002). The
comparison of the L2 condition to the other two barrier
conditions (babble and vocoded) also significantly improved
model fit (x2 = 57.597, p < 0.0001). However, the
comparison between the babble and vocoded conditions
did not significantly improve model fit (x> = 2.9483,
p=0.086).

Examining Figure 9 below, it is clear that this index follows
the pattern of many of the indices above. The no-barrier
condition reports the lowest proportion of bigrams among the
25,000 most frequent and the L2 condition reports the highest
proportion, with the other conditions lying intermediate between
the two.

Proportion of Trigrams Within the 25,000 Most
Frequent Trigrams

For this index, the only factor that emerged as significantly
contributing to model fit was the comparison of the L2
condition to the other barrier conditions (x? = 48.845,
p < 0.0001). The other two comparisons did not significantly
improve model fit (no-barrier vs. barrier conditions: x?2
= 1.1734, p = 0.2787; babble vs. vocoded: x? = 1.2454,
p=0.2644).

Examining Figure 10, it is clear that the L2 condition
results in the highest proportion of trigrams among the most
frequent in the corpus; however, the other conditions show less
clear patterns.

Order Effects

As described above, it is possible that condition order,
which is conflated with condition itself, may impact the
lexical sophistication results. However, as in the case
of lexical diversity described in Section Order Effects
above, we believe that predicted order effects would
be the opposite of the condition effects we see in the
present data (i.e., the L2 and babble conditions should
have higher measures of lexical sophistication if the
task is easier as talkers adapt to the task, topics, and
their partner).

Further, examining order of pictures, we primarily see no
significant impact on picture order for the metrics described
above. There is one exception, however. Picture order is a
significant predictor of the proportion of bigrams within the
25,000 most frequent bigrams (x> = 63.218, p < 0.0001).
Picture order does not interact with any other factors in
the model (ie., condition). Examining the data, it appears
that talkers use a higher proportion of bigrams among
the most frequent bigrams in the first picture of each
condition and use a smaller proportion in later pictures.
We caution over-interpretation of this particular finding as
it is not consistent with the null results for the other
metrics. However, it is possible that as listeners adapt to
the task they do use slightly less frequent collocations as
the task progresses. Some acoustic analyses of this data
(Lee and Baese-Berk, 2020) have demonstrated that some
acoustic properties of the signal (e.g., vowel duration) also
decrease across pictures, suggesting that perhaps some aspects
of speech do differ as the speaker adapts to speech within
a condition?.

Interim Summary

Opverall, the results of lexical sophistication demonstrate similar
results to the lexical diversity results above. On average, the
no-barrier condition is different from the barrier conditions
across many indices, indicating that conditions designed
to elicit clear speech not only elicit different numbers of
unique words but also different kinds of words. Further,

“Note, however, that many other aspects of the acoustic signal (e.g., FO, speaking
rate) and intelligibility do NOT differ as a function of the order of the picture
in the task (Lee and Baese-Berk, 2020). Therefore, we reiterate our caution in
over-interpretation of this specific result.
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on many metrics the L2 condition differs from the other
conditions designed to elicit clear speech. However, the
vocoded and babble conditions demonstrate less clear patterns.

Indeed, on some metrics they pattern more closely with the
no-barrier condition than with the L2 condition, suggesting
that different listeners may elicit different types of clear
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speech. These results are particularly remarkable because  have unlimited access to use any lexical items they would
the semantic content of the speech is relatively constrained like. Instead, they are at least somewhat constrained by

by the pictures being described. That is, talkers do not  the task.
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DISCUSSION

Overall, our findings suggest that talkers do, indeed, modulate
the lexical diversity and lexical sophistication of their speech as
a function of who they are talking to and in what conditions
they are producing their speech. Below, we briefly discuss the
implications of these findings for our understanding of clear
speech, their implications for our understanding of speech
processing and communication more broadly, and propose some
future directions for investigation.

Implications for Understanding of Clear
Speech

Previous studies of clear speech have largely treated the speaking
style as a monolithic construct encompassing all types of
scenarios in which a talker might want to produce clearer speech
for a listener. Indeed, in studies that have elicited clear speech
in the laboratory for a hypothetical listener, the listener is often
given a number of options for who they should be envisioning as
the recipient of their speech. For example, a common instruction
is to “speak as though you are talking to someone who has
difficulty hearing or is a non-native speaker of a language”
(Picheny et al., 1985; Biersack et al., 2005; Maniwa et al., 2009),
which conflates two of the scenarios examined here.

At the same time, clear speech is often described explicitly
as a “listener-oriented” speaking style. This is likely largely
because the acoustic modifications seen in clear speech
correlate with robust improvements in a variety of perceptual
measures including objective number of words understood
(intelligibility) and subjective difficulty understanding the speech
(comprehensibility). However, if this speaking style is truly
listener oriented, wouldn’t one expect that at least some of the
modifications ought to be tailored toward the specific listener
one encounters?

Indeed, here we demonstrate that listeners do appear to not
only modulate the lexical content of the speech they produce in
clear speech conditions, but also modulate this content differently
for different types of communication situations. This finding
is consistent with previous research suggesting that speakers
do alter their speech along different dimensions depending
on the identity of the listener. For example, while talkers
alter pitch similarly in speech to pets and infants, they only
hyperarticulate vowels in IDS (Burnham et al., 2002; Xu et al.,
2013). Indeed, other discussions of clear speech research (e.g.,
Smiljanic and Bradlow, 2011) have suggested the importance of
understanding how clear speech might be modulated depending
on the audience. While a large body of research has demonstrated
that different populations benefit differently from aspects of clear
speech (e.g., non-native listeners of differing proficiency levels
benefit differently from clear speech), the specific interaction
of how talkers specifically modulate their speech (and how
listeners may or may not benefit from these modulations)
remains understudied.

A skeptical reader may ask whether these results could be due
to some factors we are not capturing by comparing across these
conditions. However, we believe that the most obvious of these
factors are indeed controlled in the current data. One concern,

for example, might be that some talkers are more or less likely
to modulate their speech for their listener. However, each talker
in the corpus used for this analysis appeared in three of the
four conditions.

A concern that might be more directly related to the issues
of lexical diversity and sophistication investigated here is the
influence of topic on these results. That is, if talkers are in truly
natural conversations, they can choose the lexical content they
produce with relative freedom. Some topics may be more or less
likely to elicit more diverse or sophisticated lexical items. One
feature that makes this corpus ideal for an analysis like ours is
that the semantic content is relatively constrained. For example,
one would be relatively surprised to hear a talker discussing
nuclear physics when describing the beach scene. This feature,
we believe, stacks the cards against us finding the results we did.
That is, because the lexical content is relatively constrained, it
is even more remarkable to see effects of lexical diversity and
sophistication emerge.

We believe that these findings have two important
implications for our understanding of clear speech. The
first is that typical investigations of clear speech focus on acoustic
properties of the speech or on perceptual consequences of clear
speech for listeners. Our findings suggest that clear speech
encompasses a set of speaking styles that differ from plain speech
not only on acoustic dimensions but also on other dimensions,
including lexical selection.

The second is that a more nuanced understanding of clear
speech is necessary to fully understand the phenomenon (or set
of phenomena). That is, while clear speech as an overarching
style does, clearly, have some characteristics that are common, it
does appear that this speech is listener-oriented in a more specific
way. Talkers modify their speech for their listeners (as seen in
the differentiation of L2 speech from the other two clear-speech
eliciting conditions) and, in some situations, depending on the
communication situation with a single listener (i.e., babble vs.
vocoded speech). These results open new avenues for exploration,
which we describe in more detail in section Future Directions and
Open Questions below.

Audience Design, Speech Production, and
Predictability

In some ways, these results are unsurprising. As discussed in
the introduction of this paper, it has been clear for decades
that talkers modulate their speech for their listener. Indeed,
this modulation, often described as “audience design” (Clark
and Murphy, 1982) can take many forms including modulating
speaking style (Bell, 1997) and modulating referents to given or
new items (Horton and Gerrig, 2002). However, a speaker’s ability
to modulate their speech for specific audiences is impacted by
many factors, including memory demands (Horton and Gerrig,
2005). Further, it is not fully clear how audience design may
impact lexical selection beyond modulating items within the
common ground (Horton and Gerrig, 2002, 2005) or entraining
on a shared term to refer to an object (Clark and Wilkes-
Gibbs, 1986; Brennan and Clark, 1996; Metzing and Brennan,
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2003). That is, it is unclear how much speakers modulate lexical
sophistication or lexical diversity as a function of their audience.

Indeed, tracking the frequency of lexical items used is, on
its surface, rather complicated. Tracking the frequency and
appropriately modulating the frequency of collocations of words
appears to be even more complicated. While we do not suggest
that speakers are consciously modulating the frequency of words
or collocations that they use, it is important to note that speakers
do have some metalinguistic awareness of lexical frequency
(Carroll, 1971; Verhagen and Mos, 2016). That is, they are
aware of what words are relatively higher and lower frequency,
suggesting that modulating such factors in their speech may not
be as complicated as it initially sounds.

One fundamental question is why speakers might modulate
their speech in the ways we observe here. We have suggested
throughout the paper that this modulation may result in
speech that is easier to understand. But easier how, exactly?
One way in which the speech may be easier to understand
is that it may be more predictable for the listener. It is
clear that semantic predictability within a sentence impacts
perception. Low predictability sentences (e.g., mom thinks that
it is yellow) are less well-understood than high-predictability
sentences (e.g., the color of a lemon is yellow; Kalikow et al.,
1977). Similarly, semantically anomalous sentences (e.g., the
black top ran the spring) are harder to understand than
semantically meaningful ones (Miller and Isard, 1963). On a
lexical level, high frequency words are perceived more accurately
than low frequency words (Carroll, 1971; Verhagen and Mos,
2016). Caregivers use more repetition and a more restricted
vocabulary when talking to 6-month-old infants than to 3-
month-old infants (Genovese et al,, 2020), but a larger and
more diverse vocabulary again as infants age and develop
more adult-like linguistic abilities (Genovese et al., 2020; Tal
et al.,, 2021). In addition, native talkers, when communicating
with non-native talkers, have been found to avoid idiomatic
expressions and use more high-frequency words (e.g., Rodriguez-
Cuadrado et al, 2018). This suggests that, in both IDS and
foreigner-directed speech, talkers make efforts to modulate
their lexical choices to avoid confusion, and aid non-native
or young listeners through a preference for common words,
and phrases that are less semantically ambiguous. Therefore, it
could be the case that decreased lexical sophistication results
in speech that is slightly more predictable, and thus easier
to understand. Another potential argument is supported by
claims that talkers may, to an extent, imitate or match certain
characteristics or features of infant-speech or foreigner speech
when modifying their own speech to aid in communication
(Ferguson, 1975). The decrease in lexical diversity and lexical
sophistication could be an effort to match the diversity and
sophistication of their communicative partner when considering
the L2 condition.

Language users modulate their speech in discourse to
disambiguate referents as much as possible, which also aids
comprehension. Arnold (2008) suggests that modulations in
how referents are expressed in discourse are functions of
speakers making larger-scale decisions about the level of an
addressee’s knowledge based on shared social groups or other

information that is available about the addressee, and smaller-
scale adjustments throughout a conversation depending on the
conversation’s focus, topic, and whether the information being
discussed is given or new. In environments where it is particularly
difficult for interlocutors to understand each other, they may
resort to different methods of referring to objects in the world
than they would in environments where conversation is easier to
understand. This would predict increased lexical diversity in the
no-barrier condition compared to the other conditions, which is
what we observed. These findings potentially support previous
literature highlighting the adaptive and instructive nature of
foreigner-directed speech, in that talkers seem to modulate
their speech in a way that will help with comprehension, and
also potentially with acquisition, despite their attitudes toward
the speakers themselves (Uther et al., 2007). Thus, given its
inherently didactic nature, the trend for lexical diversity to
decrease when communicating with non-native talkers may be
relatively salient across multiple L2 backgrounds. This trend
occurs even though talkers incorporate social information,
whether positive or negative, when making judgments about the
addressee’s prior knowledge.

It is quite clear that the decreased lexical diversity measures
also result in more predictable speech. While we have not
examined the productions directly, one interpretation of the
decreased lexical diversity in the conditions designed to elicit
clear speech is that there is an increase in repetition. Previous
research on foreigner-directed speech supports this hypothesis by
showing that native talkers do tend to employ more repetitions
or reduplications in an attempt to help clarify their message
(Ferguson, 1975; Rodriguez-Cuadrado et al., 2018). Thus, it is
possible that this is what we are seeing through the low lexical
diversity scores in the L2 condition. One interesting avenue
for future exploration would be whether listeners signal a need
for repetition, or whether the speakers choose to provide the
repetition without an explicit prompt. It is also possible that
clarifications take different forms across conditions. For example,
repeating vs. rephrasing may be differently distributed across the
conditions. Intuitively, one might expect the L2 condition would
result in the most rephrasing, as listeners might be unfamiliar
with particular lexical items. However, if our results are due
to increased repetition, it appears that we may, in fact, predict
the most repetition in those conditions, if we were to directly
investigate the conversations in more detail.

Taken together, our results suggest that talkers have
extraordinary ability to modify multiple aspects of their speech
for their listener. This modulation may impact predictability
of speech, making it easier to understand. However, the
specific interactions between lexical diversity, sophistication,
and predictability in the signal should be investigated in
future studies.

Future Directions and Open Questions

Of course, this project leaves many open questions and avenues
for future direction. For example, while we investigate lexical
selection in the present study, we do not investigate syntactic
or other high-level properties of the language produced by
talkers in each condition. One might expect that speakers would
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demonstrate the most syntactic complexity in the no-barrier
condition and the least syntactic complexity in speech to non-
native listeners. Similarly, one could investigate “burstiness”
(Altmann et al., 2009), or how locally frequent words are. That
is, one might expect that in the clear speech conditions talkers
may produce more bursty speech, which has more productions
of similar words in a short period of time before shifting to a new
topic with new lexemes presenting as bursty. In the present study,
we only investigate a handful of metrics of the lexical selection by
talkers. A number of other lexical properties (e.g., neighborhood
density) could provide additional information about the lexical
content produced in clear speech and how it might vary across
listeners and communication scenarios.

Further, it is important to note that the results of the study
are somewhat limited because condition and order of condition
are conflated. We do not believe that condition order is the
driving factor for our results. If condition order (rather than
condition per se) were the source of differences, we would expect
to see identical patterns for all metrics in the babble and L2
conditions, which is not what we observe®. Additional evidence
that condition order alone is driving our results can be found
in other work using these same stimuli (e.g., Baker and Hazan,
2011; Lee and Baese-Berk, 2020), which failed to find effects of
reduction over the course of a task. That is, Baker and Hazan
(2011) fail to find evidence of “learning” across conditions or
pictures. Lee and Baese-Berk (2020) find that talkers “re-set” at
the start of a new picture in terms of intelligibility of their speech.
These findings are consistent with work in the area of second
mention reduction which demonstrates that a variety of factors
(e.g., topic changes, listener changes, and even narrative devices)
can “block” such reductions (acoustic or lexical) from occurring
(see, e.g., Fowler et al., 1997). Given these converging results,
we do believe that condition, not order, is driving these results.
However, future work should counterbalance conditions across
orders to ensure that differences we observe are, indeed, driven
by condition.

An additional area of inquiry is whether the findings
demonstrated here hold throughout a conversation. In some
previous work from our lab (Lee and Baese-Berk, 2020), we
investigated these same conversations in terms of their acoustic
properties and the perceptual consequences. We demonstrated
that, in general, speakers produce more intelligible speech when
communicating with non-native talkers than native talkers;
however, they become less clear over the course of a single
conversation. When the topic of conversation switches (i.e.,
talkers switch to a new picture with the same listener), they
“reset” starting over with clearer speech. We interpreted these
findings as evidence that what has been previously described
as clear speech may have both listener- and speaker-oriented
motivations. It is possible that similar patterns of becoming less

°It is important to note, however, that given our preregistered analyses, we do not
report direct comparisons between the babble and L2 conditions. We believe this
is appropriate given that a null result (the predicted result if order effects were
significant) would, itself, be difficult to interpret, as it would not provide conclusive
evidence for the null hypothesis, it would just fail to provide evidence to reject it.

clear occur with lexical items, though it is less clear whether the
“reset” would occur for lexical items shown here.

CONCLUSION

In the present study, we investigate speech from naturalistic
conversations designed to elicit a clear speaking style. Specifically,
we investigate a series of indices of lexical diversity and lexical
sophistication in this speech. We find that talkers modulate their
speech in terms of both the lexical diversity (i.e., variability of
lexical items) and lexical sophistication (i.e., typicality of lexical
items). Specifically, talkers show the most lexical diversity and the
most lexical sophistication in conversational situations that are
designed to elicit plain speech. They demonstrate the least lexical
diversity and least lexical sophistication in speech produced for
a non-native listener. The results suggest that, in addition to the
acoustic modifications previously demonstrated in clear speech
work, talkers modulate their lexical selection as well. Further,
the results demonstrate that clear speech is not a monolithic
construct. Rather, it is a set of speaking styles in which talkers take
the listener and communication situation into consideration.
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Phonetic structures expand temporally and spectrally when they are difficult to predict from
their context. To some extent, effects of predictability are modulated by prosodic structure.
So far, studies on the impact of contextual predictability and prosody on phonetic
structures have neglected the dynamic nature of the speech signal. This study
investigates the impact of predictability and prominence on the dynamic structure of
the first and second formants of German vowels. We expect to find differences in the
formant movements between vowels standing in different predictability contexts and a
modulation of this effect by prominence. First and second formant values are extracted
from a large German corpus. Formant trajectories of peripheral vowels are modeled using
generalized additive mixed models, which estimate nonlinear regressions between a
dependent variable and predictors. Contextual predictability is measured as biphone
and triphone surprisal based on a statistical German language model. We test for the
effects of the information-theoretic measures surprisal and word frequency, as well as
prominence, on formant movement, while controlling for vowel phonemes and duration.
Primary lexical stress and vowel phonemes are significant predictors of first and second
formant trajectory shape. We replicate previous findings that vowels are more dispersed in
stressed syllables than in unstressed syllables. The interaction of stress and surprisal
explains formant movement: unstressed vowels show more variability in their formant
trajectory shape at different surprisal levels than stressed vowels. This work shows that
effects of contextual predictability on fine phonetic detail can be observed not only in
pointwise measures but also in dynamic features of phonetic segments.

Keywords: information theory, surprisal, predictability, formant trajectories, German, read speech, prominence

1 INTRODUCTION

Probabilistic reduction of predictable words and subword units has been observed in many languages
(e.g., Gahl, 2008; Bell et al., 2009; Biirki et al., 2011; Kuperman et al., 2007; Pellegrino et al., 2011;
Pluymaekers et al., 2005a, b). Specifically, vowels are more reduced in their spectral distinctiveness
when they are difficult to predict from their context compared to easily predictable vowels (Jurafsky
et al., 2001; Wright, 2004; Aylett and Turk, 2006; Clopper and Pierrehumbert, 2008; Scarborough,
2010). This effect of contextual predictability (henceforth, for brevity—predictability) on segmental
properties prevails even after controlling for known prosodic effects on phonetic structures, such as
lexical stress (Brandt, 2019). For instance, stressed vowels that are difficult to predict tend to be more
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dispersed, that is, distant from the center of the vowel space, than
unstressed vowels that are easily predictable, beyond the extent to
which the dispersion would be predicted by stress alone (Brandt
et al, 2019). Conversely, the degree of dispersion will be
attenuated for stressed vowels in high-predictability contexts
and enlarged for unstressed vowels that are hard to predict.
Predictability thus affects form encoding. The smooth signal
redundancy (SSR) hypothesis (Aylett and Turk, 2004, 2006)
proposes that the impact of the predictability of linguistic
events on the phonetic encoding of these events is mediated
by the prosodic structure, in particular by lexical stress. An
alternative interpretation is that the assignment of the
prosodic structure is conditioned by predictability (Tang and
Shaw, 2020). Both perspectives entail that predictability is tightly
interwoven with the prosodic structure.

Aylett and Turk (2006) investigated the effects of predictability
and stress on the first and second formants of American English
vowels and observed a large amount of shared contribution of
predictability and stress to explaining the formant patterns,
generally supporting the SSR hypothesis. Crucially, they also
found an unexpected unique contribution of predictability in
their statistical models. On average, however, prominence is
found to be more effective in explaining variability in F1/F2
patterns than predictability. Malisz et al. (2018) analyzed the
sensitivity of different prosodic characteristics to predictability
and prominence in six languages: American English, Czech,
Finnish, French, German, and Polish. They observed a positive
interaction effect of these two factors on the segmental duration
and the consonantal center of gravity (COG): stressed segments
in low-predictability contexts are longer and show higher mean
COG than unstressed segments in high-predictability contexts.
There was no significant interaction effect between predictability
and prominence on vowel dispersion.

Taken together, there is evidence that the mediation of the
effects of predictability on the segmental structure by the prosodic
structure is not comprehensive and that predictability effects are
not entirely consumed by prosodic prominence (Malisz et al.,
2018).

However, research so far has neglected the impact of
information-theoretic factors on the dynamic characteristics of
vowels. The present study therefore focuses on the effect of
predictability on formant dynamics using generalized additive
mixed models (GAMM:s) while controlling for known effects of
prosodic prominence on vocalic characteristics. Most literature
on predictability effects on segmental properties of speech has
focused on (American) English. It is important to replicate results
for other languages because of the implications they may have for
explaining the production and perception of the phonetic
structure. This work investigates dynamic formant trajectory
patterns in German vowels in different predictability contexts.

1.1 Dynamic Structure of German Vowels

The German vowel inventory consists of a rather large number of
monophthongs with seven tense/lax vowel phoneme pairs [/i-1,
y-Y, e(e)-¢, o-ce, a-a, 0-0, and u-0/] (Pitzold and Simpson,
1997). In contrast to American or Canadian English, German
does not use diphthongization, that is, significant formant change
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over time within vowels considered as monophthongs (Nearey
and Assmann, 1986), to distinguish between tense and lax
monophthongs (Strange et al., 2004).

There is, however, still considerable formant movement in
German monophthongs, with distinct patterns for tense and lax
pairings (Strange and Bohn, 1998). Most of the variance in
dynamic formant changes in German monophthongs reflects
formant movement toward the place of articulation of
neighboring consonants. This coarticulatory effect is observed
throughout the entire duration of the vowel and therefore is not
restricted to the beginning or end of the vowel (Mdbius, 1999).
Lax vowels are more strongly influenced by context than tense
vowels. Alveolar contexts induce stronger coarticulatory behavior
in German vowels than labial contexts. Also, low and back vowels
show more contextual variation than front vowels (Strange et al.,
2007).

Although formant movement in German monophthongs, and
especially in tense vowels, may be more subtle than that in English
varieties, native German listeners show the same performance in
vowel identification when listening to vocalic nuclei from CVC
sequences as they do when hearing silent center syllables with
only the onset and offset of the vowel being presented. Additional
information about intrinsic vowel length reduces the error rate in
identification and discrimination tasks (Strange and Bohn, 1998;
Bohn and Polka, 2001). This indicates that German listeners rely
on information about formant movement similarly to English
natives, who use diphthongization as a cue to differentiate tense
and lax monophthongs.

Vowel phonemes may show more or less variability and
movement in their formants depending on the denseness of
the vowel space in their direct vicinity (Wedel et al, 2018).
This idea of competition between neighboring vowel
phonemes has the following implications for German. Here,
the front, close to mid-close vowel space is rather dense with a
high number of vowel phonemes, while the open, mid vowels and
the close, back vowels have considerably less competition from
neighboring vowel phonemes (Mobius, 2001).

1.2 Information-Theoretic Measures
Information-theoretic measures (Shannon, 1948), such as
frequency or predictability, have been linked to the realization
of linguistic structures (for review, see Hale, 2016; Jaeger and Buz,
2017). In this context, surprisal S (unit;), which estimates the
predictability of local structures, has been shown to correlate with
human processing difficulty pertaining to linguistic units at
different levels (Demberg et al., 2012; Levy, 2008; Hale, 2001;
Levy, 2011). Surprisal is measured in bits of information and
calculated as the negative log to the base two of the probability (P)
of a linguistic unit (unit;) appearing in a specific context (context),
which can be the preceding or following context of that unit or
both (Eq. 1).

S(unit;) = —log, P (unit;|context). (1)

The surprisal measure reflects the intuition that linguistic
units that are difficult to predict from context are more
surprising when they occur, and conversely, the occurrence of
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easily predictable units is less surprising. Surprisal quantifies the
predictability of local structures and is usually estimated from
language models (LMs) based on large text corpora. In this study,
we measure predictability as surprisal based on phoneme-level
LMs because we investigate phonetic structures whose variability
is thought to be best reflected by predictability estimated at the
phoneme level (Oh et al, 2015). Hierarchical structural
information, such as syllable or word boundaries, which also
affect segmental properties, is implicitly reflected in sequences of
phones (Raymond et al., 2006).

When investigating the impact of information-theoretic
measures on linguistic structures, it is important to distinguish
predictability from pure frequency effects, although frequency
and predictability are not independent measures (Cohen Priva
and Jaeger, 2018). Frequently used linguistic elements are under
greater pressure to be efficient than less frequent ones (Zipf,
1949). More recent crosslinguistic studies have found that it is not
frequency of occurrence but contextual predictability that is more
efficient in explaining variability in word length, especially for
lower-frequency words (Dautriche et al., 2017; Piantadosi et al.,
2011). This line of research suggests that the effect of frequency is
subordinate to that of predictability.

In studies on predictability effects on phonetic structures,
word frequency is usually included as a control variable to
tease apart effects of the two information-theoretic measures,
viz. predictability and word frequency, on linguistic variability
(e.g., Bell et al., 2009; Gahl et al., 2012; Jurafsky et al., 2001). On
average, low-frequency words include vowels with increased
dispersion, or distance from the center of the vowel space,
compared to high-frequency words (Jurafsky et al., 2001; Zhao
and Jurafsky, 2009). Vowels in frequent syllables have been
shown to have faster formant transitions, that is, to show
stronger coarticulatory influences, than vowels in infrequent
syllables (Benner et al., 2007). This frequency effect has been
found to be consistent in different lexical stress conditions. In
accordance with the current literature, we therefore include word
frequency as an additional information-theoretic measure in our
models.

1.3 Research Questions and Hypotheses
The main aim of this study is to investigate whether German
formant trajectories differ in their curvature when vowels stand in
different surprisal contexts or appear in words with different
frequencies of occurrence. We test for the effect of surprisal on
formant movement by including the factor in interaction with the
measurement point in the nonparametric part of our statistical
model (Section 2.2.4). Given our previous findings that vowel
dispersion in German is significantly affected by surprisal and
word frequency (Brandt et al., 2019), we expect to find differences
in formant trajectories between vowels in these different
contexts, too.

Following the SSR hypothesis (Aylett and Turk, 2004, 2006),
we investigate whether the effect of predictability on formant
movement is modulated by a word-level effect of prominence,
that is, primary lexical stress. We also control for the known effect
of the place of articulation of directly preceding and following
speech sounds on formant movements in the statistical models.
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Moreover, our models take into account that vowels located in
less densely populated regions of the German vowel space are
more variable in their formants, especially in F1 (Mdbius, 2001),
by including vowel phonemes as a predictor. We predict that the
information-theoretic measure of surprisal affects formant
trajectories above and beyond the effects of stress and
coarticulation captured by the control factors.

2 MATERIALS AND METHODS

2.1 Materials

2.1.1 Speech Corpus

The Siemens Synthesis corpus (SI1000P) (Schiel, 1997) is used as
speech material. These recordings were done to provide high-
quality material for concatenative speech synthesis. The corpus
contains audio recordings from two professional, middle-aged,
male speakers of Standard German. Both speakers are trained and
experienced broadcast announcers who worked at a German local
state broadcasting station (BR) at the time of the recording. They
were asked to read as if in a broadcasting setting. Both speakers
read the same speech material. Each speaker recorded 992
sentences selected from the Frankfurter Allgemeine newspaper
corpus (SI1000) in an echo-canceling studio using a Sennheiser
MKH20 omnidirectional microphone with a controlled distance
of 30 cm to the mouth, at a sampling rate of 48 kHz and 16 bits,
filtered and down-sampled to 16 kHz. Canonical transcriptions
and automatic word and phoneme segmentations are available.

2.1.2 Language Modeling Corpus

For the purpose of language modeling and extraction of word
frequency values, we used a large text corpus with a sufficient
amount of data. A German language model was trained using the
web-crawled DeWaC corpus (Baroni et al., 2009), which
comprises 1.2 billion running words and 9.3 million lexical
types from a diverse range of genres.

2.2 Data Analysis

2.2.1 Speech Data Analysis

The automatic annotations provided in the speech corpus were
manually verified by two phonetically trained annotators in the
Phonetics laboratory at Saarland University who showed a very
strong inter-rater agreement in the choice of their segment
boundaries based on a Spearman’s rho correlation test
(p=0.93,S = 1427500000, p < 0.001). The beginning of vowels
was marked when F1 is clearly visible in the broadband
spectrogram, and ends of vowels were marked at the end of a
visible F2 structure.

The first and second formants were extracted using the Burg
algorithm in Praat using a time step of 0.0ls, a maximum
number of five formants, a ceiling of 5,000 Hz for the formant
search range which is the default for adult male speakers, a
window length of 25 ms, and preemphasis from 50 Hz at every
10% of the time-normalized vowel duration, yielding a formant
trajectory defined by 11 samples for each vowel. The number of
measurement points is sufficient for formant trajectory
estimation since male speakers produce speech at an average
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TABLE 1 | Number of tokens per vowel phoneme and primary lexical stress
position in the dataset.

Vowel Tokens Stressed Unstressed
N 4,470 1,905 2,565

I 5,650 1,965 3,685

e: 3,753 1,941 1,812

a 3,040 1,808 1,232

a 5,964 2,859 3,105

o: 3,160 1,387 1,773

u: 1,176 480 696

0 3,288 930 2,358

fundamental frequency of about 100-120 Hz, which means that
formant values change at about every 8-10 ms. The average vowel
duration in our data is 77 ms (SD = 33 ms), yielding a sufficiently
dense sample of formant measurements per vowel.

Vowels in function words were excluded from the analysis
following Bell et al. (2009). We also excluded diphthongs from the
dataset because they inherently show more movement in their
formants than monophthongs. The starting point at 0% and the
end point at 100% of the vowel duration were discarded in the
analysis because here formant extraction is potentially heavily
influenced by the preceding or following speech sound. Formant
values were cleaned using the interquartile ranges for F1 and F2
for German male speakers in the study by Pitzold and Simpson
(1997) as a guideline. Since we model formant trajectories and are
not limited to formant values at the temporal midpoint, we used
more generous ranges for F1 (200-700Hz) and F2
(450-2,400 Hz). Vowel tokens with formant values outside of
these ranges were excluded from the analysis (n = 195, 0.34%).
Formant values were not normalized because the statistical
analysis applied here incorporates smoothing (see Section 2.2.4).

Only a subset of the German vowels was used in the modeling
of German formant movement: front, close vowels: /i, I, e/; open,
mid vowels: /a, a/; and back, close vowels: /u, U, o/. This strategy
allowed us to make inferences about vowel-specific formant
movement depending on the placement in the vowel space.
We decided to focus on peripheral vowels because they span
the entirety of the German vowel space and are possibly very
different in the extent of their formant movement and variability
of their formant values in general. We analyzed a total of 30,501
vowel tokens, with 13,275 in stressed and 17,226 in unstressed
positions (Table 1).

2.2.2 Language Modeling Procedure

Data preprocessing of the DeWaC corpus included lowercasing,
punctuation removal, and grapheme-to-phoneme (g2p)
conversion (Mohler et al, 2000). The transcriptions of the
most frequent 1,000 words in the corpus were manually
verified by the first author. Systematic errors in the g2p
conversion were identified and corrected.

The training corpus (80% of the data) was used to train
n-phone LMs using the SRILM toolkit (Stolcke, 2002). All
LMs include sentence and word boundary markers and are
based on both function and content words. By default, SRILM
calculates the conditional probability of a linguistic unit based on
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its preceding context. In order to calculate conditional
probabilities based on the following context, we used the built-
in SRILM function reverse-text, which reverses the order of the
linguistic units in each sentence. Models were smoothed using
Witten-Bell smoothing. Because of the limited lexicon of the LM,
count-of-counts statistics, such as Kneser-Ney, produced
erroneous output.

The output for contextual predictability of the n-phone LMs
was then transferred into surprisal (Eq. 1). We also extracted
word frequency. Surprisal and word frequency were log-
transformed because of their pronounced positive skewness.
Surprisal values based on small n-phone sizes, as used in this
study, express the probability of the phonotactic structure of a
language, rather than simply giving information about preceding
or following speech sounds. When segments are in word-initial or
-final positions, the surprisal values reflect the word boundary
marker. Other linguistic levels that potentially affect acoustic
variability, even on the subword level, are only implicitly
expressed in the surprisal values used here. We aimed to
control for these effects by including word identity in the
random structure of the statistical models.

We limit our investigation of formant movement to bi- and
triphone surprisal for several reasons. First, the statistical models
calculated in Section 3 explain a large quantity of deviance in the
formant trajectory data (about 85%). Second, the increasing
n-phone size leads to higher sparsity in the data, that is,
vowels that are close to the beginning or end of a sentence are
not matched with a respective surprisal value (sentences were
read as separate prompts), and certain unusual combinations of
longer n-phone strings are not represented in the language model.
Third, in a different investigation of the effect of surprisal on
vowel dispersion, we have tested different n-phone sizes up to six
and shown that the correlation between these two measures drops
distinctively from the triphone level to the six-phone level
(Brandt, 2018).

The bi- and triphones that are used for surprisal extraction are
based on a transcription of the actual produced utterance, in
contrast to using the normative, dictionary forms. We follow
Tucker et al. (2019) in this approach, who found that the
prediction accuracy of vowel duration decreases when using
diphones based on dictionary transcriptions compared to
using diphones based on transcriptions of actual productions.

In addition, it should be noted that higher order n-phones
always contain the string of their respective lower order
n-phones, that is, the information of the biphone is contained
within the triphone. For that reason, we expect biphone and
triphone surprisal values that share the same context direction to
be correlated to some extent.

2.2.3 Primary Lexical Stress

Prominence was coded as a binary factor based on primary lexical
stress (levels: stressed vs. unstressed) in the corpus text.
Monosyllabic content words were classified as stressed.

2.2.4 Generalized Additive Mixed Modeling
We used generalized additive mixed models (GAMMs) to
investigate dynamic changes in the formant trajectories of F1
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and F2 as provided by the R package mgcv (R Development Core
Team, 2008; Wood, 2011, 2017), visualized with itsadug (van Rij
et al,, 2017). GAMMs combine parametric terms and smooth
terms in their structure, that is, they allow investigation of the
relations between a response and one or more covariates in
average values and also in nonlinear terms. In addition, they
incorporate random effects, that is, random intercepts, slopes,
and smooths. Random smooths allow us to model nonlinear by-
group variation in the response variable (Soskuthy, 2017).
Recently, GAMM:s have gained popularity in phonetic studies
with a focus on speech articulation (Tomaschek et al., 2018b;
Carignan et al., 2020) and acoustic—phonetic measures (Kirkham
etal, 2019). In addition to their advantage of modeling nonlinear
data, GAMM:s are also able to capture interaction effects of two
continuous variables by means of tensor product interaction
[ti ()]. In the field of phonetics, this is particularly useful for
modeling articulatory or acoustic data because they are
conditioned by the interaction of time (temporal dimension or
duration) and other continuous dimensions, such as space or
measurement points.

Prior to model fitting, we checked for collinearity between the
variables by using the pairs. panels () function of the psych
package (Revelle, 2021). As expected, surprisal values that
share the same context direction were moderately correlated
(preceding context: r = 0.47, following context: r = 0.62),
which was why we decided to calculate separate models for
each surprisal variable. Word frequency and surprisal values,
however, only showed a very weak (surprisal (X|X-1): r = —0.08,
surprisal (X|X+1): r = —0.09, surprisal (X|X+2): r = —0.1) or weak
(surprisal (X|X-2): r = —0.2) negative relationship, that is, vowels
in high surprisal contexts show a slight tendency to appear in low-
frequency words.

Surprisal values and word frequency were log-transformed.
Vowel phonemes with three factor levels, front (/i, I, /), mid (/a,
a/), and back (/u, U, of), were deviation-coded, comparing each
level to the grand mean. The two-level factor stress (levels:
unstressed and stressed) was treatment-coded.

We followed the modeling approach presented in the GAMM
tutorial article by Wieling (2018). The model structure is given in
listing 1. GAMMs were fitted using the bam () function of the
mgcv package (Wood, 2019) because our dataset has more than
10,000 data points. Autocorrelation in the formant values can be
expected for the temporal dimension vowel duration and also for
the measurement point. Therefore, we included the
autoregression function provided in the mgcv package. An AR
(1) autoregressive error model for the residuals in a Gaussian
model was included by using the rho parameter and setting the
start event as 10% of the normalized vowel duration on an
ordered dataset.

The smooth terms were fit with ‘thin plate regression splines’
(bs = ’tp”) (Wood, 2003). The interaction of the measurement
point and duration and the interaction of surprisal and stress
were fitted with “tensor product smooths” [ti ()], and we used
“factor smooth interactions” (bs = “fs”) to fit random effects. The
smoothing parameter (k) for each smooth was set via model
diagnosis [gam.check ()]. Since there are less than 10 unique
values for the response variable, smooths for the measurement
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point were set at k = 9 to avoid overfitting of the data. This
approach allowed for the right amount of wiggliness in the data.

Model comparison was performed using the itsadug function
compareML (), which compares two models that vary in one term
using the Akaike information criterion (AIC). Models with
significantly lower AIC value were preferred. Concurvity of
smooth terms was checked [concurvity ()] looking at pairwise
concurvity between the terms.

We included fixed effects for deviation-coded vowel phonemes
(levels: front, mid, and back), treatment-coded stress (levels: yes
and no), and an interaction between both terms. Smooth terms
[s ()] for the measurement point were included in the model using
ordered by-terms (by =) for stress and vowel phonemes as
ordered factors (oVowel, oStress). We were also interested in
differences in formant trajectory shape due to different surprisal
values by stress and vowel phonemes. Additionally, we included a
smooth for word frequency by ordered vowel phonemes. The
smooth for word frequency by stress did not increase model
performance significantly.

In addition, the smooth term for the measurement point, the
smooth of duration, and a tensor product interaction (ti) for the
measurement point and duration were added to account for the
influence of the temporal structure on the trajectories (Soskuthy,
2017). Another tensor product interaction for the measurement
point and surprisal and a smooth term for surprisal were added to
capture how the measurement point and surprisal interact in
their effect on first and second formant trajectory. We also tested
the tensor product interaction of the measurement point and
word frequency, but it did not increase model performance.
Including the smooth term for word frequency increased
model performance.

To capture the speaker and vowel phoneme variation as well as
the effect of following and preceding context on formant
trajectory shape, random smooths were included in the model
(bs = “fs”). The order of the nonlinearity penalty (m) for the
random smooths was set to 1.

3 RESULTS

The results of the GAMM:s for F1 and F2 trajectories are presented
by the terms in the models, providing a cohesive summary of the
effects of surprisal and primary lexical stress and their interaction,
word frequency, and the smooth terms on average formant values
and the formant trajectory shapes. The GAMM output for each
model is given in the supplementary material (Supplementary
Tables S1-S8). Significant effects are reported when the
significance level reaches p < 0.001. Since formant movement is
heavily influenced by vowel duration, the average formant
trajectory shapes are plotted for the mean vowel duration.
Differences in formant movement are visualized using
difference smooth plots using the R package itsadug (van Rij
et al., 2017). These plots convey the difference in formant
trajectory shape between two factor levels (e.g., estimated
difference of formant movement between unstressed and
stressed vowels). Time windows with significant difference in
trajectory shape are marked red and with dashed vertical lines,
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LISTING 1 | Structure of generalized additive mixed models used to model response variable (F1/F2) trajectory.

#Main effect
#stress
F1/F2 ~

(levels: unstressed ,
Vowel = Stress

#Separate smooth terms for measurement point,

#word frequency ,
+ s(Percentage ,

and surprisal
k=9) + s(Duration ,

+ s(WordFrequency, k=4) + s(Surprisal, k

of deviation coded vowel (levels: front,
stressed ),

mid, back),

and their interaction on FI[/F2

duration ,

k=4)

=4)

#Smooth terms for measurement point and word frequency

#by ordered vowel

+ s(Percentage , by=oVowel, k=9) + s(Percentage, by=oStress, k=9)
#Smooth terms for surprisal by ordered stress and by ordered vowel
+ s(Surprisal , by=oStress, k=4) + s(Surprisal , by=oVowel, k=4)
#Smooth term for word frequency by ordered vowel

+ s(WordFrequency, by=oVowel, k=4)

#Tensor product smooths for the
#duration ,

+ ti(Percentage ,

#Random smooths

to account for variability

interaction measurement point and
and measurement point and surprisal
Duration) + ti(Percentage,

Surprisal)

in formant movement per

#measurement point and speaker/preceding context/following context

+ s(Percentage ,
+ s(Percentage ,
+ s(Percentage ,

Speaker,
Following ,
Preceding ,

bs="fs”, m=1)
bs="fs”, m=1)
bs="fs”, m=1)

#Restricted maximum likelihood approach for model fitting

method 'REML "' ,

#Rho value is set as to
#starting point for formant
rho

while those parts of the trajectory with no significant difference in
shape are left unmarked. If the estimated difference with a 95%
confidence interval of the dependent variable, that is, the first or
second formant, is below zero in the difference smooth plot, the
dependent variable in the reference level has higher values than
the factor level that the reference level is compared to, and vice
versa. The difference smooth plot only shows the difference
between two levels of a factor, that is, multiple plots are
needed if the factor has more than two levels.

the autocorrelation at lag 1, AR. start to set
trajectory
rhoval , AR.start=df$start.event,

data df)

3.1 Vowel Phonemes
In our analysis of formant movement in German vowels, we focus

on vowel phonemes in the periphery of the vowel space. We define
three levels for the factor vowel: front: /i;, I, e:/; mid: /a:, a/:, and back
vowels: /u:, U, o:/. This factor is deviation-coded, which allows us to
compare each level to the grand mean (see Section 2.2.4).

As can be seen in Figure 1, F1 is lower in back and front vowels
compared to the grand mean, and F2 is lower in back vowels and
higher in front vowels compared to the grand mean. Including an
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FIGURE 1 | Mean first (A) and second (B) formant trajectories per vowel phoneme category (front, mid, and back) and primary lexical stress (unstressed and

stressed).
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FIGURE 2 | Difference smooth for first (A) and second (B) formants between front and back vowels (C), front and mid vowels (D), and mid and back vowels (E,F)
with a 95% confidence interval.
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FIGURE 3 | Difference smooth in first (A) and second (B) formants between vowels in unstressed and stressed positions with a 95% confidence interval.
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FIGURE 4 | Vowel chart of the subset of peripheral vowels with
frequency of vowel tokens in the three bins of high, mid, and low biphone
surprisal of the preceding context.

interaction between vowel phonemes and stress improves the
model performance of all GAMMs tested in the current study.
This interaction effect is also visualized in the average first and
second formant trajectories given per stress condition and vowel
phoneme in Figure 1. According to the GAMM output, F2 in
stressed back vowels is significantly lower than in unstressed back
vowels. For front vowels, F2 is higher in stressed than in
unstressed vowels. F1 is lower in back and front vowels that
stand in the stressed position than in those in the unstressed
position, that is, these stressed vowels are more close and
dispersed in the vowel space than their unstressed counterparts.

The vowel is then also included as an ordered factor in a smooth
term with the measurement point to compare first and second
formant movement between the three factor levels. Here, “back” is

Dynamic Formant Trajectories in German

set as the reference level. According to the GAMM output, both F1
and F2 formant movements differ significantly between mid and
back vowels and between front and back vowels. The first formant
trajectory in German open, mid /a, a/ is significantly more concave
with a steeper increase and fall than in back or front vowels
throughout almost the entire normalized duration of the vowel
(Figures 2A,D,E,F). The estimated difference in F1 movement
between front and back vowels is smaller than the difference in
F1 between mid and back vowels or mid and front vowels but still
statistically significant. Front vowels have higher F1 values in the first
half of the normalized vowel duration than back vowels and higher
F1 values in the second half of the vowel (Figure 2C). The F2
trajectory is shaped convex in mid and back vowels, while front
vowels, on average, are produced with a concave F2 trajectory. These
significant differences in F2 formant movement per vowel category
are visualized in the difference smooth plots in Figure 2B.

3.2 Stress

The main effect of stress on average F1 and F2 reaches the
significance level in almost all models calculated in the current
study. Mean F1 and F2 are slightly lower in stressed vowels than
in unstressed vowels. Stress is also included in the smooth term
for the measurement point, accounting for variability in F1 or F2
movement in different stress conditions. This smooth term
reaches the significance level in all models. However, it can be
seen in Figure 3 that only a section of the formant trajectories
(marked with vertical, dashed lines) in unstressed vowels is
significantly different from that in stressed vowels: F1
movement differs significantly as a function of stress from
around 25-50% of the normalized vowel duration
(Figure 3A); F2 movement in unstressed vowels is different
from that in stressed vowels only in the first part of the vowel
up to 40% of its normalized duration (Figure 3B).
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3
°
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FIGURE 5 | Density plot of front, mid, and back vowels in different surprisal conditions of the preceding (A,B) or following (C,D) contexts.
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FIGURE 6 | Stressed vowels: heatmap of the interaction of biphone surprisal of the preceding context (log Surprisal (X|X-1)) and the measurement point on the
trajectory of the first formant (A) and the second formant (B) per the vowel categories front (C), mid (D,E), and back (F).
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FIGURE 7 | Stressed vowels: heatmap of the interaction of triphone surprisal of the preceding context (log Surprisal (X|X-2)) and the measurement point on the
trajectory of the first formant (A) and the second formant (B) per the vowel categories front (C), mid (D,E), and back (F).

3.3 Surprisal sized categories of “low,” “mid,” and “high” and plot the
We present the results for the effect of surprisal on the first and  frequency of the peripheral German vowels used in our subset
second formant trajectories of peripheral German vowels.  per surprisal category (Figure 4).

Surprisal values are based on bi- and triphones of the Although Figure 4 only shows the frequency of vowel tokens
preceding and following contexts of the vowel. in different categories of biphone surprisal of the preceding

For the purpose of visual inspection of our data, we bin  context and does not allow for general statements about the
biphone surprisal of the preceding context into three equally  distribution of vowel phonemes in different surprisal contexts,
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there are two general observations that can be made. First, the
average position of the vowel phoneme in the vowel space
changes with regard to surprisal. Second, vowel phonemes are
not equally distributed in the range of surprisal values observed in
our data.

The second observation becomes even more apparent when
investigating the distribution of vowel phonemes per bi- and
triphone surprisal of the preceding or following context
(Figure 5). On average, German back vowels have higher
surprisal values, irrespective of n-phone order or direction,
than mid or front vowels. Front vowels show slightly higher
surprisal values than mid vowels. The difference between the
distributions is more pronounced for biphone surprisal values
than for triphone surprisal values.

All GAMMs calculated here include a tensor product
interaction [ti ()] of the measurement point and surprisal, as
well as two separate, simple smooth terms of the measurement
point and surprisal, in order to tease apart the interaction effect
from the main effect of the two smooth terms. The interaction of
the measurement point and surprisal on the first formant
trajectory reaches the significance level in all GAMMs. This
means that first and second formant movement in German
vowels is significantly impacted by the interaction of the bi-
and triphone surprisal of both context directions and the
measurement point for formant extraction in the normalized
vowel duration.

Figure 6 shows how F1 and F2 trajectory shapes for stressed
vowels in the front, mid, and back positions vary. We observe
that F1 shows the lowest values for all vowels in the data with
high surprisal values (> 2.5), that is, stressed front and back
vowels are more close in high surprisal contexts than in low
surprisal contexts, and stressed mid vowels show more

pronounced F1 movement in their previously observed
concave trajectory shape due to distinctly low F1 values
(around 500 Hz) in the first and last third of the normalized
vowel duration.

When we plot the GAMM heatmaps (Figure 7) for the
interaction of the measurement point and triphone
surprisal of the preceding context for all stressed vowels in
the corpus, we find quite different patterns in the formant
trajectories from those observed for biphone surprisal of the
preceding context (Figure 6). Stressed high surprisal (> -1.5)
front, mid, and back vowels have lower F1 values than
stressed low surprisal vowels. For F2, however, high
surprisal vowels (> —2) overall have higher formant values
than low surprisal vowels, again irrespective of their position
in the vowel space. This means that high surprisal vowels are
produced with more frontness than low surprisal vowels. It
should be noted that triphone surprisal values of the
preceding context (R = —4.5-2.8) have a larger range than
biphone surprisal values of the same context direction (R =
0.4-3.1). Judging from visual inspection alone, the average
first and second formant trajectories per vowel category
(Figure 1) seem to be better presented by the interaction
plots for the measurement point and biphone surprisal
(Figure 6) than by the heatmaps displaying the interaction
effect of triphone surprisal and the measurement point
(Figure 7).

Since we control for stress in the GAMMs, we can also
investigate the impact of stress on the interaction between
surprisal and the measurement point for different vowel
phonemes, n-phone sizes, and forward and backward
contextual predictability. For instance, Supplementary
Figure S2 shows the GAMM heatmaps of the interaction of
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biphone surprisal of the preceding context and the measurement
point for unstressed vowels. When comparing these heatmaps to
their counterparts for stressed vowels (Figure 6), we see that F1 in
front and back vowels has overall lower values for higher surprisal
contexts in unstressed vowels compared to stressed vowels. F1 in
unstressed mid vowels shows more pronounced movement than in
stressed conditions, that is, lower F1 values, at the edges of the vowel.
F2 values in unstressed high surprisal (> 2.5) vowels, especially in the
beginning of the vowel, are much lower than the F2 trajectories for
stressed vowels.

We proceed to make the same comparative analysis between the
GAMM heatmaps of unstressed and stressed vowels for the
interaction effect of triphone surprisal of the preceding context
and measurement on formant movement in order to investigate
potential influences of the n-phone size. Overall, we find that the
relationship between the two factors surprisal and measurement
point shows a higher degree of variability in formant movement in
the GAMM heatmaps for unstressed vowels than that for stressed
vowels. Interestingly, for stressed vowels, we observe that average
first and second formant values are closely related to the triphone
surprisal level (X|X-2). In the unstressed condition, however, vowel
frontness, expressed by F2, shows less of a clear-cut relationship to
the surprisal level. Close unstressed vowels are produced with a more
pronounced close articulatory setting at lower levels of triphone
surprisal of the preceding context than stressed vowels.

We test for surprisal with preceding and following context
direction. The GAMM heatmaps for the interaction between
surprisal and the measurement point look quite different when
comparing different context directions (Supplementary Figures
$1-S7). For instance, average formant values in stressed vowels
are strongly influenced by biphone surprisal of the preceding context
but less by the temporal domain expressed by the measurement
point, while unstressed vowels in the same surprisal condition show
more variability in their formant movement depending on surprisal
and the measurement point. We saw a similar pattern for formant
trajectories in unstressed vs. stressed vowels in models with triphone
surprisal of the preceding context.

3.4 Word Frequency

During the modeling procedure, we excluded a tensor product
interaction of the measurement point and word frequency and a
smooth of word frequency by ordered stress from the model because
they did not add to model performance. However, the simple
smooth term for word frequency and the smooth for word
frequency by ordered vowel added to the model. This means that
F1 and F2 movements do not vary significantly per measurement
point in vowels occurring in words with different frequencies, nor do
they vary as a function of differences in word frequencies in stressed
and unstressed vowels. The model output does, however, show that
formant movement is explained by differences in word frequencies
and differences in word frequencies by vowel phoneme.

3.5 Interaction Between Duration and

Percentage
The interaction term between the vowel duration and
measurement point adds to the explained variance in the F1

Dynamic Formant Trajectories in German

and F2 data modeled here. Formant movement is heavily
influenced by the duration of the vowel and the measurement
point during vowel duration.

Figure 8 shows GAMM heatmaps for the first and second
formant trajectories in stressed German vowels as an interaction
between the vowel duration and measurement point which is
modeled by the tensor product interaction of the measurement
point and duration."

In the GAMM heatmaps (Figure 8), we can observe the same
overall formant trajectory shape for each vowel category that is given in
Figure 1. The heat maps allow us to make more detailed observations
about this overall shape, depending on vowel duration. Longer vowels
above 0.25s appear to show more pronounced first and second
formant movement with lower minima than vowels with average
or short duration. The peak of the F1 trajectory appears earlier in the
vowel as a function of vowel duration when the vowel is longer than
0.25 5. We can also see that the average concave F2 trajectory shape for
front vowels is mainly due to movement in long vowels, again above
0.25 s, while shorter front vowels show very little F2 movement. Very
short vowels show surprisingly low F2 values for mid (around
1,100 Hz) and back (around 850 Hz) vowels.

3.6 Random Effects

The random smooths for the measurement point per speaker and
the preceding and following contexts significantly add to the
explained variability in F1 and F2 movement in all models.

4 DISCUSSION

This study investigated whether variability in German formant
trajectories can be explained by contextual predictability,
measured as surprisal, and prominence, that is, primary lexical
stress, as well as an interaction of both factors. We also include
word frequency as an additional information-theoretic measure in
our models. We use generalized additive mixed models (GAMMs) to
compare the shape of formant trajectories in different surprisal
contexts. Surprisal values are based on the biphone or triphone of the
preceding or following context of the vowel. Only monophthongs in
content words were considered in the study.

For average F1 and F2, we find expected results for different
vowel phonemes that determine the position of the vowel within
the acoustic vowel space. The significant interaction effect
between the factors vowel and stress in the F1 and F2 models
confirms that vowels in the stressed position are more dispersed
in the vowel space than vowels in the unstressed position.

For the purpose of the study, we are particularly interested in the
results of the smooth terms including surprisal. The GAMM output
shows that the first and second formant trajectories in German are

"The equivalent GAMM heatmaps for the first and second formant trajectories in
unstressed German vowels as an interaction between vowel duration and the
measurement point can be found in Supplementary Figure S1. This allows us to
investigate differences in formant trajectory due to the temporal domain. We
include separate heatmaps of this interaction per vowel category since this factor
significantly impacts formant movements (Section 3.1).
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affected by surprisal in both context directions, that is, forward and
backward, and by the interaction of surprisal and stress. We analyze
these results in more detail via visual inspection of GAMM heatmaps
that show the interaction effect of surprisal per measurement point
(temporal domain) on the formant trajectory. We plot these
heatmaps per vowel phoneme and stress condition because we
find that these additional factors impact formant movement
significantly. This procedure shows that the interaction effects of
these factors on formant movement are highly complex. However,
there are some general observations that we can make: unstressed
vowels seem to show higher variability in their formant trajectory at
different surprisal levels than stressed vowels. Differences in average
formant values are also more readily expressed as a function of
surprisal in stressed vowels than in unstressed vowels.

Our results show that effects of contextual predictability on
formant variability are not limited to pointwise measurements of
the vowel, as seen in studies on the effect of predictability on vowel
dispersion (Malisz et al., 2018), but affect the dynamics throughout
the entire vowel duration. When interpreted against the background
of the uniform information density (UID) hypothesis (Levy and
Jaeger, 2007), our findings add to the concept that the rational
speaker uses optimization strategies in speech production
throughout the entire utterance to ensure successful
communication. This strategic behavior of the speaker also has
an effect on the characteristics of formant movement and is observed
while controlling for linguistic factors that are known to affect
formant movement, such as vowel duration or phonetic context.

We proceed by further discussing our results with respect to
the relation of prosodic prominence and predictability, especially
in light of the smooth signal redundancy (SSR) hypothesis (Aylett
and Turk, 2004, 2006). In addition, possible accounts of the effect
of predictability on the phonetic structure are discussed.

4.1 Prosodic Prominence and Predictability

Based Formant Movement

We test interaction effects between prosodic prominence and
predictability on average first and second formant values and on
formant movement in German vowels to investigate the effect of
predictability and the prosodic structure, here primary lexical stress,
on phonetic variability. This research goal is motivated by the
smooth signal redundancy hypothesis (Aylett and Turk, 2004,
2006), which postulates that the effects of language redundancy
or predictability on phonetic structures are moderated by the
prosodic structure (prosodic prominence), that is, there are no
independent or additive effects of predictability on phonetic
variability. We can confirm this expected interaction -effect
between stress and surprisal on first and second average formant
values and on formant trajectories.

Since German vowels in the stressed position and under high
surprisal are known to be more dispersed in the vowel space
(Malisz et al., 2018; Schulz et al.,, 2016), we would expect higher
average F2 and lower average F1 values for front vowels in the
stressed position and under high surprisal than for those in the
unstressed position. Judging from the GAMM heatmaps for
biphone surprisal of the preceding context, that is, the same
surprisal measure as that used in our previous studies, we find the

Dynamic Formant Trajectories in German

predicted pattern for front vowels. For back vowels, on the other
hand, we expect lower average F1 and F2 values for stressed
vowels in high surprisal contexts than for unstressed vowels.
From visual inspection of the GAMM heatmaps in Figure 6 and
Supplementary Figure S2, we cannot confirm this expectation
for back vowels. For mid vowels /a, a/, we find that they are
produced with more frontness in the unstressed condition under
high surprisal than in stressed and high surprisal contexts.

We include an analysis of the impact of the temporal domain
(interaction of the vowel duration and measurement point) on first
and second formant trajectories, again distinguishing stress
condition and vowel phoneme. While there are vast differences
in formant movement depending on vowel duration, with longer
vowels showing more formant movement than shorter vowels, the
effect of stress on this relation appears to be small. This observation is
partially in line with work that highlights the importance of time as a
crucial factor for articulatory effort (Xu and Prom-on, 2010). The
authors found that time constraints determine how much
information speakers can convey in a conversational turn and
hypothesized that speakers maximize their articulatory effort in
unstressed vs. stressed vowels, which can also lead to increased
dynamics for unstressed vowels compared to stressed vowels. Tang
and Shaw (2020) noted that this principle applies to their findings on
word duration as a function of predictability in Mandarin Chinese.
The amount of time speakers allocate to a linguistic unit is a function
of its importance, that is, less predictable words are produced with
longer durations. In our study, we find more pronounced formant
movement in unstressed vowels when investigating formant
movement as a function of the surprisal and measurement point.
Vowel duration and surprisal are, however, known to be correlated
(Malisz et al., 2018).

Prosodic prominence, here estimated as primary lexical stress,
was found to have a significant impact on the mean values of the
first and second formants in German vowels in almost all
GAMMs. In our models, the average F1 and F2 in stressed
vowels are lower than those in unstressed vowels.

Lexically stressed American English vowels that are perceived as
prominent are produced with a more open vocal tract than those
vowels that are not perceived as prominent, resulting in higher F1
values for these vowels (Mo et al., 2009). Speakers are assumed to use
this strategy to increase the sonority of prominent syllables
(Beckman et al, 1992). For F2, or vowel frontness, vowels are
hyperarticulated when they stand in a prominent position (Mo
et al,, 2009), supporting the hypo- and hyperarticulation hypothesis
(Lindblom, 1996). This means that prominent back vowels are
produced with lower F2 values and prominent front vowels are
produced with higher F2 values than their non-prominent
counterparts. This effect is captured by expanded vowel
dispersion for stressed vowels in German (Schulz et al, 2016)
and could also be replicated in our study.

The German vowel system, however, differentiates between
tense and lax vowels, which can both stand in stressed or
unstressed positions. German formant movement is largely
influenced by vowel tenseness and frontness, that is, vowel
identity. There are also known effects of stress on German
tense vs. lax vowels: stressed tense vowels are longer and more
peripheral in their position in the vowel space than unstressed
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tense vowels. Lax vowels, however, are not significantly affected
by stress in their length or average formant values (Jessen, 1995;
Mooshammer et al., 1999). Therefore, stress alone is possibly not
an ideal factor to predict formant movement in German.

4.2 Accounts of the Effect of Predictability
on Speech Variability

This study adds to previous accounts of predictability-based
variability in the speech signal at the subword level. There are
different accounts of these observed effects: the production ease
account and the listener-oriented communicative account.
Seminal work advocating the production ease account (e.g.,
Gahl, 2008; Bell et al., 2009) demonstrated the effect of
frequency and predictability on word duration. The
production planning hypothesis (Kilbourn-Ceron et al., 2020)
views predictability as one of the factors that impact speech
planning. Easily predictable phonological information in an
upcoming word can facilitate the speech production process of
pronunciation variants. The production ease account therefore
relies on the contextual predictability of a linguistic structure
based on both context directions, as it is known that
coarticulatory processes have an effect on preceding and
following neighboring phonemes. An alternative, but
compatible, explanation has been offered by Tomaschek and
others (Tomaschek et al., 2018a, b), who proposed that it is
linguistic experience and articulation practice, rather than
predictability as such, that shape articulatory trajectories.

The listener-oriented or communicative account, on the other
hand, proposes that communication is a balancing act for the speaker
between making the least possible amount of effort and attending to
the listener’s need. As a result, predictable linguistic structures can be
reduced because they are easily retrievable from their context, while
structures that are difficult to predict from their context must be
preserved. Therefore, both context directions (backward and forward)
of contextual predictability play a role in this account. A strong
interpretation of listener orientation in speech production is
challenged by the finding that the speaker’s capacity to attribute
mental states to others, also known as theory of mind (ToM)
(Premack and Woodruff, 1978), does not necessarily lead to the
phonetic reduction of predictable linguistic structures (Turnbull,
2019). It should be kept in mind however that high scores in
ToM ability, as tested in the study by Turnbull (2019), estimate
the speaker’s capacity of ToM but not their willingness to apply
their ability to attribute mental states to others in a specific
communicative setting. In our interpretation of these two
accounts of the effect of predictability on speech variability,
we note that both the listener-oriented and the production ease
accounts rely on contextual predictability of linguistic
structures that is based on the preceding and following
contexts. There is also evidence from perception studies that
listeners do not only utilize preceding information for word
recognition in running speech but also following contextual
information (Szostak and Pitt, 2013). This process seems to be
modulated by contextual predictability in both directions.
Listeners pay less attention to the phonetic details of easily
predictable words (Manker, 2017).

Dynamic Formant Trajectories in German

With regard to our findings, surprisal based on the
following context significantly explains the formant
trajectory shape in German. This result is not necessarily
expected since we also know from previous work that the
effect of surprisal in different context directions depends on
which acoustic measure is investigated. Segment duration can
be explained by surprisal of the preceding and following
contexts, whereas vowel dispersion is only predicted by
surprisal of the preceding context (Malisz et al., 2018).
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