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Editorial on the Research Topic 
Computational and Experimental Insights in Redox-Coupled Proton Pumping in Proteins

Elementary electron and proton transfer reactions commonly occur in chemistry and biology. Proteins involved in oxidative- and photo-phosphorylation carry out these reactions to generate energy in the form of ATP. Despite the simplicity of electron and proton transfer reactions, these pose extreme challenge to study either by experimental or computational approaches. In this special issue, we present a collection of reviews, original research articles as well as perspectives written by top-level experimental and computational experts working in the field of redox-active enzymes and associated fields. The special issue presents a current state-of-the-art in our understanding of the mechanism of bioenergetic enzymes, and at the same time provides important glimpses of theoretical and experimental methodological advances in the field.
The respiratory complex I, NADH:quinone (Q) oxidoreductase, is the first electron acceptor of the electron transport chain (ETC) in many organisms and pumps protons by conserving energy from the reduction of quinone to quinol (Parey et al., 2020). Despite recent major advances in structural characterization of this large complex (500–1 MDa), the molecular mechanism of redox-coupled proton pumping remains largely unknown and among other questions, the role of quinone/quinol binding in the electrostatic and conformational control of enzyme remains unclear (Hielscher et al., 2013; Haapanen and Sharma, 2021). One of the central elements of the coupling mechanism is the interface between the peripheral “arm” catalysing electron transfer and a membrane “arm” responsible for proton translocation. In this special issue, Yoga et al. and Nuber et al. have reviewed and discussed interesting aspects of quinone/quinol binding and its coupling to the conformational changes in this critical region of complex I. Yoga et al. reviewed the latest structural and computational data on the binding of quinone in the unique ∼30 Å long quinone-binding tunnel of complex I, and discussed recent mechanistic models of proton pumping. Nuber et al. have highlighted the importance of movement of quinol (QH−) anion in the quinone tunnel and protonation/deprotonation reactions in the redox-coupled proton pumping mechanism of complex I.
The third complex in the ETC is complex III and is described by a well-known Q cycle (Crofts et al., 2017). Husen and Solov’yov gave new insights into the side-reactions of complex III, and by performing multiscale computational simulations they suggest how superoxide forms by reaction between dioxygen and semiquinone, and how it is released to the membrane-solvent environment. Thus, shedding light on the ROS (reactive oxygen species) generation by complex III of the ETC. Sarewicz et al. by performing site-directed mutagenesis of heme bL ligand and spectroscopic measurements provided new insights into the redox reactions of Qo site of complex III.
The final electron acceptor, complex IV, acts as an electron sink in the ETC of many organisms, and efficiently pumps protons by conserving the free energy of oxygen reduction (Wikström and Sharma, 2018). The functional importance of a tyrosyl radical in the catalytic cycle of complex IV has been emphasized based on computations and experiments (Voicescu et al., 2009; Sharma et al., 2013). Blomberg, based on hybrid density functional theory calculations (Blomberg) discusses how highly conserved redox-active tyrosine remains deprotonated until the last steps of the catalytic cycle, a notion that is central to drive proton pumping even at high proton motive force. Baserga et al. performed advanced FTIR spectroelectrochemical titrations and provided a quantitative description of the changes in electric field at the active site of complex IV during its redox reactions.
Kaur and colleagues provide a holistic view on the proton binding motifs of the redox-active proton pumps. They highlight the central role played by proton loading sites (sites in protein that uptake and release protons) in maintaining pumping even at high proton motive force. Relatedly, Bondar presents a comparison of several proton translocating enzymes and their proton binding motifs, and emphasizes the importance of these in understanding mechanism of proton pumping enzymes. In the study of Calisto and Pereira, sequence and structural analysis of NrfD-like subunits is presented and their role in ion-translocation and quinone binding is discussed.
Other complex electron and proton translocating enzymes are presented, completing the picture on the complexity of coupled electron and proton translocation in biological systems. Wu et al. reveal the complex electron transfer in NADPH oxidase 5 (NOX5), a member of a family of enzymes, dedicated to the production of reactive oxygen species. By computer simulations, they analysed the O2 movement and electron tunneling pathways in the inter-heme electron-transfer steps that ultimately lead to production of superoxide in NOX5. Finally, Dale-Evans et al. describe the mechanism of HypD from E. coli by means of theoretical and computational studies on the voltametric current. Their data allowed them to specifically estimate the kinetic parameter and reveal a step-wise one-electron, one-proton transfer mechanism rather than a concerted two-electron redox reaction.
The work presented in this special issue highlights how experimental (spectroscopy, biochemistry, etc.) and computational (classical and quantum chemical simulations) studies in concert have greatly advanced our knowledge of proton-coupled electron transfer processes. Even with the broad range of exciting results and mechanistic understanding already obtained, the complexity of the systems involved in redox-coupled proton pumping is so high that novel developments at all levels will be needed in years and decades to come.
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Several energy-transducing microbial enzymes have their peripheral subunits connected to the membrane through an integral membrane protein, that interacts with quinones but does not have redox cofactors, the so-called NrfD-like subunit. The periplasmic nitrite reductase (NrfABCD) was the first complex recognized to have a membrane subunit with these characteristics and consequently provided the family's name: NrfD. Sequence analyses indicate that NrfD homologs are present in many diverse enzymes, such as polysulfide reductase (PsrABC), respiratory alternative complex III (ACIII), dimethyl sulfoxide (DMSO) reductase (DmsABC), tetrathionate reductase (TtrABC), sulfur reductase complex (SreABC), sulfite dehydrogenase (SoeABC), quinone reductase complex (QrcABCD), nine-heme cytochrome complex (NhcABCD), group-2 [NiFe] hydrogenase (Hyd-2), dissimilatory sulfite-reductase complex (DsrMKJOP), arsenate reductase (ArrC) and multiheme cytochrome c sulfite reductase (MccACD). The molecular structure of ACIII subunit C (ActC) and Psr subunit C (PsrC), NrfD-like subunits, revealed the existence of ion-conducting pathways. We performed thorough primary structural analyses and built structural models of the NrfD-like subunits. We observed that all these subunits are constituted by two structural repeats composed of four-helix bundles, possibly harboring ion-conducting pathways and containing a quinone/quinol binding site. NrfD-like subunits may be the ion-pumping module of several enzymes. Our data impact on the discussion of functional implications of the NrfD-like subunit-containing complexes, namely in their ability to transduce energy.

Keywords: NrfD-like, membrane protein, ion translocation, quinine/quinol binding site, CISM family, energy transduction


INTRODUCTION

All living organisms need energy to fuel life processes. External energy sources, light or chemical compounds, are converted to biologically usable forms of energy, such as adenosine triphosphate (ATP) or electrochemical gradients. According to Peter Mitchell's chemiosmotic hypothesis, the transmembrane difference of the electrochemical potential ([image: image]) can be established by energy-transducing membrane protein complexes that couple the energy released by light or chemical reactions (Gibbs energy change, ΔG) to the translocation of charges (electrons or ions) across the membrane (Mitchell, 1961). The energy stored in the form of the electrochemical potential can drive different energy-requiring reactions of the cells, such as synthesis of cellular components, solute transport or motility.

Energy transducing membrane complexes are usually composed of catalytic subunits and transmembrane proteins that perform translocation of charges, electrons or cations, across the membrane (Calisto et al., 2021). The most common membrane charge-translocating subunits so far observed in energy transduction complexes are the di-heme cytochrome b-like subunits and the so called NrfD-like subunits. The di-heme cytochrome b-like subunits are involved in the transport of electrons, whereas the NrfD-like subunits translocate ions. In this way this type of subunits is devoid of redox cofactors but contain ion-conducting pathways.

The NrfD-like subunits are present in many and diverse membrane complexes, widespread in Bacteria and Archaea, that can take part in oxygen, nitrogen, sulfur, arsenate or hydrogen metabolism (Figure 1, Table 1) (Rothery et al., 2008; Refojo et al., 2010, 2019; Marreiros et al., 2016). These subunits thus compose the NrfD family, which was named after the characterization of the periplasmic nitrite reductase (NrfABCD) complex, the first complex recognized to have a NrfD-like subunit (Simon, 2002; Rothery et al., 2008) (Figure 1, NrfABCD). Structures of representatives of the NrfD family were first obtained for the PsrC subunit from the Thermus thermophilus polysulfide reductase (PsrABC) complex (Figures 1, 2, PsrABC) and later for the ActC and ActF subunits from the respiratory alternative complex III (ACIII) from Rhodothermus marinus (Figure 2, ACIII) and Flavobacterium johnsoniae (Sousa et al., 2018; Sun et al., 2018) and for the photosynthetic ACIII from Roseiflexus castenholzii (Shi et al., 2020) (Figure 1, ACIII). The structural data showed these membrane subunits have 8 common transmembrane helixes, organized in two four-helix bundles (TMHs 1–4 and TMHs 5–8) related by a 180° rotation around an axis perpendicular to the membrane (Sousa et al., 2018) (Figure 3), and contain one quinone/quinol-binding site close to the periphery of the membrane at the side at which the peripheral subunits are bound to. ActF does not contain any quinone/quinol binding site and it is the only NrfD-like subunit present in a complex in which another subunit of this type (which contains a quinone/quinol-binding site) is present. In addition, for all these subunits, putative ion-conducting pathways were proposed (Calisto et al., 2021). NrfD-like proteins also function as the link of the peripheral subunits to the membrane (Figure 1).


[image: Figure 1]
FIGURE 1. Composition and diversity of NrfD-like subunit-containing complexes. Schematic representation of periplasmic nitrite reductase (NrfABCD), polysulfide reductase (PsrABC), respiratory alternative complex III (ACIII), DMSO reductase (DmsABC), group-2 [Ni-Fe] hydrogenase (Hyd-2), arsenate reductase (ArrABC), tetrathionate reductase (TtrABC), quinone reductase complex (QrcABCD), sulfur reductase complex (SreABC), nine-heme cytochrome complex (NhcABCD), dissimilatory sulfite-reductase complex (DsrMKJOP), multiheme cytochrome c sulfite reductase (MccACD), formate:quinone oxidoreductase (FqoABC), sulfite dehydrogenase (SoeABC). P-side, positive-side of the membrane; N-side, negative-side of the membrane. The NrfD-like subunits (NrfD, PsrC, ActC, ActF, DmsC, HybB, ArrC, ttrC, QrcD, SreC, NhcC, DsrP, MccD, fqoC, and SoeC) are colored, the two-color tones indicate the two structural repeats, each composed of a four-helix bundle (TMHs 1–4 and TMHs 5–8) and related by a 180° rotation around an axis perpendicular to the membrane. The circle, inside the colored subunits, indicates the presence of a quinone/quinol-binding site. The red arrows represent the pathway for electron transfer. The color code is used in all the following figures and in Tables 1, 2.



Table 1. NrfD-like subunit-containing complexes.
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[image: Figure 2]
FIGURE 2. Structures of NrfD-like subunit-containing complexes. Overall structure of PsrABC from Thermus thermophilus (left, PDB: 2VPZ) and Alternative Complex III from Rhodothermus marinus (right, PDB: 6FOK, ActH was not included for clarity). PsrC (yellow), ActC (pink) and ActF (blue) are NrfD-like subunits. The two complexes are oriented in relation to each other by the superimposition of the PsrC and ActC subunits. Iron-sulfur clusters represented by orange/yellow spheres; Cytochrome c-type hemes represented by red sticks; Mo-bisPGD cofactor represented by blue/red sticks with molybdenum shown as a blue sphere. Orange dots stand for the quinone-binding site. P-side, positive-side of the membrane; N-side, negative-side of the membrane.



[image: Figure 3]
FIGURE 3. Fold of homologous membrane subunits ActC and ActF. ActC (pink) and ActF (blue) seen from the membrane (left) and from the top (right). The N- and C-terminal helices (TMHs A-B), which form a helix dimer, are colored in gray. The four-helix bundles are shown in light pink/blue (TMHs 1–4) and dark pink/blue (TMHs 5–8).


Besides Escherichia coli NrfABCD (Hussain et al., 1994; Clarke et al., 2007), ACIII and PsrABC complexes, the enzymes containing a NrfD-like subunits are dimethyl sulfoxide (DMSO) reductase (DmsABC), tetrathionate reductase (TtrABC), sulfur reductase complex (SreABC), sulfite dehydrogenase (SoeABC) and arsenate reductase (ArrABC) complexes, members of the so called complex iron-sulfur molybdoenzyme (CISM) family, which have a similar subunit composition to that of PsrABC complex (Figure 1) (Rothery and Weiner, 1993; Weiner et al., 1993; Berks, 1996; Hensel et al., 1999; Hinsley and Berks, 2002; Laska et al., 2003; Geijer and Weiner, 2004; Guiral et al., 2005; Duval et al., 2008; Dahl et al., 2013; Grimaldi et al., 2013; Tang et al., 2013; Steinmetz et al., 2014; Kurth et al., 2015; Boughanemi et al., 2020). The subunits and prosthetic groups of these enzymes are specified in Table 1. DmsABC is a quinol:DMSO oxidoreductase with its peripheral DmsAB subunits facing the P-side of the membrane (Rothery and Weiner, 1993; Berks, 1996). TtrABC, expressed under anaerobic conditions in Proteobacteria (Marreiros et al., 2016), catalyzes the endergonic reduction of tetrathionate to thiosulfate with the concomitant oxidation of quinol to quinone. As DmsAB, TtrAB subunits are facing the P-side of the membrane (Hensel et al., 1999; Hinsley and Berks, 2002). SreABC, characterized in Acidianus ambivalens, was proposed to have quinol:sulfur oxidoreductase activity and SreAB were suggested to be located at the P-side of the membrane (Laska et al., 2003). SoeABC is a sulfite:quinone oxidoreductase complex described in Aquifex aeolicus and Allochromatium vinosum (Dahl et al., 2013; Boughanemi et al., 2020). SoeAB subunits were hypothesized to be located at the negative-side (N-side) of the membrane. ArrABC, involved in arsenate respiration, seems to have the peripheral ArrAB subunits at the P-side of the membrane (Stolz et al., 2006; Duval et al., 2008).


Table 2. Amino acid residues conservation in NrfD-like subunit-containing complexes.

[image: Table 2]

The multiheme cytochrome c sulfite reductase complex (MccACD), biochemically characterized from W. succinogenes and Shewanella oneidensis (Kern et al., 2011; Shirodkar et al., 2011) (Figure 1, MccACD, Table 1), the quinone reductase complex (QrcABCD), homologous to ACIII and present in sulfate-reducing bacteria, are other enzymes with NrfD-like subunits. Qrc catalyzes the transfer of electrons from a type-1 tetraheme cytochrome c3 (TpIc3) to quinone (Figure 1, Qrc) and so the peripheral subunits are facing the P-side of the membrane (Pereira et al., 2011; Venceslau et al., 2011). Group-2 [NiFe] hydrogenase (Hyd-2), produced under anaerobic conditions, is a hydrogen:quinone oxidoreductase complex with the peripheral subunits facing the P-side of the membrane (Laurinavichene et al., 2002; Sargent, 2016; Beaton et al., 2018) (Figure 1, Hyd-2, Table 1). The nine-heme cytochrome complex (NhcABCD), a TpIc3:quinone oxidoreductase, is a member of a family of transmembrane complexes with multiheme cytochrome c subunit, described in Desulfovibrio species (Matias et al., 1999, 2005; Saraiva et al., 2001; Bento et al., 2003; Pereira et al., 2011) (Figure 1, Nhc, Table 1). The dissimilatory sulfite-reductase complex (DsrMKJOP) is a transmembrane complex with peripheral subunits at both sides of the membrane (Grein et al., 2010). DsrJ and DsrO subunits are anchored to the P-side of the membrane (Pires et al., 2006). DsrM is a di-heme cytochrome b membrane subunit (Pires et al., 2006). DsrK is facing the N-side of the membrane (Mander et al., 2002; Pires et al., 2006). DsrK is able to reduce the small protein DsrC, while DsrJ was suggested to interact with thiosulfate (Bamford et al., 2002; Denkmann et al., 2012; Venceslau et al., 2014) (Figure 1, DsrMKJOP, Table 1). Since DsrP and DsrM are membrane subunits with hypothetical quinone-binding sites, a quinone cycling of reduction and oxidation between DsrMK and DsrJOP was proposed to take place (Grein et al., 2013).

In this work we thoroughly analyze the primary structures of the members of the NrfD family and predicted the respective tertiary structures, the data provided allowed a deep and broad discussion on the presence of ion-conducting pathways and quinone/quinol-binding sites, which impacts on the function of the several complexes, namely in their ability to transduce energy.



RESULTS AND DISCUSSION


Taxonomic Distribution

NrfD-like subunits are the anchor protein of several modular complexes, which take part in a vast array of metabolisms, such as the oxygen, nitrogen, sulfur, arsenate and hydrogen cycles (Rothery et al., 2008; Refojo et al., 2010, 2019; Marreiros et al., 2016) (Figure 1). In this work, we performed sequence alignments and taxonomic profiling to investigate the distribution of the NrfD-like subunit-containing complexes in microbial species. We gathered 4,545 NrfD-like amino acid sequences present in the genomes of 1,822 distinct species (96% Bacteria, 4% Archaea), with an average of 2.5 NrfD-like subunits per organism. In order to reduce the size of the obtained dataset, the 4,545 amino acid sequences were clustered according to their identity (50% identity) and 551 representative sequences were aligned, allowing to generate the correspondent Neighbor-Joining (NJ) dendrogram. From the obtained dendrogram we were able to identify several branches belonging to different groups of NrfD-like subunit-containing complexes (Figure 4).


[image: Figure 4]
FIGURE 4. Neighbor-Joining dendrogram of the NrfD-like subunits. The dendrogram was obtained using 551 representative sequences of NrfD-like subunit sequences. Branches are colored according to the color code indicated in the Figure 1. The external ring of the dendrogram indicates the four major identified groups discussed in the text (groups A to D).


We observed that close to the root of the dendrogram, the sequences of NrfD-like subunits separated into four major groups (Figure 4, dendrogram groups A–D). The amino acid sequences of SreC (21 sequences) (Figure 4, group A) and ArrC (9 sequences) (Figure 4, group B) seem to be less related with the others NrfD-like subunits and constitute two distinct groups. The SreABC complex was biochemically characterized from the sulfur-dependent archaeon A. ambivalens (Laska et al., 2003) and genes coding for SreC subunit were only identified in archaea, in 21 species (27% of Crenarchaeota species) (Figure 5, SreC). ArrAB complex was described as a periplasmic complex, which is associated with the transmembrane ArrC subunit only in few microorganisms (Duval et al., 2008). In agreement, we identified nine genes coding for ArrC subunit, distributed in Gammaproteobacteria (four sequences), Betaproteobacteria (four sequences) and Euryarchaeota (one sequence) species (Figure 5, ArrC).


[image: Figure 5]
FIGURE 5. Distribution of NrfD-like subunits in Prokaryotes. The diagram indicates the percentage of the species within each phylum containing at least one gene encoding a NrfD-like subunit. The color code is indicated in the figure.


The third group (Figure 4, group C) englobes the amino acid sequences of ActC (521 sequences), ActF (521 sequences), DsrP (88 sequences) and DmsC (42 sequences) subunits. Intriguingly, we identified two branches of DsrP amino acid sequences, which we called DsrP1 and DsrP2 (Figure 4). The amino acid sequence of DsrP subunit, biochemically characterized from Desulfovibrio vulgaris DsrMKJOP complex, was found in the DsrP1 branch (66 amino acid sequences of sulfate-reducing bacteria). Besides their presence in Deltaproteobacteria (46 species, 48%), genes coding for DsrP1 subunit were identified in species from Thermodesulfobacteria (6 species, 86%), Chlorobi (6 species, 35%) and Firmicutes-Clostridia (6 species, 3%) phyla (Figure 5, DsrP1). Genes coding for DsrP2 subunit were observed in 36 species of sulfur-oxidizing bacteria and from Archaeoglobus genus (23 species, 3% of Gammaproteobacteria; 10 species, 1% of Alphaproteobacteria; 3 species of 1% of Euryarchaeota species) (Figure 5, DsrP2). The amino acid sequences of ActC and ActF subunits (521 sequences) were naturally separated into two branches (Figure 4, ActC and ActF). Genes coding for ActC and ActF subunits were identified in species from Gammaproteobacteria-Others (11 species, 1%), Betaproteobacteria (10 species, 2%), Deltaproteobacteria (35 species, 37%), Alphaproteobacteria (46 species, 6%), Oligoflexia (nine species, 75%), Verrucomicrobia (10 species, 67%), Spirochaetes (14 species, 16%), Acidobacteria (12 species, 86%), Gemmatimonadetes (three species, 100%), Planctomycetes (24 species, 75%), Bacteroidetes (290 species, 76%), Chlorobi (two species, 12%), Chloroflexi (six species, 16%), Deinococcus-Thermus (11 species, 33%) and Terrabacteria (three species, 100%) (Figure 5, ActC/F). Group C of the dendrogram also includes 42 amino acid sequences identified as DmsC subunit (Figure 4, group DmsC), namely the DmsC amino acid sequence from Halobacterium sp. strain NRC-1 (Müller and DasSarma, 2005). Genes coding for DmsC present in group C are all observed in 24 archaeal species from Euryarchaeota (10%) (Figure 5, DmsC).

The fourth group (Figure 4, group D) is composed of amino acid sequences of PsrC (48 sequences), DmsC (793 sequences), NrfD (411 sequences), TtrC (292 sequences), NhcC (81 sequences), HybB (320 sequences), QrcD (35 sequences), SoeC (239 sequences) and MccD (79 sequences) subunits. As observed before (Duarte et al., 2018), the amino acid sequences of PsrC subunit forms two separate branches, one represented by PsrC from W. succinogenes and the other pictured by PsrC from T. thermophilus. The amino acid sequence of PsrC subunit from T. thermophilus PsrABC complex, clusters within branch PsrC T with other 34 amino acid sequences (Figure 4, PsrC T) and PsrC from W. succinogenes PsrABC complex is present in branch PsrC W (Figure 4, PsrC W; 33 sequences). Genes coding for PsrC T subunits were found in 34 species (36%) from Deltaproteobacteria and one species (7%) from Acidobacteria, while genes coding for PsrC W subunits were observed in 26 species (13%) from Epsilonproteobacteria (Figure 5, PsrC T and PsrC W).

Genes coding for bacterial DmsC and NrfD subunits were identified in 80% (444 species) and 61% (383 species) of species from Gammaproteobacteria, respectively (Figure 5, DmsC and NrfD). Amino acid sequences of TtrC subunits were expected to be produced in 291 species, distributed in Proteobacteria (219 species, 35% Gammaproteobacteria; 47 species, 10% Betaproteobacteria; eight species, 4% Epsilonproteobacteria; two species, 2% Deltaproteobacteria; 12 species, 2% Alphaproteobacteria), Aquificae (three species, 21%) and Armatimonadetes (one species, 50%) phyla (Figure 5, TtrC). NhcC subunit coding genes were found in 64 bacteria species (36 from Deltaproteobacteria, 38%; 16 from Firmicutes-Clostridia, 9%; two from Acidobacteria, 14%; 2 from Bacteroidetes; one from Chlorobi, 6%; 1 from Nitrospirae, 11%; three from Thermodesulfobacteria, 43%) (Figure 5, NhcC). Genes coding for HybB subunit were observed in 314 species, 277 from Gammaproteobacteria (50%), 7 from Betaproteobacteria (2%), 13 from Deltaproteobacteria (4%), 11 from Alphaproteobacteria (2%), 2 from Acidobacteria (14%), 1 from Aquificae (7%) and three from Deferribacteres (60%) (Figure 5, HybB). The presence of genes coding for QrcD subunit was restricted to 35 species (36%) from Deltaproteobacteria (Figure 5, QrcD). Genes coding for SoeC subunit were present in 236 species from Proteobacteria (45 species from Gammaproteobacteria, 5%; 83 species from Betaproteobacteria, 18%; 100 species from Alphaproteobacteria, 14%), Firmicutes-Clostridia (three species, 1%) and Aquificae (five species, 36%) phyla (Figure 5, SoeC). While genes coding for MccD subunit were identified in 51 species (35 from Gammaproteobacteria, 4%; 15 from Epsilonproteobacteria, 7%) (Figure 5, MccD).

In group D of the dendrogram (Figure 4, FqoC), we were able to identify 110 amino acid sequences present in an uncharacterized complex, that we tentatively assigned as formate:quinone oxidoreductase complex (Figure 1, FqoABC). Our assignment is based on the observations that the complex is possibly composed of three subunits: two peripheral FqoAB subunits homologous to FdnGH subunits from E. coli formate dehydrogenase complex (Fdn-N) and a FqoC subunit, a NrfD-like subunit with eight predicted TMHs. Genes coding for FqoC were identified in 110 species present in three different dendrogram groups: FqoC1 includes genes coding for FqoC subunit from Actinobacteria (59 species, 7%), Chlorobi (15 species, 88%) and Crenarchaeota (9 species, 12%) phyla; FqoC2 gathers the genes coding for FqoC from Chloroflexi phylum (15 species, 48%); and FqoC3 includes genes coding for FqoC subunit from Deltaproteobacteria phylum (12 species, 13%) (Figure 5, FqoC).



Homology Models

The NrfD-like subunits are transmembrane proteins, with 8 to 10 TMHs, that interact with quinones but do not have redox cofactors. The structures of T. thermophilus PsrC and R. marinus ActC and ActF revealed details of the overall architecture of these NrfD-like subunits: the common 8 TMHs are organized in two four-helix bundles (TMHs 1–4 and TMHs 5–8), which form two structural repeats related by a 180° rotation around an axis perpendicular to the membrane layer plane (Jormakka et al., 2008; Sousa et al., 2018). Two additional TMHs (TMHs A-B), present in ActC and ActF, cross each other at an angle of ~45° at the periphery of each subunit (Sousa et al., 2018) (Figure 3). ActC and ActF subunits have their N- and C-terminal located at N-side of the membrane, while PsrC have both termini located at the P-side of the membrane. T. thermophilus PsrC and R. marinus ActC subunits contain one quinol-binding site at the P-side of the membrane of the first four-helix bundle (Jormakka et al., 2008; Sousa et al., 2018) (Figure 2).

We performed structural homology models of the NrfD-like subunits from W. succinogenes PsrABC, E. coli NrfABCD, E. coli DmsABC, E. coli Hyd-2, Salmonella enterica TtrABC, A. ambivalens SreABC, A. aeolicus SoeABC, D. vulgaris QrcABCD, D. vulgaris DsrMKJOP1, A. vinosum DsrMKJOP2, Desulfovibrio desulfuricans NhcABCD, Alkalilimnicola ehrlichii ArrABC, W. succinogenes MccACD and Chlorobaculum tepidum FqoABC complexes. The homology models were calculated in Phyre2 without imposing any template. In all cases the randomly selected template was the structure from R. marinus ActC subunit. The homology models have confidence scores higher than 90%. The final models presented the common 8 TMHs organized in a similar arrangement as those of ActC, ActF and PsrC subunits. As in the case of T. thermophilus PsrC subunit, we predicted only 8 TMHs for W. succinogenes PsrC, E. coli DmsC, E. coli NrfD, A. aeolicus SoeC, W. succinogenes MccD and C. tepidum FqoC subunits. S. enterica TtrC subunit was predicted to have 9 TMHs, with the N-terminal at the P-side and the C-terminal at the N-side of the membrane, the extra TMH is equivalent to TMH B from ActC. The other NrfD-like subunits (E. coli HybB, A. ehrlichii ArrC, D. vulgaris DsrP1, A. vinosum DsrP2, D. vulgaris QrcD, A. ambivalens SreC and D. desulfuricans NhcC) have 10 predicted TMHs, the two extra TMHs are equivalent to TMH A and B of ActC and ActF subunits. The models predict for all NrfD-like subunits the presence of the structural repeats, composed of the two four-helix bundles, harboring putative ion-conducting pathways and the existence of a quinone/quinol-binding site (Figure 1, Table 2).



Quinone-Binding Site

The crystal structures of T. thermophilus PsrC co-crystallized with either menaquinone-7 or ubiquinone-1 showed that the quinone-binding site is located in the first four-helix bundle of PsrC (TMHs 1-4) on the P-side of the membrane, in close proximity to the [4Fe-4S]2+/1+ cluster of PsrB subunit (Jormakka et al., 2008). Highly conserved amino acid charged residues, present in this region, were suggested as essential for quinone-binding and coordination: His21PsrCT, Asn18PsrCT and Tyr130PsrCT in T. thermophilus PsrC and His139ActC, Asp169ActC and Asp253ActC in R. marinus ActC (Jormakka et al., 2008; Sousa et al., 2018) (Figure 6, ActC and PsrC T).
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FIGURE 6. Quinone-binding site. Zoomed views of structural models of NrfD-like subunits showing the respective putative quinone/quinol-binding sites, located close to the positive-side (P-side) of the membrane. The SoeC subunit is expected to be in an inverted orientation toward the membrane in relation to the other NrfD-like subunits and thus its quinone/quinol binding site is located close to the negative-side (N-side). The amino acid residues composing the different quinone/quinol-binding sites are indicated and depicted as sticks. Please note that all models are oriented with the P-side of the membrane at the top of each panel, except for SoeC that is oriented with the N-side of the membrane at the top of the respective panel.


To further investigate structurally relevant elements and/or amino acid residues in the quinone-binding site, we analyzed the obtained structural homology models of the NrfD-like subunits and performed sequence alignment to identify the conserved residues involved in the binding and coordination of quinone/quinol molecule.

We identified for all NrfD-like subunits, with the exception of ActF subunit, the only NrfD-like that has been shown not to interact with quinones/quinols and part of a complex in which another NrfD-like subunit is present, the presence of quinone/quinol-binding site in the same spatial position of those observed for T. thermophilus PsrC and R. marinus ActC. These are all located in the first four-helix bundle (TMHs 1–4), close to the P-side of the membrane. In the case of SoeC the quinone/quinol-binding site is also present in the first four-helix bundle (TMHs 1–4) at the same special position of sites present in the other NrfD-like subunits, however it is expecting to be facing the N-site of membrane. This is because the catalytic subunit of SoeABC complex is predicted to be oriented toward the N-side of the membrane (Dahl et al., 2013; Boughanemi et al., 2020) (Figure 1) and thus SoeC would be expected to have an inverted orientation inside the membrane plane comparing to the other NrfD-like proteins.

We observed, within the predicted quinone/quinol-binding site of all NrfD-like subunits analyzed, the presence of 5, on average, amino acid residues (histidine, arginine, aspartate, glutamate, serine, tyrosine, threonine and asparagine) that may be involved in quinone/quinol-binding and stabilization in each protein (Figure 6, Table 2).

Although histidine, serine, glutamate, aspartate and tyrosine residues were described as being involved in the coordination of quinones in several quinone-interacting complexes, there seems to be no common pattern for quinone-binding (Abramson et al., 2000; Fisher and Rich, 2000; Zhang et al., 2002; Iwaki et al., 2003; Horsefield et al., 2006; Kleinschroth et al., 2008). Nevertheless, we noticed a conserved serine residue in all NrfD-like subunits, close to the entry of the quinone/quinol pocket (Ser164ActC, Ser87PsrC_T, Ser94PsrC_W, Ser129HybB, Ser82DmsC, Ser126ArrC, Ser124DsrP1, Ser128DsrP2, Ser138QrcD, Ser128SreC, Ser92NrfD, Ser93TtrC, Ser137NhcC, Ser82SoeC, Ser93MccD and Ser81FqoC). We hypothesized that this serine residue is involved in quinone coordination, since it is only absent in R. marinus ActF subunit, the only NrfD-like that has been shown not to interact with quinone (Sousa et al., 2018). Mutation of Ser94PsrC_W residue in W. succinogenes PsrC caused partially inhibition of polysulfide respiration (Dietrich and Klimmek, 2002). We also identified in TMH 2, in the same spatial position in all NrfD-like subunits (again with the exception of ActF), the presence of a glutamate/aspartate/histidine/serine residue (Glu67PsrC_T, Glu107ArrC, Asp76PsrC_W, Asp109HybB, Asp106DsrP1, Asp110DsrP2, Asp120QrcD, Asp75TtrC, Asp119NhcC, Asp75MccD, Asp65FqoC, His139ActC, His65DmsC, His65SoeC, His74NrfD and Ser110SreC) that seems to be required for protonation/deprotonation of the quinone/quinol molecule (Table 2). Mutational studies support the relevance of this position. Replacement of Asp76PsrC_W and His65DmsC residues, in W. succinogenes PsrC and E. coli DmsC, respectively, blocked quinol oxidation (Rothery and Weiner, 1996; Zhao and Weiner, 1998; Geijer and Weiner, 2004) and lead to full inhibition of polysulfide respiration (Dietrich and Klimmek, 2002). In T. thermophilus PsrC structure, Tyr130PsrC_T and His21PsrC_T residues were proposed to act as ligands to menaquinone and pentachlorophenol, a quinone inhibitor (Jormakka et al., 2008), and, in fact, mutation of Tyr23PsrC_W residue, the correspondent residue in W. succinogenes PsrC, also inhibit polysulfide respiration (Dietrich and Klimmek, 2002). Additional mutational studies, conducted in E. coli DmsABC (Rothery and Weiner, 1996; Zhao and Weiner, 1998), W. succinogenes PsrABC (Dietrich and Klimmek, 2002) and E. coli Hyd-2 (Lubek et al., 2019), also showed the importance of Glu87DmsC, Tyr159PsrC_W, Thr160PsrC_W and Asp58HybB residues for quinone/quinol coordination (Rothery and Weiner, 1996; Zhao and Weiner, 1998; Dietrich and Klimmek, 2002; Geijer and Weiner, 2004; Lubek et al., 2019).

Our models indicate that all NrfD-like proteins (except for ActF) are able to interact with quinones/quinols (Figures 1, 6).



Ion Translocation Pathways

NrfD-like subunit-containing complexes were hypothesized to be capable of ion-translocation across the membrane (Calisto et al., 2021) and, in fact, proton-conducting pathways have been identified in the structures of the PsrC, ActC and ActF subunits (Jormakka et al., 2008; Sousa et al., 2018; Sun et al., 2018; Shi et al., 2020). Proton-conducting pathways are formed by amino acid residues with side chains that can establish hydrogen bonds, constituting a hydrogen bond network. This allows proton transfer by a Grotthuss-type mechanism, which involves successive breaking and concomitant formation of hydrogen bonds (de Grotthuss, 1806; Cukierman, 2006).

In R. marinus ActC and ActF subunits, the putative ion-conducting pathway was suggested to be formed by two half-channels: a N-side half-channel in the first four-helix bundle (TMH 1–4) and a P-side half-channel in the second four-helix bundle (TMH 5–8) (Sousa et al., 2018). ActC and ActF ion-conducting pathways are composed of conserved amino acid residues within all ACIII complexes (Sousa et al., 2018) (Figure 7, ActC; Table 2).
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FIGURE 7. Ion-translocation pathway. Structural models of NrfD-like subunits with amino acid residues putatively involved in ion-translocation. The top left side panel contains a general schematic representation of NrfD-like subunits. Each protein is composed by eight common TMH that form two four-helix bundle (TMHs 1–4, light gray [lighter colors in the following panels) and TMHs 5–8, dark gray (darker colors in the following panels)] related by a 180° rotation around an axis perpendicular to the membrane. The light blue line schematizes the ion-conducting pathway and the red dot indicates the presence of the arginine residue (Arg395ActC), possibly acting as the gate of the pathway. The orange circle points to the quinone/quinol-binding site, which is in close proximity to the [4Fe-4S]+2/+1 cluster ([3Fe-4S]1+/0 in ActC) (cube) present at the peripheral subunit. The other panels contain the structural models obtained for the 8 common TMHs, the amino acid residues, putatively involved ion-pathways are indicated and depicted as sticks along the light blue line and are highlighted in black (conserved residues in respective sequence alignments), gray (amino acid residues present in the model able to conduct protons, but not conserved in respective sequence alignments) and red (equivalent to Arg395ActC). Please note that all models are oriented with the P-side of the membrane at the top of each panel, except for SoeC that is oriented with the N-side of the membrane at the top of the respective panel (see more in text and in legend of Figure 6).


We were able to identify, in all NrfD-like subunits, amino acid residues that may constitute a N-side half-channel in the first four-helix bundle (TMH 1–4) and a P-side half-channel in the second four-helix bundle (TMH 5–8). The amino acid residues that compose these putative ion-conducting pathways are conserved within each subunit: ActC, ActF, HybB, ArrC, DsrP, QrcD, SreC, NrfD and NhcC subunits (Figure 7, Table 2). However, in PsrC, DmsC, TtrC, SoeC, MccD and FqoC subunits, the two half-channels were not so easy to define, as we observed less conserved residues.

In T. thermophilus PsrC structure, the putative ion-conducting pathway was suggested to be formed by a N-side half-channel in the second four-helix bundle (TMH 5–8) and a P-side half-channel in the first four-helix bundle (TMH 1–4) (Jormakka et al., 2008). Of the proposed residues in the N-side half-channel at TMH 5-8 (Glu224PsrC_T, Thr220PsrC_T, Arg177PsrC_T) (Jormakka et al., 2008), only Arg177PsrC_T residue is conserved among other PsrC T subunits. Mutation of Asp218PsrC_W, the equivalent to Arg177PsrC_T in W. succinogenes PsrC, and Ser192PsrC_W residues, both located at TMH 5-8 in the N-side half-channel, resulted in inhibition or reduction of polysulfide respiration, respectively (Jormakka et al., 2008). Nevertheless, we identified conserved amino acid residues (Figure 7, PsrC T; Table 2) that could form two half-channels, resembling those identified in ActC and ActF subunits. Our identification is supported by substitution studies of amino acid residues located at TMH 1–4 on our proposed N-side half-channel (Tyr106PsrC_W and Glu146PsrC_W) and located at TMH 5-8 on the P-side half-channel (Glu225PsrC_W, Ser185PsrC_W, Ser188PsrC_W and Tyr310PsrC_W) of W. succinogenes PsrC model, resulted in strains with a compromised polysulfide respiration (Dietrich and Klimmek, 2002). These data suggest those residues may be important for proton translocation, since PsrABC catalyzes an endergonic reaction dependent of electrochemical potential (Dietrich and Klimmek, 2002; Calisto et al., 2021).

The presence of an ion-conducting pathway in HybB is also supported by the observations that replacement of Arg89HybB, Tyr99HybB, Glu148HybB and His184HybB in E. coli HybB (N-side half-channel TMH 5–8) significantly decreased hydrogen oxidation (Lubek et al., 2019). Addition of a protonophore increases hydrogen oxidation in these mutated strains (Lubek et al., 2019), showing that ion translocation and catalytic activity are coupled.

Previously for QrcD, only the N-side half-channel, present in the first four-helix bundle (TMH 1–4) as observed for ActC and ActF subunits, was proposed to be present (Duarte et al., 2018). This N-side half-channel was hypothesized to translocate protons from the N-side of the membrane to the quinone-binding site, for quinone reduction (Duarte et al., 2018). However, we identified conserved amino acid residues that could be part of a P-side half-channel in the second four-helix bundle (TMH 5–8) (Figure 7, QrcD; Table 2).

Although the ion-conducting pathways present in the different NrfD-like subunits are not composed by the same amino acid residues, they are localized at the same spatial position. Noticeably, we identified a conserved arginine residue (Arg395ActC, Arg239PsrC_T, Arg305PsrC_W, Arg329HybB, Arg271DmsC, Arg324ArrC, Arg358QrcD, Arg306NrfD, Arg280TtrC, Arg345NhcC, Arg297SoeC, Arg306MccD, Arg293FqoC) located in middle of the membrane (in TMH 8) in a position that coincides with that at which the two proton half-channels converge (Figure 7). In Desulfovibrio vulgaris DsrP this is occupied by a lysine (Lys329DsrP1). We hypothesized that the residue at this position may perform a gate keeping role for proton translocation across the membrane. In fact, water molecules around Arg239PsrC_T were observed in the structure of PsrC from T. thermophilus (Jormakka et al., 2008) and mutation of Arg305PsrC_W resulted in inhibition of polysulfide respiration (Dietrich and Klimmek, 2002). Although, we hypothesized a relevant function for this arginine (or Lys329DsrP1) residue, it is not conserved in ActF, DsrP2 and SreC. In these subunits the gating role may be performed by a conserved serine residue (Ser238ActF, Ser204DsrP2 and Ser235SreC), which is located in middle of the membrane in TMH 5, also coinciding with the convergence of the two half-channels (Figure 7).

The members of the NrfD family are transmembrane proteins (8 to 10 TMHs) characterized by the presence of structural repeats, composed of two four-helix bundles, harboring ion-translocation pathways and a quinone/quinol-binding site.

The quinone/quinol-binding site of NrfD-like subunits is located at the P-side of the membrane in the first four-helix bundle (TMHs 1–4), always in vicinity of the peripheral iron-sulfur subunit. The peripheral subunits of SoeABC complex are hypothesized to be located at the N-side (Dahl et al., 2013; Boughanemi et al., 2020) and thus SoeC would be expected to be in an inverted orientation in the membrane when comparing to the other NrfD-like proteins. In this way, its quinone-binding site would be present on the N-side of the membrane. We identified, in TMH 2 close to the entry of the quinone/quinol pocket, a serine residue (Ser164ActC) that appears to be important for interaction with quinone/quinol molecule, since this serine residue is strictly conserved in all NrfD-like subunits that interact with quinone/quinol.

Our structural models reinforce the possible existence of ion-translocation pathways in all NrfD-like subunits and the contribution of the NrfD-like subunit-containing complexes to energy transduction. NrfD-like subunit-containing complexes may perform energy transduction by an indirect-coupling mechanism and may generate or consume electrochemical potential (Calisto et al., 2021). W. succinogenes PsrABC activity was shown to be dependent on electrochemical potential (Dietrich and Klimmek, 2002), while QrcABCD activity was shown to be coupled to the formation of electrochemical potential (Duarte et al., 2018). The ion-translocation pathways, observed in NrfD-like subunits, are formed by amino acid residues that may establish hydrogen bonds, allowing proton translocation by a Grotthuss-type mechanism (de Grotthuss, 1806; Cukierman, 2006). A semiconserved arginine amino acid residue, located in the middle of the membrane at the intersection of the two ion half-channels, was here suggested to play an important role as gate keeper in ion-translocation. In ActF, DsrP2 and SreC the gating role may be performed by a conserved serine.

The data here presented indicate that NrfD-like subunits are possibly the ion translocating modules of different enzymes, involved in a vast array of metabolisms, such as the oxygen, nitrogen, sulfur, arsenate and hydrogen cycles. All NrfD-like subunits containing complexes may be thus energy transducing membrane machines that contribute to energy conservation in vast range of organisms and under multiple growth conditions.




MATERIALS AND METHODS

The selection of the complete NrfD-like subunits dataset was performed using protein BLAST (pBLAST) analysis tool (default parameters) running at KEGG's (Kyoto Encyclopedia of Genes and Genomes) database, which only contains data on fully sequenced genomes (Ogata et al., 1999; Kanehisa et al., 2006, 2008). The information used in this study was that available by October 2020.

Protein search was performed using the amino acid sequences of ActC and ActF from R. marinus (rmr:rmar_0223, rmr:rmar_0226), PsrC from T. thermophilus (tth:tt_c0153) and W. succinogenes (wsu:ws0118), NrfD (eco:b4073), DmsC (eco:b0896), and HybB (eco:b2995) from E. coli, TtrC from S. enterica (sty:sty1737), SreC from A. ambivalens (aamb:d1866_07880), SoeC from A. aeolicus (aae:aq_1231), QrcD (dvu:dvu0692) and DsrP (dvu:dvu1286) from D. vulgaris, NhcC from D. desulfuricans (dds:ddes_2040), ArrC from A. ehrlichii (aeh:mlg_0214) and MccD from W. succinogenes (wsu:ws0382). Results with e-value <0.01 were accepted for further analysis (ca. 4,545 protein sequences).

The 4,545 amino acid sequences were clustered according to their identity using the CD-HIT tool (50% identity) (Huang et al., 2010). The resulting 551 representative sequences were aligned using PROMALS3D (standard parameters, using R. marinus ActC as structural template, PDB: 6F04) (Pei et al., 2008). The dendrogram was constructed using RAxML toll and the Neighbor-Joining (NJ) method at the CIPRES gateway portal (Miller et al., 2010). The obtained dendrogram was visualized and manipulated in Dendroscope (Huson et al., 2007).

To generate the structural models of NrfD-like subunits we used the amino acid sequence from W. succinogenes PsrC (wsu:ws0118), E. coli NrfD (eco:b4073), E. coli DmsC (eco:b0896), E. coli HybB (eco:b2995), S. enterica TtrC (sty:sty1737), A. ambivalens SreC (aamb:d1866_07880), A. aeolicus SoeC (aae:aq_1231), D. vulgaris QrcD (dvu:dvu0692), D. vulgaris DsrP1 (dvu:dvu1286), Allochromatium vinosum DsrP2 (alv:alvin_1262), D. desulfuricans NhcC (dds:ddes_2040), A. ehrlichii ArrC (aeh:mlg_0214), W. succinogenes MccD (wsu:ws0382) and C. tepidum FqoC (cte:ct0494) subunits. We developed the structural models using Phyre2 for predicting protein structure by homology modeling under intensive mode, and ActC R. marinus (PDB: 6F0K2) structure was selected as template (Kelley et al., 2015; Sousa et al., 2018). Protein structural model visualization and figure construction were performed using Chimera (Pettersen et al., 2004).

Quinone/quinol-binding sites and ion-translocation pathways were identified by sequence conservation analysis, after declustering the amino acid sequences from dendrogram branches, selected as containing ActC, ActF, PsrC, NrfD, DmsC, HybB, TtrC, SreC, SoeC, QrcD, DsrP, NhcC, ArrC, MccD and FqoC sequences. Sequence alignments were performed using PROMALS3D for each dendrogram group and visualized using JalView software (Waterhouse et al., 2009).
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Cellular respiration involves electron transport via a number of enzyme complexes to the terminal Cytochrome c oxidase (CcO), in which molecular oxygen is reduced to water. The free energy released in the reduction process is used to establish a transmembrane electrochemical gradient, via two processes, both corresponding to charge transport across the membrane in which the enzymes are embedded. First, the reduction chemistry occurring in the active site of CcO is electrogenic, which means that the electrons and protons are delivered from opposite sides of the membrane. Second, the exergonic chemistry is coupled to translocation of protons across the entire membrane, referred to as proton pumping. In the largest subfamily of the CcO enzymes, the A-family, one proton is pumped for every electron needed for the chemistry, making the energy conservation particularly efficient. In the present study, hybrid density functional calculations are performed on a model of the A-family CcOs. The calculations show that the redox-active tyrosine, conserved in all types of CcOs, plays an essential role for the energy conservation. Based on the calculations a reaction mechanism is suggested involving a tyrosyl radical (possibly mixed with tyrosinate character) in all reduction steps. The result is that the free energy released in each reduction step is large enough to allow proton pumping in all reduction steps without prohibitively high barriers when the gradient is present. Furthermore, the unprotonated tyrosine provides a mechanism for coupling the uptake of two protons per electron in every reduction step, i.e. for a secure proton pumping.
Keywords: cytochrome c oxidase, energy conservation, proton pumping, redox-active tyrosine, midpoint potentials, density functional theory
INTRODUCTION
Cytochrome c oxidase (CcO), the terminal enzyme in the respiratory chain, reduces molecular oxygen to water in an exergonic process. A significant part of the released free energy is converted into an electrochemical gradient across the membrane in which the enzyme is embedded. The gradient is used by another enzyme in the same membrane to transform ADP to ATP, which provides energy for many processes in the living cell. As shown in Figure 1 the electrons needed for the oxygen reduction chemistry are delivered from soluble cytochrome c located on the P-side of the membrane, while the protons are delivered from the opposite side, the N-side. This means that the chemical reaction corresponds to charge motion across the membrane (electrogenic chemistry), which contributes to the creation of the electrochemical gradient. In 1977 Wikström discovered that the oxygen reduction is coupled to translocation of protons across the entire membrane, referred to as proton pumping, which also contribute to the electrochemical gradient, and thereby increases the efficiency of the energy conservation (Wikström, 1977). The largest subgroup of CcOs, the A-family, which can be found in both mitochondria and bacteria, is known to pump four protons per oxygen molecule, i.e., one pumped proton per electron. The stoichiometry of the proton pumping is most likely lower in the other CcO families, the B- and the C-families (Han, et al., 2011; Von Ballmoos, et al., 2012). The proton pumping in the A family is the focus of the present study.
[image: Figure 1]FIGURE 1 | Overview of the A-family CcOs. The BNC active site cofactors: high-spin heme a3, CuB and the cross-linked tyrosine are embedded in the inner mitochondrial or the bacterial membrane. Soluble cytochrome c, the electron transfer cofactors (CuA and low-spin heme a), plus proton channels (D and K) from the N-side of the membrane to the BNC are indicated. Electron and proton uptake to the BNC is indicated as arrows, as well as the proton pumping across the entire membrane.
The active site in the A-family CcOs, the binuclear center (BNC), consists of a high-spin heme group of a-type, labeled heme a3, a copper complex, labeled CuB and a redox-active tyrosine cross-linked to one of the histidine ligands on CuB. The electrons are delivered from soluble cytochrome c on the P-side of the membrane to the BNC via two electron transfer cofactors, a copper complex, CuA and a low-spin heme a. In the A-family CcOs two proton channels originating on the N-side of the membrane have been characterized, the D-channel leading to the center of the BNC, and the K-channel leading to the redox-active tyrosine, see Figure 1. The basic features of the reduction process are well known: Molecular oxygen binds to the reduced state of the BNC, the R state, with Fea3(II)-CuB(I)-TyrOH. The O-O bond is cleaved in the first step, yielding the PM state, with Fea3(IV)=O-CuB(II)OH-TyrO•. The rest of the catalytic cycle consists of four proton coupled reduction steps leading back to the R state plus two new water molecules. Two or three protons for the chemistry are delivered via the D-channel, and the rest (one or two) via the K-channel. All protons to be pumped use the D-channel. It is now generally agreed that each reduction step in the A-family is coupled to proton pumping, also at a high gradient (Bloch et al., 2004; Ferguson, 2010; Kaila et al., 2010; Wikström and Hummer, 2012; Wikström et al., 2018). Although considerable knowledge about the proton pumping has been achieved (Brzezinski and Gennis, 2008; Popovic et al., 2010; Han et al., 2011; Blomberg and Siegbahn, 2015a; Rich, 2017; Wikström et al., 2018), the mechanistic details are still not agreed on. One of the remaining issues concerns the thermodynamics of the individual reduction steps. The exergonicity of a reduction step is determined by the proton coupled reduction potential (midpoint potential) of the active site cofactor that is reduced in the particular step. Experimental results indicate that two of the four BNC reduction potentials (CuB(II) and Fea3(III)) are too low to afford proton pumping (Wikström and Morgan, 1992; Kaila et al., 2010). A second remaining issue concerns how to achieve a secure coupling between the transfer of one electron to the BNC active site and the uptake of two protons, one for the chemistry and one to be pumped. An important element of such a coupling is the suggested proton loading site (PLS), a position in the vicinity of the BNC where the protons to be pumped are temporarily stored (Morgan et al., 1994; Rich et al., 1996). A third remaining issue concerns the gating of the protons, i.e. how to force the protons to move against the gradient and to avoid that they move back to the N-side, which is thermodynamically favorable as soon as there is a gradient across the membrane.
The focus of the present study is on the first two issues described in the preceding paragraph, the energetics of the individual reduction steps and the coupling of electron and proton uptake. Quantum chemical calculations, using hybrid density functional theory (DFT), have been performed on a model of the BNC active site. To describe the overall energetics of each reduction step, both an electron and a proton are added to each main intermediate of the catalytic cycle. To describe the coupling of electron and proton uptake, the electron affinity of each main intermediate is calculated by adding only an electron. Clearly there are interesting details of the reduction processes which are not possible to describe with the present approach, but those are out of the scope of the present investigation. The results obtained with the present model support previous computational results showing that at least three of the BNC cofactors have high enough proton coupled reduction potentials for proton pumping (Blomberg, 2019). A mechanism is suggested, which allows proton pumping in all four reduction steps, and in which the redox-active tyrosine plays a special role (Blomberg, 2016). The computational results are also used to shed further light on a previously suggested mechanism for the coupling between electron and proton uptake, in which the conserved redox-active tyrosine plays an essential role (Blomberg, 2016; Blomberg, 2020a). The gating problem is shortly discussed.
COMPUTATIONAL DETAILS
Hybrid density functional theory (DFT) is an important tool in the studies of enzymatic reaction mechanisms, in particular employing the cluster approach, as described in recent reviews (Blomberg et al., 2014; Blomberg, 2020a). The cluster model of the active site in CcO used in the present study is the same as was used in a recent study on NO reduction in different CcOs (Blomberg, 2020b), see Figure 2. It is constructed on the basis of a crystal structure of the Rhodobacter sphaeroides aa3 CcO (Qin et al., 2006). The model has about 170 atoms (depending on the state) and the total charge is +1 for the main intermediates in the catalytic cycle. To obtain the energetics of the catalytic cycle, plausible intermediate structures are optimized and their relative energies calculated. For the energetics of the proton coupled reduction steps the energy cost of an electron from soluble cytochrome c and a proton from bulk water is needed. Rather than using calculated values, the total energy of one electron and one proton is given a value that reproduces the overall energy of the reduction process, 2.2 eV, as obtained from experimental reduction potentials of the cytochrome c electron donor and the reduction of oxygen to water. This procedure has been described in more detail in several previous papers (Blomberg, 2016; Blomberg, 2019). To obtain the electron affinities, only an electron is added to the different intermediates. The calculated electron affinities are only compared to each other, therefore no explicit energy cost for just an electron is needed in the present context.
[image: Figure 2]FIGURE 2 | Model of the active site in CcO used in the present calculations, showing the optimized F state.
The B3LYP*-type of functionals are frequently used to describe metalloenzymes, and are found to generally give reliable results (Blomberg et al., 2014; Siegbahn and Blomberg, 2014). The dispersion corrected hybrid density functional B3LYP-D3 (Becke, 1993; Grimme et al., 2010) was used here, together with a double zeta basis with polarization functions on all second row atoms, to optimize the geometries for the different intermediates. To obtain more accurate single point energies for the optimized structures, the B3LYP*-D3 functional (with 15% exact exchange) (Reiher et al., 2001), the lacv3p+ basis for the metal ions (Jaguar, 2018) and the large cc-pvtz (-f) basis set for the rest of the atoms were used. Polarization effects on the relative energies from the omitted protein that surrounds the cluster model were estimated using a self-consistent reaction field approach with a dielectric constant of 4.0 (Blomberg et al., 1998). For relative energies between intermediates with the same charge, small dielectric effects were obtained. Zero-point corrections for all structures were taken from the Hessians, calculated at the same level as the geometry optimizations, applying the harmonic approximation. The Gaussian 09 package (Gaussian, 2010) was used for geometry optimizations and Hessian calculations. The Jaguar (Jaguar, 2018) program was used for the polarization calculations and for the larger basis set. During the geometry optimizations the coordinates of a few atoms are fixed to the crystal structure, to maintain the steric effects of the surrounding protein, which means that accurate entropy effects cannot be obtained from the Hessians. The frozen atoms are the alpha carbons on each residue together with the two hydrogen atoms replacing the peptide links. An exception is the proximal His419 which has no frozen atoms, since it is kept in place by hydrogen bonding to the Gly394. Entropy effects were added to the relative energies only for the gaseous O2 molecule, assuming that the entropy lost on binding is equal to the translational entropy for the free molecule (10.8 kcal/mol at room temperature). This approximation is supported by previous calculations where more explicit estimates of the entropy effects could be made (Blomberg et al., 2004). For the binding enthalpy of a water molecule to bulk water an empirical value of 12 kcal/mol is used, which includes explicit zero point effects, and which is based on experimental thermodynamics and previous experience (Blomberg and Siegbahn, 2015a; Siegbahn, 2018). The reported energetic results are considered as free energies.
The use of the B3LYP* hybrid functional for the main results reported is based on previous experience showing that 15–20% exact exchange gives the best agreement with experiments for the calculated reduction potentials in CcO (Siegbahn and Blomberg, 2018), together with a recent study of the accuracy in calculated energy profiles for NO reduction in heme-copper oxidases showing that 15% exact exchange gives slightly better agreement with experiments (Blomberg, 2021). However, although it was showed that the reduction potentials in the heme-copper oxidases varies rather little with the fraction of exact exchange in the hybrid functional, it has been found in several studies on both CcO and cNOR that too small reduction potentials are obtained for the ferric heme (Blomberg, 2016; Blomberg and Siegbahn, 2016). Therefore a correction of 9 kcal/mol is used for the Fe(III)OH to Fe(II)OH2 reduction step, which gives good agreement with experiments for both CcO and cNOR for the B3LYP* functional (Blomberg, 2019; Blomberg, 2020b). Clearly a corresponding (but opposite) correction has to be applied also on oxidation of the ferrous heme iron, i.e., when the oxygen molecule binds forming a ferric superoxide complex. Since it is expected that the main DFT-problem is concerned with the electronic part of the proton coupled reduction potential, the full correction of 9 kcal/mol is used for the calculated electron affinities of the A and E intermediates, which involve reduction from Fe(III) to Fe(II). It is important to note that the best computational procedure that is possible to use for the present type of systems, inevitably will have uncertainties of a few kcal/mol in the calculated relative energies, and therefore strong conclusions should not be drawn based on small energy differences.
RESULTS AND DISCUSSION
Energetics of the Individual Reduction Steps
The driving force of each reduction step in the catalytic cycle of O2 reduction in CcO is determined by the difference in reduction potential between the BNC cofactor reduced in the particular step, and the ultimate electron donor, cytochrome c. It can be noted that the immediate electron donor to the BNC, low-spin heme a, has a reduction potential quite similar to cytochrome c, which means that the details in the energetics of the electron transfer process between the cofactors can be neglected when the overall energetics of the reduction processes is discussed. In Table 1 the energetics of the reduction steps is summarized. The driving force of each reduction step, ∆G (eV), is obtained both from experimental information about the individual reduction potentials (Kaila et al., 2010), and from the presently calculated proton coupled reduction potentials. The table also includes estimated barriers, ∆G# (eV), for each reduction step, and the effects on the energetics from the presence of the electrochemical gradient across the membrane. To complete the catalytic cycle also the energetics of the binding of molecular oxygen and the O-O bond cleavage are included in the table.
TABLE 1 | Driving forces, ∆G (eV), for the individual reduction steps in the catalytic cycle, as obtained from experiments (Kaila et al., 2010) and from the present calculations. Note that the first column shows only the cofactor reduced in each particular step, not the full BNC. Rate-limiting barriers, ∆G# (eV), estimated from experimental information are also given for each step. The effects on the driving forces and the barrier heights of the presence of the electrochemical gradient across the membrane are also given.
[image: Table 1]In Table 1 the starting point for the reduction process is the PM state, with Fea3(IV)=O-CuB(II)OH-TyrO• obtained after the O-O bond cleavage. The first column in Table 1 describes which cofactor is reduced in each step, and the order of the cofactor reductions follows the experimental assignments (Kaila et al., 2010). The second column in Table 1 shows the exergonicity of each reduction step obtained from the experimental reduction potentials (Kaila et al., 2010). The uneven distribution of the free energies over the reduction steps was noted at an early stage (Wikström and Morgan, 1992), and it was realized that the low driving force of two of the reduction steps was not compatible with the experimental observations that proton pumping occurs in all four reduction steps in the A family CcOs (Verkhovsky et al., 1999; Bloch et al., 2004). It was also pointed out that the sum of the driving forces based on the experimental reduction potentials would be significantly smaller than the overall exergonicity of the reduction process of 2.2 V, with more than half a volt missing (Kaila et al., 2010), see Table 1. The calculated proton coupled reduction potentials give a different picture, with the corresponding exergonicities shown as the third column in Table 1. The main difference is that the CuB(II) potential is significantly higher than the experimental value, resulting in a reasonable energy profile for the entire catalytic cycle with three significantly exergonic reduction steps (>0.4 eV) (Blomberg, 2016; Blomberg, 2019). The calculated CuB(II) potential is supported by more reliable CCSD(T) calculations on a smaller model of the copper-complex (Blomberg and Siegbahn, 2015a). The calculations show that the CuB(II) potential itself is high during catalytic turnover, with no need for involvement of any structurally excited state (Blomberg, 2020c). There is, however, still one reduction step with a very low exergonicity, Fea3(III)OH → Fea3(II)OH2 (0.1 eV). The fourth column in Table 1 contains estimated barrier heights for the individual reaction steps, and since without gradient, all reaction steps are exergonic, the total barrier for each step is the same as the local barrier. The proton coupled reduction steps are rate limited by proton transfer (including the pump-protons), which based on experimental data, is estimated to occur on the millisecond time-scale. Using transition state theory, this corresponds to a barrier of about 0.58 eV (13.3 kcal/mol). From experiments the O2 binding is known to occur in about 10 μs, corresponding to a barrier of about 0.45 eV (10.6 kcal/mol), and the O-O bond cleavage occurs in about 300 μs, corresponding to a barrier of about 0.55 eV (12.6 kcal/mol).
The main problem with a low exergonicity for a reaction step occurs when the electrochemical gradient is present across the membrane. Both the electrogenic chemistry and the proton pumping correspond to charge motion against the gradient across the entire membrane, which means that the exergonicity decreases in reaction steps involving these processes. The maximum electrochemical gradient is some 0.20–0.22 V (Wikström et al., 2018), and in the fifth column in Table 1 the calculated driving forces of the reduction steps are given for the case of a gradient of 0.2 V. Each charge moved across the membrane decreases the exergonicity by 0.2 eV, and assuming that proton pumping occurs in all steps means that the exergonicity of all steps are decreased by 0.4 eV. The low reduction potential of the Fea3(III)OH cofactor, results in an endergonic E to R step (+0.30 eV) when a high gradient is present. Since the reduction steps are rate-limited by proton transfer against the gradient, the barriers are expected to increase, a slightly higher value of 0.65 eV (15 kcal/mol) is chosen here. The local barriers for O2 binding and O-O bond cleavage are not expected to be affected by the gradient across the membrane. However, with an endergonic reaction step present, the total barriers increase for the succeeding reaction steps, since the total barrier has to be calculated relative to the preceding point with the lowest energy, i.e., the E state in this case. Therefore, the barriers for O2 binding and O-O bond cleavage has to be calculated relative to the E state, and become 0.75 (0.30 + 0.45) and 0.83 (0.30–0.02 + 0.55) eV, respectively, when the gradient is present (see column six in Table 1). A barrier of 0.83 V (about 19 kcal/mol) corresponds to a very slow reaction, with only a few molecules reduced per minute, which is much slower than observed rates of at least a few hundreds per second in the working oxidase enzyme.
To avoid the strongly endergonic reaction step when the gradient is present over the membrane, and thereby the too high barriers, it was at an early stage suggested that the tyrosine should stay unprotonated until the R state is formed, a type of mechanism which has later been further clarified (Blomberg and Siegbahn, 2006; Blomberg, 2016). Table 2 shows the energetics for such a mechanism, where the assignments of the reduction steps are based on the calculated reduction potentials. In this mechanism the E state, CuB(I)OH2-Fea3(III)OH-TyrOH, is replaced by the EH state, CuB(I)OH2-Fea3(II/III)OH2-TyrO•/−, i.e., the proton was transfered to the center of the BNC rather than to the tyrosine when the OH state was reduced. The result is that the reduction of Fea3(III) with a low potential is mixed with the reduction of TyrO• with a high potential, such that both the reduction steps between state OH and state R have a reasonably large exergonicity, see the second column in Table 2. With this mechanism the EH to R step is estimated to be only slightly endergonic, +0.15 eV, when the full gradient is present, see the fourth column in Table 2. The lower endergonicity of the EH to R step decreases succeeding barriers as compared to the situation in Table 1. Thus, with this mechanism there is no barrier higher than 0.68 eV when a high gradient is present, see the fifth column in Table 2, and the oxygen reduction reaction can proceed with a reasonable rate also with a high gradient. It is noted that this mechanism requires that the E state, which has a lower energy than the EH state, is avoided, i.e., that protonation of the tyrosine is avoided when the OH state is reduced. In the A-family this is possible due to the presence of the D-channel for proton uptake (see Figure 1), but it also requires a high barrier for proton transfer within the BNC, from the center of the BNC where the D-channel ends, to the tyrosine (where the K-channel ends) (Blomberg and Siegbahn, 2015a; Blomberg, 2016). Experimental information supports the presence of such a barrier for proton transfer within the BNC (Vilhjálmsdóttir et al., 2020). The suggested mechanism implies that only one proton is taken up via the K-channel, in the EH to R step, which is in accordance with the experimental observation that the first reduction of the oxidized state actually does occur in mutants missing the essential lysine in the K-channel (Ganesan and Gennis, 2010). Furthermore, for the B- and the C-family CcOs, which have only one proton channel to the BNC, analogous to the K-channel in the A-family, i.e. ending at the redox-active tyrosine, it is not possible to avoid formation of the E state. This should be at least part of the explanation for a lower proton pumping stoichiometry in the B-and the C-families.
TABLE 2 | Driving forces, ∆G (eV), for the individual reduction steps in the catalytic cycle, as obtained from the present calculations, assuming that the tyrosine is left unprotonated until the last reduction step. Note that the first column shows only the cofactor reduced in each particular step, not the full BNC. Rate-limiting barriers, ∆G# (eV), estimated from experimental information are also given for each step. The effects on the driving forces and the barrier heights of the presence of the electrochemical gradient across the membrane are also given.
[image: Table 2]An alternative solution to the problem with too high barriers, could be that the stoichiometry of the proton pumping decreases when the gradient becomes high. Thus, if the E to R step in the mechanism shown in Table 1, at high gradient involved only electrogenic chemistry and no proton pumping, this step would be endergonic by only 0.10 eV, which would decrease the succeeding barriers by 0.2 eV compared to the values given in Table 1. Thus, if there exists such mechanism, removing the proton pumping in the E to R step at high gradient, the reaction could proceed with a reasonable rate also following the mechanism described in Table 1. It has also been suggested that only one proton is pumped during the O to R steps, and accordingly three protons pumped during the P to O steps. A detailed scheme for such a proton pumping scenario was constructed based on electrostatic repulsion and the electroneutrality principle (Michel, 1998; Michel, 1999). Another carefully constructed proton pumping scheme implying that only one proton is pumped during the O to R steps was based on electrostatic calculations (Popovic and Stuchebrukhov, 2004). However, as described in the following section, there are mechanistic aspects on the proton pumping that support the type of mechanism described in Table 2.
In summary, a reaction mechanism is suggested for O2 reduction in the A-family CcOs (Table 2), in which all reduction steps are exergonic enough to allow proton pumping, also with a high gradient, and without making the overall reaction too slow.
Coupling of Electron and Proton Transfer
As indicated in the introduction, the mechanisms for proton pumping in CcO are not yet fully understood. Many different mechanistic suggestions have been put forward, which are carefully described in a recent review by Wikström and coworkers (Wikström et al., 2018). The basic features of the most commonly accepted view of the proton pumping procedure are summarized in Figure 3, which describes one reduction step in terms of individual electron and proton transfer events (Wikström et al., 2003; Quenneville et al., 2006; Wikström et al., 2018; Blomberg, 2020a). A reduction step is initiated by electron transfer from soluble cytochrome c to the low-spin heme a, the immediate donor to the BNC, see panel 1 in Figure 3. At this point the electron affinity in the BNC is not large enough to make the electron move further, and the so called proton loading site (PLS) plays an important role (Morgan et al., 1994; Rich et al., 1996). The PLS is a site, not yet exactly known (Sugitani et al., 2008; Wikström et al., 2018), in the vicinity of both the BNC and the low-spin heme. The electron in the low-spin heme increases the proton affinity of the PLS, which triggers the uptake of a proton from the N-side. At the same time, a proton in the PLS will increase the electron affinity of the BNC, which triggers the electron transfer from the low-spin heme to the BNC. It is not clear if this is a two-step procedure or a concerted one, but the result is a proton in the PLS and the electron in the BNC, see panel 2 in Figure 3. The electron in the BNC increases the proton affinity in the BNC, which triggers the uptake of the chemical proton. The proton in the BNC neutralizes the negative charge in the active site and the proton in the PLS is destabilized and expelled to the P-side of the membrane (Michel, 1998; Michel, 1999), see panel 3 in Figure 3.
[image: Figure 3]FIGURE 3 | One reduction step, scetching the main steps in a commonly accepted scheme for proton pumping in CcO (Wikström et al., 2018). 1. Electron transfer from soluble cytochrome c to the low-spin heme a. The EA of the BNC is too low for the electron to move further into the BNC. 2. The electron in heme a triggers proton uptake from the N-side to PLS, which increases the EA of the BNC, such that the electron can move from heme a into the BNC. 3. The electron in the BNC triggers the uptake of the chemical proton from the N-side to the BNC, and the proton in the BNC repels the proton in the PLS, which is ejected to the P-side. - The F to OH reduction is used as an example.
The most crucial step in the pumping mechanism described in Figure 3 is the one that leads from panel 1 to panel 2, i.e., the initial uptake of the proton to be pumped, and the most crucial property of the active site is the electron affinity (EA) of the BNC, which must be balanced so that the uptake of the pump-proton both is necessary and has a sufficient effect. Initially the EA of the BNC must be lower than the EA of the low-spin heme a, otherwise the proton in the PLS would not be needed for the electron transfer to the BNC to occur, and there would be no reliable proton pumping. However, the EA difference between the low-spin heme a and the BNC must not be too large, because then the effect of the proton in the PLS would not be sufficient to make the electron transfer to the BNC exergonic, which is essential for the state in panel 2 to be stable enough to be inevitably involved in the reduction process. Although the exact position of the PLS is not known, it is generally thought to be somewhere in the vicinity of the A-propionate of the high-spin heme a3 (Sugitani et al., 2008; Blomberg and Siegbahn, 2012; Wikström et al., 2018). This means that the distance between the proton in the PLS and the BNC cofactor accepting the electron (Fea3(III/IV), CuB(II), TyrO•) most likely is on the order of 10–15 Å. Assuming a dielectric constant of four (Blomberg et al., 1998), the Coulomb interaction energy between the PLS and one of the electron acceptors in the BNC would be on the order of 5–8 kcal/mol. This gives a hint of how much the EA of the BNC cofactors may increase by the proton in the PLS.
As described in the previous paragraph, the affinity for electron uptake (EA) for intermediates that are possible starting structures for the reduction steps is essential for the proton pumping. Using the BNC model described in the computatonal section, the EA of possible structures of the intermediates during the O2 reduction process have been calculated by adding just an electron, and the results are summarized in Figure 4. The A-panel in Figure 4 shows the type of reaction mechanism described in Table 2 above. Characteristic of this mechanism is that the tyrosine is unprotonated (radical) in all intermediates except the R state, i.e., in all intermediates from which a reduction step is initiated. It is also characteristic that in each case the electron transfer initially yields a tyrosinate. It is therefore not surprising that all these states have a rather similar calculated EA, 103.0–107.6 kcal/mol, where one of the values, 103.0, is slightly lower than the other three, due to the involvement of Fea3(III) reduction (see above). As is also shown in Figure 4A, when the chemical proton arrives in the BNC, the electron moves from the tyrosinate to another cofactor in the BNC (except for the EHR to R step). For example, in the FR state, the new electron is on the tyrosine and the high-spin heme is still in the Fea3(IV) state, but when the proton has reached the BNC, forming the OH state, the high-spin heme turns into Fea3(III). This scheme for reduction of the F state agrees with experimental observations (Björck and Brzezinski, 2018).
[image: Figure 4]FIGURE 4 | Calculated electron affinities (EA, kcal/mol) of possible intermediates in the catalytic cycle of the A-family CcOs. (A) The mechanism for O2 reduction suggested in Table 2 with calculated EAs for the intermediates that initiate each of the reduction steps. (B) Calculated EAs for alternative structures for each reduction step.
In the B-panel of Figure 4 alternative structures are shown for intermediates that could be the starting point for each of the four reduction steps. Characteristic for these states is that they all have the tyrosine protonated, and also that they all have significantly lower calculated EAs compared to those involved in the suggested mechanism shown in the A-panel in the same figure, 80.6–90.3 kcal/mol, as compared to 103.0–107.6 kcal/mol. The difference in EA at each reduction level ranges between about 15 and 25 kcal/mol. These two sets of calculated EAs cannot be considered as absolute values, but they are comparable to each other, since they are obtained for the same model, with the same charge, in the same environment. Preferably they should also be compared to the corresponding calculated value for the immediate electron donor, the low-spin heme a. Unfortunately this cannot be done in a reliable way, since both the model and the environment would be different for a calculated low-spin heme a EA, as compared to the BNC, which may lead to incomparable absolute values. However, there is experimental information which can be used to estimate the level of EA values needed in the BNC for the electron transfer to occur at the right stage. In a joint experimental and theoretical study of the fully reduced state of CcO, it was shown that the electron present in the low-spin heme was not transferred to the BNC in the A state, Fea3(III)O2−CuB(I)-TyrOH, but only after the so called IP state, Fea3(III)OOH-CuB(I)-TyrO• with a calculated EA of 105.0 kcal/mol (using the present model) had been formed. This shows that the calculated EA of 90.3 kcal/mol for the A state (Figure 4B) is too low for electron transfer from the low-spin heme, while a value of 105 kcal/mol works. Furthermore, it is known that after O-O bond cleavage the PM state is formed, and also that the succeeding reduction step is coupled to proton pumping. In addition, after the O-O bond cleavage there is only one possible type of structure, the PM state shown in Figure 4A, which means that the calculated EA of this state indicates what is needed for a reduction mechanism that is coupled to proton pumping. Therefore, it can be concluded that only the intermediates with an unprotonated tyrosine and a high EA, similar to that of the PM state, shown in Figure 4A, can be securely coupled to proton pumping. It should be noted here that even though all intermediates that initiate a reduction step, in Figure 4A are described as having a tyrosyl radical, at least in some cases there may be a partial electron transfer from e.g., CuB(I) to form a mixture with tyrosinate. This is the reason for using the notation unprotonated tyrosine rather than tyrosyl radical in the text. The point is that due to the “extra” proton in the center of the BNC, as compared to putting the proton on the tyrosine, also e.g. CuB(II) has a high EA, similar to that of the tyrosyl radical. The fact that no tyrosyl radical in the BNC has been observed experimentally may indicate that there is a larger involvement of the tyrosinate electronic structure than the present model calculations suggest. Furthermore, these intermediates with an unprotonated tyrosine are not expected to be very long-lived, compare (Blomberg, 2020c).
Figure 5 illustrates the energetics of the coupled electron and proton transfer during the first part of a reduction step, using the F (A-panel) and the F’ (B-panel) intermediates as an example. For the F state a pure electron transfer from the low-spin heme a to the tyrosyl radical is only slightly endergonic (dotted curve in Figure 5A). Therefore, when the electron transfer is coupled to proton transfer from the N-side of the membrane to the PLS, a rather small change (5–8 kcal/mol) in EA of the BNC makes the coupled process exergonic (full curve in Figure 5A). On the other hand, for the F’ state with a very low initial EA, a pure electron transfer from the low-spin heme a to Fea3(IV) is strongly endergonic (dotted curve in Figure 5B). A proton in PLS increases the EA of the BNC, but in this case also the coupled reaction will be endergonic (full curve in Figure 5B), and both the electron and the proton will return back before the next step in the forward reaction, the transfer of the chemical proton to the BNC occurs. In that kind of situation, it is more likely that there is a coupled proton and electron transfer to the BNC, without proton pumping, a mechanism suggested for O2 reduction in cNOR (Blomberg and Ädelroth, 2017), and also for NO reduction in CcO (Blomberg and Ädelroth, 2018). Characteristic of the two latter processes is that there is no tyrosyl radical present in any of the intermediates, in the first case because there is no tyrosine available in the active site of cNOR, and in the second case because the active site tyrosine is not involved when NO is reduced in CcO.
[image: Figure 5]FIGURE 5 | Scetch of energy profiles for coupled electron transfer from heme a to the BNC and proton transfer from the N-side to PLS (full curves). The dotted lines correspond to only electron transfer from heme a to the BNC. (A) For the F state, with a high EA, the coupled reaction is exergonic. (B) For the F′ state, with a low EA, the coupled reaction is endergonic.
Finally, to check the accuracy of the calculated EA values reported in Figure 4 the corresponding values are calculated using a fraction of 20% exact exchange in the hybrid B3LYP functional, and the results are reported in Supplementary Figure S1 in the Supplementary Material. The difference in calculated EA between 15 and 20% exact exchange is in all cases less than 2 kcal/mol, supporting the large difference in EA between the two sets of structures discussed above. In summary, it is concluded that the redox-active tyrosine plays an essential role for the proton pumping in CcO, which is in accordance with the observation that it is conserved in the active site of all types of CcOs (Hemp et al., 2006).
Gating Barriers
Both the electrogenic chemistry and the proton pumping imply that protons must move against the gradient, i.e. in the direction that is thermodynamically unfavorable. This means that there has to be barriers in the proton pathways, some of which must be flexible. Furthermore, the proton uptake must always occur from the N-side and not from the P-side. This means that there must be a barrier for proton uptake from the P-side, both to the PLS and to the BNC, which is always higher than the barriers for proton uptake from the N-side via the D- and the K-channels. At the same time, the barrier between the PLS and the P-side must be low enough for the pump-protons to be expelled to the P-side. No specific proton pathway has been characterized between the PLS and the P-side, and therefore it is difficult to suggest gating mechanisms in this region. For the protons taken up from the N-side there are mainly two situations that has to be handled by barriers with a varying height. First, when the proton is taken up for the PLS, transfer to the BNC must be avoided. One suggestion is that there is an unfavorable alignment of water molecules toward the BNC at this point of the reaction, the so-called “water-gated” mechanism (Wikström et al., 2003). Another suggestion involves thermodynamic considerations, in which the endergonicity of proton transfer to the BNC before the electron has arrived in the BNC is an important part of the barrier that prevents the proton from going to the BNC rather than to the PLS (Siegbahn and Blomberg, 2007; Blomberg and Siegbahn, 2012).
The most discussed gating situation is probably how to prevent the proton in the PLS to leak back to the N-side when the chemical proton has arrived in the BNC. One suggestion is that the transition state in the D-channel, where all pumped protons are transferred, has a positive character, which means that it is low when there is an uncompensated electron in the vicinity, such as in the low-spin heme a, thus allowing the proton to be taken up in the first place. But when the electron is neutralized by the proton in the BNC, the barrier is high, and the proton that is expelled from the PLS cannot return to the N-side, and has to go to the P-side (Siegbahn and Blomberg, 2007; Blomberg and Siegbahn, 2010; Blomberg and Siegbahn, 2012). The positive character of the transition state is achieved by the traveling proton itself, and excludes an initial deprotonation of the glutamic acid at the BNC end of the D-channel. Other suggestions involve charge separation processes for the proton transfer in the D-channel in which the glutamic acid becomes deprotonated, and also motion of the glutamic side chain between different positions (Kaila et al., 2008).
The present computational approach cannot be applied to large enough models to reliably describe the different gating situations in the CcOs. Although there have been theoretical studies performed on significantly larger portions of the CcO enzyme than the models used in the present study, see e.g., (Goyal et al., 2015; Reidelbach and Imhof, 2020), it has not yet been possible to conclusively quantify the different gating suggestions.
CONCLUSION
Cellular energy conservation occurs in the respiratory chain, where one of the members, Cytochrome c oxidase (CcO), reduces molecular oxygen. The CcOs belonging to the A-family are particularly efficient in converting the released free energy in the reduction process to an electrochemical gradient across the membrane. Apart from the electrogenic reduction chemistry, which contributes to the gradient, there is also proton pumping across the entire membrane in every reduction step. The fact that every single electron transfer into the active site for the oxygen reduction is coupled to the motion of two positive charges (protons) across the membrane, requires intricate mechanisms and special energetic preconditions. Quantum chemical calculations suggest a mechanism for the oxygen reduction process that solves some of the pending issues. The main characteristic of the suggested mechanism is that the redox-active tyrosine in the active site, which is conserved in all types of CcOs, and which becomes a neutral tyrosyl radical in the O-O bond cleavage step, stays unprotonated in all intermediates from which the reduction steps are initiated, see Table 2 and Figure 4A. This means that the proton goes to the center of the BNC rather than to the tyrosine in each step, and the tyrosine stays as a radical or with some tyrosinate character mixed in. One consequence of such a mechanism is that the free energy released in the oxygen reduction process becomes smoother distributed over the reduction steps, which is needed to avoid too high barriers during the reduction process when the gradient is present. Another consequence is that the affinity for electron transfer to the active site from the immediate donor, the low-spin heme, is adjusted to a value that both is small enough to require the uptake of a proton to a pump-loading site, and is large enough to secure an exergonic process for the combined uptake of the pump-proton and the electron transfer to the active site, see panel 2 in Figure 3. In this way the tyrosine plays an essential role for a secure proton pumping in all reduction steps.
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Cytochrome c oxidase (CcO) is a transmembrane protein complex that reduces molecular oxygen to water while translocating protons across the mitochondrial membrane. Changes in the redox states of its cofactors trigger both O2 reduction and vectorial proton transfer, which includes a proton-loading site, yet unidentified. In this work, we exploited carbon monoxide (CO) as a vibrational Stark effect (VSE) probe at the binuclear center of CcO from Rhodobacter sphaeroides. The CO stretching frequency was monitored as a function of the electrical potential, using Fourier transform infrared (FTIR) absorption spectroelectrochemistry. We observed three different redox states (R4CO, R2CO, and O), determined their midpoint potential, and compared the resulting electric field to electrostatic calculations. A change in the local electric field strength of +2.9 MV/cm was derived, which was induced by the redox transition from R4CO to R2CO. We performed potential jump experiments to accumulate the R2CO and R4CO species and studied the FTIR difference spectra in the protein fingerprint region. The comparison of the experimental and computational results reveals that the key glutamic acid residue E286 is protonated in the observed states, and that its hydrogen-bonding environment is disturbed upon the redox transition of heme a3. Our experiments also suggest propionate A of heme a3 changing its protonation state in concert with the redox state of a second cofactor, heme a. This supports the role of propionic acid side chains as part of the proton-loading site.

Keywords: vibrational Stark effect, carbon monoxide, proton transfer, electrostatic potential, redox chemistry, electron transfer, infrared spectroscopy


INTRODUCTION

The eukaryotic respiratory chain exploits electron-rich substrates to pump protons from the mitochondrial matrix into the intermembrane space; the resulting proton gradient provides energy for adenosine triphosphate (ATP) production (Mitchell, 1966). The terminal oxidase of the mitochondrial respiratory chain receives electrons from cytochrome c and is referred to as “complex IV,” or cytochrome c oxidase (CcO) (Wikstrom, 1977). While we know that CcO catalyzes the reduction of molecular oxygen (O2) to water, the molecular mechanism by which the enzyme couples O2 reduction and proton translocation are not entirely understood.

Cytochrome c oxidase is a transmembrane protein complex naturally found in many organisms (García-Horsman et al., 1994). Bacterial CcOs are typically less complex than their eukaryotic relatives, which simplifies the biotechnological production. The terminal oxidase from Rhodobacter sphaeroides (RsCcO) is often used as a model organism for eukaryotic isoenzymes, since its active site shares high-sequence identity to mammalian oxidases, e.g., from Bos taurus (BtCcO) (Hosler et al., 1992; García-Horsman et al., 1994). RsCcO comprises four subunits: subunit I is fundamental to the function of the enzyme as it harbors the two cofactors heme a and heme a3. The latter forms the catalytic binuclear center (BNC), together with a copper ion (CuB) that is coordinated by three histidine residues (Pereira et al., 2001).

Reduction of O2 is catalyzed at the BNC, where O2 binds to the central iron of heme a3 and CuB. Other ligands are able to coordinate heme a3 or CuB as well, in particular carbon monoxide (CO), nitric oxide, cyanide, and isocyanate (Jain and Kassner, 1984; Brzezinski and Malmström, 1985; Mitchell and Rich, 1994; Brunori, 2001). Figure 1 shows the BNC of BtCcO in the oxidized form, overlaid by the fully reduced CO-inhibited form.


[image: Figure 1]
FIGURE 1. Active site of bovine cytochrome c oxidase (BtCcO) in the oxidized state (2DYR, in green) and in the fully reduced, CO-inhibited state (3AG1, with colored atoms). The binuclear center (BNC) comprehends heme a3, the copper ion CuB, and a number of conserved residues as labeled. The highlighted residues H334, H333, H284, E286, Y288, V287, and H419 are labeled according to the RsCcO nomenclature and are analogous to the actual residues H291, H290, H240, E242, Y244, V241, and H376 in BtCcO shown here.


The catalytic cycle of O2 reduction comprises several redox intermediates. In the reductive phase, cytochrome c provides electrons through direct electron transfer to the dinuclear copper site (CuA), which is located close to the surface of CcO. CuA represents the start of a “conductive wire” leading to heme a, heme a3, and, finally, to CuB (Hill, 1993; Sezer et al., 2015). The number of electrons at the four cofactors of CcO determines the three redox states, which are stable after reducing the enzyme. Starting from the oxidized state (O) (Michel et al., 1998), the two-electron-reduced state (R2) is formed in which CuA and heme a are oxidized, while heme a3 and CuB are both reduced (Greenwood et al., 1974; Brzezinski and Malmström, 1985). At strongly negative electric potential all four cofactors are reduced (FR or R4) (Hellwig et al., 1998; Brzezinski and Gennis, 2008). The O state dominates in the presence of O2; whereas the R2 and R4 states can be stabilized through chemical reduction (Namslauer et al., 2002; Schäfer et al., 2018). The R4 and O states have been analyzed via x-ray diffraction crystallography (Yoshikawa et al., 1998), electron paramagnetic resonance (EPR) spectroscopy (Sharpe et al., 2008), resonance Raman (RR) spectroscopy (Woodruff et al., 1981), and Fourier transform infrared (FTIR) spectroscopy (Heitbrink et al., 2002). The intermediates of the physiologically relevant R2 state are more difficult to trap using chemical methods, and demand transient methods like UV/Vis flow-flash spectroscopy (Gibson and Greenwood, 1963; Brzezinski and Malmström, 1985; Brzezinski and Gennis, 2008; Schäfer et al., 2018). However, UV/Vis spectroscopy is insensitive to protonation states of amino acid side chains, which are critical to understanding proton transfer, hydrogen-bonding changes, and other mechanistic details of CcO catalysis.

Cytochrome c oxidase pumps protons across the mitochondrial membrane against an electrochemical gradient. The protons necessary for the catalytic reaction are delivered via conserved amino acid trajectories referred to as “D” and “K” pathways, with the “chemical protons” for O2 reduction being provided exclusively through the latter (Ädelroth and Gennis RB, 1998). In the K pathway, the proton uptake correlates with the initial reduction of CuA and heme a. The proton translocation against the transmembrane proton gradient is driven by the so-called proton-loading site (PLS), which couples with the redox-reaction occurring at the BNC (Belevich et al., 2007). It has been proposed that the PLS is located next to the propionate groups of either heme a or heme a3 (Kaila et al., 2011; Sezer et al., 2017). In the D pathway, a glutamate residue controls the proton flux (E286 in RsCcO, cf. Figure 1) that also plays a key role in proton translocation (Ädelroth et al., 1997; Nyquist et al., 2003). The carboxylic side chain of E286 was shown to be protonated in the O, R2, and R4 states of the redox cycle (Nyquist et al., 2003). A possible proton transfer scenario from E286 to the PLS may involve the reduction of heme a and the BNC (Belevich et al., 2006). Belevich et al. (2007) showed a correlation between membrane electrostatic potential and redox changes upon electron injection and suggested that redox changes at heme a, as well as pKa differences, are key factors.

Fourier transform infrared difference spectroscopy allows addressing changes in protonation states and hydrogen-bonding patterns (Lorenz-Fonfria, 2020), but transient techniques are difficult to apply due to the lack of specific triggers (Schleeger et al., 2009). Alternatively, operando FTIR spectroscopy, in combination with electrochemical titrations, can facilitate the detection of elusive species in order to assign vibrational bands to different redox states, specific amino acid side chains, or redox sites (Hellwig et al., 1998; Gorbikova et al., 2006; Dodia et al., 2013). Introducing an internal probe like CO as an axial ligand to heme a3 provides complementary feedback of functional relevance. As is clear from X-ray crystallography (Figure 1), the presence of CO does not introduce significant structural changes at the BNC when compared to the oxidized protein, rendering CO a molecular reporter and O2 surrogate (Yoshikawa et al., 1998). Due to its high frequency and a large dipole moment, the C≡O stretching vibration is easily detected by IR spectroscopy. Furthermore, the CO ligand exhibits a high Stark-tuning rate, enabling to report on the changes in the local electrostatic field through an electrochromic shift (vibrational Stark effect, VSE) (Park et al., 1999; Boxer, 2009).

In this work, we use operando FTIR difference spectroelectrochemistry in attenuated total reflection (ATR) configuration (Nyquist et al., 2004; Senger et al., 2017) to investigate CO-inhibited RsCcO. This approach facilitates CO gas binding and redox titrations from the fully reduced to the oxidized state. We determined the midpoint potential, acquired the difference spectra, and discussed the changes in the hydrogen-bonding pattern and protonation for each of the identified redox states. The measured VSE of the CO ligand is compared to electrostatic computations, calculating electric field changes at the BNC for different redox and protonation states.



MATERIALS AND METHODS


Sample Preparation

Wild-type CcO from R. sphaeroides was expressed, purified, and stored in phosphate buffer [10 mM phosphate, pH 8, with 0.1% n-dodecyl-β-D-maltosid (DDM)] at −80°C. Ahead of the experiment, the samples were inserted into liposomes to simulate the physiological environment of the enzyme (Robinson and Capaldi, 1977). We prepared two 1 mg/ml solutions of dipalmitoylphosphatidylcholine (DPPC) vesicles, as well as isotopically carbon-substituted 13C40-DPPC (Cambridge Isotope Laboratories) vesicles in 50 mM phosphate buffer (pH 8) with 100 mM NaCl. The vesicles were extruded through a filter with pore size of 100 nm. After washing the DDM-solubilized CcO with the same phosphate buffer, we reconstituted the sample in the lipid vesicles by detergent removal upon addition of 30 mg of biobeads over a period of 12 h. The molar ratio of lipids per CcO molecule was ~200:1.

The resulting samples were washed four times with the final buffer and pelleted by centrifugation, yielding two different samples: DPPC-reconstituted CcO and 13C40-DPPC-reconstituted CcO in H2O buffer (50 mM phosphate, pH 8, with 100 mM NaCl). The samples in D2O were prepared by in situ buffer exchange directly on the ATR crystal.



Electrochemistry

We constructed an electrochemical cell (depicted in Figure 2) that allows ATR/FTIR measurements while purging a buffer reservoir on top of the sample with gas, basing our design on previous works (Dodia et al., 2013). The cell consists of a transparent acrylic body that can be screwed onto a Silicon ATR cell (Pike Technologies, WI, United States). The body of the cell has holes for a buffer reservoir, an Ag/AgCl reference electrode, an annular copper working electrode, a platinum counter electrode, and a gas-bubbling port.


[image: Figure 2]
FIGURE 2. Schematics of the ATR electrochemical cell used in the experiments. The ATR unit is a three-reflection Si crystal. The permeable gold mesh used as a working electrode contacts the copper ring highlighted in the drawing. The sample is placed on top of the mesh, over the round Si crystal at the center of the picture. An 8 kDa dialysis membrane between the sample and the electrolyte prevents sample loss and excessive swelling. The gas inlet allows saturating the electrolyte and the sample with CO gas. The body of the cell is made out of PMMA, the O-rings are butyl rubber. The materials directly contacting the sample are a Kapton™ tape insulator, gold, the Si crystal itself, and the cellulose dialysis membrane.


The ATR crystal and its stainless-steel base were insulated using 95 μm thick Kapton tape (DuPont, DE, United States) in an annular shape. We deposited 5 μl of reconstituted CcO (15–20 μM, corresponding to 20–27 ng of protein) onto a 9 μm gold mesh (Goodfellow, PA, United States), adhered on top of the Si reflection element of the ATR setup. All experiments were performed anaerobically (vide infra). The sample was dried while monitoring the water bands of its absolute spectra. For samples measured in excess aqueous solution, we placed an 8 kDa dialysis membrane atop of the sample directly after drying to avoid excessive film swelling and subsequent sample loss. Then, we mounted the cell on top of the assembly and filled it with 3 ml of electrolyte buffer, i.e., 50 mM phosphate (pH 8) with 300 mM NaCl and 40 μM mediators (Hellwig et al., 1998). For the samples in D2O, we deposited 2 μl of pure D2O on top of the dry sample and redried it to facilitate buffer substitution in the protein. We then placed the dialysis membrane atop this film and filled the reservoir with D2O buffer [50 mM phosphate at pH* 7.9 (Krazel and Bal, 2004), with 300 mM NaCl and 40 μM mediators]. We connected the electrodes in the cell to an Autolab potentiostat (Metrohm, Germany) and set the potential to −500 mV vs. Ag/AgCl while slowly purging the buffer solution with CO. The Ag/AgCl reference electrode was stored in saturated KCl before and after use. CO binding was performed over a period of about 1 h. The CO absorption was stable over 12 h; after which, a background spectrum was recorded at a reducing potential of −500 mV vs. Ag/AgCl. For the redox titration, the electrode potential was increased in steps of 25 mV every 450 s until a potential of +600 mV (vs. Ag/AgCl) was ultimately reached.



FTIR Spectroscopy

All infrared absorption data were recorded on a Vertex 70 spectrometer, equipped with an MCT detector (Bruker, Germany). The spectrometer with the electrochemical cell was placed in a vinyl anaerobic chamber (COY lab products, MI, United States). Spectra were recorded in the frequency range of 4000–800 cm−1 at a spectral resolution of 2 cm−1 with at least 300 coadditions.

First, we monitored the binding of CO to CcO by recording the characteristic vibrational band of the C≡O stretching vibration that peaks at 1,964 cm−1 at −500 mV vs. Ag/AgCl at pH 8 (Mitchell et al., 1996). After performing the redox titration, we measured reduced-minus-oxidized spectra belonging to the two states identifiable from the analysis of the CO band shift in its fingerprint region, i.e., 1,950–1,980 cm−1 (Dodson et al., 1996; Mitchell et al., 1996; Iwaki and Rich, 2007). The only correction applied to our spectra was a Lorentzian Fourier filter, excluding components broader than 150 cm−1, acting essentially as a baseline correction (Supplementary Figure 1). The final difference spectra show characteristic protein bands, cofactor bands, as well as the CO rebinding with its band shift.



Preparing the Crystal Structure for Electrostatic Energy Computations

The crystal structure of RsCcO [PDB code: 2GSM (Qin et al., 2006)] was used and supplemented by hydrogen atoms, using CHARMM (Brooks et al., 2009). The atomic charges of the cofactors (heme a, heme a3, CuA, and CuB) were retrieved from previous work (Woelke et al., 2013). For the protein moiety, atomic partial charges were taken from the CHARMM force field. The CO ligand at heme a3 was placed using a structural overlay with the heme a3 of the BtCcO crystal structure as shown in Figure 1 [PDB code: 3AG1 (Muramoto et al., 2010)]. The environment of the BNC in BtCcO is virtually identical to the one of RsCcO (Supplementary Figure 2). In the bovine structure, the Fe-C-O angle is 169°. This angle is nearly identical to the angle of 170° in the myoglobin crystal structure from sperm whale [PDB code: 3E5O (Tomita et al., 2009)]. The distances of Fe–C and Fe–O in BtCcO are dFe−C = 1.67 Å and dFe−O = 2.40 Å, respectively. They differ slightly from the values in the myoglobin crystal structure, which are dFe−C = 1.88 Å and dFe−O = 2.99 Å (Tomita et al., 2009). In addition, we modeled an idealized geometry of CO bound to heme a3, with a Fe–C–O angle of 180° and dFe−C = 1.70 Å. The side chain of E286 is in the “down” conformation in the crystal structure, pointing away from the propionic side chain of heme a3, PRDa3. We performed energy minimization for the side chain of E286 to obtain a chemically reasonable structure in this case.



Electric Field Computation Based on Crystal and Modeled Structures

We compared different redox states (oxidation of heme a or both heme a and CuA) and protonation equilibria. In the following, the electric field at a point [image: image] generated by point charges qi in positions [image: image] is defined as:

[image: image]

where ε0 is the vacuum permittivity, with ε0 = 8.85·10−12 C/Vm and εr is the dielectric constant in the vicinity of the probe, which was set to εr = 4.0 (Kieseritzky and Knapp, 2008; Meyer and Knapp, 2015). In the present application, the positions of the hydrogen atoms were added to the crystal structure of CcO with HBUILD of CHARMM (Brooks et al., 2009) and energy minimized for oxidized cofactors ([image: image], Fe3+ of both heme a and heme a3, [image: image]), with most residues in standard protonation states, except for deprotonated K354 and protonated D407. The histidine tautomeric states were determined as in previous works (Woelke et al., 2013). The hydrogen atoms of heme a, the BNC, E286, the propionates of ring D (PRDa3) and ring A (PRAa3) at heme a3, as well as the histidines H333 and H334 that ligate CuB, were energy minimized for the different charge states (Supplementary Figure 3). The geometry of all other atoms was not optimized. The atomic point charges qi of these molecules vary according to the redox state of the enzyme, and it was necessary to consider them in order to compute the change of electric field in the transition between oxidized and reduced states. The change in the electric field at the CO in the direction of the CO bond, given by the unit vector [image: image], is described by:

[image: image]

where [image: image]corresponds to the center of the CO bond.

Considering water molecules explicitly in computations of electrostatic energies can pose modeling challenges. Therefore, water is usually considered implicitly by filling its bulk volume with a dielectric medium of εr = 80. The crystal water molecules were not removed in our electrostatic computations, and their atoms were not subjected to charge-state-specific geometry optimization. In the presence of explicit water, its volume can be treated as the protein volume, using a dielectric constant of εr = 4.0. For the membrane volume, the same value of the dielectric constant is appropriate. The outer solvation layer of CcO is more than 22 Å away from the CO probe, such that the dielectric constant is also in this part εr = 4.0. Hence, a homogeneous dielectric medium can be used to describe the redox-induced variation of electrostatic field at the CO ligand of heme a3.

The changes of the electrostatic field at CO ligated to heme a3 are mainly governed by the variation of the atomic charges of heme a with its redox state. Since the charge changes are distributed over many heme atoms, only moderate conformational changes may occur as a result of the change in the heme a redox state, justifying why only specific hydrogen atoms (which are generally more mobile) were geometrically optimized. In the same spirit, using only geometry optimization and no molecular dynamics simulation, computations of heme redox potential were performed for artificial cytochrome b, with an accuracy of 20 mV (Popović et al., 2001). The agreement with experimentally measured heme redox potential is similar also for large proteins (Voigt and Knapp, 2003).




RESULTS


Response of the C≡O Stretching Vibration to Changes in Redox Potential

We recorded an FTIR spectrum of fully reduced, CO-inhibited CcO at an electric potential of −500 mV vs. Ag/AgCl, which was used as a reference for the following spectra. Then, the electrode potential was increased in steps of 25 mV, and a series of potential-induced difference spectra were acquired in the range of the C≡O stretching vibration (Figure 3A). A positive band at 1,968 cm−1 evolves in the range of +50 to +200 mV. This feature develops into a single negative peak at 1,964 cm−1 for potentials higher than +300 mV. Such behavior indicates the presence of three different redox species.


[image: Figure 3]
FIGURE 3. Monitoring the C≡O stretching band of iron-bound carbon monoxide in CcO and its unbinding from the enzyme through a potentiometric titration in H2O buffer. All potential values are given against the Ag/AgCl reference electrode. (A) Potential-resolved difference spectra of oxidized-reduced CcO from −100 (red) to +400 mV (black), background taken at −500 mV. The number of spectra is cut from the full potential range and reduced for clarity to one every 50 mV step. The peak positions for the initial shift of the CO band (brown), as well as the original CO peak position (red), are marked with dashed lines. (B) Potential-resolved absolute spectra of reduced-oxidized CcO obtained by subtracting the average of 3 spectra under oxidizing conditions (+500 to +550 mV). The spectra are indicative of the same potentials as in the left panel. The fits to the two CO bands are shown as shaded areas. The fits were obtained by fitting Voigtians with 20% Lorentzian and 80% Gaussian to all the spectra in this data set. Once the spectral fit converged, determining the peak positions and FWHMs, these parameters were maintained for all spectra, while the peaks' amplitudes were allowed to vary. (C) Full potential traces of the C≡O stretching peaks' integrals; steps of 25 mV from −500 to +550 mV. These data are proportional to the concentration profiles of the species. The peak areas at 1963.7 (red) and 1967.2 cm−1 (blue) are taken directly from the fit parameters calculated from the central panel and are shown as scatter plots. The sigmoidal fits of the peak area traces are shown as solid lines. The calculated midpoint potentials of the 1967.2 cm−1 peak fit function are displayed as dashed vertical lines.


In order to analyze this redox behavior rigorously, the potential-dependent difference spectra were transformed into absolute spectra, where the total contributions from the observed states are readily visible (Figure 3B). This data set was fit, using two Voigtian components with peak maxima at 1963.7 and 1967.2 cm−1. The blueshift of the CO peak is characteristic of the formation of the R2CO state (Dodson et al., 1996; Iwaki and Rich, 2007), i.e., the state in which the BNC is reduced, but the other metal centers in CcO are oxidized (Brzezinski and Malmström, 1985). The identifiable states are: (I) a state where CO is initially bound under reducing conditions [R4CO with ν(C≡O) = 1963.7 cm−1], (II) a state in which the majority of the sample has undergone the CO band shift [R2CO with ν(C≡O) = 1967.2 cm−1], and (III) a state in which the CO ligand finally dissociates from the BNC (O) (Dodson et al., 1996; Cooper and Brown, 2008).

Plotting the relative abundance of the two CO-inhibited species against the applied electrode potential illustrates the depletion and formation of the R4CO, R2CO, and O states (Figure 3C). The analysis of the potential-dependent traces provides midpoint potentials of +102 ± 11 mV for the R4CO → R2CO transition and +237 ± 6 mV for the R2CO → O transition, which we will discuss below (these values are almost invariant to the specific fit procedure; see Supplementary Figure 4). It should be noted that the second transition involves the dissociation of the CO ligand. However, rebinding of the CO ligand to heme a3 was a reversible process under the conditions and at the time scales of the experiment (Supplementary Figure 5). Even though the R2CO state is stable and exhibits an easily identifiable CO band, it is not possible to accumulate a pure R2CO state under any conditions. In fact, the R2CO state only represents 60% of the total species at its maximum of +175 mV (Figure 3C). The O state is accumulated at highly positive electrode potentials and is indicative of complete oxidation of the BNC. Evidently, it is impossible to exclude the contribution of a one-electron-reduced BNC component in the O state since the unbound CO probe cannot report any longer on the electronic state of its surroundings.

The frequency of the C≡O vibration can be used to quantify electrostatic changes in the local environment via the VSE (Park et al., 1999; Boxer, 2009), under the condition that the redox state of heme a3 remains unchanged. As such, the spectral shift from 1963.7 to 1967.2 cm−1 can be interpreted in terms of an altered electric field projected on the CO bond upon the R4CO → R2CO redox transition. In the case of CcO, the CO ligand adopts a well-defined conformation when bound to heme a3 (as indicated by its narrow bandwidth), with an angle given by the BNC coordinates (Muramoto et al., 2010). Thus, one can interpret the frequency shift of the CO probe using the linear VSE equation:

[image: image]

where [image: image] cm−1/(MV/cm) is the Stark tuning rate of CO bound to a heme iron (Park et al., 1999) and [image: image] is the change in the local electric field projected onto the CO bond axis [image: image] (see Supplementary Figure 6 for the convention on the electric field direction) (Park et al., 1999; Suydam and Boxer, 2003). The factor f is the local field correction and is required when experimentally ascertaining the local electric field in a protein. This parameter is a result of the specific experimental design of vibrational Stark spectroscopy which provided the Stark-tuning rate, and has been suggested to be ~2 in recent work (Fried and Boxer, 2015; Schneider and Boxer, 2016). Using our experimentally determined blueshift of Δν = +3.5 cm−1 for the redox titration, we infer that the change in electrostatic field experienced by the CO probe along its bond axis is ΔE = +2.9 MV/cm.



Evaluating Protonation Changes Upon Reduction by Electrostatic Energy Computation

We performed electrostatic computations to disentangle the various contributions to the electric field changes. The calculated electric field changes projected onto the CO bond ([image: image]) are compared to the electric field change of +2.9 MV/cm as derived from the measured blueshift of +3.5 cm−1 upon oxidation of CcO. The experimentally determined electric field is a result of the individual contributions resulting from the change in oxidation states of the cofactors, as well as the protonation states of E286, the propionates of heme a3 (PRDa3 and PRAa3), and the residues H333/H334 and Y288. Here, we used electrostatic energy computations by solving the Poisson-Boltzmann equation to evaluate pKa values. This approach allows isolating the different contributions to the electric field changes. Alternatively, MD simulations with polarizable force fields were successfully used to match the electrostatics determined from MD simulation to experimental results (Welborn and Head-Gordon, 2019; Wu et al., 2020).

The charge changes displayed in Table 1 are organized such that the charge increases by one elementary unit for all the considered transitions. The possible contributions of H333, H334, and Y288 are so large that any change in their protonation states can be ruled out for the present experiments. Our electrostatic computations also account for the two different side-chain conformations of E286. It has been discussed that this flexibility allows E286 to act as a proton valve near the entrance of the D-pathway (Belevich et al., 2006; Kaila et al., 2008, 2011; Woelke et al., 2013). In the reported crystal structures of wild-type CcO, E286 is in the “down” conformation, where the carboxylic group points toward the entrance of the D-pathway (Supplementary Figure 3) (Yoshikawa et al., 1998). However, in the structure of the N131D mutant of PdCcO, E278 (equivalent to E286 in RsCcO) adopts an alternative rotamer conformation with the carboxylic acid group pointing toward the P side of the membrane (Dürr et al., 2008). We modeled the alternative “up” conformation of protonated E286, as suggested by molecular dynamics simulations (Kaila et al., 2008). We also considered the two charge-neutral protonation states, namely, E286H1 and E286H2 with hydrogen atoms at O1 and O2, respectively.


Table 1. Electrostatics computations.

[image: Table 1]

Computing the oxidation of heme a and CuA yielded electric field changes of +0.82 and +0.13 MV/cm, respectively (Table 1). Upon oxidation of heme a, experimental data suggest a protonation of a heme a3 propionate, and corresponding computed electric field changes range from +0.52 to +2.17 MV/cm (Table 1). Initially, the propionate side chains of both hemes have been considered as candidates for acting as the PLS (Behr et al., 1998). More recent studies have favored the propionates of heme a3 (Kaila et al., 2011; Sezer et al., 2017). Adding the contributions of heme a and CuA oxidation and PRDa3 protonation yields a result which is in moderate agreement (i.e., a similar sign but deviant magnitude) with the measured electric field, regardless of the CO geometry. Instead, considering the oxidation of heme a and CuA together with the protonation of PRAa3 is in line with our experimental data (+3.12 or +2.59 MV/cm, depending on the modeled CO angle vs. +2.9 MV/cm of the experimental estimate). In contrast, protonation changes of E286, H333, and H334 lead to negative field changes and disagree with the present experiment.



Protein Response to Changes in the Applied Electric Potential

Analyzing CO-inhibited CcO, we pinpointed the transition potentials between the R4CO, R2CO, and O states. After the equilibration in the O state, we applied rapid potential jumps, leading to the R2CO and R4CO states. Each potential jump was followed by a longer equilibration period of ~30 min at the oxidizing potential. Given the different choice of background, it is important to remember that the following data show the process opposite to Figure 3, i.e., protein reduction instead of oxidation. The steady-state spectra of Figure 4 show that CO easily rebinds to the protein after oxidation, if reducing conditions are provided (for more details, see Supplementary Figure 5).


[image: Figure 4]
FIGURE 4. ATR/FTIR difference spectra of the reduced states of CO-bound R. sphaeroides CcO reconstituted in 13C-isotopically labeled lipids in D2O electrolyte buffer. Applying a potential of +180 mV vs. Ag/AgCl isolates the 2-electron-reduced state (R2CO, top spectrum, in blue), while fully reducing the enzyme at −800 mV vs. Ag/AgCl results in the 4-electron-reduced species (R4CO, middle, in red). CO and amide IR regions are shown. The data is compared to the perfusion-induced spectrum of fully reduced CcO in H2O, in the absence of CO (bottom spectrum, in orange, data taken from Nyquist et al., 2001). Band positions are labeled, and positions that do not differ between the states are highlighted by vertical dashed lines. The vertical marker shows the difference absorbance scale.


We recorded FTIR difference spectra of CO-inhibited CcO reconstituted in DPPC. Instead of the native lipid, we used the 13C40-labeled isotopomer of DPPC (Hübner and Mantsch, 1991) to avoid any possible spectral overlap with the C=O stretching vibration of glutamic acid and aspartic acid, absorbing at around 1,740 cm−1. Furthermore, the ester carbonyl bands of DPPC can shift with electric field changes (Zawisza et al., 2007). FTIR difference spectroscopy has been conducted with the sample immersed in D2O buffer to avoid spectral interference from the water bending vibration at 1,640 cm−1 (for a comprehensive overview of the differences that these isotope substitutions entail, see Supplementary Figures 7–9).

In these experiments, we used the FTIR spectrum of oxidized CcO (O) as a reference. The O state spectrum was accumulated at +600 mV. A rapid potential jump from +600 to +180 mV was applied to the sample. This resulted in the formation of the R2CO state, and the R2CO-O difference spectrum was recorded (top spectrum in Figure 4). In R2CO, the BNC is reduced, but heme a and CuA are oxidized. Since CO was present in our spectroelectrochemical cell, the reduction of the BNC resulted in immediate binding of CO to heme a3, as evident from the band at 1,967 cm−1.

The electrochemically-induced FTIR difference spectrum between the fully reduced and oxidized states (R4CO–O, Figure 4, middle spectrum) was recorded at −800 mV. It is noted that this spectrum is almost identical to the R4-O spectrum of the fully reduced state generated by the presence of the chemical reductant sodium dithionite (Nyquist et al., 2001) (Figure 4, bottom spectrum), despite the presence of the CO ligand in the former (as evident from the band at 1,964 cm−1). The strongest bands have been assigned to cofactor redox transitions (Babcock and Salmeen, 1979; Woodruff et al., 1981; Kozuch et al., 2013). The insensitivity of the difference bands to H/D agrees with this assignment. The only exception is the sigmoidal band pair at 1,741/1,730 cm−1. This band feature was assigned to the change in hydrogen bonding of the C=O group of the carboxylic side chain of E286 (Nyquist et al., 2001), which absorbs at 1,745/1,735 cm−1 in H2O (see R4-O spectrum in Figure 4). CcO from Paracoccus denitrificans (PdCcO) exhibits the same vibrational changes in potentiometric titrations (Hellwig et al., 1998; Gorbikova et al., 2006).

A negative band at 1,705 cm−1 appears in both the R4CO and R2CO states. This band has been tentatively assigned to the C=O stretching vibration of a carboxylic side chain of an aspartic or glutamic acid (Hellwig et al., 1999b). Also, the propionic acid side chain of heme a3 in the ba3 enzyme from Thermus thermophilus was proposed (Koutsoupakis et al., 2011). The negative band indicates that such carboxylic side chain is protonated in the oxidized state of CcO and deprotonated upon reduction of the BNC in the R2CO and R4CO states.

Bands between 1,700 and 1,620 cm−1 are either due to peptide backbone vibrations (amide I) or to vibrational bands of the redox cofactors. The first of such features is the negative band at 1677 cm−1, possibly indicative of amide I (Dodia et al., 2013) or of propionic acid A of heme a3 (Behr et al., 1998, 2000). This band is weak in the R2CO state and may well be due to contamination by the R4CO state, as apparent from our analysis of the potential dependence using bound CO as a sensor (Figure 3C). The band position also does not change upon H/D exchange (Supplementary Figure 7). Given these considerations, we favor the assignment to the ν(C=O) of one of the hemes' propionic acids. The intense positive peak at 1,662 cm−1 originates in the O → R2CO transition, since its intensity and frequency barely change upon transition to the R4CO state. Thus, this positive feature probably correlates only with heme a3 reduction and is not the peak-shifted counterpart of the negative feature found at 1,677 cm−1. The band has previously been assigned either to amide I (Gorbikova et al., 2006), or to the heme a3 formyl ν(C=O) in the cofactor's reduced state (Heibel et al., 1993; Hellwig et al., 1999a,b; Nyquist et al., 2001). This band is also not influenced by H/D exchange in our experiment, and it appears to show a single unconvoluted peak. Therefore, it is unlikely to be due to amide I and is, thus, assigned to heme a3 formyl.

The majority of difference bands between 1,700 and 1,500 cm−1 have been assigned to heme a and heme a3, facilitating the direct readout of the cofactor redox states. The most intense negative peak at 1,643 cm−1, for example, is found mainly in the R4CO state. It was previously assigned to the formyl groups of the oxidized heme a (Babcock and Salmeen, 1979; Hellwig et al., 1999a; Kozuch et al., 2013). Surprisingly, this band is also present in the R2CO spectrum (Figure 4, top spectrum), albeit with a less intense negative peak. It is likely that the feature at 1,643 cm−1 correlates with heme a reduction in the R2CO → R4CO transition. However, even when considering R4CO contamination in the R2CO state (vide supra), we cannot exclude the possibility that this band originates from the R2CO state. Reduced heme a exhibits a characteristic band, which is the ν10(C=C) vibration at 1,634 cm−1 (Heibel et al., 1993; Kozuch et al., 2013); for which, the same considerations apply. Another band that changes in absorbance in the two reduced states can be identified at 1,618 cm−1 in the R4CO spectrum and at 1,615 cm−1 in the R2CO spectrum. These peaks are assigned to the vinyl ν(C=C) of reduced heme a3 (Heibel et al., 1993; Hellwig et al., 1999a; Dodia et al., 2013). The small peak shift of 3 cm−1 indicates that the heme a3 ring reacts in response to the change in the internal electric field as a result of the reduction of heme a.

The low-energy region between 1,570 and 1,540 cm−1 shows mainly two strong bands, a broad negative band at 1,563 cm−1 and a positive one at 1,547 cm−1. The latter and the formyl band at 1,662 cm−1 are the only two bands that do not exhibit a strong change in absorbance between R2CO and R4CO, which links their appearance to heme a3 reduction. While isotopic labeling hinted toward the asymmetric carboxylate stretching mode νas(COO−) of the deprotonated PRDa3 (Behr et al., 1998, 2000), resonance Raman experiments have shown that bands at similar positions can also be assigned to the heme a ν11 vibration (Heibel et al., 1993; Kozuch et al., 2013). The assignment of the negative band at 1,563 cm−1 is ambiguous as well: Resonance Raman studies assign this frequency to the ν38x mode of oxidized heme a3 (Kozuch et al., 2013); however, the band could also be due to the νas(COO−) mode of heme propionate(s) (Hellwig et al., 1999a,b) in the O state. In this scenario, proton transfer between heme propionic acid side chains in the O → R2CO transition would justify the presence of the 1,563 and 1,547 cm−1 bands in our spectra.




DISCUSSION

We performed ATR/FTIR spectroelectrochemistry on lipid-reconstituted CcO in the presence of CO. Exploiting the CO ligand as a VSE probe, we identified three states corresponding to different electrode potentials applied to the protein film (Figure 5): (I) the fully reduced state R4CO (in which all four metal centers are reduced), (II) the mixed-valence state R2CO with two electrons (reduced heme a3 and CuB), and (III) the oxidized state O (all four metal centers are oxidized) in which CO is dissociated from the BNC. It was not possible to trap a pure R2CO state under our experimental conditions, and we can also not exclude a possible one-electron component in what we denote as the O state. It is important to notice that this hypothetical one-electron-reduced state, analogous to the E state of CcO under turnover conditions, would imply the partial reduction of CuB at the BNC (Belevich and Verkhovsky, 2008). However, all four redox centers of CcO are oxidized at the potentials higher than +300 mV vs. Ag/AgCl (ca. +500 mV vs. SHE) (Wilson et al., 1976). It is also evident that the midpoint potentials derived from sigmoidal fitting (102 and 237 mV, Figure 3C) and global fitting of the difference spectra (98 and 228 mV, Supplementary Figure 4A) are identical within the error margin (34 and 25 mV, respectively, Supplementary Figure 4A). Other studies (Gorbikova et al., 2006) also show a possible intermediate state by following oxidation of the cofactors through specific marker bands. In fact, the potential traces of the two CO peaks exhibit similar behavior as vibrational bands found in potentiometric titrations of PdCcO in the absence of CO (Hellwig et al., 1999a; Gorbikova et al., 2006). The difference between the midpoint potentials of CO-bound CcO and the potentials relative to the CO-free enzyme is small [23 mV (Dodson et al., 1996)]. However, the midpoint potential of the R4CO → R2CO transition is higher in RsCcO than reported (Hellwig et al., 1999a; Gorbikova et al., 2006). We relate these differences to the probe's selectivity, allowing us to observe electrochemical transitions whose trace is otherwise very convoluted.
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FIGURE 5. Schematic representation of the different CcO states distinguishable in our experiment. The four redox-active metal cofactors are figuratively depicted as reduced (green) or oxidized (transparent). The CO probe is shown in its bound states, and the global fit of the potential-dependent CO band intensity is shown as solid gray traces. Dashed vertical lines correspond to the midpoint potentials of the redox transitions. The identified states are labeled according to the nomenclature used in this work. The potential values are given against the Ag/AgCl reference electrode.


We quantified the local electric field by measuring the frequency shift of the CO vibration and by performing electrostatic computations. We derived a +2.9 MV/cm change in the total electric field projected on the CO bond, induced by the redox transition from R4CO to R2CO (in which heme a and CuA are oxidized). As elegantly elaborated by Kaila et al. (2010), electric fields can orient charged and polar residues (including water molecules) to generate a proton pathway with low energetic barriers. Thus, the quantification of the electric field magnitude achieved here represents an essential requirement to gauge the driving force of proton transfer in the vicinity of the BNC.

The primary cause of the Stark shift can be attributed to the redox transition of heme a, which contributes with an electric field of +0.82 MV/cm projected onto the CO ligand according to the electrostatic calculations. In comparison, the simultaneous oxidation of the distant CuA accounts for a much smaller extent of +0.13 MV/cm. These redox transitions can induce further protonation and/or structural changes whose electrostatic contributions are shown in Table 1. Combining the electric field changes due to oxidation of heme a and CuA and simultaneous protonation of PRAa3 (+3.12 or +2.59 MV/cm for CO angles of 169° or 180°, respectively) agrees with the change in the electric field that was experimentally determined (+2.9 MV/cm). Comparing this result with the behavior of the band at 1,677 cm−1 in our spectra, we may refer to PRAa3 as a deprotonation site in the physiological O → R transition, most likely involving E286 as a relay site. Combining the oxidation of heme a with any other transition shown in Table 1 results in less agreement with our experimental findings. For example, the computed values of the change in the electric field related to changes in the protonation state of E286 are negative, which indicates that this transition does not take place. The E286 ν(C=O) peak shift between the oxidized state and the two reduced states corroborates this prediction. This observation also excludes the possibility of a protonation/deprotonation event, since the carboxylate group has symmetric and antisymmetric COO− stretching vibrations that appear at around 1,570 and 1,400 cm−1 (Zscherp et al., 1999; Barth, 2007). The collected data hint at E286 being protonated in all the observed states. Even though our sample does not undergo catalytic turnover in the absence of O2, we think that the same assumptions apply to the physiological O and R2 states of CcO, as well as to the R4 state (Nyquist et al., 2003).

The major change that E286 undergoes upon reduction is a change in its hydrogen-bonding environment (Nyquist et al., 2004; Barth, 2007). It has been recently computed that E286 is connected to a water cavity when it adopts the “up” conformation (Son et al., 2017). In the “down” conformation, on the contrary, it is close to the terminal water molecule of the D-pathway [W6560 in oxidized RsCcO crystals (Tomita et al., 2009)]. Our data suggest a picture in which E286 is hydrogen bonded either to one of such water molecules, or to some unidentified residue. The hydrogen bond is weakest in the oxidized state and gets progressively stronger when lowering the electrode potential [redshifts of the ν(C=O) peak are 6 cm−1 and 11 cm−1 for the R2CO and R4CO states, respectively]. Depending on the exact origin of this shift, the interpretation hints to E286 changing its conformation from “up” to “down” during oxidation of heme a, or vice versa. The hydrogen-bonding environment experienced by E286 may also depend on its conformation relative to the propionic acid side chain of heme a3. These findings add to the current knowledge (Nyquist et al., 2001, 2003; Heitbrink et al., 2002) and suggest that the reduction of heme a3 (happening after the first proton pumping step following the E state, under physiological conditions) already influences the hydrogen-bonding environment of E286.

Finally, the potentiostatic FTIR difference spectra in D2O show very few band shifts that are typical for protein backbone deuteration. Adding our interpretation and previous assignments to this fact, we suppose that almost all the assigned bands appearing in the window between 1,710 and 1,500 cm−1 in Figure 4 are either cofactor bands or representatives of “buried” backbone motifs. However, residues in the vicinity of the BNC which are not accessible to bulk solvent ought to be scarce when CcO cycles through reduced and oxidized states (Busenlehner et al., 2006). Our observations relate cofactor bands to the redox transition responsible for their appearance and are especially interesting when analyzing bands that have previously been ambiguous (Hellwig et al., 1999a,b; Dodia et al., 2013), as they indicate that the C=O-stretching features in the area between 1,710 and 1,640 cm−1 are most likely due to propionic acid or formyl bands. Moreover, bands below 1,710 cm−1 do not show frequency shifts between the two reduced states, with the vinyl mode of reduced heme a3 found at 1,615 and 1,618 cm−1 being the only exception. The exact reason for this shift is currently unknown, but it is reasonable to assume that the protonation state of PRAa3 can change the coupling mode of the ν(Cα=Cβ) of the same porphyrin ring, influencing its vibrational frequency. There are only two bands that correlate with heme a3 reduction, which are the bands at 1,662 and 1,547 cm−1. While it is difficult to assign the latter, the former is due to the formyl C=O stretching vibration of reduced heme a3. In fact, this is the only intense band at a frequency compatible with C=O groups among the ones that are associated with the transition at +237 mV, and it lacks a respective shifted band in the oxidized state. This feature may be representative of a strong perturbation of the environment close to the formyl side chain of heme a3 upon reduction (which takes place during the physiological E → R transition). It is not immediately clear whether the band at 1,643 cm−1 correlates with the same redox transition, or if it is indicative of a separate process involving only the formyl side chain of heme a. In general, our data show that the ligand interaction sphere of heme a3 is already disturbed in the O → R2CO transition, with possible propionate protonation/deprotonation events indicative of proton transfer close to the cofactor. This scenario would not involve heme a but only heme a3. Its formyl side chain may be responsive to these changes, resulting in the 1,662 cm−1 positive band. Adding this information to the probable protonation of PRAa3 upon heme a oxidation, our analysis supports the assignment of the proton-loading site to the propionates of heme a3 (Behr et al., 1998; Kaila et al., 2011; Sezer et al., 2017).
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NADH: ubiquinone oxidoreductase (complex I) is the first enzyme complex of the respiratory chain. Complex I is a redox-driven proton pump that contributes to the proton motive force that drives ATP synthase. The structure of complex I has been analyzed by x-ray crystallography and electron cryo-microscopy and is now well-described. The ubiquinone (Q) reduction site of complex I is buried in the peripheral arm and a tunnel-like structure is thought to provide access for the hydrophobic substrate from the membrane. Several intermediate binding positions for Q in the tunnel were identified in molecular simulations. Structural data showed the binding of native Q molecules and short chain analogs and inhibitors in the access pathway and in the Q reduction site, respectively. We here review the current knowledge on the interaction of complex I with Q and discuss recent hypothetical models for the coupling mechanism.

Keywords: respiratory chain, NADH dehydrogenase, oxidative phosphorylation, proton pumping, electron transfer, semiquinone, inhibitor


INTRODUCTION

Respiratory complex I (also known as NADH dehydrogenase or NDH-1) is a very large membrane protein found in the inner mitochondrial membrane and in the plasma membrane of aerobic bacteria (Hirst, 2013; Sazanov, 2015; Galemou Yoga et al., 2020a). Complex I couples electron transfer from NADH to quinone (Q) to the translocation of protons across the bioenergetic membrane. Note that some bacterial species utilize menaquinone instead of ubiquinone. With a pump stoichiometry of 4 H+ per NADH consumed, complex I contributes substantially to the proton motive force that drives ATP synthase. A large variety of compounds are known to inhibit complex I activity by interfering with Q reduction (Murai and Miyoshi, 2016). The catalytic reaction of complex I is fully reversible. In the presence of a reduced Q pool and a sufficiently high membrane potential, complex I can reduce NAD+ by reverse electron transfer (RET), e.g., during reperfusion after ischemia (Chouchani et al., 2014). Mitochondrial complex I from many species can switch reversibly from an active A-form to a deactive D-form (Kotlyar and Vinogradov, 1990). The A/D transition is thought to limit the release of detrimental oxygen species under conditions that promote RET (Drose et al., 2016). Complex I dysfunction is associated with neuromuscular and neurodegenerative diseases (Rodenburg, 2016; Fiedorczuk and Sazanov, 2018). The structure of complex I has been determined by x-ray crystallography (Baradaran et al., 2013; Zickermann et al., 2015) and by electron cryo-microscopy (cryo-EM) (Fiedorczuk et al., 2016; Zhu et al., 2016; Agip et al., 2019; Parey et al., 2019, 2020; Grba and Hirst, 2020; Kampjut and Sazanov, 2020; Soufari et al., 2020; Klusch et al., 2021). Cryo-EM structures of the related NADH dehydrogenase-like (ndh) complex or “photosynthetic complex I” have been reported recently (Laughlin et al., 2019; Schuller et al., 2019; Pan et al., 2020). The L-shaped architecture of complex I is highly conserved and consists of a peripheral arm (PA) and a membrane arm (MA) (Figure 1). Fourteen complex I subunits are conserved from bacteria to human. These so-called central subunits harbor all bioenergetic core functions of the enzyme complex. Eukaryotic complex I is much larger than its bacterial counterpart and comprises some 30 additional accessory subunits. The central subunits can be divided into three functional modules. The NADH oxidation module (N module) and the ubiquinone reduction module (Q module) constitute the PA, whereas the proton pumping module (P module) forms the MA of the enzyme. Eight to nine FeS clusters are found in the PA depending on the species. Seven of them connect the primary electron acceptor FMN to the Q reduction site, which is formed by the NDUFS2 and NDUFS7 subunits. Five FeS clusters typically give rise to electron paramagnetic resonance (EPR) signals, namely N1b, N2, N3, N4, and N5 (Ohnishi, 1998; Hirst and Roessler, 2016). Cluster N2 is the last cluster of the electron transfer chain in the PA and the immediate electron donor for Q. The membrane arm of complex I consists of seven central subunits. The three largest subunits ND2, ND4, and ND5 are related to each other and to subunits of bacterial Mrp type sodium proton antiporters (Mathiesen and Högerhäll, 2002). A hydrophilic axis (Baradaran et al., 2013) of titratable residues extending from subunit ND1 at the PA/MA interface to subunit ND5 at the distal end of the MA is thought to play a key role in energy transmission from the Q module to the pump sites. Its connection with the Q module is also called the E channel due to the presence of strictly conserved glutamate residues in ND1. We have proposed that a concerted rearrangement of loops in subunits NDUFS2, ND1, and ND3 is critical for converting the energy released during Q reduction into pump strokes (Zickermann et al., 2015). Indeed, there is now increasing experimental evidence for conformational changes in the Q module and at the PA/MA interface (Agip et al., 2018; Cabrera-Orefice et al., 2018; Galemou Yoga et al., 2019; Grba and Hirst, 2020; Gutierrez-Fernandez et al., 2020; Kampjut and Sazanov, 2020).


[image: Figure 1]
FIGURE 1. Architecture of complex I. The primary electron acceptor FMN is connected by a chain of FeS clusters with the Q reduction site near FeS cluster N2. Q moves in a tunnel between the active site and the membrane. A hydrophilic axis (red dots) connects the Q module with the proton pumps. Its initial section is called the E channel due to the presence of several strictly conserved glutamates in subunit ND1. Loops of subunits NDUFS2 (green), NDUFS7 (blue), ND1 (red), and ND3 (yellow) line the Q access pathway and the interface between the membrane arm and the peripheral arm. Concerted conformational changes in the loop cluster are thought to play a key role in the coupling mechanism.


In this review, we focus on the progress in the understanding of Q binding and reduction by complex I and its mechanistic implications.



THE Q REDUCTION SITE AND THE ACCESS PATHWAY FOR THE SUBSTRATE FROM THE MEMBRANE

The position of the Q reduction site in complex I is unique among energy-converting Q-reactive enzymes because cluster N2, the immediate electron donor for Q, resides at around 30 Å above the membrane surface (Figures 1, 2A) (Zickermann et al., 2003). Site-directed mutagenesis studies identified critical residues for Q and inhibitor binding in subunits NDUFS2 and NDUFS7 of the PA (Fendel et al., 2008; Tocilescu et al., 2010b; Sinha et al., 2015). A strictly conserved tyrosine of NDUFS2 was identified to bind the Q head group (Tocilescu et al., 2010a). The x-ray structure of complex I from Thermus thermophilus provided structural evidence for the coordination of Q by this tyrosine and by a histidine residue in the loop connecting the first and the second strand of the N-terminal β-sheet of NDUFS2 (Figure 2B) (Baradaran et al., 2013; Gutierrez-Fernandez et al., 2020). This Q binding site is connected by a ~35 Å long tunnel with the membrane bilayer (Baradaran et al., 2013). Site-directed mutagenesis of several residues in the Q access pathway drastically impaired Q reductase activity (Angerer et al., 2012). The entry portal of the Q tunnel is formed by transmembrane helices (TMHs) 1 and 6 and surface helix α1 of subunit ND1. Exchange of an alanine residue in helix α1 interferes with Q reduction kinetics (Zickermann et al., 1998) and is one of the most prevalent causes for Leber's hereditary optic neuropathy (Howell et al., 1991). It has recently been suggested that the entry to the tunnel is so narrow that a conformational change is required to enable the passage of a Q molecule (Wang et al., 2021). The middle of the tunnel is characterized by a highly charged region formed by residues of the TMH5-6 loop of subunit ND1 and a long loop of NDUFS7. Recently, site-directed mutagenesis combined with molecular dynamics simulations identified the critical role of the NDUFS7 loop for binding and the dynamics of Q in the tunnel (Galemou Yoga et al., 2019). Fedor et al. (2017) investigated the impact of the isoprenoid chain length on the kinetics of Q reduction and showed that in contrast to short-chain Q analogs, the dissociation of the long-chain Q10 is not rate-limiting. Movement in the narrow tunnel is thought to be guided by the ~50-Å long isoprenoid chain of Q10 that still reaches into the membrane bilayer when the Q head group is bound at its reduction site near cluster N2. The dynamics of Q in the tunnel have been further studied in three computational approaches (Warnau et al., 2018; Haapanen et al., 2019; Hoias Teixeira and Menegon Arantes, 2019). Free energy profiles consistently suggested the presence of up to five different transient Q binding sites along the Q tunnel. We here follow the nomenclature for intermediate binding sites introduced by Haapanen and Sharma (denoted by Arabic numbers in Figure 2) (Haapanen et al., 2019). Interestingly, these sites largely match with Q binding und in complex I structures determined under different conditions (denoted by Roman numbers in Figure 2). Site 1 is close to cluster N2 at the deepest end of the Q tunnel. Hydrogen bonding of the Q head group with the conserved tyrosine residue (Figure 2B) was reported for crystal structures of complex I from T. thermophilus, which was soaked with the short-chain Q analog decyl benzoquinone (DBQ) (Baradaran et al., 2013; Gutierrez-Fernandez et al., 2020). A distance of around 5 Å between the Q head group and tyrosine was recently observed in ovine complex I (Figure 2C) (Kampjut and Sazanov, 2020). This position is similar to the Q binding site identified in the cryo-EM structure of complex I from Yarrowia lipolytica captured under turnover (Parey et al., 2018). Although the Q head group has moved away from the tyrosine, this binding position is still assigned to site 1. The two different binding modes might reflect the reduction of Q (Kampjut and Sazanov, 2020) and/or different functional states of the site (see below) (Parey et al., 2018). Site 3 is located approximately in the middle of the Q tunnel and shows some correlation with a bound plastoquinone (PL9) modeled in the recent cryo-EM structure of photosynthetic complex I from Thermosynechococcus elongatus (Figure 2D) (Pan et al., 2020). Site 4 is situated in the charged region in the kink of the tunnel at the PA/MA interface. A native Q9 molecule has been observed at this position in complex I from Y. lipolytica purified in the detergent lauryl maltose neopentylglycol (LMNG) (Figure 2E) (Parey et al., 2019). Native Q molecules were found in a similar position in plant complex I (Soufari et al., 2020; Klusch et al., 2021). In contrast, a detergent molecule was modeled at this position in complex I from Y. lipolytica purified in dodecyl maltoside (DDM) (Grba and Hirst, 2020). Obviously, the more bulky LMNG is unable to enter the narrow opening of the Q tunnel. In the closed state of ovine complex I during turnover, a second DBQ molecule was modeled close to site 4 (Figure 2F). Note that the simultaneous presence of Q molecules in site 2 and site 4 seems only possible because DBQ was used as a substrate. Steric clashes between two Q10 molecules would render a comparable scenario highly unlikely under physiological conditions (Kampjut and Sazanov, 2020). In the open state of ovine complex I with NADH bound, a DBQ molecule was also observed in site 4. It is interesting to note the conformational change of the NDUFS7 loop in this structure (residue R2 in Figure 2G). A rearrangement of this loop connected with Q dynamics has been proposed previously (Galemou Yoga et al., 2019). Site 5 is closer to the Q tunnel entrance and binding of Q in this site was observed in the open conformation of ovine complex I during turnover (Figure 2H) (Kampjut and Sazanov, 2020).
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FIGURE 2. Q binding positions. (A) The Q reduction site in the peripheral arm of complex I (PDB: 6RFR) is formed by subunits NDUFS2 (green) and NDUFS7 (blue). A tunnel for Q access from the membrane traverses subunit ND1 (pink). The tunnel was calculated using the CAVER3 software (Chovancova et al., 2012) (starting point conserved Y144, PDB: 6RFR, probe radius 1.3 Å). Intermediate Q binding positions determined by computational methods are indicated by Arabic numbers according to Haapanen et al. (2019). The positions of Q molecules (head group) modeled into X-ray or cryo-EM structures are indicated by Roman numbers and are shown in detailed views in separate panels; the direction of view is consistent for panels in the same row. (B) DBQ bound to complex I from T. thermophilus (PDB: 6I0D) (Y, Y87; H, H38); (C) DBQ bound to complex I from Ovis aries in the closed state during turnover (PDB: 6ZKC) (Y, Y108; H, H59); (D) PL9 bound to ndh complex I from T. elongatus BP-1 (PDB: 6KHJ) (Y, Y72; H, H23; A, A237; R3, R329); (E) Q9 bound to complex I from Y. lipolytica (PDB: 6RFR) (R1, R27; R2, R108, R3, R297; F, F228); (F) DBQ bound to complex I from O. aries in the closed state during turnover (PDB: 6ZKC) (R1, R25; R2, R77, R3, R274; F, F224); (G) DBQ bound to complex I from O. aries in the open state with NADH bound in the N module (PDB 6ZKH) (R1, R25; R2, R77, R3, R274; F, F224); (H) DBQ bound to complex I from O. aries in the open state during turnover (PDB 6ZKD) (R1, R25; R2, R77, R3, R274; F, F224).


Taken together, the evidence for a single narrow Q access pathway in complex I seems to be compelling. However, it should be noted that Uno et al. (2020) showed inhibitor-sensitive reduction of Q analogs which are too bulky to enter the Q tunnel. It is currently unclear how these results can be reconciled with the structural data and more work is needed to resolve this issue.



INHIBITOR BINDING SITES IN COMPLEX I

Complex I is known to be sensitive to a variety of inhibitors such as piericidins, rotenoids, or quinazolines (Degli Esposti, 1998; Murai and Miyoshi, 2016). Inhibitor binding to complex I was characterized by Scatchard analysis (Gutman et al., 1970), fluorescence quench titrations (Okun et al., 1999), mutagenesis (Darrouzet et al., 1998; Fendel et al., 2008; Tocilescu et al., 2010b; Sinha et al., 2015), and chemical biology approaches (Murai and Miyoshi, 2016; Uno et al., 2018). In recent years, an increasing number of complex I structures with bound inhibitors have become available (Figure 3) (Baradaran et al., 2013; Zickermann et al., 2015; Bridges et al., 2020; Gutierrez-Fernandez et al., 2020; Kampjut and Sazanov, 2020). The binding of three different inhibitors to complex I from T. thermophilus was recently analyzed by the Sazanov group (Gutierrez-Fernandez et al., 2020). The crystal structure of the enzyme with bound aureothin, pyridaben, and piericidin A revealed that these inhibitors bind at site 1 at the deepest end of the Q tunnel with their head groups interacting with the essential tyrosine residue near cluster N2. In the crystal structure of complex I from Y. lipolytica, the Q antagonist inhibitor 2-decyl-4-quinazolinyl amine (DQA) was modeled near the β1β2 loop of the 49 kDa subunit (Zickermann et al., 2015). More recently, the Hirst group determined the cryo-EM structure of mouse complex I with bound piericidin A (Bridges et al., 2020). Interestingly, two piericidin molecules were found in the Q tunnel. The first inhibitor molecule was bound in site 1 (Figure 3B) in agreement with the position observed in complex I from T. thermophilus, while the second molecule was observed at site 4 (not shown). This suggests that the binding of piericidin is cooperative and that piericidin competes with Q for two different binding sites in the Q tunnel. Since rotenone is much bulkier than other Q site inhibitors such as DQA or Piericidin, it has been hypothesized that it cannot enter and transit the narrow Q tunnel. However, in ovine complex I, two rotenone molecules were modeled in the Q tunnel at sites 1 (Figure 3A) and 4 (Figure 3C), respectively. Surprisingly, a third rotenone molecule was found in the ND4 subunit. Note that rotenone has been shown to inhibit Na+/H+ antiporter activity of deactive complex I (Roberts and Hirst, 2012). The binding of rotenone in the ND4 site could explain this observation. Rotenone binding in the Q tunnel suggests either that the entrance of the Q tunnel undergoes a reorganization to allow access of the bulky molecule or that rotenone can access the Q site via alternative pathways (Uno et al., 2018).
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FIGURE 3. Inhibitor binding positions. (A) Rotenone bound to complex I from O. aries in the closed state (PDB 6ZKK) (Y, Y108; H, H59); (B) Piericidin A bound to complex I from Mus musculus (PDB 6ZTQ) (Y, Y108; H, H59); (C) Rotenone bound to complex I from O. aries in the open state (PDB 6ZKL) (R1, R25; R2, R77, R3, R274; F, F224). Binding positions in the Q tunnel are indicated by Roman numbers and correspond to Figure 2A but note that rotenone occupies a larger area. For colors, see the legend of Figure 2.




Q REDUCTION AND MECHANISTIC IMPLICATIONS

It is generally accepted that the energy for driving the proton pumps is released in the Q module and there is increasing evidence showing that the concerted rearrangement of a cluster of four loops surrounding the Q binding site and at the interface of PA and MA (Figure 1) is a central element of the coupling mechanism (Zickermann et al., 2015; Cabrera-Orefice et al., 2018; Parey et al., 2018; Galemou Yoga et al., 2019, 2020b; Kampjut and Sazanov, 2020). Full reduction of Q requires the uptake of two electrons and two protons. The delivery of electrons by a single electron donor and the observation of semiquinone radicals by EPR spectroscopy (Magnitsky et al., 2002) fostered the idea that reaction intermediates accumulate in a stepwise reaction sequence from Q to QH2. Early on, the formation of negatively charged quinone species has been proposed to be a key step in the catalytic cycle (Euro et al., 2008). However, note that more recently the assignment of semiquinone EPR signals to complex I has been questioned (Wright et al., 2020). In any case, the timing of charge movements and charge compensation reactions in the Q reduction site is thought to be of utmost importance for the coupling mechanism. Over the years, a number of mechanistic schemes for redox-linked proton translocation have been proposed and a selection of recent models is discussed below.

The stabilization of negatively charged intermediates of Q redox chemistry (Q.− and QH−) plays a central role in the two-state stabilization-change mechanism proposed by Brandt (Brandt, 2011). This mechanism assumes two different functional states of the Q binding site. Electron transfer from cluster N2 to Q or QH. is only possible in the so-called E state. Proton transfer to Q.− or QH− is only possible in the so-called P state. Stabilization of the anionic species generated in the E state provides the energy for proton pumping and is tightly linked with transition from the E to the P state. Full reduction of Q to QH2 includes two E-to-P state transformations. This does not necessarily mean the execution of two separate pump events because transient storage of electrostatic or conformational energy would still allow pumping in a single step. The cycling between the E and P states is thought to involve a conformational rearrangement of the Q reduction site (Zickermann et al., 2015; Cabrera-Orefice et al., 2018). In fact, we have observed a different mode of Q binding in the cryo-EM structure of complex I from Y. lipolytica captured during steady-state activity as compared with Q binding observed in native complex I from T. thermophilus (Parey et al., 2018). Different conformations of the β1β2 loop of NDUFS2 in both structures further support the idea of a two-state mechanism associated with concerted loop rearrangements. Recent structures of ovine (Kampjut and Sazanov, 2020) and T. thermophilus (Gutierrez-Fernandez et al., 2020) confirm a different mode of Q binding to site 1 (Figures 2B,C). Nevertheless, more work is needed to establish an unequivocal link between the hypothetical E and P states with the protein structure.

Based on structural information with increasing resolution, molecular modeling and molecular dynamics simulation approaches have been established as powerful tools to study complex I function (Hummer and Wikström, 2016). In initial quantum mechanics/molecular mechanics (QM/MM) simulations of Q reduction, Sharma et al. (2015) placed a Q molecule into the Q reduction site and tested the impact of different Q redox states. In case simulations were performed with a Q2−, i.e., assuming a two-electron reduction, fast proton transfer from the coordinating tyrosine and histidine residues was observed resulting in the formation of QH2. Prior to the proton transfer reaction, the histidine residue forms a salt bridge with a conserved aspartate residue of NDUFS2 that is located further toward subunit ND1. Breaking this ion pair by the redox-coupled proton transfer to Q triggers a conformational change of the β1β2 loop and subsequent flipping of the aspartate side chain is associated with rearrangements of conserved acidic residues in the ND1 subunit. Electrostatic pKa calculations suggested that these changes result in proton uptake from the N side and are thus thought to trigger the loading of the proton pump. Note that the initial formation of Q2− is an essential prerequisite for this mechanism because no proton transfer reactions were observed when oxidized Q or semiquinone states were modeled in the site.

In a later study, Gamiz-Hernandez et al. (2017) reported that the negative charge of cluster N2 shifts the midpoint potential of ubiquinone to a value in the range of −300 mV. This value is unusually low but is in agreement with the values reported earlier based on freeze-quench reduction kinetics (Verkhovskaya et al., 2008) and electrometric calculations (Verkhovskaya and Wikström, 2014). Remarkably, such a dramatic shift in potential would result in an annihilation of the redox potential difference between NADH and a Q molecule in site 1 and would consequently render Q reduction isoenergetic (Wikström et al., 2015; Gamiz-Hernandez et al., 2017; Kaila, 2018). Since, in this scenario, there is a redox potential difference between Q in site 1 and Q in the membrane (+90 mV), the release in free energy is thought to be associated with the movement of Q between site 1 and the exit of the Q tunnel (Wikström et al., 2015; Kaila, 2018). The binding of QH2 close to the entry of the E channel, corresponding approximately to site 4, is suggested to “push” out protons previously loaded on acidic ND1 residues by the mechanism described above (Kaila, 2018; Mühlbauer et al., 2020). However, the molecular details of that energy conversion step remain obscure.

The association of complex I with a tightly bound Q molecule was first reported by Verkhovsky et al. (2012) for the enzyme from Escherichia coli. Later, native Q molecules were observed in the cryo-EM structures of complex I from Y. lipolytica (Parey et al., 2019) and Brassica oleracea (Soufari et al., 2020) and free energy calculations suggested that a large energy barrier restricts the movement of Q from the tunnel into the membrane bilayer (Warnau et al., 2018; Haapanen et al., 2019; Hoias Teixeira and Menegon Arantes, 2019). Wikström et al. (2015) have discussed the function of a Q molecule trapped in the Q tunnel to shuttle electrons between cluster N2 and a substrate Q molecule of the membrane Q pool. Haapanen et al. (2019) proposed that the two-electron reduction of a “shuttling Q” by FeS cluster N2 and proton transfer from the nearby tyrosine leads to the formation of a QH− molecule and tyrosinate in site 1. The repulsion of negative charges is thought to drive the movement of QH− to site 4. A substrate Q molecule in site 5 is reduced by electron transfer from the shuttling Q, while the proton released in site 4 is suggested to enter the E channel and to push out protons loaded on antiporter-like subunits. A shuttling Q is known to operate in photosystem II and in bacterial photoreaction centers (Müh et al., 2012). However, for complex I, unambiguous experimental evidence for a comparable mechanistic concept, e.g., the observation of a spin-spin coupled state between two SQ species by EPR spectroscopy, is still lacking.

The recent high-resolution structure of the ovine complex I reported by Kampjut and Sazanov (Kampjut and Sazanov, 2020) has offered a detailed view on Q binding and conformational changes in loops in the Q module and in ND1. Q reduction is thought to involve proton transfer from the Q coordinating histidine and tyrosine residues but in contrast to any previously proposed models, the authors of this study hypothesize that for the re-protonation of site 1, the protons are extracted from two acidic residues in membrane-intrinsic subunit ND4L. The resulting negative charge in this subunit is suggested to subsequently trigger a series of events in the hydrophilic axis that ultimately lead to proton translocation to the P side. However, proton transfer from the membrane interior to site 1 is at variance with two recent studies, which identified putative proton access pathways from the N side (Galemou Yoga et al., 2020b; Grba and Hirst, 2020).

Taken together, the recent surge in high-resolution structural information in combination with molecular simulations and functional studies has greatly advanced the general understanding of complex I. However, conceptually different mechanisms for redox-linked proton translocation are currently discussed. Cryo-EM techniques including tomography as well as computational approaches will become even more powerful in the future. The identification of further intermediates is an avenue for research to comprehensively understand the catalytic cycle of respiratory complex I.



AUTHOR CONTRIBUTIONS

EG, JS, and VZ wrote the paper. All authors contributed to the article and approved the submitted version.



FUNDING

This work was supported by the Deutsche Forschungsgemeinschaft (DFG grant ZI552/4-2 to VZ).



ACKNOWLEDGMENTS

We thank Vivek Sharma for the discussions.



REFERENCES

 Agip, A. A., Blaza, J. N., Bridges, H. R., Viscomi, C., Rawson, S., Muench, S. P., et al. (2018). Cryo-EM structures of complex I from mouse heart mitochondria in two biochemically defined states. Nat. Struct. Mol. Biol. 25, 547–556. doi: 10.1038/s41594-018-0073-1

 Agip, A. A., Blaza, J. N., Fedor, J. G., and Hirst, J. (2019). Mammalian respiratory complex I through the lens of cryo-EM. Annu. Rev. Biophys. 48, 165–184. doi: 10.1146/annurev-biophys-052118-115704

 Angerer, H., Nasiri, H. R., Niedergesass, V., Kerscher, S., Schwalbe, H., and Brandt, U. (2012). Tracing the tail of ubiquinone in mitochondrial complex I. Biochim. Biophys. Acta 1817, 1776–1784. doi: 10.1016/j.bbabio.2012.03.021

 Baradaran, R., Berrisford, J. M., Minhas, G. S., and Sazanov, L. A. (2013). Crystal structure of the entire respiratory complex I. Nature 494, 443–448. doi: 10.1038/nature11871

 Brandt, U. (2011). A two-state stabilization-change mechanism for proton-pumping complex I. Biochim. Biophys. Acta 1807, 1364–1369. doi: 10.1016/j.bbabio.2011.04.006

 Bridges, H. R., Fedor, J. G., Blaza, J. N., Di Luca, A., Jussupow, A., Jarman, O. D., et al. (2020). Structure of inhibitor-bound mammalian complex I. Nat. Commun. 11:5261. doi: 10.1038/s41467-020-18950-3

 Cabrera-Orefice, A., Yoga, E. G., Wirth, C., Siegmund, K., Zwicker, K., Guerrero-Castillo, S., et al. (2018). Locking loop movement in the ubiquinone pocket of complex I disengages the proton pumps. Nat. Commun. 9:4500. doi: 10.1038/s41467-018-06955-y

 Chouchani, E. T., Pell, V. R., Gaude, E., Aksentijevic, D., Sundier, S. Y., Robb, E. L., et al. (2014). Ischaemic accumulation of succinate controls reperfusion injury through mitochondrial ROS. Nature 515, 431–435. doi: 10.1038/nature13909

 Chovancova, E., Pavelka, A., Benes, P., Strnad, O., Brezovsky, J., Kozlikova, B., et al. (2012). CAVER 3.0: a tool for the analysis of transport pathways in dynamic protein structures. PLoS. Comput. Biol. 8:e1002708. doi: 10.1371/journal.pcbi.1002708

 Darrouzet, E., Issartel, J. P., Lunardi, J., and Dupuis, A. (1998). The 49-kDa subunit of NADH-ubiquinone oxidoreductase (Complex I) is involved in the binding of piericidin and rotenone, two quinone-related inhibitors. FEBS Lett. 431, 34–38. doi: 10.1016/S0014-5793(98)00719-4

 Degli Esposti, M. (1998). Inhibitors of NADH-ubiquinone reductase: an overview. Biochim. Biophys. Acta 1364, 222–235. doi: 10.1016/S0005-2728(98)00029-2

 Drose, S., Stepanova, A., and Galkin, A. (2016). Ischemic A/D transition of mitochondrial complex I and its role in ROS generation. Biochim. Biophys. Acta 1857, 946–957. doi: 10.1016/j.bbabio.2015.12.013

 Euro, L., Belevich, G., Verkhovsky, M. I., Wikström, M., and Verkhovskaya, M. (2008). Conserved lysine residues of the membrane subunit NuoM are involved in energy conversion by the proton-pumping NADH:ubiquinone oxidoreductase (Complex I). Biochim. Biophys. Acta 1777, 1166–1172. doi: 10.1016/j.bbabio.2008.06.001

 Fedor, J. G., Jones, A. J. Y., Di, L. A., Kaila, V. R. I., and Hirst, J. (2017). Correlating kinetic and structural data on ubiquinone binding and reduction by respiratory complex I. Proc. Natl. Acad. Sci. U.S.A. 114, 12737–12742. doi: 10.1073/pnas.1714074114

 Fendel, U., Tocilescu, M. A., Kerscher, S., and Brandt, U. (2008). Exploring the inhibitor binding pocket of respiratory complex I. Biochim. Biophys. Acta 1777, 660–665. doi: 10.1016/j.bbabio.2008.04.033

 Fiedorczuk, K., Letts, J. A., Degliesposti, G., Kaszuba, K., Skehel, M., and Sazanov, L. A. (2016). Atomic structure of the entire mammalian mitochondrial complex I. Nature 538, 406–410. doi: 10.1038/nature19794

 Fiedorczuk, K., and Sazanov, L. A. (2018). Mammalian mitochondrial complex I structure and disease-causing mutations. Trends Cell Biol. 28, 835–867. doi: 10.1016/j.tcb.2018.06.006

 Galemou Yoga, E., Angerer, H., Parey, K., and Zickermann, V. (2020a). Respiratory complex I - Mechanistic insights and advances in structure determination. Biochim. Biophys. Acta 1861:148153. doi: 10.1016/j.bbabio.2020.148153

 Galemou Yoga, E., Haapanen, O., Wittig, I., Siegmund, K., Sharma, V., and Zickermann, V. (2019). Mutations in a conserved loop in the PSST subunit of respiratory complex I affect ubiquinone binding and dynamics. Biochim. Biophys. Acta 1860, 573–581. doi: 10.1016/j.bbabio.2019.06.006

 Galemou Yoga, E., Parey, K., Djurabekova, A., Haapanen, O., Siegmund, K., Zwicker, K., et al. (2020b). Essential role of accessory subunit LYRM6 in the mechanism of mitochondrial complex I. Nat. Commun. 11:6008. doi: 10.1038/s41467-020-19778-7

 Gamiz-Hernandez, A. P., Jussupow, A., Johansson, M. P., and Kaila, V. R. I. (2017). Terminal electron-proton transfer dynamics in the quinone reduction of respiratory complex I. J. Am. Chem. Soc. 139, 16282–16288. doi: 10.1021/jacs.7b08486

 Grba, D. N., and Hirst, J. (2020). Mitochondrial complex I structure reveals ordered water molecules for catalysis and proton translocation. Nat. Struct. Mol. Biol. 27, 892–900. doi: 10.1038/s41594-020-0473-x

 Gutierrez-Fernandez, J., Kaszuba, K., Minhas, G. S., Baradaran, R., Tambalo, M., Gallagher, D. T., et al. (2020). Key role of quinone in the mechanism of respiratory complex I. Nat. Commun. 11:4135. doi: 10.1038/s41467-020-17957-0

 Gutman, M., Singer, T. P., and Casida, J. E. (1970). Studies on the respiratory chain-linked reduced nicotinamide adenine dinucleotide dehydrogenase. XVII. Reaction sites of piericidin A and rotenone. J. Biol. Chem. 245, 1992–1997. doi: 10.1016/S0021-9258(18)63196-5

 Haapanen, O., Djurabekova, A., and Sharma, V. (2019). Role of second quinone binding site in proton pumping by respiratory complex I. Front. Chem. 7:221. doi: 10.3389/fchem.2019.00221

 Hirst, J. (2013). Mitochondrial complex I. Annu. Rev. Biochem. 82, 551–575. doi: 10.1146/annurev-biochem-070511-103700

 Hirst, J., and Roessler, M. M. (2016). Energy conversion, redox catalysis and generation of reactive oxygen species by respiratory complex I. Biochim. Biophys. Acta 1857, 872–883. doi: 10.1016/j.bbabio.2015.12.009

 Hoias Teixeira, M., and Menegon Arantes, G. (2019). Balanced internal hydration discriminates substrate binding to respiratory complex I. Biochim. Biophys. Acta 1860, 541–548. doi: 10.1016/j.bbabio.2019.05.004

 Howell, N., Bindoff, L. A., McCullough, D. A., Kubacka, I., Poulton, J., Mackey, D., et al. (1991). Leber hereditary optic neuropathy: identification of the same mitochondrial ND1 mutation in six pedigrees. Am. J. Hum. Genet. 49, 939–950.

 Hummer, G., and Wikström, M. (2016). Molecular simulation and modeling of complex I. Biochim. Biophys. Acta 1857, 915–921. doi: 10.1016/j.bbabio.2016.01.005

 Kaila, V. R. I. (2018). Long-range proton-coupled electron transfer in biological energy conversion: towards mechanistic understanding of respiratory complex I. J. R. Soc. Interface 15:20170916. doi: 10.1098/rsif.2017.0916

 Kampjut, D., and Sazanov, L. A. (2020). The coupling mechanism of mammalian respiratory complex I. Science 370:eabc4209. doi: 10.1126/science.abc4209

 Klusch, N., Senkler, J., Yildiz, Ö., Kühlbrandt, W., and Braun, H. P. (2021). A ferredoxin bridge connects the two arms of plant mitochondrial complex I. Plant Cell. doi: 10.1093/plcell/koab092

 Kotlyar, A. B., and Vinogradov, A. D. (1990). Slow active/inactive transition of the mitochondrial NADH-ubiquinone reductase. Biochim. Biophys. Acta 1019, 151–158. doi: 10.1016/0005-2728(90)90137-S

 Laughlin, T. G., Bayne, A. N., Trempe, J. F., Savage, D. F., and Davies, K. M. (2019). Structure of the complex I-like molecule NDH of oxygenic photosynthesis. Nature 566, 411–414. doi: 10.1038/s41586-019-0921-0

 Magnitsky, S., Toulokhonova, L., Yano, T., Sled, V. D., Högerhäll, C., Grivennikova, V. G., et al. (2002). EPR characterization of ubisemiquinones and iron-sulfur cluster N2, central components of the energy coupling in the NADH-ubiquinone oxidoreductase (complex I) in situ. J. Bioenerg. Biomembr. 34, 193–208. doi: 10.1023/A:1016083419979

 Mathiesen, C., and Högerhäll, C. (2002). Transmembrane topology of the NuoL, M and N subunits of NADH:quinone oxidoreductase and their homologues among membrane-bound hydrogenases and bona fide antiporters. Biochim. Biophys. Acta 1556, 121–132. doi: 10.1016/S0005-2728(02)00343-2

 Müh, F., Glockner, C., Hellmich, J., and Zouni, A. (2012). Light-induced quinone reduction in photosystem II. Biochim Biophys Acta 1817, 44–65. doi: 10.1016/j.bbabio.2011.05.021

 Mühlbauer, M. E., Saura, P., Nuber, F., Di Luca, A., Friedrich, T., and Kaila, V. R. I. (2020). Water-Gated Proton Transfer Dynamics in Respiratory Complex I. J. Am. Chem. Soc. 142, 13718–13728. doi: 10.1021/jacs.0c02789

 Murai, M., and Miyoshi, H. (2016). Current topics on inhibitors of respiratory complex I. Biochim. Biophys. Acta 1857, 884–891. doi: 10.1016/j.bbabio.2015.11.009

 Ohnishi, T. (1998). Iron-sulfur clusters/semiquinones in complex I. Biochim. Biophys. Acta 1364, 186–206. doi: 10.1016/S0005-2728(98)00027-9

 Okun, J. G., Lummen, P., and Brandt, U. (1999). Three classes of inhibitors share a common binding domain in mitochondrial complex I (NADH:ubiquinone oxidoreductase). J. Biol. Chem. 274, 2625–2630. doi: 10.1074/jbc.274.5.2625

 Pan, X., Cao, D., Xie, F., Xu, F., Su, X., Mi, H., et al. (2020). Structural basis for electron transport mechanism of complex I-like photosynthetic NAD(P)H dehydrogenase. Nat. Commun. 11:610. doi: 10.1038/s41467-020-14456-0

 Parey, K., Brandt, U., Xie, H., Mills, D. J., Siegmund, K., Vonck, J., et al. (2018). Cryo-EM structure of respiratory complex I at work. Elife 7:45. doi: 10.7554/eLife.39213.045

 Parey, K., Haapanen, O., Sharma, V., Kofeler, H., Zullig, T., Prinz, S., et al. (2019). High-resolution cryo-EM structures of respiratory complex I: mechanism, assembly, and disease. Sci. Adv. 5:eaax9484. doi: 10.1126/sciadv.aax9484

 Parey, K., Wirth, C., Vonck, J., and Zickermann, V. (2020). Respiratory complex I — structure, mechanism and evolution. Curr. Opin. Struct. Biol. 63, 1–9. doi: 10.1016/j.sbi.2020.01.004

 Roberts, P. G., and Hirst, J. (2012). The deactive form of respiratory complex I from mammalian mitochondria is a Na+/H+ antiporter. J. Biol. Chem 287, 34743–34751. doi: 10.1074/jbc.M112.384560

 Rodenburg, R. J. (2016). Mitochondrial complex I-linked disease. Biochim. Biophys. Acta 1857, 938–945. doi: 10.1016/j.bbabio.2016.02.012

 Sazanov, L. A. (2015). A giant molecular proton pump: structure and mechanism of respiratory complex I. Nat. Rev. Mol. Cell. Biol. 16, 375–388. doi: 10.1038/nrm3997

 Schuller, J. M., Birrell, J. A., Tanaka, H., Konuma, T., Wulfhorst, H., Cox, N., et al. (2019). Structural adaptations of photosynthetic complex I enable ferredoxin-dependent electron transfer. Science 363, 257–260. doi: 10.1126/science.aau3613

 Sharma, V., Belevich, G., Gamiz-Hernandez, A. P., Rog, T., Vattulainen, I., Verkhovskaya, M. L., et al. (2015). Redox-induced activation of the proton pump in the respiratory complex I. Proc. Natl. Acad. Sci. U.S.A. 112, 11571–11576. doi: 10.1073/pnas.1503761112

 Sinha, P. K., Castro-Guerrero, N., Patki, G., Sato, M., Torres-Bacete, J., Sinha, S., et al. (2015). Conserved amino acid residues of the NuoD segment important for structure and function of Escherichia coli NDH-1 (complex I). Biochemistry 54, 753–764. doi: 10.1021/bi501403t

 Soufari, H., Parrot, C., Kuhn, L., Waltz, F., and Hashem, Y. (2020). Specific features and assembly of the plant mitochondrial complex I revealed by cryo-EM. Nat. Commun. 11:5195. doi: 10.1038/s41467-020-18814-w

 Tocilescu, M. A., Fendel, U., Zwicker, K., Drose, S., Kerscher, S., and Brandt, U. (2010a). The role of a conserved tyrosine in the 49-kDa subunit of complex I for ubiquinone binding and reduction. Biochim. Biophys. Acta 1797, 625–632. doi: 10.1016/j.bbabio.2010.01.029

 Tocilescu, M. A., Zickermann, V., Zwicker, K., and Brandt, U. (2010b). Quinone binding and reduction by respiratory complex I. Biochim. Biophys. Acta 1797, 1883–1890. doi: 10.1016/j.bbabio.2010.05.009

 Uno, S., Kimura, H., Murai, M., and Miyoshi, H. (2018). Exploring the quinone/inhibitor-binding pocket in mitochondrial respiratory complex I by chemical biology approaches. J. Biol. Chem. 294, 679–696. doi: 10.1074/jbc.RA118.006056

 Uno, S., Masuya, T., Shinzawa-Itoh, K., Lasham, J., Haapanen, O., Shiba, T., et al. (2020). Oversized ubiquinones as molecular probes for structural dynamics of the ubiquinone reaction site in mitochondrial respiratory complex I. J. Biol. Chem. 295, 2449–2463. doi: 10.1074/jbc.RA119.012347

 Verkhovskaya, M., and Wikström, M. (2014). Oxidoreduction properties of bound ubiquinone in complex I from Escherichia coli. Biochim. Biophys. Acta 1837, 246–250. doi: 10.1016/j.bbabio.2013.11.001

 Verkhovskaya, M. L., Belevich, N., Euro, L., Wikstrom, M., and Verkhovsky, M. I. (2008). Real-time electron transfer in respiratory complex I. Proc.Natl.Acad.Sci. U.S.A. 105, 3763–3767. doi: 10.1073/pnas.0711249105

 Verkhovsky, M., Bloch, D. A., and Verkhovskaya, M. (2012). Tightly-bound ubiquinone in the Escherichia coli respiratory complex I. Biochim. Biophys. Acta 1817, 1550–1556. doi: 10.1016/j.bbabio.2012.04.013

 Wang, P., Dhananjayan, N., Hagras, M. A., and Stuchebrukhov, A. A. (2021). Respiratory complex I: bottleneck at the entrance of quinone site requires conformational change for its opening. Biochim. Biophys. Acta 1862:148326. doi: 10.1016/j.bbabio.2020.148326

 Warnau, J., Sharma, V., Gamiz-Hernandez, A. P., Di Luca, A., Haapanen, O., Vattulainen, I., et al. (2018). Redox-coupled quinone dynamics in the respiratory complex I. Proc. Natl. Acad. Sci. U.S.A. 115, E8413–E8420. doi: 10.1073/pnas.1805468115

 Wikström, M., Sharma, V., Kaila, V. R., Hosler, J. P., and Hummer, G. (2015). New perspectives on proton pumping in cellular respiration. Chem. Rev. 115, 2196–2221. doi: 10.1021/cr500448t

 Wright, J. J., Fedor, J. G., Hirst, J., and Roessler, M. M. (2020). Using a chimeric respiratory chain and EPR spectroscopy to determine the origin of semiquinone species previously assigned to mitochondrial complex I. BMC Biol. 18:54. doi: 10.1186/s12915-020-00768-6

 Zhu, J., Vinothkumar, K. R., and Hirst, J. (2016). Structure of mammalian respiratory complex I. Nature 536, 354–358. doi: 10.1038/nature19095

 Zickermann, V., Barquera, B., Wikström, M., and Finel, M. (1998). Analysis of the pathogenic human mitochondrial mutation ND1/3460, and mutations of strictly conserved residues in its vicinity, using the bacterium Paracoccus denitrificans. Biochemistry 37, 11792–11796. doi: 10.1021/bi9810555

 Zickermann, V., Bostina, M., Hunte, C., Ruiz, T., Radermacher, M., and Brandt, U. (2003). Functional implications from an unexpected position of the 49-kDa subunit of NADH:ubiquinone oxidoreductase. J. Biol. Chem. 278, 29072–29078. doi: 10.1074/jbc.M302713200

 Zickermann, V., Wirth, C., Nasiri, H., Siegmund, K., Schwalbe, H., Hunte, C., et al. (2015). Mechanistic insight from the crystal structure of mitochondrial complex I. Science 347, 44–49. doi: 10.1126/science.1259859

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Galemou Yoga, Schiller and Zickermann. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.












	
	ORIGINAL RESEARCH
published: 04 May 2021
doi: 10.3389/fchem.2021.650651






[image: image2]

Mechanistic Insights on Heme-to-Heme Transmembrane Electron Transfer Within NADPH Oxydases From Atomistic Simulations

Xiaojing Wu1,2†, Jérôme Hénin1,2, Laura Baciou3, Marc Baaden1,2, Fabien Cailliez3* and Aurélien de la Lande3*


1CNRS, Université de Paris, UPR 9080, Laboratoire de Biochimie Théorique, Paris, France

2Institut de Biologie Physico-Chimique-Fondation Edmond de Rotschild, PSL Research University, Paris, France

3Institut de Chimie Physique, Université Paris Saclay, CNRS (UMR 8000), Orsay, France

Edited by:
Petra Imhof, University of Erlangen Nuremberg, Germany

Reviewed by:
Albert Poater, University of Girona, Spain
 Daniele Narzi, University of L'Aquila, Italy

*Correspondence: Fabien Cailliez, fabien.cailliez@universite-paris-saclay.fr
 Aurélien de la Lande, aurelien.de-la-lande@universite-paris-saclay.fr

†Present address: Xiaojing Wu, Department of Physics and Astronomy, University College London, London, United Kingdom

Specialty section: This article was submitted to Theoretical and Computational Chemistry, a section of the journal Frontiers in Chemistry

Received: 07 January 2021
 Accepted: 06 April 2021
 Published: 04 May 2021

Citation: Wu X, Hénin J, Baciou L, Baaden M, Cailliez F and de la Lande A (2021) Mechanistic Insights on Heme-to-Heme Transmembrane Electron Transfer Within NADPH Oxydases From Atomistic Simulations. Front. Chem. 9:650651. doi: 10.3389/fchem.2021.650651



NOX5 is a member of the NADPH oxidase family which is dedicated to the production of reactive oxygen species. The molecular mechanisms governing transmembrane electron transfer (ET) that permits to shuttle electrons over the biological membrane have remained elusive for a long time. Using computer simulations, we report conformational dynamics of NOX5 embedded within a realistic membrane environment. We assess the stability of the protein within the membrane and monitor the existence of cavities that could accommodate dioxygen molecules. We investigate the heme-to-heme electron transfer. We find a reaction free energy of a few tenths of eV (ca. −0.3 eV) and a reorganization free energy of around 1.1 eV (0.8 eV after including electrostatic induction corrections). The former indicates thermodynamically favorable ET, while the latter falls in the expected values for transmembrane inter-heme ET. We estimate the electronic coupling to fall in the range of the μeV. We identify electron tunneling pathways showing that not only the W378 residue is playing a central role, but also F348. Finally, we reveal the existence of two connected O2−binding pockets near the outer heme with fast exchange between the two sites on the nanosecond timescale. We show that when the terminal heme is reduced, O2 binds closer to it, affording a more efficient tunneling pathway than when the terminal heme is oxidized, thereby providing an efficient mechanism to catalyze superoxide production in the final step. Overall, our study reveals some key molecular mechanisms permitting reactive oxygen species production by NOX5 and paves the road for further investigation of ET processes in the wide family of NADPH oxidases by computer simulations.

Keywords: Marcus theory of electron transfer, reaction free energies, NADPH oxydase, molecular dynamics simulations (MD simulations), membrane protein, electron tunneling


INTRODUCTION

NADPH oxidases (NOX) encompass a family of membrane enzymes dedicated to the production of cellular reactive oxygen species (ROS) in a regulated manner (Geiszt and Leto, 2004; Bedard and Krause, 2007). NOX enzymes have conserved structures common to all family members. In Humans, seven isoenzymes are expressed: NOX1 to NOX5, Duox1 and Duox2. This family is subdivided into two groups; one according to the ability of the NOX to form a heterodimer with p22phox (NOX1-4), the other according to the presence of calcium-binding EF-hand type motifs in its sequence (NOX5 and Duox1/2). These enzymes are expressed in many tissues, including kidney, fibroblasts, osteoclasts, and thyroid, where they produce ROS, albeit generally at diverse levels, in response to stimuli such as growth factors, cytokines or calcium. They are involved in a great number of physiological functions, such as host defense, post-translational proteins processing, inter- and intra-cellular signaling, regulation of gene expression and cell differentiation. Aberrant levels of NADPH-oxidase derived ROS, either too low or too high, can disturb the balance of cellular homeostasis, ultimately resulting in pathological states. NOX are widely distributed in different kingdoms of life including animals (in particular mammals), plants and lower organisms and their expression is specific to each kingdom of life (Bedard et al., 2007; Sumimoto, 2008; Hajjar et al., 2017).

Whereas the members of the NADPH oxidase family differ in their tissue distribution, mode of activation and physiological functions, they all share the capacity to generate ROS. Among them, superoxide is produced by NOX1-3 and NOX5, and H2O2 is produced by NOX4 and Duox enzymes. NOX are flavohemoproteins and electron transporters consisting in a N-terminus region of six transmembrane helices that bind two non-identical heme groups and a cytosolic C-terminus region (dehydrogenase domain) where an NAD(P)H and a Flavin Adenosine Diphosphate (FAD)-binding site are localized. This transmembrane protein permits to shuttle electrons brought by NADPH molecules from the cytosol toward the internal part of the phagosome (Figure 1). Directional electron transfers are catalyzed by a series of redox molecules encapsulated within the protein matrices that serve as stepping stones for the electrons. On the cytosolic side, FAD is the primary electron acceptor and gets a hydride anion, i.e. two electrons and one proton, from NADPH. It is hypothesized that electrons are then shuttled one-by-one to the first heme (Heme1), then to the second heme (Heme2), before being finally transferred to a dioxygen molecule to form the superoxide anion. Redox potentials of hemes in NOX2, which is the most studied member of the NADPH oxidase family and is considered as the prototype of NOX family, have been measured (Cross et al., 1995). To the best of our knowledge, there have been no reports of kinetic measurements of these intrinsic ET steps which are presumably faster than other rate-limiting steps of the overall NOX machinery (e.g., sub-units association or NADPH binding).


[image: Figure 1]
FIGURE 1. Electron transfer across the membrane catalyzes the production of superoxide anions. This image has been generated using the NOX5 model reported in Magnani et al. (2017). The yellow and green protein domains are the dehydrogenase and transmembrane domains respectively.


This sketchy description of transmembrane ET is supported by various biochemical data, notably by recent 3D structures. In 2017, Magnani et al. reported the first X-ray diffraction structures of the dehydrogenase and transmembrane domains of NOX5 from Cylindrospermum stagnale. This cyanobacteria NOX5 exhibits 40% sequence homology with human NOX5 (Magnani et al., 2017). Very recently, cryo-EM structures of mouse Duox1–DuoxA1 have been reported (Sun, 2020). NOX5 and Duox catalyze superoxide and hydrogen peroxide production, respectively. Their 3D-structures are well conserved and present two well-aligned hemes in the transmembrane domain (Figure 1). A phenylalanine residue (379 in NOX5 and 1097 in DUOX1-DUOXA1) is located midway between the two hemes suggesting this residue could play an important role to sustain inter-heme electron tunneling. These ET path schemes in NOX enzymes are valuable hypotheses but should be taken with caution as reasoning on single structures to predict tunneling pathways, ignoring structural fluctuations, has often proven to be misleading (Prytkova et al., 2007; de la Lande et al., 2010, 2013; Beratan et al., 2015). Putative binding pockets for O2 molecules have been identified which could serve to maintain molecular oxygen close to Heme2, thus facilitating its reduction (Magnani et al., 2017; Sun, 2020).

Globally, we start to accumulate structural insights on NOX enzymes. However, little is known about the thermodynamics and kinetics of the succession of electron transfer steps within NOX. In this article, we report the first microscopic simulations of NOX5 within a realistic lipid membrane. Our aim is twofold. First, we aim at building a realistic model of NOX5 at the atomic level. We report molecular dynamics simulations of several hundreds of nanoseconds to assess its stability in a fully hydrated lipid bilayer environment. Second, we report a computational study of the inter-heme electron transfer step including evaluations of the ET free energy, of reorganization free energies and of tunneling pathways. We further reveal that O2 moves back-and-forth between two binding pockets situated near Heme2. When Heme2 is reduced, O2 dominantly populates the pocket which is the closest to the heme. The electron tunneling pathways afforded by this pocket are one order of magnitude stronger than those emerging when O2 is present in the more remote pocket, hence providing a way to catalyze the final electron transfer to produce superoxide. Data and scripts to produce key figures and table of this article are available on the Zenodo data base (doi: 10.5281/zenodo.4424142).



BUILDING OF AN ATOMISTIC MODEL FOR NOX5

Our aim is to investigate inter-heme electron transfer. To this end, our approach is to develop an atomistic model of NOX5 inserted within a lipid bilayer based on the recently reported structures of helical transmembrane (TM) and C-terminal cytosolic dehydrogenase (DH) domains from Cylindrospermum stagnale NOX5. The initial coordinates of the TM and DH domains were taken from the Protein Data Bank structures with codes 5O0T (2.0 Å resolution) and 5O0X (2.2 Å resolution), respectively. We start by detailing the protocol we have followed to set-up the system and to carry out molecular dynamics simulations. In the following section we will focus on electron transfer modeling.


Molecular Dynamics Simulation of NOX Proteins
 
Preparation of the Simulation System

The MD simulations were carried out for an extended system comprising the NOX protein catalytic core embedded in a model phospholipid membrane and solvated with an ionic aqueous solution as shown in Figure 2. Magnani et al. (2017) identified a putative cavity to bind a dioxygen molecule in the vicinity of Heme2 (see the red bead on Figure 2, right). In our simulations this cavity is filled either by a dioxygen molecule or by a water molecule (see below).


[image: Figure 2]
FIGURE 2. Left, NOX5 catalytic core investigated in this study, composed of the transmembrane domain (in blue) and dehydrogenase domain (in orange) embedded in a lipid bilayer (in light blue and red). Water molecules are shown in gray. Right, insert shows the cofactor FAD (purple), Heme1 (green), Heme2 (yellow) and O2 (red).





Construction of a Full-Length NOX5 Model

In the experiments that achieved crystallization of the DH domain, a short amino acid sequence PWLELAAA was added after the C-terminal Phe693 residue to enhance thermal stability and FAD retention (Magnani et al., 2017). We removed this artificial additional sequence in our model. On the other hand, 27 amino acid residues were missing in the N-terminal calcium-binding EF-hand domain (GAQQKSDMKSSTLFVAMDLMHQETKVD), for which no homology modeling template was available. We used the PSIPRED server (Buchan and Jones, 2019) to predict the secondary structure of this segment. The central part of this sequence is predicted to form an alpha helix. MODELLER (Šali and Blundell, 1993) was used to add this missing part, however the resulting models did not form an alpha-helix. This segment is only present in the NOX5 branch of the family, and is replaced by e.g., an 11-residue stretch in a NOX4. So, we constructed a NOX4-like variant, by deleting SSTLFVAMDLMHQET and only keeping GAQQKSDMKVD (Resid 605–615). This shorter sequence was modeled ab initio with MODELLER. 20 models were built and assessed based on their DOPE (Discrete Optimized Protein Energy) score (Shen and Sali, 2006). Differences between the 20 models were small: the RMSD difference between the model with best score and worst is 0.19 Å. We considered that 20 models are enough to build this missing part and we chose the model with the best score. We do not expect this assumption to influence the study of the ET process between two hemes, since the distance between the reconstructed loop and Heme1 is 35 Å.

In ref. Magnani et al. (2017), the X-ray structures of the two DH and TM domains were obtained separately, and docked together with some user-defined restraints using the Haddock server (Dominguez et al., 2003; van Zundert et al., 2016). We have followed the same docking strategies. Specifically, Asn288 (B-loop of TM), Lys361 (D-loop of TM), Thr520 (B-loop binding region of DH), and Phe677 (flavin-interacting C terminus of DH) were defined as “active” residues (preferentially placed at the interface by Haddock). Moreover, we constrained the edge-to-edge distance between FAD and Heme1 to be within 2.5 Å. We also constrained Phe677 to be close to the isoalloxazine ring of FAD with a face-to-face π-stacking interaction (Figure 2). The distance between Lys412 (C terminus of TM) and Glu413 (N terminus of DH) was constrained to 2 Å. The best docked complex (Haddock score of −2.5) was then fused by creating a covalent bond between Lys412 and Glu413. The geometry of the model was further validated by the Qmean server (Benkert et al., 2011) for model quality estimation. Our model obtained a QMEAN Z-score of −1.97. We can consider this score as satisfactory since the Duox1 cryo-EM structure has a slightly worse Z-score of −2.65.

The interface between the transmembrane and dehydrogenase domains was the main unknown when building our full-length model. Recent cryo-EM structures of the homologous Duox1 protein contain both domains, and offer a basis for comparison (Sun, 2020). We find that when aligning the transmembrane domain, our model of the dehydrogenase domain is rotated by 60° with respect to the equivalent domain in the 7D3E structure of the human DUOX1-DUOXA1 complex (Supplementary Figure 1). During the simulations, the relative orientation of the two domains fluctuates by up to 11° from the initial model.



Construction of the Extended System

The docking structure was used as initial coordinates of the catalytic core. All amino acid residues were assigned a standard protonation state at pH 7. All histidine residues were singly protonated at the Nδ sites based on the inspection of inter-residue interactions. The importance of the lipid metabolism was evidenced in NOX activities, although the regulatory role of the lipid membrane properties remains unclear. Membrane properties (charges, thickness, composition, lipid raft formation) have been shown to affect the NOX2 enzyme functioning (Shao et al., 2003; Souabni et al., 2014, 2017). Moreover, the phospholipid composition changes during NOX2 activation (Magalhaes and Glogauer, 2010; Bréchard et al., 2012; Joly et al., 2020). We made the choice of building a membrane with 1-Palmitoyl-2-oleoyl-sn-glycero-3-(phospho-rac-(1-glycerol)) (POPG) and 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine (POPE) in 4 to 1 proportions with CHARMMGUI (Jo et al., 2008; Brooks et al., 2009; Lee et al., 2016). Note that this membrane composition is one among many possibilities that could have been considered. The OPM (orientations of proteins in membranes) orientation of the TM domain has been used as starting point for membrane insertion. The protein membrane system was solvated with 38,341 water molecules in a hexagonal prism unit cell (a,b,c = 135Å,117Å,112 Å, alpha, beta, gamma = 90, 90, 120°). The system was neutralized electrically by adding 451 Na+ and 98 Cl− ions to obtain a 0.15 M NaCl solution.



Force Field Parameters

Standard protein residues and lipids were modeled using the CHARMM36 force field (Lee et al., 2016). We used the TIP3P water model (MacKerell et al., 1998). Force field parameters for the heme cofactor in ferrous and ferric states and for FADH• have been developed by our groups and can be found in Supplementary Materials. In this study, we consider two distinct redox states associated to the inter-hemes electron transfer (see next section): Heme1-Fe(II)/Heme2-Fe(III) and Heme1-Fe(III)/Heme2-Fe(II). In some simulations, a single dioxygen molecule was placed in the cavity shaped by the propionate groups of Heme2 and by residues Arg256, His313 and His317 as shown in Figure 2. This cavity has been previously proposed to host dioxygen prior to its reduction. Following the methodology proposed in Ref. Javanainen et al. (2017, 2020), we placed a charged dummy atom holding a 0.452 electric charge in between the oxygen nuclei, each holding a −0.226 electric charge in order to reproduce the quadrupole moment of the dioxygen molecule. A restraint energy term was added to the total potential energy with the Colvar module (Fiorin et al., 2013) of NAMD (Phillips et al., 2005, 2020) to maintain the dioxygen molecule within the pocket during the MD simulations (details are given later in the text).



Simulation Protocol

Initial equilibration and production phase were carried out using the NAMD program (Phillips et al., 2020). We carried out MD simulations for two different systems. One system includes the presence of O2 in the aforementioned cavity, while the other is without dioxygen. We conducted in each case MD simulations for the system in the initial and final redox states, represented by different partial charge distributions on heme and iron moieties. The protein membrane system was equilibrated with a standard procedure as suggested from CHARMM-GUI (Jo et al., 2008; Lee et al., 2016). The equilibration phase has been carried out in the isothermal–isobaric ensemble (NPT) under periodic boundary conditions with six cycles of 25, 25, 25, 200, 200, 200 ps by gradually releasing harmonic restraints around the initial positions of protein backbone and membrane lipid atoms at 310 K and 1 bar. For protein, the harmonic restraints force constants of each cycle were set to 10.0, 5.0, 2.5, 1.5, 1.0, and 0.5 kcal/mol/Å2, while membrane lipid restraints were applied with force constants of 5.0, 5.0, 2.0, 1.0, 0.2, and 0 kcal kcal/mol/Å2. The integration time step was set to 1 fs for the first three cycles and then increased to 2 fs for the last three cycles. All bonds involving H are fixed in length. To maintain planarity of the membrane, the center of mass of the lipid head groups in the upper and lower layers had their positions restrained in the z direction to +19 and −19 Å relative to the center of mass of the bilayer by application of a constraining potential with a force constant of 5.0, 5.0, 2.0, 1.0, 0.2, and 0 kcal/mol/Å2. The particle-mesh Ewald (PME) method was used for the calculation of electrostatic interactions. Non-bonding interactions were treated using a cutoff of 12.0 Å. Pressure was controlled by the Nose-Hoover Langevin piston method (Phillips et al., 2005) while the temperature was controlled by Langevin dynamics.

Production runs in the canonical ensemble (NVT) were carried out for 300 ns for each redox state. Geometries were saved every 2 ps to sample the vertical energy gap. We also conducted two 100 ns MD simulations for each state with the same equilibrated structure but different initial velocities to assess the variability of the computed ET parameters with respect to the initial conditions of the simulation. Altogether, we generated a set of 12 MD simulations, 6 for each state (with and without oxygen), with 3 replicas of 300, 100, and 100 ns for each state, respectively, and two charge distributions each representing the initial and final redox states.



Analysis of Protein Stability

The protein backbone root-mean-square deviation (RMSD) time series calculated during MD simulations are shown in Supplementary Figure 2. The docking structure is taken as reference for the RMSD calculation. Panels (a) to (c) correspond to the MD with oxygen present, while panels (d) to (f) are without O2. Black (resp. red) curves correspond to dynamics performed in the initial (resp. final) redox states. For all simulations, the RMSD stays under around 4 Å, assessing a slight distortion with respect to the initial structural model. Only in the 300 ns-long MD simulation without O2 in the initial redox state a small drift toward higher values of RMSD is seen at the end of the simulation.



Analysis of NOX5 in the Membrane

We have assessed the stability of the insertion of the transmembrane domain of the protein in the lipid bilayer by computing the membrane thickness and the relative position of the protein in the bilayer throughout the simulations. The membrane thickness is estimated by the distance between the center-of-mass of upper and lower lipids. It is stable during all the MD simulations with a fluctuation of less than 2 Å (Supplementary Figure 3). We use the distance between the center of mass of the membrane and the center of mass of the transmembrane part of the protein to measure the relative position of the protein inside the bilayer. Its evolution in all the MD simulations is shown in Supplementary Figure 4. It is found to be stable with fluctuations less than 6 Å and no apparent drift on the hundreds of ns timescale.



Heme-to-heme Electron Transfer

Having assessed the stability of the in-silico model of NOX5 inserted in a lipid membrane, we focus in this section on the heme-to-heme electron transfer. We follow the framework of the Marcus Theory of electron transfer to evaluate the free energy of the reaction (ΔA°) and the reorganization energy (λ) (Marcus and Sutin, 1985). Warshel et al. showed that both quantities can be obtained from microscopic simulations under the Linear Response Approximation as (King and Warshel, 1990):
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where ΔE is the diabatic energy gap, that is the difference in potential energy of the system in the initial and final redox state (ΔE = Ef−Ei), or alternatively said when the transferred electron sits on Heme1 or Heme2, respectively. Note that ΔE is calculated for a given set of nuclear coordinates and is therefore referred to as a vertical energy gap. 〈…〉x refers to an average performed over a canonical ensemble of configurations of the system in redox state x (i or f). ΔE can be decomposed into a contribution coming from the heme cofactors (inner-sphere contribution), from the environment (outer-sphere contribution) and from a coupling term between them. The latter refers to the mutual polarization (Emp) that differs for the two redox states: ΔE = ΔEis+ΔEos+ΔEmp. Neglecting ΔEmp, a separation of the total free energy of the reaction as ΔA = ΔAis+ΔAos is obtained. This approximation has been tested in other heme proteins and turned out to be reasonable (Blumberger, 2008). We adopt it here, too. Furthermore, as ET is taking place between two chemically identical hemes, ΔAis = 0, therefore ΔA≈ΔAos.

The reorganization energy calculated with Equation 2 is referred to as the Stokes reorganization energy, hence the upper script St. The fluctuation of the energy gap can also be used to define the reorganization energy:

[image: image]

In Equation 3, ΔEx is the energy gap computed over a trajectory performed in the state x (i or f). From MD simulations performed on each electronic state involved in the ET, one obtains two different values: [image: image] and [image: image]. If the LRA and the ergodic principle apply, the three definitions of the reorganization energy coincide: [image: image]. A simple measure of non-ergodicity can be obtained as:

[image: image]

Values of χG close to 1 correspond to ergodic systems.

Neglecting ΔEmp as above, reorganization energy can be decomposed into two contributions: λ = λis+λos. λos has been evaluated by Eqs. 2 and 3 using force field-based interaction energies computed between the two hemes and the environment. λis has been evaluated by Density Functional Theory calculation (see Supplementary Material for details). The geometries of the heme cofactors including the apical and axial histidine ligands (modeled as methyl-imidazoles) have been optimized and λis has been calculated as:

[image: image]

[image: image] stands for the energy of the heme in the redox state X(O∨R) in the equilibrium geometry gX. We obtained a value of 0.10 eV for λis. For each system (with or without O2) we have computed ET thermodynamic parameters using the full 300 ns-long MD simulations, discarding the first 20 ns. In order to assess the variability of ET parameters with respect to the sampling, we have split the 300 ns-long simulations into three segments of 100 ns. Adding the two small 100 ns-long simulations, we have access to 5 sets of data that we consider to be independent, hereafter referred to as Set1 to Set 5. From these datasets, we have computed ET thermodynamic parameters, discarding each time the first 20ns, considered as an equilibration time. A block analysis over the 5 obtained sets of values has finally been performed. The results obtained for Heme1 to Heme2 ET are summarized in Figures 3, 4 (all the individual numerical values are given in Supplementary Table 1).


[image: Figure 3]
FIGURE 3. Evolution of the vertical energy gap ΔE (Ef−Ei) along MD simulations with O2 (A) and without O2 (B). Each line section represents 80ns of MD simulation. The first three sections correspond to parts of the 300ns-long simulation (Set 1–3) while the two last sections come from the two independent 100ns-long replica simulations (Set 4 and 5). Energy gaps computed based on simulations in the initial (resp. final) redox state are shown in red (resp.green). Data shown correspond to running averages of ΔE for clarity. Horizontal lines are guides to the eye.



[image: Figure 4]
FIGURE 4. ET reaction free energies and outer-sphere reorganization energies of the ET between hemes with O2 (A) and without O2 (B). The gray bars represent values obtained for the five 100ns-long data sets. The green bars are the results of a block average using the data of these five data sets. The red bars correspond to values obtained using the full 300ns-long trajectory. Error bars correspond to twice the uncertainty.


Figure 3 presents the evolution of the energy gaps ΔE in the five data sets Set1 to Set5 with O2 (panel a) or without O2 (panel b), computed in the initial (in red) and final (in green) redox states. We begin by describing the results in presence of dioxygen. The data clearly shows that fluctuations of the energy gap are greater in the initial redox state (in red). What is more, a clear bimodality appears for the energy gaps in this redox state, with ΔE oscillating around two values, which are indicated with horizontal dotted lines in Figure 3. This oscillation seems to take place at the scale of tens of ns. No clear-cut localized change in structure of the protein and/or its environment could be found to account for this bimodality. That said, we decomposed ΔE into different contributions, namely TM domain, DH domain, environment (water, membrane and counter ions) and cofactors (FAD, hemes, O2). The result of this decomposition is shown in Supplementary Figures 5, 6 for simulations in presence and absence of O2 respectively. For the initial redox state we recover a bimodality when considering the contributions from the TM domain and from the environment. Longer simulations could help to decipher the origin of the bimodality of ΔE. It could come from slow concerted motion involving the TM and the lipids composing the membrane and its solvation layer. On the other hand, the other components (FAD, Hemes, O2, DH domain) don't exhibit any bimodality in the energy gap distributions. In addition, these results are independent on the presence or not of dioxygen in the cavity.

ET reaction free energies obtained with Equation 1 are negative whatever data set is used to compute them, with values ranging roughly from −0.5 to −0.1 eV (see Figure 4 and Supplementary Table 1), indicating that the ET from Heme1 to Heme2 is favorable. The values obtained from the full 300 ns-long MD simulations or from the five 100 ns-long datasets are consistent (green and red bars in Figure 4). Because of the larger fluctuations in ΔE, values of ΔA0 obtained without O2 are more dispersed (see e.g., Figure 4). However, the average values obtained for the two systems are similar within the uncertainties of the calculations (−0.28 eV and −0.24 eV respectively with and without O2). Outer-sphere reorganization energies are presented in Figure 4, calculated with Equation 2 (λSt) or Equation 3 ([image: image] and [image: image]). λStvalues lie between 1 and 1.4 eV, with averages of 1.04 and 1.24 eV for λSt respectively with and without O2. Note that these reorganization energies are computed with a non-polarizable forcefield. Accounting for electrostatic induction is expected to decrease the values of the reorganization energies by 30% approximately (Blumberger, 2008). Once again one observes greater fluctuations in the values when O2 is not bound to Heme2. This is especially the case when one considers [image: image] values computed over the 300 ns-long MD simulations in the initial electronic state. This observation should be taken with caution as the duration of the simulation is likely not to be long enough with respect to the slow degree of freedom that is responsible for the bimodality in ΔE. Whichever way they are computed, reorganization energies are greater in absence of dioxygen (see Supplementary Table 1). This dependency may arise because the presence of O2 “rigidifies” the environment around Heme2, lowering the structural differences between both electronic states, noting that the uncertainties of the mean values are large, respectively 0.07 and 0.24 eV. Further investigations with longer simulations or more replicas should help to ascertain these conclusions more strongly. Values of [image: image] are found to be greater than λSt for every dataset, leading to χG values between 1.1 and 2.0, most of the time lying between 1.3 and 1.5. For simulations without O2, the long 300 ns MD simulations gives rise to a much larger [image: image](ca. 3.5 eV, red bar in Figure 4, right). This high value, associated to a large statistical uncertainly (1.17 eV, Supplementary Table 1) results from the bimodality in the energy gap distribution which is apparent in Figure 3. Together with the low values obtained for λos, this finding reveals that the structural reorganization around the two hemes is somewhat moderate, since much larger χG values have been reported (Matyushov, 2015).

We have decomposed ΔA0 and λSt into contributions arising from the molecular components of the system, namely the TM and DH domains, FAD, the Hemes, the counter-ions, the membrane and the solvent (Supplementary Table 2). It turns out that the negative ΔA0 results from a balance between positive and negative contributions. With the current membrane composition (POPG/POPE in 4:1 proportion), the TM domain and membrane largely disfavor inter-heme ET (1.52 ± 0.18 and 0.60 ± 0.14 eV, respectively, considering the average over the five sets of trajectories), while water and counter-ions provide a net driving force for ET (−0.27 ± 0.12 and −1.42 ± 0.68, respectively). We can thus extrapolate that a change of membrane composition, especially if it incorporates more of less charged lipids would directly impact inter-heme ET. Interestingly, the DH domain has little influence on ΔA0 and marginally reorganizes upon electron transfer. As in our model the DH domain might have a non-physiological orientation with respect to the TM domain in view of the recent cryo-EM structure of DUOX1 (see above, and Supplementary Figure 1), this result is reassuring regarding our estimates of inter-heme ET thermodynamics, i.e., the precise orientation of the DH domain marginally determines these parameters, likely because the DH is far away from the inter-heme region.



Electron Tunneling Pathways

We have carried out tunneling pathway analyses along MD trajectories with the pathway model of Beratan and co-workers. This model is built on the assumption that the electron tunnels from the electron donor to the acceptor along a pathway that is defined as a succession of covalent or hydrogen bonds and of through space contacts (Beratan et al., 1987). The decay of the electronic coupling associated with a given pathway is expressed as the product of multiplication of a constant contact coupling ([image: image]) by a factor (εtot) that reflects the attenuation of the coupling caused by the presence of intervening medium between the donor and the acceptor. εtot depends on the number of covalent or hydrogen bonds (denoted Nc and Nhb, respectively) and of through-space jumps (Nts) composing the electron transfer pathway. This factor is calculated according to a set of mathematical expressions empirically calibrated by the authors of the model (Onuchic and Beratan, 1990; Beratan et al., 1991).
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RS is the atom–atom distance for through-space jumps, RH is the hydrogen bond length (taking the inter-heavy atom distance) and βS is a characteristic decay factor. The latter was originally parametrized in the 1990's to a value of 1.7Å−1, but later investigations suggested that a value of 1.1Å−1 enables better agreement with quantum chemistry calculations (Prytkova et al., 2005). This is the value we have used here. Covalent bonds within the porphyrin aromatic rings were made fully conductive (i.e., setting εc = 1 between two such atoms) in our analysis, so that the PM results do not depend on the particular choice of the donor/acceptor atom within the two hemes. The best pathway was identified for each analyzed structure using the Dijkstra algorithm (Dijkstra, 1959) with an in-house program (de la Lande et al., 2010; El Hammi et al., 2012). Our program (i) seeks for the pathway producing the most efficient electronic coupling with the Dijkstra algorithm, (ii) decomposes the total pathway over covalent, through-hydrogen-bond and through-space interactions (iii) indicates which amino-acid residues or other molecules are involved in tunneling pathways, (iv) provides adequate files for visual representation of the pathways with the VMD program. Structures were extracted from MD simulation trajectories every 20 ps. To make the pathway search tractable, the structure was preliminarily pruned to include only the atoms susceptible to take part in the tunneling process, that is residues not lying too far from the direct inter-heme axis. The pruned sub-system comprises the two hemes and their axial ligands (His299, His313, His372, His385) as well as resides Leu268, Ile269, Lys300, Leu301, Val302, Gly303, Gln304, Val305, Met306, Phe307, Ala308, Leu309, Ala310, Ile311, Val312, Leu345, Leu346, Val347, Phe348, Ile349, Ile350, Met351, Trp352, Trp378, Phe379, Trp392 (Figure 5). As seen on the picture, the hemes are separated by a layer of five aromatic amino acids, among which Trp378, as highlighted in Magnani et al. (2017) but also Phe307, Phe348, Trp352, Phe379, and Trp392.


[image: Figure 5]
FIGURE 5. Left, restricted molecular system considered in ET pathway analyses. The hemes are shown in red. Right, for clarity only the closest residues from the Donor-Acceptor axis are represented (tryptophan residues in gray and phenylalanine residues in violet).


Results are collected in Table 1 and on Figure 6. Two types of pathways are identified over the duration of the MD simulations. The first one is running through Trp378, while the other is running through Phe348 as illustrated by the green and red tubes in Figure 6. They connect the hemes by the edge of the porphyrin plane. Our simulations thus confirm the expectation that Trp378 plays a key role in mediating inter-heme tunneling, but also reveal the occurrence of pathways running through Phe348. As seen on the distributions depicted in Figure 6, the tunneling pathways running through Phe348 are in general slightly more efficient than those running through Trp378. The respective distributions among the two kinds of pathways seem to depend on the redox state but it is difficult to find a rational in terms of structure of the intervening medium, and both kinds of pathways give rise to rather similar decay factors. Overall, the average decay factor equals to 2.11 10−5 with a standard deviation of 9.98 10−6 when analyzing MD trajectories of the Fe2+/Fe3+ redox state, and to 3.03 10−5 and 1.52 10−5 for the Fe3+/Fe2+ redox state.


Table 1. Semi-empirical pathway analyses of tunneling matrix elements mediating inter-heme electron transfer. [image: image] are given in eV2.

[image: Table 1]


[image: Figure 6]
FIGURE 6. Left, illustration of the two types of pathways encountered for heme-to-heme ET in NOX5 running either through Trp378 (in green) or through Phe348 (in red). Right, distributions of tunneling decay factors for MD simulations in the Fe2+/Fe3+ and Fe3+/Fe2+ redox states (in dashed and plane lines respectively), deconvoluted by pathway types.


As [image: image] with [image: image], the ratio [image: image] defined as [image: image] permits to assess if tunneling is governed by fluctuations of the electronic coupling or by its average (Balabin and Onuchic, 2000; Balabin et al., 2012). If [image: image] approaches unity it means that [image: image], tunneling is governed by the average value. On the other hand, if [image: image] approaches 0.5, it means that [image: image], i.e. tunneling is likely to be dominated by the fluctuations. We obtain values larger than 0.8 suggesting tunneling is actually dominated by a single kind of pathway in both cases. This observation is consistent with the fact that almost all pathways run through Trp378 or Phe348. Note that [image: image] is a classical coherence-like parameter in the sense that it is calculated from εtot provided by the semi-empirical pathway model. [image: image] does not explicitly capture fine quantum effects like interferences among competing tunneling pathways running through the intervening medium (Prytkova et al., 2007). The pathway does not give access to Hif, but to the decay εtot caused by the presence of an intervening medium (see the first equation). A crude estimation of the absolute coupling may still be obtained by setting [image: image] to 4.3 1013 Hz (0.177829 eV) (as in Prytkova et al., 2005), yielding an average value of 3.75 10−6 eV for [image: image] from MD trajectories of the Fe2+/Fe3+ state.



Probing the Putative O2-accessible Cavity and Tunneling Pathways

The authors of Magnani et al. (2017) identified a putative cavity to bind the dioxygen molecule in the vicinity of Heme2 (right insert in Figure 2). In the simulation without O2, we saw that a water molecule occupied this cavity, that is shaped by residues Arg256, His313, and His317 and Heme2 (Figure 7). We replaced this water molecule with a dioxygen molecule to perform MD simulations with O2. First attempts to run simulations without constraint on O2 position lead to its escape from the protein matrix. This may be due to the fact that there is only one dioxygen molecule in the system and/or to the fact that the protein has not had enough time to accommodate to the O2 molecule. Since we are interested in the impact of O2 binding on the dynamics of the protein and on the ET parameters, we decided to constrain O2 to remain in the cavity. To this end we used Colvar options in NAMD. We defined a distance between the center of mass (COM) of the cavity and O2 [hereafter referred to as d(O2-COM)]. We added a boundary semi-harmonic potential restraint applying on this distance when it is more than 5 Å and with a force constant of 20 kcal/mol/Å2.


[image: Figure 7]
FIGURE 7. (A) and (B) Images showing the two favored O2 positions with respect to the binding cavity. The protein backbone is represented in gray ribbon and the cavity is highlighted in all-atom representation: Arg256, His313, and His317 and Heme2, O2 (in red). The cavity in gray bubble. (C) Histograms of the distance between O2 and the center of mass (COM) of the cavity in the initial (black) and final (red) redox states. Results from the 300ns-long MD runs.


Figure 7C shows the histograms of this distance in the initial and final electronic states for the 300 ns-long MD simulations. A bimodal structure appears with two different positions of O2 around the cavity. The oscillations of O2 between these two positions occur at the timescale of few ns. The first position is O2 inserted inside the cavity with d(O2-COM) of around 2.5 Å (Figure 7A) and a distance between O2 and the Fe atom of Heme2 (d(O2-Fe)) around 5.5 Å. The other one corresponds to O2 lying on the edge of the cavity with d(O2-COM) of around 4.3 Å and d(O2-Fe) around 8.5 Å (Figure 7B). The relative proportion of occupancy of the two sites is reversed in the two electronic states. After the electron transfer (in red), O2 is more often close to Heme2 than in the initial state (black).

To explore possible implications of the existence of these two connected cavities for electron tunneling pathways connecting Heme2 to O2, we have carried out pathway analyses as in the previous section, but enlarging the pruned system to encompass amino acid residues from the binding pocket. We have analyzed all the MD simulations (in the initial and final electronic states of the inter-heme ET). Two kinds of pathways are identified. The “short pathway” type implies a direct through-space jump from the porphyrin ring to O2. It is illustrated in Figure 8 (middle). The “long pathway” involves an intermediate passage through His317 before jumping to O2. The short pathways are associated to an average decay factor of 0.065 while the long pathways are associated to an average decay factor of 0.004, which is directly correlated to the respective lengths of the pathways. Interestingly, the short pathways are predominant when Heme2 is reduced, while the long pathways are dominant when Heme2 is oxidized. This could be a piece of the mechanism ensuring superoxide production catalysis. When Heme2 is reduced, thus ready to transfer an electron to a dioxygen molecule, the latter binds closer to the porphyrin ring, hence enabling very fast tunneling. The molecular origin of the dynamical control of the position shifting is not completely clear. From our simulations, it appears that the positively charged arginine Arg256 and histidine His317 play a role in this process. The conformations accessible to Arg256 in both redox states are similar. There is no frank residue repositioning upon Heme2 reduction. On the other hand, while Arg256 is almost exclusively hydrogen bonded to the propionate moieties in the ferrous state, it also often makes alternative hydrogen bonds to His317 in the ferric state (Supplementary Figure 8). In such situations, the cavity for O2 binding close to Heme2 is inaccessible. Further simulations will be needed to fully explain this behavior.


[image: Figure 8]
FIGURE 8. Electron tunneling pathway analysis between Heme2 and the dioxygen molecule. Top, normalized distributions of decay factors collected along the MD simulations in initial and final redox states of the inter-heme ET [(Heme2(III)) and Heme2(II) respectively]. Middle and bottom, representative snapshots of the two dominant pathways encountered during MD simulations.





DISCUSSION AND CONCLUSION

This study reports the first molecular simulations of a NOX system inserted into a lipid bilayer membrane. Starting from separate experimental structures of the DH and TM domains of NOX5, we have built a fused model of the full protein. This model is stable in MD simulations at the timescale of hundreds of nanoseconds. The interface between the two domains involves the same residues as in the very recent cryo-EM structures of the homologous protein DUOX1, however the DH domain has a different orientation in our model. We have focused on electron transfer between Heme1 and Heme2 within the TM domain, and on the impact of O2 on ET thermodynamics parameters. Dioxygen binding in the vicinity of Heme 2 appears to reduce the fluctuations of the energy difference between the two redox states involved in the ET, leading to more stable values of ET parameters. In both cases, O2 binding doesn't significantly alter the thermodynamics of inter-herme electron transfer. Negative values of the redox free energies on the order of few tenths of eV have been obtained, corresponding to spontaneous ET. Outer-sphere reorganization energies of about 1.1–1.3 eV (including contributions of the inner and outer-spheres) have been observed. Decomposition of these thermodynamics parameters over the molecular components of the system has provided additional insight. First, the DH has little impact on the inter-heme ET, suggesting that the relative orientation of the DH with respect to the cryo-EM structure is not a major concern for the present study of inter-heme ET. Second, we have highlighted the subtle balance existing between the protein matrix, the membrane, the water and the counter-ions. Our results should stimulate other studies aiming at investigating for instance the effect of membrane composition on inter-heme ET. Considering that outer-sphere reorganization energies have been calculated with a non-polarizable forcefield and are thus overestimated by ca. 30%, the values obtained fall within the range of values (0.7–1.0 eV) obtained recently for inter-heme ET within multi-hemic protein (Breuer et al., 2012). We have finally evaluated the tunneling coupling matrix element to fall within the μeV based on the tunneling pathway model (Beratan et al., 1991; Prytkova et al., 2005). We have been able to confirm the important role of Trp378 and Phe348 to sustain electron tunneling between the two hemes.

Dioxygen reduction by electron transfer is another essential part of NOX5 function that remains unclear though of prominent importance to understand the NOX machinery. It was suggested from Electron Paramagnetic Resonance and Raman spectroscopies (Yamaguchi et al., 1989; Hurst et al., 1991; Ueno et al., 1991; Fujii et al., 1999) that since Heme2 is hexacoordinated Heme2-to-O2 ET is likely to proceed via an outer-sphere mechanism. This hypothesis was corroborated by stopped-flow and rapid-scanning spectroscopy oxidation-reduction kinetics on porcine neutrophils (Isogai et al., 1995). The identification of a putative binding cavity in the 3D structure of NOX5 further supports this hypothesis (Magnani et al., 2017). In NOX5, the cavity is formed by Arg256, His313, and His317. We have investigated the localization of dioxygen near Heme2 by means of molecular dynamics simulations. Our simulations revealed that the cavity deduced from the X-ray structure is actually flexible, offering two possible binding sites, one being closer to the heme than the other, while the other is more accessible to solvent. The occupancy of these two sites depends on the redox states of the two hemes. When Heme2 is in a reduced state, the close position of O2 is largely favored. Importantly, this occupancy shift is coupled to the emergence of ten-times more efficient electron tunneling pathways than when O2 is positioned in the remote cavity. This 10-fold increase of tunneling matrix element would induce a 100-fold increase of ET rate form Heme2 to O2, therefore providing a powerful mean to catalyze superoxide production. We speculate that Arg256 is playing a central role in this process, since this positively charged residue necessarily rearranges when Heme2 is reduced. On the other hand, our MD simulations don't reveal any dramatic cavity shape modifications, but more subtle rearrangements. The stability of the hydrogen bond network among Arg256, His317, and the Heme2's propionate groups that shape the cavity appears to be sensitive to the charge present on Heme2. Further investigations will be needed to fully decipher this mechanism. Our study thus provides a possible mechanistic explanation to the experimental results reported in Magnani et al. (2017) indicating that the oxidation rate in R256S and H317R mutants were at least fivefold lower than observed for wild type. We now need to investigate the thermodynamics of this ET, including the possibility of spin-inversion on Heme2 cofactor as suggested by some authors (Doussière et al., 1996; Maturana et al., 2001), as well as the mechanism of primary binding of dioxygen into the remote cavity when Heme2 is oxidized.

This work is the first step toward a global investigation of the mechanism of superoxide production by the NOX machinery using molecular simulation. Many aspects deserve further analysis (computation of kinetic parameters, study of the electron transfers between FAD and Heme1, influence of lipid composition and/or mutation of key residues sustaining ETs in NOX…). The refinement of computational methods (such as the use of polarizable forcefields) will allow us to ascertain the conclusions drawn in this study, but the results obtained here open the path to a better understanding of NOX.



DATA AVAILABILITY STATEMENT

The datasets presented in this study can be found in online repositories. The names of the repository/repositories and accession number(s) can be found below: doi: 10.5281/zenodo.4424142; https://zenodo.org/record/4424142#.X_ciUyXjLeM/b.



AUTHOR CONTRIBUTIONS

MB, JH, and AL designed research. XW performed research. XW, JH, FC and AL carried out complementary analyses. All authors discussed and analyzed research data. All authors wrote the manuscript.



FUNDING

Computational work was performed using HPC resources from GENCI (Grant Number A0070701714) and from LBT-HPC thanks to support from Geoffrey Letessier. This work was supported by the Initiative d'Excellence program from the French State (Grant DYNAMO, ANR-11-LABX-0011 and Grant CACSICE, ANR-11-EQPX-0008). MB thanks Sesame Ile-de-France for co-funding the display wall used for data analysis.



ACKNOWLEDGMENTS

We are grateful to Prof. Mattevi who provided us with early pdb file containing atomic coordinates of the NOX5 3D model they built and that turned very useful to initiate our work.



SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fchem.2021.650651/full#supplementary-material



REFERENCES

 Balabin, I. A., Hu, X., and Beratan, D. N. (2012). Exploring biological electron transfer pathway dynamics with the pathways plugin for VMD. J. Comput. Chem. 33, 906–910. doi: 10.1002/jcc.22927

 Balabin, I. A., and Onuchic, J. N. (2000). Dynamically controlled protein tunneling paths in photosynthetic reaction centers. Science 290, 114–117. doi: 10.1126/science.290.5489.114

 Bedard, K., and Krause, K.-H. (2007). The NOX family of ROS-generating NADPH oxidases: physiology and pathophysiology. Physiol. Rev. 87, 245–313. doi: 10.1152/physrev.00044.2005

 Bedard, K., Lardy, B., and Krause, K.-H. (2007). NOX family NADPH oxidases: not just in mammals. Biochimca 89, 1107–1112. doi: 10.1016/j.biochi.2007.01.012

 Benkert, P., Biasini, M., and Schwede, T. (2011). Toward the estimation of the absolute quality of individual protein structure models. Bioinformtics, 27, 343–350. doi: 10.1093/bioinformatics/btq662

 Beratan, D. N., Betts, J. N., and Onuchic, J. N. (1991). Protein electron transfer rates set by the bridging secondary and tertiary structure. Science 252, 1285–1288. doi: 10.1126/science.1656523

 Beratan, D. N., Liu, C., Migliore, A., Polizzi, N. F., Skourtis, S. S., Zhang, P., et al. (2015). Charge transfer in dynamical biosystems, or the treachery of (static) images. Acc. Chem. Res. 48, 474–481. doi: 10.1021/ar500271d

 Beratan, D. N., Onuchic, J. N., and Hopfield, J. J. (1987). Electron tunneling through covalent and noncovalent pathways in proteins. J. Chem. Phys. 86, 4488–4498. doi: 10.1063/1.452723

 Blumberger, J. (2008). Free energies for biological electron transfer from QM/MM calculation: method, application and critical assessment. Phys. Chem. Chem. Phys.10, 5651–5667. doi: 10.1039/b807444e

 Bréchard, S., Plançon, S., and Tschirhart, E. J. (2012). New insights into the regulation of neutrophil NADPH oxidase activity in the phagosome: a focus on the role of lipid and Ca2+ signaling. Antioxid. Redox Signal. 18, 661–676. doi: 10.1089/ars.2012.4773

 Breuer, M., Zarzycki, P., Shi, L., Clarke, T. A., Edwards, M. J., Butt, J. N., et al. (2012). Molecular structure and free energy landscape for electron transport in the decahaem cytochrome MtrF. Biochem. Soc. Trans. 40, 1198–1203. doi: 10.1042/BST20120139

 Brooks, C. L., Brooks, A. D. III., Mackerell, L. Jr, Nilsson, R. J., Petrella, B., Roux, Y., et al. (2009). The biomolecular simulation program. J. Comput. Chem. 30, 1545–1614. doi: 10.1002/jcc.21287

 Buchan, D. W. A., and Jones, D. T. (2019). The PSIPRED protein analysis workbench: 20 years on. Nucl. Acid Res. 47, W402–W407. doi: 10.1093/nar/gkz297

 Cross, A. R., Rae, J., and Curnutte, J. T. (1995). Cytochrome b of the neutrophil superoxide-generating system contains two nonidentical hemes: POTENTIOMETRIC STUDIES OF A MUTANT FORM OF Gp91. J. Biol. Chem. 270, 17075–17077. doi: 10.1074/jbc.270.29.17075

 de la Lande, A., Babcock, N. S., Rezáč, J., Sanders, B. C., and Salahub, D. R. (2010). Surface residues dynamically organize water bridges to enhance electron transfer between proteins. Proc. Natl. Acad. Soc. 107, 11799–11804. doi: 10.1073/pnas.0914457107

 de la Lande, A., Babcock, N. S., Rezáč, J., Sanders, B. C., and Salahub, D. R. (2013). Surface residues dynamically organize water bridges to enhance electron transfer between proteins. Proc. Natl. Acad. Soc. 110, 1136–1137. doi: 10.1073/pnas.1220833110

 Dijkstra, E. W. (1959). A note on two problems in connexion with graphs. Numer. Math. No. 1, 269:BF01386390. doi: 10.1007/BF01386390

 Dominguez, C., Boelens, R., and Bonvin, A. M. J. J. (2003). HADDOCK: a protein–protein docking approach based on biochemical or biophysical information. J. Am. Chem. Soc. 125, 1731–1737. doi: 10.1021/ja026939x

 Doussière, J., Gaillard, J., and Vignais, P. V. (1996). Electron transfer across the O2- generating flavocytochrome b of neutrophils. Evidence for a transition from a low-spin state to a high-spin state of the heme iron component. Biochemistry 35, 13400–13410. doi: 10.1021/bi960916b

 El Hammi, E., Houee-Levin, C., Rezac, J., Levy, B., Demachy, I., Baciou, L., et al. (2012). New insights into the mechanism of electron transfer within flavohemoglobins: tunnelling pathways, packing density, thermodynamic and kinetic analyses. Phys. Chem. Chem. Phys. 14, 13872–13880. doi: 10.1039/c2cp41261f

 Fiorin, G., Klein, M. L., and Hénin, J. (2013). Using collective variables to drive molecular dynamics simulations. null 111, 3345–3362. doi: 10.1080/00268976.2013.813594

 Fujii, H., Finnegan, M. G., and Johnson, M. K. (1999). The active form of the ferric heme in neutrophil cytochrome B558 is low-spin in the reconstituted cell-free system in the presence of amphophil1. J. Biochem. 126, 708–714. doi: 10.1093/oxfordjournals.jbchem.a022507

 Geiszt, M., and Leto, T. L. (2004). The NOX family of NAD(P)H oxidases: host defense and beyond. J. Biol. Chem. 279, 51715–51718. doi: 10.1074/jbc.R400024200

 Hajjar, C., Cherrier, M. V., Dias Mirandela, G., Petit-Hartlein, I., Stasia, M. J., Fontecilla-Camps, J. C., et al. (2017). The NOX family of proteins is also present in bacteria. mBio, 8:e01487–e01417. doi: 10.1128/mBio.01487-17


 Hurst, J. K., Loehr, T. M., Curnutte, J. T., and Rosen, H. (1991). Resonance raman and electron paramagnetic resonance structural investigations of neutrophil cytochrome B558. J. Biol. Chem. 266, 1627–1634. doi: 10.1016/S0021-9258(18)52340-1


 Isogai, Y., Iizuka, T., and Shiro, Y. (1995). The mechanism of electron donation to molecular oxygen by phagocytic cytochrome B558. J. Biol. Chem. 270, 7853–7857. doi: 10.1074/jbc.270.14.7853


 Javanainen, M., Vattulainen, I., and Monticelli, L. (2017). On atomistic models for molecular oxygen. J. Phys. Chem. B, 121, 518–528. doi: 10.1021/acs.jpcb.6b11183


 Javanainen, M., Vattulainen, I., and Monticelli, L. (2020). Correction to “on atomistic models for molecular oxygen”. J. Phys. Chem. B 124, 6943–6946. doi: 10.1021/acs.jpcb.0c06376

 Jo, S., Kim, T., Iyer, V. G., and Im, W. (2008). CHARMM-GUI: a web-based graphical user interface for CHARMM. J. Comput. Chem. 29, 1859–1865. doi: 10.1002/jcc.20945

 Joly, J., Hudik, E., Lecart, S., Roos, D., Verkuijlen, P., Wrona, D., et al. (2020). Membrane dynamics and organization of the phagocyte NADPH oxidase in PLB-985 cells. Front. Cell Dev. Biol. 8:1295. doi: 10.3389/fcell.2020.608600

 King, G., and Warshel, A. (1990). Investigation of the free energy functions for electron transfer reactions. J. Chem. Phys. 93, 8682–8692. doi: 10.1063/1.459255

 Lee, J., Cheng, X., Swails, J. M., Yeom, M. S., Eastman, P. K., Lemkul, J. A., et al. (2016). CHARMM-GUI input generator for NAMD, GROMACS, AMBER, OpenMM, and CHARMM/OpenMM simulations using the CHARMM36 additive force field. J. Chem. Theory Comput. 12, 405–413. doi: 10.1021/acs.jctc.5b,00935

 MacKerell, A. D., Bashford, D., Bellott, M., Dunbrack, R. L., Evanseck, J. D., Field, M. J., et al. (1998). All-atom empirical potential for molecular modeling and dynamics studies of proteins. J. Phys. Chem. B 102, 3586–3616. doi: 10.1021/jp973084f

 Magalhaes, M. A. O., and Glogauer, M. (2010). Pivotal advance: phospholipids determine net membrane surface charge resulting in differential localization of active Rac1 and Rac2. J. Leuk. Biol. 87, 545–555. doi: 10.1189/jlb.0609390

 Magnani, F., Nenci, S., Millana Fananas, E., Ceccon, M., Romero, E., Fraaije, M. W., et al. (2017). Crystal structures and atomic model of NADPH oxidase. Proc. Natl. Acad. Soc. 114, 6764–6769. doi: 10.1073/pnas.1702293114

 Marcus, R. A., and Sutin, N. (1985). Electron transfers in chemistry and biology. Biochim. Biophys. Acta 811, 265–322. doi: 10.1016/0304-4173(85)90014-X

 Maturana, A., Arnaudeau, S., Ryser, S., Banfi, B., Hossle, J. P., Schlegel, W., et al. (2001). Heme histidine ligands within Gp91 Phox modulate proton conduction by the phagocyte NADPH oxidase. J. Biol. Chem. 276, 30277–30284. doi: 10.1074/jbc.M010438200

 Matyushov, D. (2015). Protein electron transfer: is biology (thermo) dynamic? J. Phys. Condens. Matter, 27:473001. doi: 10.1088/0953-8984/27/47/473001

 Onuchic, J. N., and Beratan, D. N. (1990). A predictive theoretical model for electron tunneling pathways in proteins. J. Chem. Phys. 92, 722–733. doi: 10.1063/1.458426

 Phillips, J. C., Braun, R., Wang, W., Gumbart, J., Tajkhorshid, E., Villa, E., et al. (2005). Scalable molecular dynamics with NAMD. J. Comput. Chem. 26, 1781–1802. doi: 10.1002/jcc.20289

 Phillips, J. C., Hardy, D. J., Maia, J. D. C., Stone, J. E., Ribeiro, J. V., Bernardi, R. C., et al. (2020). Scalable molecular dynamics on CPU and GPU architectures with NAMD. J. Chem. Phys. 153:044130. doi: 10.1063/5.0014475

 Prytkova, T. R., Kurnikov, I. V., and Beratan, D. N. (2005). Ab initio based calculations of electron-transfer rates in metalloproteins. J. Phys. Chem. B 109, 1618–1625. doi: 10.1021/jp0457491

 Prytkova, T. R., Kurnikov, I. V., and Beratan, D. N. (2007). Coupling coherence distinguishes structure sensitivity in protein electron transfer. Science 315, 622–625. doi: 10.1126/science.1134862

 Šali, A., and Blundell, T. L. (1993). Comparative protein modelling by satisfaction of spatial restraints. J. Mol. Biol. 234, 779–815. doi: 10.1006/jmbi.1993.1626

 Shao, D., Segal, A. W., and Dekker, L. V. (2003). Lipid rafts determine efficiency of NADPH oxidase activation in neutrophils. FEBS Lett. 550, 101–106. doi: 10.1016/S0014-5793(03)00845-7

 Shen, M., and Sali, A. (2006). Statistical potential for assessment and prediction of protein structures. Prot. Sci. 15, 2507–2524. doi: 10.1110/ps.062416606

 Souabni, H., Machillot, P., and Baciou, L. (2014). Contribution of lipid environment to NADPH oxidase activity: influence of sterol. Biochemistry 107, 33–42. doi: 10.1016/j.biochi.2014.10.006

 Souabni, H., Wien, F., Bizouarn, T., Houée-Levin, C., Réfrégiers, M., and Baciou, L. (2017). The physicochemical properties of membranes correlate with the NADPH oxidase activity. Biochim. Biophys. Acta. 1861, 3520–3530. doi: 10.1016/j.bbagen.2016.06.028

 Sumimoto, H. (2008). Structure regulation and evolution of NOX-family NADPH oxidases that produce reactive oxygen species. FEBS J. 275, 3249–3277. doi: 10.1111/j.1742-4658.2008.06488.x

 Sun, J. (2020). Structures of mouse DUOX1–DUOXA1 provide mechanistic insights into enzyme activation and regulation. Nat. Struct. Mol. Biol. 27, 1086–1093. doi: 10.1038/s41594-020-0501-x

 Ueno, I., Fujii, S., Ohya-Nishiguchi, H., Iizuka, T., and Kanegasaki, S. (1991). Characterization of neutrophil B-type cytochrome in situ by electron paramagnetic resonance spectroscopy. FEBS Lett. 281, 130–132. doi: 10.1016/0014-5793(91)80375-D

 van Zundert, G. C. P., Rodrigues, J. P. G. L. M., Trellet, M., Schmitz, C., Kastritis, P. L., Karaca, E., et al. (2016). The HADDOCK2.2 web server: user-friendly integrative modeling of biomolecular complexes. J. Mol. Biol. 428, 720–725. doi: 10.1016/j.jmb.2015.09.014

 Yamaguchi, T., Hayakawa, T., Kaneda, M., Kakinuma, K., and Yoshikawa, A. (1989). Purification and some properties of the small subunit of cytochrome B558 from human neutrophils. J. Biol. Chem. 264, 112–118. doi: 10.1016/S0021-9258(17)31230-9

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2021 Wu, Hénin, Baciou, Baaden, Cailliez and de la Lande. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.



		ORIGINAL RESEARCH
published: 07 May 2021
doi: 10.3389/fchem.2021.658877


[image: image2]
The High-Spin Heme bL Mutant Exposes Dominant Reaction Leading to the Formation of the Semiquinone Spin-Coupled to the [2Fe-2S]+ Cluster at the Qo Site of Rhodobacter capsulatus Cytochrome bc1
Marcin Sarewicz, Sebastian Pintscher†,, Łukasz Bujnowicz†, Małgorzata Wolska and  Artur Osyczka*
Department of Molecular Biophysics, Faculty of Biochemistry, Biophysics and Biotechnology, Jagiellonian University, Kraków, Poland
Edited by:
Petra Hellwig, Université de Strasbourg, France
Reviewed by:
Frauke Baymann, CNRS UMR7281 Bioénergétique et Ingénierie des Protéines, France
Di Xia, National Institutes of Health (NIH), United States
* Correspondence: Artur Osyczka, artur.osyczka@uj.edu.pl
†These authors have contributed equally to this work
Specialty section: This article was submitted to Theoretical and Computational Chemistry, a section of the journal Frontiers in Chemistry
Received: 26 January 2021
Accepted: 19 April 2021
Published: 07 May 2021
Citation: Sarewicz M, Pintscher S, Bujnowicz Ł, Wolska M and Artur Osyczka (2021) The High-Spin Heme bL Mutant Exposes Dominant Reaction Leading to the Formation of the Semiquinone Spin-Coupled to the [2Fe-2S]+ Cluster at the Qo Site of Rhodobacter capsulatus Cytochrome bc1. Front. Chem. 9:658877. doi: 10.3389/fchem.2021.658877

Cytochrome bc1 (mitochondrial complex III) catalyzes electron transfer from quinols to cytochrome c and couples this reaction with proton translocation across lipid membrane; thus, it contributes to the generation of protonmotive force used for the synthesis of ATP. The energetic efficiency of the enzyme relies on a bifurcation reaction taking place at the Qo site which upon oxidation of ubiquinol directs one electron to the Rieske 2Fe2S cluster and the other to heme bL. The molecular mechanism of this reaction remains unclear. A semiquinone spin-coupled to the reduced 2Fe2S cluster (SQo-2Fe2S) was identified as a state associated with the operation of the Qo site. To get insights into the mechanism of the formation of this state, we first constructed a mutant in which one of the histidine ligands of the iron ion of heme bLRhodobacter capsulatus cytochrome bc1 was replaced by asparagine (H198N). This converted the low-spin, low-potential heme into the high-spin, high-potential species which is unable to support enzymatic turnover. We performed a comparative analysis of redox titrations of antimycin-supplemented bacterial photosynthetic membranes containing native enzyme and the mutant. The titrations revealed that H198N failed to generate detectable amounts of SQo-2Fe2S under neither equilibrium (in dark) nor nonequilibrium (in light), whereas the native enzyme generated clearly detectable SQo-2Fe2S in light. This provided further support for the mechanism in which the back electron transfer from heme bL to a ubiquinone bound at the Qo site is mainly responsible for the formation of semiquinone trapped in the SQo-2Fe2S state in R. capusulatus cytochrome bc1.
Keywords: cytochrome bc1 (complex III), electron transfer, quinol oxidation, semiquinone, electron paramagnetic resonance
INTRODUCTION
The cytochrome bc1 complex (Cytbc1) is one of the enzymes involved in energy conversion that takes place in mitochondria and many prokaryotic respiratory chains and anoxygenic photosynthesis (Berry et al., 2000; Crofts, 2004; Sarewicz and Osyczka, 2015). Structurally and functionally very similar to Cytbc1—cytochrome b6f is a central enzyme of oxygenic photosynthesis in cyanobacteria and plants (Darrouzet et al., 2004; Baniulis et al., 2008; Hasan et al., 2013; Cramer and Hasan, 2016). Cytbc1 catalyzes electron transfer from membrane-soluble electron carriers–quinone (Q) derivatives (usually ubiquinones) (Al-Attar and de Vries, 2013) to water-soluble electron carrier: cytochrome c (Bertini et al., 2006). The energy released during enzymatic reduction of cytochrome c by ubiquinol (UQH2) is used to transfer protons across the membrane, contributing to building up the protonmotive force (Hunte et al., 2003). Cytbc1 is not operating as a typical proton pump that uses special proton channels but it utilizes quinone molecules to transport protons across the lipid bilayers (Al-Attar and de Vries, 2013). This transport is carried out by coupling two opposite redox reactions of quinones at the two catalytic sites that are located within the enzyme structure at the opposite sides of the membrane (Mitchell, 1975; Crofts et al., 1983). The UQH2 oxidation site (Qo site) is located close to the p side of the membrane (the positively charged side), while the UQ-reduction site (Qi site) is located close to the n side of the membrane (the negatively charged side) (Xia et al., 1997; Crofts and Berry, 1998). The Qo and Qi sites are electronically connected by two low-potential, low-spin hemes b: heme bL [Em,7 ∼ −120 mV in R. capsulatus (Zhang et al., 2008)], which is adjacent to the Qo site and heme bH (Em,7 ∼ + 60 mV), which is adjacent to the Qi site. The oxidation of UQH2 at the Qo site is accompanied by the release of two protons to the bulk water at the p side. Oppositely, the reduction taking place at the Qi site is associated with uptake of two protons from the n side of the membrane. This way the protons are transported through the membrane along with pairs of diffusing UQH2/UQ molecules.
The reduction of UQ at the Qi site is a sequential process, involving two consecutive electron transfers from the same cofactor (heme bH). A stable semiquinone is an intermediate of this reaction (Robertson et al., 1984; Jünemann et al., 1998; Dikanov et al., 2004) and, as implicated from recent studies, a mechanism of its stabilization might involve polarization of charges within the ring (Pintscher et al., 2020). On the other hand, the oxidation of UQH2 at the Qo site directs two electrons derived from the UQH2 into two separate cofactor chains. In this so-called electron bifurcation reaction one electron is transferred on the Rieske [2Fe-2S] cluster (2Fe2S) and further, through cytochrome c1 onto a water-soluble cytochrome c (or c2 in some bacteria, such as the Rhodobacter strains). The second electron is transferred to heme bL and subsequently through heme bH it reaches the Qi site where UQ is reduced first to semiquinone form (USQi) and then to UQH2.
Despite a long history of studying the mechanism of electron bifurcation, the involvement of a semiquinone intermediate (USQo) in this reaction is still unclear and thus a matter of intense discussion (Osyczka et al., 2004; Osyczka et al., 2005; Cape et al., 2007; Zhang et al., 2007; Zhu et al., 2007; Crofts et al., 2013; Sarewicz et al., 2013; Crofts et al., 2017; Sarewicz et al., 2021). A general agreement has been reached that a superoxide generation by Cytbc1 results from a reaction of USQo with molecular oxygen (Boveris and Cadenas, 1975; Ksenzenko et al., 1983; Muller et al., 2002; Borek et al., 2008; Dröse and Brandt, 2008; Sarewicz et al., 2010; Pagacz et al., 2021). However, trapping the intermediate USQo radical during the UQH2 oxidation and its detection by electron paramagnetic resonance (EPR) has been proven difficult and obtained results have often been disputable or contradictory (de Vries et al., 1981; Jünemann et al., 1998; Cape et al., 2006; Cape et al., 2007; Zhang et al., 2007; Zhu et al., 2007; Sarewicz et al., 2013; Vennam et al., 2013; Victoria et al., 2013; Pietras et al., 2016; Crofts et al., 2017; Sarewicz et al., 2017; Sarewicz et al., 2018; Bujnowicz et al., 2019). Additionally, the inability to generate USQo in the equilibrium redox titrations (Takamiya and Dutton, 1979; Sarewicz et al., 2018) implicated a concept of a high instability of the semiquinone and its reactivity was proposed to be a reason for superoxide production by Cytbc1.
Detection of a small amount of USQo under nonequilibrium conditions in isolated, antimycin-inhibited Cytbc1 has been reported in a few studies (Cape et al., 2007; Zhang et al., 2007; Vennam et al., 2013; Victoria et al., 2013). The presence of USQo in Cytbc1 samples was assigned to a stigmatellin-sensitive, X-band EPR signal which is typical of an organic radical with a nearly isotropic g value ∼2.0 (Cape et al., 2007; Vennam et al., 2013). Although experimental evidences were not presented, generation of this signal was assumed to be associated with the oxidation of UQH2 by the 2Fe2S cluster under conditions in which the resulting USQo was unable to donate electron to heme bL as this heme, in antimycin-inhibited enzyme, was expected to be in the reduced state after two consecutive electron transfers from the Qo site (Cape et al., 2007; Crofts et al., 2017).
Our previous work reported an unusual EPR signal with an average g value less than 2, which originated from the Qo site of the antimycin-inhibited Cytbc1, isolated from Rhodobacter capsulatus (Sarewicz et al., 2013; Sarewicz et al., 2017; Bujnowicz et al., 2019). This signal was detected only when the Qo site was able to catalyze the UQH2 oxidation and the cytochrome c reduction before the system reached equilibrium. The signal was not present in the samples containing specific inhibitors of the Qo site (stigmatellin, myxothiazol, famoxadone, azoxystrobin, kresoxim-methyl, etc.), nor in the mutants with disabled Qo site (like, for example, cytb:G158W). Simulations of the EPR spectra suggested that this signal results from the spin-spin exchange interactions between USQo and the reduced 2Fe2S (it is thus referred to as SQo-2Fe2S) with approximated J constant ∼3.6 GHz (Sarewicz et al., 2013). This suggestion was further supported by the observations that the g values of the SQo-2Fe2S state were frequency-dependent—they changed upon increasing the microwave frequency from X-band ∼9.4 to Q-band ∼33.5 GHz. At X-band, the most prominent “derivative-shaped” transition of SQo-2Fe2S in Cytbc1 was detected at g = ∼1.94 and was found to shift to ∼1.96 at Q-band. Remarkably, the SQo-2Fe2S signal was also detected in isolated but non-inhibited spinach cytochrome b6f during the oxidation of synthetic decylplastoquinol and the reduction of plastocyanin (Sarewicz et al., 2017).
Our subsequent work revealed that the SQo-2Fe2S signal can be generated in antimycin-supplemented native chromatophore membranes isolated from R. capsulatus, in which the reactions at the Qo site are triggered by the photosynthetic reaction center (RC) (Sarewicz et al., 2018). In these experiments, the characteristic transitions of the SQo-2Fe2S state with a readily detectable maximum in continuous wave X-band spectra at g = 1.95 were detected during the redox-titration of chromatophores in relatively narrow ranges of the external redox potential (Eh). However, the signal appears only when the chromatophores are illuminated by continuous light during the titrations, which keeps the RC activated to supply substrates for the Qo site. Similar titrations performed in dark, i.e. without activation of RC (equilibrium conditions), do not lead to the generation of SQo-2Fe2S. Clearly, in membranes, similarly to isolated Cytbc1, the SQo-2Fe2S state corresponds to one of the states of the enzyme that can be populated to detectable levels only under nonequilibrium conditions.
One of the most important observations regarding the enzymatic state of Rhodobacter capsulatus Cytbc1 is that the SQo-2Fe2S state is detected in samples in which heme bL remains oxidized (Sarewicz et al., 2013; Sarewicz et al., 2018). This suggests that in those experiments, the reaction sequence leading to the formation of the SQo-2Fe2S state begins with the electron transfer from the reduced heme bL to the UQ molecule bound at the Qo site. The resulting SQo then interacts with the reduced 2Fe2S that is present at the Qo site. However, a direct evidence supporting this mechanism has not yet been provided. Furthermore, the SQo can, in principle, also be formed in another reaction: electron transfer from UQH2 to oxidized 2Fe2S, which would also result in the formation of the SQo-2Fe2S state if the subsequent electron transfer from SQo to heme bL is (somehow) blocked. In this work, we addressed this issue with a series of experiments performed with the histidine ligand mutant of R. capsulatus in which the heme bL was inactivated. The mutation of choice was patterned after the previous study with closely related Rhodobacter sphaeroides where replacing the histidine ligand with asparagine (cytb:H198N) was found to result in a loss of spectral properties of heme bL typical of WT Cytbc1 and in a complete loss of the enzymatic activity (Yang et al., 2008). We found that in R. capsulatus the H198N mutation converted the low-spin heme bL into the high-spin heme unable to transfer electron from SQo to heme bH, and such conditions were tested for the efficiency of SQo-2Fe2S generation in chromatophores in dark or illuminated by light. The tests failed to detect the spin-spin–coupled SQo-2Fe2S state in H198N even in chromatophores activated by light, which we considered an indication that electron transfer from heme bL to the UQ molecule at the Qo site is mainly responsible for creating conditions that ultimately lead to the formation of R. capsulatus.
MATERIALS AND METHODS
Construction of the H198N Mutant
The H198N mutant of Rhodobacter capsulatus containing the H198N mutation in cytochrome b subunit was generated using the genetic system described previously (Atta-Asafo-Adjei and Daldal, 1991). Mutation H198N was constructed by the QuikChange site-directed mutagenesis kit from Stratagene using pPET1-ST (Czapla et al., 2012b) as the template, and the mutagenic forward H198N-F: 5′-TTC TTC TCG CTG AAC TAT CTG CTG CCC TTC G -3′ and reverse H198N-R 5′-GGG CAG CAG ATA GTT CAG CGA GAA GAA GCG G -3′ oligonucleotides. After sequencing, the XmaI/SfuI fragment of pPET1-ST-H198N plasmid bearing the desired mutation and no other mutations was exchanged with its wild-type counterparts in pMTS1. This created the expression vector pMTS1-ST-H198N that was introduced into R. capsulatus MT-RBC1 strain (petABC-operon deletion background) via triparental crosses (Atta-Asafo-Adjei and Daldal, 1991). The presence of H198N mutation was confirmed by sequencing the plasmid DNA isolated from the mutated R. capsulatus strain (H198N mutant).
Isolation of Chromatophores
Chromatophores from R. capsulatus strains were prepared as described in detail by Sarewicz et al. (2018). Briefly, bacterial cultures were grown heterotrophically under semiaerobic conditions on the MPYE medium. After 48 h of growing the bacteria cells were centrifuged for 30 min at 6,641 g and the pellet resuspended in buffer containing 50 mM MOPS (pH 7), 100 mM KCl, and 1 mM EDTA, followed by the addition of protease inhibitors (benzamidine, PMSF, and 6-aminocaproic acid). The cells’ suspension was then passed two times through French Press® with pressure maintained between 11 and 15 MPa. Bacterial lysate was then centrifuged for 30 min at 24,104g and the obtained supernatant was then ultra-centrifuged at 244,062g for 1.5 h. The pellet containing isolated chromatophores was resuspended and homogenized in 50 mM bicine buffer (pH 8) containing 100 mM KCl and 1 mM EDTA.
Redox Titrations
The prepared chromatophores membranes containing WT and mutant H198N Cytbc1 were supplemented with antimycin at a final concentration of 0.15 mM and redox titrated under anaerobic conditions in dark. The solutions contained the following redox mediators: 50 µM 2,3,5,6-tetramethyl-1,4-phenylenediamine (DAD), 50 µM 1,2-naphthoquinone (NQ), 50 µM 1,2-naphthoquinone-4-sulfonate (NQS), 12.5 µM phenazine ethosulfate (PES), 25 µM phenazine methosulfate (PMS), 50 µM duroquinone (DQ), 12.5 µM indigotrisulfonate (ITS), 50 µM anthraquinone-2-sulfonic acid (AQS), 50 µM 2-hydroxy-1,4-naphthoquinone (HNQ), and 50 µM benzyl viologen (BV). The external redox potential (Eh) of the buffer was adjusted by injection of small volumes of sodium dithionite or potassium ferricyanide solutions. In dark equilibrium redox titration for each Eh about ∼200 µL of the chromatophore solution was collected and injected to an argon-flushed EPR quartz tube and then subsequently frozen in cold isopentane. The illuminated samples were prepared by inserting the EPR tube containing chromatophores to a home-built cylindrical chamber blocked at the bottom with a piston connected to an electromagnet. The chamber contained 43 diodes (OSRICA3131A by Optosupply), having a single emission band at 850 nm, that were built in the walls of the chamber. The tubes were illuminated for 5 s and then were released to cold isopentane bath by pulling the piston of the electromagnet. A freezing time was estimated to be ∼ 1–2 s. With this method a maximum level of SQo-2Fe2S is reached after 2 s of illumination, as determined for chromatophores containing antimycin-inhibited WT Cytbc1. A decay time constant of the SQo-2Fe2S state after switching off the light is about 1.8 s−1, which means that not more than ∼60% of the SQo-2Fe2S state can be trapped after 1–2 s of the deadtime associated with the freezing of the samples.
We note that isolation of chromatophores required special care to prevent loss of cytochrome c2 during the cell centrifugations with an excessive RCF. This is because the formation of the SQo-2Fe2S center in light-activated chromatophores was found to be sensitive to the coupling of RC with Cytbc1 by cytochrome c2. This effect is illustrated in Supplementary Figure S1, which demonstrates a decrease or even complete disappearance of the SQo-2Fe2S state in chromatophores having a shortage of cytochrome c2. A partial restoration of the signal is possible upon the addition of external horse cytochrome c to the chromatophores followed by the sonication of the samples.
Preparation of Isolated WT and H198N Enzymes
Cytbc1 complexes were isolated from detergent-solubilized chromatophores by Strep-tag® affinity chromatography, using the procedure described by Czapla et al. (2012a). Purity of the isolated proteins was checked with SDS–PAGE (Supplementary Figure S2). Cytbc1 samples were concentrated on centrifugal filter units and dialyzed against buffer composed of 50 mM Tris (pH 8), 100 mM NaCl, 1 mM EDTA, 20% glycerol (v/v), and 0.01% (m/m) DDM. The concentration of the isolated cytochrome bc1 was determined as described by Valkova-Valchanova et al. (1998).
EPR Measurements
All the measurements were performed using a Bruker ElexSys E580 spectrometer equipped with a super-HighQ (SQHE0511) resonator and ESR900 cryostat unit (Oxford Instruments). The chromatophore membranes were measured using the parameters described by Sarewicz et al. (2018). Briefly, the temperature of the measured samples was 20 K, microwave power of 2 mW and frequency 9.4 GHz, modulation amplitude of 14.36 G, sweep width of 926.8 G, sweep time of 40.96 s, and time constant of 81.92 ms. The number of scans was usually 1–3 depending on the signal-to-noise (S/N) ratio. The registered spectra were processed and analyzed using the Eleana EPR program.
The isolated WT and H198N Cytbc1 complexes were measured as follows. The X-band EPR spectra of low- and high-field transitions of hemes were measured at 10 K, with 2 mW microwave power, frequency of 9.4 GHz, and modulation amplitude of 6 G. The X-band EPR spectra of the 2Fe2S cluster was measured at 30 K with 0.65 mW microwave power and modulation amplitude of 16 G.
RESULTS AND DISCUSSION
H198N Mutant Incorporates a High-Potential, High-Spin Heme bL
Cytbc1 contains the low-potential [Em,7 = ∼ −120 mV (Zhang et al., 2008)], low-spin (L-S) heme bL which is axially coordinated by two histidine side chains: H97 and H198 (R. capsulatus numbering of cytb subunit) (Berry et al., 2004). This heme is diamagnetic in the reduced state and, together with a higher potential (Em = +60 mV) heme bH, contributes to the absorbance band with a maximum at ∼560 nm of the fully reduced WT Cytbc1 (Figure 1A, left, black). A replacement of histidine 198 to non-liganding asparagine is expected to significantly alter properties of heme bL or even prevent its incorporation into the protein, as previously reported for the ligand mutants of hemes b in R. capsulatus and R. sphaeroides (Yang et al., 2008). Indeed, the optical spectrum of the H198N mutant in R. capsulatus constructed in this work (RcH198N) exhibits a significant decrease in the absorbance at ∼560 nm (Figure 1A, right, black), consistent with the previous observation on the analogical H198N mutant in Rhodobacter sphaeroides (RsH198N) (Yang et al., 2008). Such a decrease suggests that one of the L-S hemes b might be missing, as was concluded for the RsH198N mutant. However, along with the disappearance of the absorption band at ∼560 nm we note an additional absorption maximum at ∼590 nm present in both the ascorbate- and dithionite-reduced samples containing RcH198N. This band was not seen in WT and suggested that it is associated with a change in the heme ligand in the RcH198N mutant.
[image: Figure 1]FIGURE 1 | Comparison of spectra for isolated WT and H198N mutants of Cytbc1. (A) Optical spectra of WT (left) and H198N mutant (right) measured for ascorbate (gray) and dithionite-reduced (black) Cytbc1. Maximum at ∼560 nm originates from absorption of hemes b. Additional absorption band at ∼590 nm is likely to originate from heme bL with changed ligand in H198N mutant. (B) X-band EPR spectra of air-oxidized WT (black) and H198N mutant (gray) measured at 10 K. In the range between ∼70 and ∼160 mT the contribution from high-spin iron centers is detected. In the range between ∼160 and 200 mT, the gz transitions of HALS hemes b transitions are detected, while the reduced 2Fe2S contributes to transitions at the magnetic field above ∼320 mT.
Low-temperature X-band EPR spectra for isolated WT and the H198N mutant for air-oxidized samples are compared in Figure 1B. WT Cytbc1 shows the gz transitions typical of highly anisotropic low-spin (HALS) hemes at g = 3.77 and 3.45 (Figure 1B, black), originating from the oxidized, low-spin hemes bL and bH, respectively (Salerno, 1984; Finnegan et al., 1996). From those two transitions, only the g = 3.45 originating from heme bH was detected in H198N mutant (Figure 1B, gray), indicating that this heme was properly assembled into the protein core and retained its native bis–his axial ligation. The missing g = 3.77 transition was consistent with the expected lack of HALS heme bL with his–his axial ligation. Instead, a relatively intense transition at g = ∼5.96 and a much weaker at g = ∼2 were detected revealing that in RcH198N, the HALS heme bL was converted into an axial, high-spin (H-S) form. Given the fact that other centers contribute to the EPR signal in the region of g = 5.96, the heterogeneity, if any, of the spin state of heme bL in the mutant cannot be evaluated.
To get insights into the redox properties of hemes b in the H198N mutant, we analyzed the relaxation properties of a semiquinone formed at the Qi site, which, as reported recently, strongly depend on whether the electron preferentially stays on heme bH or heme bL, thus can be used to estimate the relative difference in equilibrium redox potentials between these hemes (Pintscher et al., 2018). The results, discussed in detail in SI (Supplementary Figures S3 and S4), revealed that heme bL in the mutant has a redox potential much more positive than the native HALS heme bH (Pintscher et al., 2018). Furthermore, the g = 5.96 transition disappeared when the RcH198N Cytbc1 was reduced by a synthetic substrate—decylubiquinol (Supplementary Figure S5), which suggests that heme bL in RcH198N mutant has a much higher redox midpoint potential than heme bL of the wild type.
H198N Mutant Binds Properly UQ to the Qo Site
The shape of the CW EPR spectra of the reduced 2Fe2S cluster in chromatophores is sensitive to the type of molecule that occupies the Qo site. In particular, the relatively narrow gx transition at 1.80 indicates that UQ is bound at this site and interacts with the cluster, whereas a more broad gx = 1.77 indicates the presence of UQH2 in the Qo site (Robertson et al., 1993; Ding et al., 1995; Cooley et al., 2004; Sharp et al., 1999). This change in gx transition is so characteristic that it was often used in evaluating the effects of mutations on the binding of ubiquinone molecules to the catalytic site, or in the redox titrations of ubiquinones in the membranes (Cooley et al., 2004; Osyczka et al., 2006). As shown in Figure 2A, the CW EPR spectra of the ascorbate-reduced 2Fe2S cluster in chromatophores containing WT and H198N Cytbc1 were similar and both exhibited clear gx = 1.80 transition when the Q pool was fully oxidized (at high Eh). Furthermore, reducing the Q pool, upon decreasing the external redox potential, changed the gx from 1.80 to ∼1.77 in both WT and the mutant protein (Figure 2B). These observations indicate that UQ and UQH2 can bind to the Qo site of the mutant in the same way as in WT [see references Cooley et al. (2004), Osyczka et al. (2006) for details]. This feature, along with the specifically altered redox properties of heme bL described earlier, made H198N an attractive mutant for the mechanistic analysis of the formation of the SQo-2Fe2S state.
[image: Figure 2]FIGURE 2 | Sensitivity of the EPR spectra of the 2Fe2S cluster to changes in redox state of the Q pool for WT and the H198N mutant at pH 8. (A) The spectra measured for chromatophores poised at + 200 mV (Q pool oxidized) in dark. (B) The spectra measured for chromatophores poised at + 20 mV (Q pool half reduced). The vertical lines indicate the positions of gy and gx transitions of the 2Fe2S cluster, which shifts to higher and lower g values, respectively, upon the reduction of the Q pool. The spectra of the mutant were magnified ∼5 times to normalize the gy signals to the same level as in WT.
Controlling the Efficiency of SQo-2Fe2S Generation in Illuminated Chromatophores
In our previous studies we established a general methodology for monitoring the formation of the SQo-2Fe2S state in chromatophore membranes (Sarewicz et al., 2018). We found that this state can be detected by CW EPR during the redox titrations of chromatophores containing antimycin-inhibited Cytbc1 only under nonequilibrium conditions when the photosynthetic reaction center and allied Cytbc1 were kept activated by continuous light during the titration. The same experiments performed in dark (equilibrium conditions) do not lead to the formation of SQo-2Fe2S at detectable levels (Sarewicz et al., 2018).
Given that in these experiments, the formation of SQo-2Fe2S strongly depends on the activation level of RC, any comparative redox titrations of chromatophores illuminated by continuous light (nonequilibrium conditions) require careful controls to assure that conditions for the generation of the SQo-2Fe2S signal and its detection were equally met in each of the studied cases. We found that the most important factor influencing the efficiency of SQo-2Fe2S generation in chromatophores was the optical transparency for the light that activates RC. This effect is shown in Figure 3, which compares the two EPR spectra obtained for the concentrated (gray) and diluted (black) samples of the same batch of chromatophores (containing 40 and 20 μM cytochrome c1, respectively).
[image: Figure 3]FIGURE 3 | X-band EPR spectra measured for illuminated chromatophores containing WT Cytbc1 at pH 8 and Eh = +77 mV. Gray and black spectra were obtained for samples containing 40 and 20 μM, respectively. Dashed vertical lines show gy = 1.89 and gx = 1.80 transitions of 2Fe2S cluster. The maximum at 1.95 originates from SQo-2Fe2S.
This example emphasizes that the SQo-2Fe2S signal (g = 1.95) can be lost in the more concentrated sample despite improvement in the signal-to-noise ratio, and this is related to the fact that the activation of RC is much weaker due to increased opacity of the solution. The weaker light activation of RC in the more concentrated samples was also reflected in the measured UQ/UQH2 average redox midpoint potential, which, despite illumination of the sample, approached those detected in dark. Thus, the titrations of the SQo-2Fe2S signal on illuminated chromatophores required sufficiently diluted samples. However, after diluting the samples, a measurement of the redox state of hemes b by EPR is compromised due to the fact that the amplitudes of these hemes are relatively very weak. We found that at the concentrations of Cytbc1 at which hemes b became clearly detectable by EPR, the SQo-2Fe2S signal started to disappear due to increase of the opacity of the samples. Therefore, the experiments were limited to a relatively narrow range of Cytbc1 concentrations that allowed efficient activation of RC and, at the same time, a detection of relatively good-quality EPR spectra.
Light-Activated RC Interacts With H198N in Chromatophores and Imposes a Shift in Apparent Midpoint Potential of the 2Fe2S Cluster
In view of the observation that the efficiency of SQo-2Fe2S generation in the light-activated WT chromatophores strongly depends on the optical transparency of the samples (see the paragraph above), it became apparent that prior to comparing WT and the H198N mutant, it was necessary to verify that RC in both WT and the H198N mutant containing chromatophores were sufficiently well activated by light and, consequently, both the systems were pushed out of equilibrium. Furthermore, it was necessary to apply a verification method that was independent of the analysis of the SQo-2Fe2S signal. One such possibility relates to the fact that light activation affects the redox state of the membranous Q pool. Changes in the redox state of the Q pool can be monitored by measuring a progressive decrease in the amplitude of the normalized gx = 1.80 transition of the 2Fe2S cluster as the Q pool becomes progressively reduced (Sarewicz et al., 2018). Illumination leads to the electron transfer from the cytochrome c2 pool to the Q pool and the extent of the transfer is reflected in a shift in the Nernst curve of UQ/UQH2 couple toward higher values. Thus, the shift confirms the activation level of RC.
Figure 4A shows that in chromatophores containing WT Cytbc1 at a concentration equal to 20 μM cytochrome c1 (corresponding to black spectrum of Figure 3), the obtained equilibrium redox potential of UQ/UQH2 couple in dark shifts by approximately +60 mV upon the activation of RC by light. Clearly, the optical transparency of the chromatophores in this case was enough to allow sufficient RC activation. In a more concentrated sample (corresponding to the gray spectrum of Figure 3) the measured UQ/UQH2 average redox midpoint potential was similar in light and in dark, and the lack of the shift (lack of activation of RC) was concomitant with the lack of the SQo-2Fe2S signal (data not shown).
[image: Figure 4]FIGURE 4 | Comparison of efficiency of light activation of RC in chromatophores containing WT and H198N mutant of Cytbc1. (A) Amplitude of the normalized gx transition of the 2Fe2S cluster of WT Cytbc1 which is proportional to the amount of UQ in the Q pool in dark (closed circles) and in illuminated samples (open circles). The experiential data points were simulated using an appropriate Nernst equation with n = 2. (B) Amplitude of the gy transition of the 2Fe2S cluster measured for the illuminated chromatophores containing H198N mutant of Cytbc1 (open circles) and chromatophores in dark (closed circles).
In the case of the H198N mutant, the expression level of Cytbc1 was found to be lower by approximately 2–3 folds than WT (data not shown). Thus, after concentrating the H198N chromatophores to reach 20 μM of cytochrome c1, the samples became too opaque to allow efficient activation of RC. As a result, the illumination of the samples did not lead to a shift of the UQ/UQH2 Nernst curve toward a higher value (data not shown). Therefore, the chromatophores containing H198N must have been diluted to 10 μM of cytochrome c1 to reach the optical transparency similar to that of WT chromatophores. This, in turn, exerted a negative effect of the quality of the measured EPR spectra of 2Fe2S cluster, and the reliable measurement of gx transition was not possible, precluding the possibility of monitoring activation level by determining the shift in the redox state of Q pool.
Instead, we monitored the extent of 2Fe2S oxidation upon activation of RC by comparing the amplitude of the relatively strong gy transition of the 2Fe2S cluster, as a function of Eh for illuminated chromatophores with those measured in dark. Illumination of H198N chromatophores imposed a shift of the Nernst curve with the midpoint potential of the 2Fe2S cluster from approximately +300 mV (in dark) to approximately +180 mV (in light) (Figure 4B, dashed and solid lines, respectively). This shift was an expected effect if RC had been efficiently activated and able to oxidize the whole chain of high-potential cofactors connecting RC and Cytbc1 (i.e., cytochrome c2/c1 and 2Fe2S). We note that similar shift in the 2Fe2S cluster can be observed in WT chromatophores; however, Cytbc1 must be inhibited by myxothiazol (i.e., it is not observed in non-inhibited Cytbc1). This inhibitor binds at the Qo site and prevents oxidation of UQH2 at this site; however, it does not impair the movement of the 2Fe2S cluster nor its interaction with other components of the high-potential chains (Kim et al., 1998; Darrouzet et al., 2000; Esser et al., 2004; Osyczka et al., 2004; Sarewicz et al., 2009; Cieluch et al., 2010). Thus, the observed shift in H198N chromatophores not only confirms the activation of RC, but also indicates that the components of the high-potential chain in this mutant are functionally linked with RC. At the same time, these components remain decoupled from the low-potential chain of Cytbc1 because of the enzymatic incompetence of mutated heme bL (with the net effect similar to the presence of myxothiazol in the Qo site of the native enzyme). We note that the observed shift in the 2Fe2S cluster induced by light activation of RC is interesting itself, and it will be discussed elsewhere.
H198N Fails to Generate Detectable Amounts of SQo-2Fe2S Spin-Coupled State
Having established the conditions for meaningful comparison of WT and H198N chromatophores (see the previous paragraphs), we performed a series of redox titrations that screened for the SQo-2Fe2S state in the H198N mutant.
The results for WT chromatophores were consistent with the previous observations (Sarewicz et al., 2018) (Figure 5A). When titrations were performed in light at pH 8, the SQo-2Fe2S was detected within the range of Eh below +150 mV and above 0 mV (with the maximum amplitude at Eh ∼ +66 mV) (closed circles). The SQo-2Fe2S was not detected in this range of Eh when similar titrations were performed in dark (open circles).
[image: Figure 5]FIGURE 5 | Comparison of SQo-2Fe2S generation in chromatophores containing WT (A) and H198N mutant (B) of Cytbc1. Amplitude of SQo-2Fe2S was measured for illuminated samples (closed circles) and titrated in dark (open circles). Optical transparencies were the same for A and B, and the concentrations of cytochrome c1 were 20 and 10 μM, respectively. The solid line in A represents the fit of fSQo-2Fe2S = fA/{1 + exp [0.039n (Eh − E1)] + exp [0.039n (E2 − Eh)]} function described in detail by Sarewicz et al. (2018). The fit yielded E1 = +92 ± 8 mV and E2 = +40 ± 7 mV for n = 2 and fA = 1.7 ± 0.4. The small bar denoted marked as SD shows the typical uncertainty of the amplitude reads and includes the baseline and the noise of the EPR spectrum. It does not include uncertainty related to changes in efficiency of SQo-2Fe2S generation dominated by variations in light activation and/or changes in the freezing time.
Remarkably, in titrations performed with chromatophores containing H198N instead of WT Cytbc1, the SQo-2Fe2S was not detected at all, regardless of whether the experiment was conducted in light or in dark (Figure 5B). A corollary of this result on the mechanisms of the formation of the SQo-2Fe2S state in antimycin-inhibited WT Cytbc1 is discussed below.
The H198N Mutation Implicates That Semireverse Mechanisms of SQo-2Fe2S Formation Are Dominant in WT Cytbc1
Let us consider two possible mechanisms of the formation of SQo-2Fe2S in antimycin-inhibited Cytbc1 shown schematically in Figure 6. In each of these two scenarios it is assumed that heme bH is already reduced after the oxidation of the first UQH2 molecule at the Qo site. This heme cannot be reoxidized by electron transfer to the Qi site, because this site is occupied by antimycin.
[image: Figure 6]FIGURE 6 | Simplified scheme of two possible reactions of SQo-2Fe2S formation. (A) The semiforward mechanism of UQH2 oxidation by the 2Fe2S cluster at the time when heme bL is unable to accept electron (because of being already reduced) from resulting SQo, leading to the creation of the SQo-2Fe2S state. (B) The semireverse mechanism assumes that the reduced heme bL donates electrons to UQ at the time when the reduced 2Fe2S is close to the Qo site. This leads to the creation of the SQo-2Fe2S state. According to the mechanism shown in A, the redox-active heme bL is not necessary, while the mechanism shown in B requires heme bL for the generation of the SQo-2Fe2S state.
The first mechanism assumes the sequence of reactions schematically shown in Figure 6A. The UQH2 binds at the Qo site where it undergoes one-electron oxidation by 2Fe2S forming an unstable semiquinone, SQo (transition 1a). This semiquinone immediately donates electron to heme bL and the resulting UQ molecule is then replaced with next UQH2 (transition 2a in Figure 6A). As the Qi site is blocked by antimycin, both hemes bH and bL cannot be reoxidized by electron transfer to the Qi site. Thus, SQo formed upon the oxidation of the second UQH2 molecule by the 2Fe2S cluster is unable to donate electron to heme bL and SQo and the reduced cluster forms spin-coupled state (transition 3a). Because this reaction corresponds to uncompleted oxidation of UQH2 in the forward direction of the operation of the Qo site, it is referred to as a semiforward reaction.
The second scenario assumes the sequence of reactions schematically shown in Figure 6B. The UQH2 molecule at the Qo site undergoes oxidation and two electrons are transferred to the 2Fe2S cluster and heme bL, leading to UQ bound at the Qo site. Since the electron transfer from heme bL to heme bH is not possible, the electron from heme bL is transferred back to the UQ molecule forming SQo. At the same time the reduced 2Fe2S cluster is still at the position close to the Qo site and is able to interact with SQo. As a result the SQo-2Fe2S state is generated. Because this reaction corresponds to uncompleted reduction of UQH2 in the reverse direction of the operation of the Qo site, it is referred to as a semireverse reaction.
The role of heme bL in the formation of SQo-2Fe2S is different for both the mechanisms. The semiforward reaction occurs when heme bL is unable to accept the electron from SQo; thus, the redox-active heme bL is not required for the formation of the SQo-2Fe2S state. Conversely, the semireverse reaction obligatorily requires presence of the redox-active heme bL to enable back electron transfer to the Qo site to form the SQo-2Fe2S.
In view of these considerations, H198N provided an attractive opportunity to test the contribution of the semireverse reaction to the formation of the SQo-2Fe2S state. The high-spin, high-potential heme bL in this mutant, once accepting the electron, will preferably stay reduced, and thus is unable to pass electron further to heme bH at a significant rate. This means that its redox activity required for the catalytic turnover is lost. At the same time, this heme is unable to transfer electron back to the Qo site. It follows that the H198N mutant provides conditions that should favor the formation of the SQo-2Fe2S if the semiforward reaction is a dominant mechanism, but should discourage the formation of SQo-2Fe2S if the semireverse reaction is dominant. Thus, if the SQo-2Fe2S state was detected in the H198N mutant of Cytbc1, then both semiforward and semireverse would be potentially responsible for the formation of this state. This was clearly not the case. The observation that the H198N mutation leads to complete disappearance of the SQo-2Fe2S signal under the tested conditions implies that the semireverse reaction can be considered the dominant mechanism for the formation of this state in WT Cytbc1. This mechanism involves electron transfer from heme bL back to the ubiquinone bound to the Qo site followed by its interaction with the reduced 2Fe2S cluster.
We note that this scenario prevails even if heme bL was able to pass electron to heme bH at a significant rate in H198N, which, given that antimycin was present at the Qi site, would eventually lead to a reduction of both hemes bL and bH. In this case, as long as heme bL was unable to transfer electron back to the Qo site, the SQo-2Fe2S signal would still be absent if occurrence of the semireverse reaction was required to generate it.
We also note that our conclusion requires an assumption that proton paths and proton transfers are not different in the H198N mutant and WT Cytbc1. In addition, one should bear in mind that there is still a possibility that the SQo-2Fe2S state can be generated in the H198N mutant but it was not detected in our experiments. This would mean that either the efficiency of its formation, i.e., contribution of the semiforward mechanism is much lower than the contribution of the semireverse mechanism, or the lifetime of the SQo-2Fe2S state under conditions of altered ligand of heme bL is much shorter than the lifetime of this state in WT. If so, then the decay of the SQo-2Fe2S state must have taken place within the deadtime of the method (i.e., before a sample became frozen, see the Materials and Methods). If this alternative explanation was true, it would immediately suggest a change in a mechanism of SQo-2Fe2S formation when properties of heme bL were altered in the mutant. In other words, the presence of oxidized heme bL in antimycin-inhibited Cytbc1 from R. capsulatus would greatly stabilize the SQo-2Fe2S state, whereas the reduced or disabled heme bL would eliminate or greatly destabilize this state.
SUMMARY AND CONCLUSION
In this work we constructed a mutant H198N that targeted one of the His ligands of heme bL. We found that this mutation leads to the conversion of HALS heme bL into the high-spin and high-potential form, which was indicated from the analysis of optical and EPR spectra of isolated enzymes. While H198N binds properly the substrates at the Qo site, the specific redox properties of heme bL in this mutant made the heme unable to transfer electrons to heme bH on a catalytically relevant timescale. Consequently, the enzymatic activity of Cytbc1 in H198N was lost. We then used this mutant to test the formation of the SQo-2Fe2S state under nonequilibrium conditions (light-activated chromatophores) when heme bL cannot perform normal electron-relay function between the Qo site and heme bH.
Careful analysis of various chromatophore samples established that the SQo-2Fe2S signal can be efficiently generated in illuminated chromatophores containing antimycin-inhibited WT Cytbc1, provided that the samples are optically transparent and cytochrome c2 molecules were not lost during the preparation of the chromatophores. Monitoring of the apparent shift in the midpoint potential of the UQ/UQH2 couple induced by light activation of RC provides convenient means for verifying the effectiveness of setting the nonequilibrium conditions in the analyzed samples, independently of the analysis of the SQo-2Fe2S signal. In H198N chromatophores, for which this method turned out to be unsuitable, imposing the nonequilibrium conditions was found to result in a large, negative shift of the apparent Em of the 2Fe2S cluster (a similar shift in the apparent redox midpoint potential of the 2Fe2S cluster was observed in WT Cytbc1 inhibited by myxothiazol). This provided an alternative method for verifying the effectiveness of light activation of RC and additionally confirmed their efficient coupling with Cytbc1via cytochrome c2 resulting in the oxidation of 2Fe2S.
Comparative redox titrations of light-induced WT and H198N chromatophores revealed that the H198N mutant failed to form detectable amounts of the SQo-2Fe2S state under the same conditions at which WT Cytbc1 generated a large amount of SQo-2Fe2S. This failure implicates that the semireverse mechanism that leads to the SQo-2Fe2S state is the dominant over the semiforward reaction in WT Cytbc1 (Sarewicz et al., 2010). According to the semireverse mechanism, the electron transfer from the low-spin heme bL to the UQ bound at the Qo site (semireverse reaction) results in the formation of the semiquinone that is spin-coupled to the reduced 2Fe2S, forming the SQo-2Fe2S state detectable by EPR.
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Energy-converting NADH:ubiquinone oxidoreductase, respiratory complex I, plays a major role in cellular energy metabolism. It couples NADH oxidation and quinone reduction with the translocation of protons across the membrane, thus contributing to the protonmotive force. Complex I has an overall L-shaped structure with a peripheral arm catalyzing electron transfer and a membrane arm engaged in proton translocation. Although both reactions are arranged spatially separated, they are tightly coupled by a mechanism that is not fully understood. Using redox-difference UV-vis spectroscopy, an unknown redox component was identified in Escherichia coli complex I as reported earlier. A comparison of its spectrum with those obtained for different quinone species indicates features of a quinol anion. The re-oxidation kinetics of the quinol anion intermediate is significantly slower in the D213GH variant that was previously shown to operate with disturbed quinone chemistry. Addition of the quinone-site inhibitor piericidin A led to strongly decreased absorption peaks in the difference spectrum. A hypothesis for a mechanism of proton-coupled electron transfer with the quinol anion as catalytically important intermediate in complex I is discussed.
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INTRODUCTION

The universal cellular energy currency adenosine triphosphate (ATP) is mainly produced by oxidative phosphorylation, a process that couples electron transfer with ATP synthesis. Electrons from reducing equivalents that are produced during catabolism are transferred in an exergonic reaction to oxygen to produce water. The released energy is used in an endergonic reaction to pump protons across the membrane, thus, establishing the protonmotive force (pmf). The pmf in turn drives ATP synthesis by ATP Synthase (Mitchell, 1961). Complex I contributes to the pmf by coupling NADH oxidation and quinone (Q) reduction with the translocation of protons across the membrane. The two reactions find a reflection in the two distinct structural parts, the peripheral arm, catalyzing the electron transfer reaction, and the membrane arm, conducting proton translocation (Hirst, 2013; Sazanov, 2015; Cabrera-Orefice et al., 2018; Parey et al., 2019). Mammalian complex I is a complicated machinery consisting of up to 45 subunits, while bacteria contain a simpler version comprising in general 14 subunits. These 14 subunits are conserved in all species containing an energy-converting NADH:Q oxidoreductase and they represent the core subunits required for catalytic activity of complex I (Gnandt et al., 2016). The structure of complex I from several organisms is known from either X-ray crystallography or single-particle electron cryo-microscopy (cryo-EM), at resolutions not exceeding 3.2 Å (Agip et al., 2019). Recent cryo-EM studies yielded structures of the mitochondrial complex from a yeast and from ovine at 2.7 and 2.3 Å, respectively (Grba and Hirst, 2020; Kampjut and Sazanov, 2020).

Still, coupling of the exergonic electron transfer reaction in the peripheral arm with the endergonic proton translocation in the membrane arm is not fully understood. NADH is oxidized at the tip of the peripheral arm and the electrons are transferred from a flavin mononucleotide (FMN), the primary electron acceptor, via a chain of iron-sulfur (Fe/S)-clusters to the Q reduction site in ~100 Å distance. Q binds in 12 Å distance to the most distal iron-sulfur cluster, called N2, that is located ~15 Å above the membrane surface. The unique Q binding site is a narrow tunnel protruding deep into the enzyme and it is made up of subunits from both arms. The membrane arm extends over 180 Å in the lipid bilayer and provides four putative proton channels. These proton channels are connected to each other and to the Q binding site by a chain of charged amino acid residues located in the center of the membrane arm (Baradaran et al., 2013). Although these findings lay the foundations for a recent and elegant proposal of a proton translocation mechanism by the membrane arm (Kaila, 2018), the process that couples both reactions is still under debate. It was shown experimentally and supported by molecular dynamics (MD) simulations that the redox energy contained in NADH is almost completely transferred to the Q (Sharma et al., 2015; Wikström et al., 2015). This leads to the conclusion that it is the Q chemistry that drives proton translocation by complex I. However, the underlying molecular mechanism remains so far elusive.

More than 20 years ago, when no high resolution structure of complex I was available, the group of Hanns Weiss proposed the presence of a hitherto undetected redox group in the bacterial Escherichia coli and the mitochondrial Neurospora crassa complex I from UV-vis redox-difference spectroscopy (Friedrich et al., 1998, 2000; Schulte et al., 1998). Complex I is rapidly reduced by NADH preventing the spectral identification of individual redox components (Bakker and Albracht, 1986). To kinetically resolve contributions of the individual redox groups to the UV-vis spectrum, the slower re-oxidation of the reduced enzyme was investigated. These experiments led to the detection of an unknown redox group in complex I called “X” that was reducible with NADH and that was suspected to be involved in electron transfer from cluster N2 to ubiquinone. It was speculated that it might represent a post-translationally modified amino acid (Friedrich et al., 1998, 2000; Schulte et al., 1998). These data fell into oblivion in the course of time. Furthermore, recent structural data showed that such a postulated modified amino acid residue is not present in the complex. However, the important quinone chemistry implies the presence of several quinone species in complex I.

Here, we used a novel protocol for the preparation of E. coli complex I to re-investigate the findings obtained more than 20 years ago. The preparation is reduced with NADH and re-oxidized by oxygen from residual atmospheric gas within the assay buffer leading to a kinetic resolution of some of the redox-components. Indeed, just as described, after re-oxidation of the FMN and the Fe/S-clusters, the absorbance of a residual component was detectable. The UV-vis difference spectrum resembles very much the one of the QH− anion. In the presence of the specific Q-site inhibitor piericidin A, the absorbance of this component is significantly diminished. Furthermore, the re-oxidation kinetics of the component is significantly decelerated in the D213GH variant (the superscript denotes the corresponding subunit of E. coli complex I). Notably, it is particularly a disturbed Q chemistry that diminishes electron transfer and proton translocation (Nuber et al., manuscript submitted). Both activities showed a significant lag-phase not detected with the wild type complex. This lag-phase is most likely caused by a hampered Q reduction. Unexpectedly, the absorbance of the putative QH− anion was not bleached by the oxidation of neither the wild type nor the variant complex. Based on our data we discuss that a quinol anion is a catalytically important intermediate in the mechanism coupling electron transfer with proton translocation.



MATERIALS AND METHODS


Cell Growth

BW25113Δndh nuo::ntpII FRT (Burschel et al., 2019) was transformed either with pBADnuo hisnuoF containing the nuo-operon encoding the wild type enzyme decorated with a His-tag or with pBADnuo HisnuoF D213GH encoding the variant. Cells were grown in autoinduction medium while shaking (180 rpm, New Brunswick Innova 44, Eppendorf). At an OD600 of ~4.0 cells were harvested by centrifugation (3,913 · g, 15 min, 4°C; JLA 8.1000, Avanti J-26 XP, Beckman Coulter), shock frozen in liquid nitrogen and stored at −80°C.



Preparation of E. coli Complex I

All steps were performed at 4°C. Frozen cells were suspended in A-buffer [1:5 (w/v), 50 mM MES/NaOH, pH 6.0; 50 mM NaCl] supplemented with PMSF (1:1,000, w/v) and 2–3 mg DNase I. Cells were homogenized and disrupted by passing them three times through an EmulsiFlex-C5 (1,000 bar, 4°C, Avestin). The membrane fraction was obtained by differential centrifugation (low speed at 9500 · g, 20 min, 4°C; A8. 24, RC-5 Superspeed Refrigerated Centrifuge, Sorvall Instruments and high speed at 201240 · g, 70 min, 4°C, 60 Ti, L8-M Ultrafuge, Beckman). Membranes were suspended in [image: image]-buffer (A-buffer at pH 6.8 plus 5 mM MgCl2; 2 mL buffer per g membrane), shock frozen in liquid nitrogen and stored at−80°C. Membrane proteins were solubilized from the membranes by dropwise addition of lauryl maltose neopentyl glycol (LMNG; Anatrace) to a final concentration of 2% (w/v). After 60 min incubation at room temperature, non-solubilized remnants were removed by centrifugation (201,240 · g, 15 min, 4°C, 60 Ti, L8-M Ultrafuge, Beckman). Elution buffer [50 mM MES/NaOH, pH 6.8; 50 mM NaCl; 5 mM MgCl2; 0.5 M imidazole; 10% (w/v) glycerol and 0.005% (w/v) LMNG] was added to a final concentration of 20 mM imidazole. Subsequently, the protein was loaded onto a Probond Ni2+ affinity chromatography column equilibrated in binding-buffer [50 mM MES/NaOH, pH 6.8; 50 mM NaCl; 5 mM MgCl2; 20 mM imidazole; 10% (w/v) glycerol and 0.005% (w/v) LMNG]. After a washing step at 116 mM imidazole, bound proteins were eluted in a single elution step at 308 mM imidazole. Peak fractions were concentrated by ultrafiltration (Amicon Ultra, 100 kDa MWCO; 3,800 · g, 4°C, A-4-44, Eppendorf 5804 R) and loaded onto a Superose 6 size exclusion chromatography column in [image: image] buffer [A buffer plus 5 mM MgCl2; 10% (w/v) glycerol and 0.005% (w/v) LMNG]. Peak fractions of the eluate were concentrated by ultrafiltration, shock frozen in liquid nitrogen and stored at −80°C.



UV-vis Spectroscopy

UV-vis spectra were recorded with a diode-array UV-vis spectrophotometer (TIDAS II, J&M) using quartz suprasil cuvettes with a path length of 1 cm (Hellma Analytics, Müllheim, Germany). The spectra of the quinone species were recorded in water:ethanol (20:80, v/v) using a 60 μM solution of decyl-ubiquinone (Sigma). Decyl-ubiquinone was reduced at anoxic conditions with a 5-fold molar excess of NaBH4 and the solution was titrated to pH 7 with 0.1 M HCl. Decyl-ubiquinol was deprotonated by an addition of 0.2 M NaOH.

For measurements with complex I and the D213GH variant, 1 μM protein in [image: image]-buffer was placed in a stirred cuvette and a spectrum was recorded. The entire sample was set to zero absorbance and a stable baseline was obtained within 30 s. Then, the sample was reduced by an addition of a 10-fold molar excess of NADH (Sigma). Reduction and re-oxidation of complex I was followed by the absorbance at 450 nm and the oxidation of NADH by oxygen dissolved in the buffer at 340 nm. NADH was oxidized faster than the enzyme within about 1 min allowing for the calculation of a redox-difference spectrum of a partly reduced enzyme (Friedrich et al., 2000). To measure the inhibition by piericidin A (Sigma) the protein and the buffer were placed in the stirred cuvette and an ethanolic solution of piericidin A (10 mM) was added. The mixture was incubated at room temperature for 5 min to allow binding of the inhibitor and after that, the reaction was started by an addition of NADH as described above. As control, the equivalent volume of ethanol (10 μL) was added to an aliquot of the preparation and the reaction was started after 5 min incubation.



Analytical Procedures

The NADH/ferricyanide oxidoreductase activity was measured as decrease of the ferricyanide concentration over time at 410 nm (macro cuvette QS, d = 1 cm, Hellma Analytics; TIDAS II, J&M Analytik AG). One milliliter ferricyanide (1 mM final concentration) in A*-buffer was mixed with 200 μM NADH and after the onset of a stable baseline, the reaction was started by adding 5 μL of the fractions of the chromatographic columns. The NADH/ferricyanide oxidoreductase activity was calculated according to the Lambert–Beer law using a molar extinction coefficient for ferricyanide of 1 mM−1. cm−1 (Friedrich et al., 1989). SDS polyacrylamide gel electrophoresis (SDS-PAGE) was performed according to Schägger and von Jagow (1987). NADH:decyl-Q oxidoreductase activity and proton translocation measured as quench of the 9-amino-6-chloro-2-methoxyacridine (ACMA) fluorescence were determined as described (Mühlbauer et al., 2020). The proton gradient across the proteoliposome membrane was dissipated by an addition of 10 μM carbonyl cyanide 3-chlorophenylhydrazone (CCCP).




RESULTS


Spectrum of a Redox Component in E. coli Complex I Beyond Cluster N2

Bacterial complex I from E. coli is made up of 13 different subunits that are encoded in the nuo-operon. In E. coli, the genes nuoC and nuoD are fused to a single gene nuoCD (Braun et al., 1998). We routinely use a host strain that chromosomally lacks the nuo-genes and that is transformed with a pBAD overexpression plasmid containing the entire nuo-operon, facilitating manipulation of the nuo-genes (Mühlbauer et al., 2020). For fast enzyme purification, the sequence of a His-tag is fused N-terminally to NuoF. A stable and homogeneous preparation of the complex produced from the nuo-operon on the plasmid is obtained in the presence of the detergent LMNG by affinity- and size-exclusion-chromatography resulting in sufficient material of excellent quality for spectroscopic analysis (Figure 1). The preparation differs in nearly all aspects from that used for the spectroscopic investigations 20 years ago: First, both the host strain and the expression plasmid used to produce the complex are different and second, chromatography media and the detergent have changed. To address the question whether the UV-vis redox-difference spectrum of the novel preparation of the E. coli complex I still provides an indication for a component that is neither the FMN nor an Fe/S cluster, we repeated the experiments following the re-oxidation of a preparation that was reduced with NADH.


[image: Figure 1]
FIGURE 1. Characterization of the preparations used in this study. (A) SDS-PAGE of the preparations of wild type (WT) and the D213GH variant. The bands are attributed to individual subunits according to their apparent molecular mass. The left lane shows the bands of the marker with the individual masses in kDa. (B) UV-vis spectra of the preparations of the wild type (black) and the D213GH variant (red). The inset shows the spectral region with the absorbance of the cofactors with a magnified scale.


Figure 2 shows the reduction of complex I by NADH and its subsequent re-oxidation by oxygen from the air dissolved in the buffer. The oxidation of NADH is followed at 340 nm and the redox state of the complex by its absorbance at 450 nm. Although, the absorption of the redox groups of complex I is partly masked by the spectral contributions from NADH at the beginning of the reaction, this changes after ~1 min, when the added NADH is fully oxidized: while the spectrum lacks potential contributions from NADH at 340 nm being indicative for full NADH oxidation, residual features between 290 and 600 nm suggest that the complex is still partly reduced (Figure 2B). The additional absorbance with two broad negative peaks at 334 and 418 nm that extends up to 550 nm derives from the two tetranuclear Fe/S clusters on NuoI (Rasmussen et al., 2001). Admittedly, the strong positive absorbance of the remaining NAD+ dominates the spectrum at wavelength shorter than 290 nm. However, the spectral range from 290 to 600 nm remained unaffected by NAD+ accumulation rendering the redox-difference spectrum in that range suitable for a reliable evaluation (Figure 2). The spectrum is characterized by a positive peak around 305 nm and a broad negative absorbance around 440 nm. Thus, the UV-vis difference spectrum obtained with the new preparation looks very similar to that detected in N. crassa and E. coli complex I more than 20 years ago. Noteworthy, the absorbance at 450 nm does not return to its original zero value, opposed to what was reported in the early experiments. This might be due to the capability of the novel preparation to catalyze the energy conversion step (Mühlbauer et al., 2020). The pmf that is lacking in this experiment would therefore be needed to drive the reverse reaction. The capability of the old preparations to catalyze proton-coupled electron transfer was never measured. We will further elaborate on this below.


[image: Figure 2]
FIGURE 2. Reduction of E. coli complex I by NADH followed by partial re-oxidation by oxygen from the air. (A) The black trace shows the absorbance of NADH at 340 nm and the blue trace that of the complex I at 450 nm. (B) Shows the (reduced-minus-oxidized) difference spectrum observed after 2 min after the addition of NADH. Residual contributions from the two tetranuclear Fe/S clusters on NuoI at 334 and 418 nm are indicated by asterisks.




Spectra of Various decyl-Ubiquinone Species

The spectral signature of a component that stayed partly reduced after re-oxidation of NADH-reduced complex I indicates the presence of another component in complex I beyond the FMN and the Fe/S-clusters. In the original publications, it was proposed that this component may reflect the presence of a redox-active post-translationally modified amino acid such as a quinoid group found in quinoproteins (Friedrich et al., 1998, 2000; Schulte et al., 1998; Williamson et al., 2014). Recently, the structure of ovine complex I was determined at 2.3 Å resolution (Kampjut and Sazanov, 2020). At this resolution, the structure actually shows that complex I does not contain a posttranslationally modified amino acid residue with a quinoid structure. However, the simplest explanation for the UV-vis spectrum is that it represents a Q species tightly bound to complex I. This seems feasible as our preparation contains about 0.5 mol Q/mol enzyme. Furthermore, the spectrum of the unknown component is reminicent of the spectrum of the ubiquinol anion that has been recorded in water/ethanol (20:80, v:v; Rich and Bendall, 1980). To compare the spectra of the quinone species with the spectrum of the unknown redox component detected in complex I, we recorded the UV-vis spectra of decyl-Q in (20:80, v:v) water/ethanol with the same diode array photometer (Figure 3).


[image: Figure 3]
FIGURE 3. UV-vis spectra of decyl-Q. (A) Absorbance spectra of 60 μM decyl-Q in water:ethanol (20:80, v:v; black), after addition of NaBH4 and adjustment of pH to 7.0 resulting in the formation of decyl-QH2 (red) and after addition of 0.2 M NaOH (pH ~ 13) resulting in the formation of decyl-QH− anion (blue). (B) Shows the (reduced-minus-oxidized) difference spectrum of (quinol-minus-quinone) in black and (quinol anion-minus-quinone) in red.


As reported in the literature, the oxidized Q featured an absorbance maximum at 280 nm and a broad positive absorbance around 420 nm (Figure 3). This very sample was reduced by an addition of NaBH4 and titrated to pH 7.0 by 0.1 M HCl leading to the typical QH2 spectrum with a maximum at 290 nm and a very minor broad positive absorbance from 360 to 480 nm (Figure 3). Deprotonating this species by adding 0.2 M NaOH resulted in a pH of about 13 and, consecutively, to the formation of the QH− anion. The UV-vis spectrum of the QH− anion is dominated by a maximum at 275 nm and a broad positive absorbance in the vis-region (Figure 3).

The UV-vis spectrum of the component detected in complex I represents its (reduced-minus-oxidized) difference spectrum (Figure 2). Therefore, we calculated the (quinol-minus-quinone) and the (quinol anion-minus-quinone) difference spectra (Figure 3). It turned out that the difference spectrum detected in complex I is rather similar to the calculated difference spectrum of the QH− anion minus the quinone. It shows a positive peak at 307 nm and a broad negative absorbance between 330 and 600 nm (Figure 3). Thus, it is reasonable to assume that the catalytic intermediate detected in the reaction cycle of complex I is a QH− anion (Figure 4).


[image: Figure 4]
FIGURE 4. Comparison of the redox-difference spectra of the component detectable after NADH re-oxidation in wild type in black and D213GH variant in red and that of the quinol anion in green.




Re-oxidation of the NADH-Reduced D213GH Variant

Recently, we characterized a complex I variant that showed a prominent lag-phase in activity attributed to a disturbed Q reduction (Nuber et al., manuscript submitted). In humans, the mutation D199G within the mitochondrially encoded subunit ND1 was detected in a patient, who suffered from exercise intolerance and nephropathy in his 40 s. This position is homologous to position D213 on subunit NuoH in E. coli complex I (Supplementary Figure 1). The corresponding mutation was introduced into E. coli, resulting in the D213GH variant. The variant was stably assembled and enzymatically active although with a diminished reaction rate. Most importantly, the D213GH variant showed a prominent lag-phase in electron transfer and proton translocation and its maximal turnover was reached only after ~1 min (Figure 5). By contrast, the wild type enzyme is active in both respects right after substrate addition. It might be possible that the disturbed Q chemistry of the variant is related to the reaction of the putative QH− anion and, hence, that its re-oxidation is also delayed to the same extent as the electron transfer and proton translocation activity.


[image: Figure 5]
FIGURE 5. Catalytic activities of wild type complex I (black) and the D213GH variant (red). (A) Shows the NADH:decyl-Q oxidoreductase activity and (B) the quench of the ACMA fluorescence after reconstitution of the preparations into proteoliposomes. The proton gradient established by the catalytic activity of complex I is dissipated by an addition of carbonyl cyanide 3-chlorophenylhydrazone (CCCP). The insets show the initial activities with a magnified scale.


The variant was prepared from the mutant strain in full analogy to the procedure applied to the parental strain. Not surprisingly, the SDS-PAGE and UV-vis spectrum of the preparation were virtually identical to that of the wild type complex (Figure 1). This sample was subjected to the same procedure of reduction and re-oxidation as the wild type complex (Figure 6). The UV-vis difference spectrum obtained with the variant also featured the positive peak around 305 nm and the broad negative absorbance around 440 nm. Thus, the difference spectra obtained with the wild type complex and the D213GH variant are very similar to each other (Figures 4, 6). As observed for the wild type, the variant was quickly reduced by NADH and rapidly re-oxidized within 60 sec (Figure 6). Just as before, the absorbance at 450 nm did not return to its original value suggesting an incomplete re-oxidation of the NADH-reduced variant. While both preparations, wild type and variant, are reduced to nearly the same extend, a small difference in the minimum of the two traces recorded at 450 nm after NADH addition was observed, presumably caused by slight differences in enzyme concentration (Figure 7). Remarkably, however, the variant is re-oxidized much slower than the original enzyme (Figure 7). Thus, not only the forward, but also the reverse reaction is hampered in the variant.


[image: Figure 6]
FIGURE 6. Reduction of the D213GH variant by NADH followed by partial re-oxidation by oxygen from the air. (A) The red trace shows the absorbance of NADH at 340 nm and the blue trace that of the complex I at 450 nm. (B) Shows the (reduced-minus-oxidized) difference spectrum observed after 2 min after the addition of NADH.



[image: Figure 7]
FIGURE 7. Reduction of the wild type complex (black) and the D213GH variant (red) by NADH. The trace of the absorbance at 450 nm is shown. The variant re-oxidizes significantly slower than the wild type enzyme.




Effect of Piericidin A on the Redox-Difference Spectrum

In case the UV-vis difference spectrum indeed reflected the formation of a quinol anion within the Q binding-cavity, the spectrum should be influenced by an addition of a specific Q-site inhibitor such as piericidin A (Bridges et al., 2020). We performed the assay as described above with complex I in a buffer containing 10 μM piericidin A and used an aliquot of the same preparation incubated with the equivalent volume of ethanol as control (Figure 8). Due to the lack of lipids and a Q regenerating system in the assay, the E. coli complex I exhibits a rather low activity of 2.5 U/mg protein. This activity is inhibited to 60% (1.57 U/mg protein) by an addition of 10 μM piericidin A under these assay conditions. The piericidin A treated complex was quickly reduced to the same extent as the ethanol-treated control but it re-oxidized substantially faster. The UV-vis difference spectrum of the inhibited complex is similar to the one obtained from the ethanol-treated control, but its peaks are significantly smaller, although both measurements were performed using the same protein concentrations. Relative to the absorbance at 600 nm, the positive peak at 305 nm was about one fifth of that of the control (Figure 8). The broad negative absorbance from 350 to 550 nm is diminished only by about 20%. This is due to the strong residual absorbance of the two Fe/S clusters on NuoI that mainly contribute to this spectral region (Rasmussen et al., 2001). The absorbance at 305 nm is not completely bleached by 10 μM piericidin A due to the incomplete inhibition.


[image: Figure 8]
FIGURE 8. Reduction of E. coli complex I, treated either with ethanol (A) or with piericidin A (B), by NADH followed by partial re-oxidation by oxygen from the air. (A) The black trace shows the absorbance of NADH at 340 nm and the light blue trace that of the ethanol-treated complex I at 450 nm. (B) The pink trace shows the absorbance of NADH at 340 nm and the dark blue trace that of the piericidin A-treated complex I at 450 nm. The curves look a bit disturbed due to some dust in the cuvette. (C) Shows the (reduced-minus-oxidized) difference spectrum of the ethanol-treated (black) and the piericidin A-treated (pink) complex observed after 2 min after the addition of NADH.


In contrast to the other measurements, the absorbance at 450 nm of the piericidin A treated enzyme returned to its original value, indicating that the NADH-reduced complex is fully re-oxidized. A possible explanation for this finding is provided in the section Discussion.




DISCUSSION

Here, we have re-investigated the UV-vis spectroscopic experiments from the Hanns Weiss lab that were conducted more than 20 years ago (Friedrich et al., 1998, 2000; Schulte et al., 1998). We were able to reproduce the data with a completely novel preparation of the E. coli complex I and obtained a UV-vis redox-difference spectrum of a complex I component highly similar to the one that was called “X” in the first reports (Figures 2, 5, 6). The spectrum is characterized by a positive absorption band around 305 nm and a very broad negative absorbance around 425 nm (Figures 4, 8). In the past, the spectrum was interpreted to derive from a modified amino acid that mediates electron transfer between the distal Fe/S-cluster N2 and the substrate Q. However, recent insights into the molecular structure of complex I from various organisms by X-ray crystallography and cryo-EM render this assumption obsolete (Agip et al., 2019). A simple answer to the question of the molecular identity of the group “X” is that it represents a quinol anion that is playing a role in the catalytic cycle of complex I. The postulate of a QH− anion is supported by the similar UV-vis redox-difference spectra of the group “X” and of the QH− anion (Figures 3, 4; Rich and Bendall, 1980). In addition, two semiquinone radicals were reported to be involved in the reaction cycle of complex I (Ohnishi et al., 2018). However, the signal of the dominant species called QNf depends on the presence of the pmf. Here, the enzyme was investigated in detergent, not in proteoliposomes, spheroplasts or SMPs, hence in the absence of a pmf. Consequently, radical signals were not observed (De Vries et al., 2015). The quinone species detected here can, thus, not reflect a radical state of the quinone.

In addition, it was published that signals of the Q methoxy groups are expected to be detectable in the FT-IR difference spectrum when reducing the oxidized Q to QH2 (Hellwig et al., 1999). Initially, we speculated that the unknown group acts as a converter of two one-electron-transfers to one two-electron transfer reaction, implying its transition from the oxidized to its fully reduced form. Due to the lack of IR modes specific for the methoxy groups in previously published FT-IR redox difference spectra (Friedrich et al., 2000), we concluded at that time that the unknown redox group is not Q bound to complex I. Here, we now propose that the UV-vis difference spectrum reflects the generation of a quinol anion (Figure 9). Importantly, this non-redox process will not cause the raise of the signals of the methoxy groups (Hellwig et al., 1999), so that the published FT-IR difference spectrum of the unknown group (Friedrich et al., 2000) is in line with the proposal that the spectrum stems from a quinol anion. The interpretation of the UV-vis difference spectrum as QH− anion is further supported by the significant decrease of its spectral amplitude in the presence of the Q-site specific inhibitor piericidin A (Figure 8). As piericidin A competes with Q for the same binding site (Bridges et al., 2020; Gutiérrez-Fernández et al., 2020), a smaller signal is expected.


[image: Figure 9]
FIGURE 9. Proposed mechanism of coupling electron transfer with proton translocation in complex I. Proton transfer reactions are shown in blue, the pmf-dependent dislocation of the quinol anion in the Q cavity in red and the positions that are blocked by piericidin A in green. Q is fully reduced close to Fe/S cluster N2 and protonated by Tyr273CD and His224CD (QH2 formation). This position (green) is partly blocked by piericidin A. The recently discovered proton pathway in Yarrowia lipolytica complex I (Grba and Hirst, 2020) is indicated by the blue solid lines (Reprotonation). The 2 protons indicated in the pathway are either used to re-protonate the reactive amino acids or the quinone directly. Formation of QH2 leads to its minor movement to the cluster of charged amino acids (Sharma et al., 2015) caused by breaking the hydrogen bond between H224CD and D325CD (QH− formation/dislocation). At the cluster of charged amino acids (upper position) QH2 is deprotonated to the QH− anion and the proton enters the membrane to initiate proton translocation (PT) according to the proposed mechanism (Kaila, 2018). To finish proton translocation the surplus proton is taken up by the QH− anion that is displaced to the lower position. This position (green) is also blocked by piericidin A. The displacement of the QH− anion is the energy releasing step. In the reverse reaction, the QH− anion needs the pmf to be placed at the upper position. In the absence of the pmf, as in our experiments, the QH− anion stays at the lower position and is therefore detectable by UV-vis spectroscopy.


The difference between the re-oxidation kinetics reported in the previous work from the Weiss group and those presented here is the incomplete re-oxidation of the NADH-reduced complex over time. In the old experiments, after reduction of the enzyme by either NADH or dithionite, the complex was fully oxidized by atmospheric oxygen. In the experiments shown here, the residual absorbance of the putative QH− anion is detectable for more than 10 min and does not disappear (Figures 2, 6). We hypothesize that the perseverance of the absorbance is connected to the capability of the new preparation to catalyze the energy converting step of the overall reaction (Mühlbauer et al., 2020), a property that has not been investigated with the preparations 20 years ago. Indeed, we propose that the QH− anion is a catalytic intermediate of the reaction cycle coupling electron transfer and proton translocation in the complex. We suggest that coupling is mediated by the QH− anion, which has to change its position in the quinone binding cavity to become protonated in the reverse reaction and then re-oxidized as will be explained below. Since this change in position would be the energy converting step, its reversal depends on the presence of the pmf. Thus, the QH− anion is not re-oxidized in our experiments due to lack of a driving force (Figure 9).

According to MD simulations the first and second electron transfer reactions from Fe/S-cluster N2 to Q are isoenergetic leading to a redox potential of bound ubiquinone of about −260 mV (Sharma et al., 2015; Gamiz-Hernandez et al., 2017; Warnau et al., 2018). This is close to the experimentally determined value of about −295 mV (Hielscher et al., 2013) and < -300 mV (Verkhovskaya and Wikström, 2014). Consequently, it is generally accepted that proton translocation is driven by the quinone chemistry. Structural data and MD simulations imply that the quinone binding cavity comprises at least two positions for quinone binding (Verkhovsky et al., 2012; Baradaran et al., 2013; Wikström et al., 2015; Haapanen et al., 2019; Parey et al., 2019; Grba and Hirst, 2020; Kampjut and Sazanov, 2020). The substrate Q binds in 12 Å distance to cluster N2. Its quinoid head group is hydrogen-bonded by the conserved residues Y273CD and H224CD (Tocilescu et al., 2010). In this position, Q is reduced by sequential electron transfer from cluster N2 and protonated by these two residues. We propose that the Q is fully reduced and protonated to QH2 at this site (Figure 9). MD simulations suggest that formation of the anionic form of the two amino acid residues binding Q induces conformational changes enabling a path to the E-channel (Gutiérrez-Fernández et al., 2020). A recently discovered water-channel may be used to re-protonate the involved tyrosine and histidine residues (Grba and Hirst, 2020).

Protonation of Q by H224CD leads to the breaking of a hydrogen bond between H224CD and the neighboring D325CD (Sharma et al., 2015; Warnau et al., 2018; Kampjut and Sazanov, 2020). This induces a conformational move enabling the dissociation of QH2 that then most likely moves toward a nearby cluster of charged amino acids. It was proposed that QH2 movement may initiate proton pumping (Sharma et al., 2015) by a change of dipolar interactions within the membrane arm (Kaila, 2018). The cluster of charged amino acid residues connects the quinone binding site with the E-channel, the putative proton translocation pathway closest to the peripheral arm. MD simulations and cryo-EM show that this region is hydrated (Haapanen and Sharma, 2017; Grba and Hirst, 2020). Electrostatic calculations indicate that the movement of QH2 may change the protonation state of nearby titratable residues (Sharma et al., 2015; Gamiz-Hernandez et al., 2017; Haapanen and Sharma, 2017; Warnau et al., 2018; Haapanen et al., 2019), possibly enabling the deprotonation of QH2 to the QH− anion that we propose to be a relevant intermediate. The cluster of charged amino acids might thus function as a proton relay system that deprotonates QH2. Position D213H is part of the cluster of charged amino acid residues, providing a possible explanation of the disturbed Q reduction in the D213GH variant (Nuber et al., manuscript submitted). The proton released from QH2 in its “upper position” is subsequently transferred to the E-channel leading to a “proton push” that initiates a cascade of changing dipolar interactions, which is transmitted all along the membrane arm (Kaila, 2018). The “wave” of changing dipolar interactions is reflected at the end of the membrane arm and travels back toward the peripheral arm, leading to proton uptake from the N-side and to proton release to the P-side (Kaila, 2018). This process ends with a surplus proton that might be localized on an acidic amino acid residue of the E-channel. According to our proposal, the QH− anion formed at the cluster of charged amino acids moves to its second Q binding site, the “lower position,” in the quinone binding cavity close to the E-channel leading to a “proton pull.” Here, the surplus proton from one of the acidic amino acids it taken up by the QH− anion and the resulting QH2 finally leaves the quinone binding cavity.

Remarkably, the absorbance at 450 nm of complex I returns to its original value about 3 min after NADH addition only in the presence of piericidin A (Figure 8). We interpret this finding as the capability of piericidin A to also block the second QH− anion binding site (its “lower position”), preventing its displacement within the Q cavity. A second binding site for piericidin A was modeled in mouse complex I (Bridges et al., 2020). This binding site roughly corresponds to the position of the second Q binding site in Thermus thermophilus (Warnau et al., 2018) and Yarrowia lipolytica (Haapanen et al., 2019; Parey et al., 2019). According to our proposal, the QH− anion is re-protonated at this “lower position.” We propose that in the presence of piericidin A, a residual amount of QH− is formed in the “upper position,” however, the anion cannot move to the “lower position” that is blocked by the inhibitor. Correspondingly, the QH− anion can be fully re-oxidized in the reverse reaction at the “upper position” (Figure 9). In the reverse reaction, it will gain a proton from the cluster of charged amino acids and can be de-protonated and re-oxidized in the position close to cluster N2 without the need of the pmf enabling its shift to the “upper position” (Figure 9).

According to our hypothesis, the movement of the QH− anion is the energy converting step in complex I. This is a variation of the two-stroke model proposed by Brandt (2011) in which the semiquinone anion (Q•−) is transferred by conformational changes from a destabilizing to a stabilizing state inducing the translocation of two protons. In the next step the QH− anion is formed in an environment leading to a pKa of the QH− anion of about 11.5. The transfer to a different environment by a conformational change results in a pKa of about 8. The second transition is connected to the translocation of another two protons (Brandt, 2011). This “two-stroke” mechanism requires the presence of only two proton pathways in the membrane arm. Accordingly, our model is a “one stroke” model in which the energy obtained from the displacement of the QH− anion drives translocation of four protons through four proton pathways (one proton per pathway) according to the mechanism provided by Kaila (2018). The latter mechanism, however, needs to be initiated by a yet unknown “proton push” and depends on a “proton pull” at the end of one catalytic cycle. Here, we propose two different states of the QH− anion at two different binding positions and assume that its movement provides the energy for proton translocation. The “proton push” initiated by the formation of the QH− anion places the electrostatic interactions of the charged amino acids in the membrane arm in a position, which allows for a loaded spring type mechanism, so that the “proton pull” resulting in the protonation of the QH− anion ultimately leads to proton translocation. In order to achieve this, the QH− anion has to change its position in the quinone binding cavity from the position close to cluster N2 (“upper position”) to a position close to the E-channel (“lower position”). In terms of the temporal arrangement of these steps within the reaction cycle of complex I, the initial reduction of the complex by NADH leads to the formation of QH2 at the upper position. Now, the quinol is deprotonated at the cluster of charged amino acids including position D213 and the QH− anion moves to the lower position. If electrons are now withdrawn from the complex at the NADH binding site, for instance through the action of molecular oxygen, the FMN and the Fe/S clusters are re-oxidized. However, this has no impact on the QH− anion as it cannot move to the upper position due to the lack of the pmf. That explains why the UV-vis absorbance of the QH− anion remains after NADH, FMN and the Fe/S clusters have been oxidized. As a consequence of our model, energy coupling in complex I does not involve a previously proposed electron transfer step (Brandt, 2011; Wikström et al., 2015), but instead is solely mediated by a sequence of de-protonation and protonation reactions and the movement of the quinol anion.
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Much of the metabolic molecular machinery responsible for energy transduction processes in living organisms revolves around a series of electron and proton transfer processes. The highly redox active enzymes can, however, also pose a risk of unwanted side reactions leading to reactive oxygen species, which are harmful to cells and are a factor in aging and age-related diseases. Using extensive quantum and classical computational modeling, we here show evidence of a particular superoxide production mechanism through stray reactions between molecular oxygen and a semiquinone reaction intermediate bound in the mitochondrial complex III of the electron transport chain, also known as the cytochrome [image: image] complex. Free energy calculations indicate a favorable electron transfer from semiquinone occurring at low rates under normal circumstances. Furthermore, simulations of the product state reveal that superoxide formed at the Qo-site exclusively leaves the [image: image] complex at the positive side of the membrane and escapes into the intermembrane space of mitochondria, providing a critical clue in further studies of the harmful effects of mitochondrial superoxide production.
Keywords: electron transfer, computational biophysics, molecular dynamics, superoxide, free energy perturbation, quantum chemical modeling, enzymes, proteins
1 INTRODUCTION
The cytochrome [image: image] complex is a transmembrane protein complex in the inner mitochondrial membrane of eukaryotes or the plasma membrane of photosynthetically active bacteria. Through its sophisticated reaction cycle, the Q-cycle (Mitchell, 1975; Lhee et al., 2010; Crofts et al., 2017; Barragan et al., 2021) depicted in Figure 1, it serves as a crucial energy transducer in the ATP synthesis pathway. It is, however, also suspected to be a source of harmful superoxide production through stray reactions with molecular oxygen, O2 (Cape et al., 2007; Dröse and Brandt, 2008; Rottenberg et al., 2009; Brand, 2010; Guillaud et al., 2014).
[image: Figure 1]FIGURE 1 | The [image: image] complex and its reaction cycle. During the Q-cycle, two substrate quinol molecules (QH2) are oxidized to quinone (Q) at the Qo-site, while one Q is reduced to QH2 at the Qi-site of the [image: image] complex. In this process, two protons are absorbed from the negative side of the membrane, and four are released to the positive side, hence maintaining the transmembrane electrochemical gradient. An oxygen molecule may occasionally bind in a pocket near the Qo-site (Husen and Solov’yov, 2016), which could lead to superoxide production.
As part of the Q-cycle, an ubiquinol (QH2) molecule from the membrane is oxidized to ubiquinone (Q) in a bifurcated reaction at one of the two substrate binding sites, the Qo-site, of the [image: image] complex. It was previously shown (Husen and Solov’yov, 2016, Husen and Solov’yov, 2017) that O2 molecules can occasionally enter the protein complex through the membrane and become trapped close to the iron-sulfur cluster (Fe2S2) at the Qo binding site of the [image: image] complex during a short-lived state of the Q-cycle, in which a bound QH2 has been partly oxidized to a semiquinone anion ([image: image]) at the Qo-site (Crofts et al., 2003; Barragan et al., 2016). As this reaction intermediate is a radical, it is conceivable that it could react with a nearby oxygen molecule to produce a potentially harmful superoxide anion, [image: image].
Earlier computational studies (Salo et al., 2017) have indicated two candidate mechanisms of superoxide production in the [image: image] complex initiated from a state with a radical semiquinone anion bound at the Qo-site of the complex and an oxygen molecule trapped at the previously identified binding pocket near Fe2S2Husen and Solov’yov (2016). In the present investigation, these are studied separately as model I, in which an electron is transferred from semiquinone to the O2 molecule,
[image: image]
and model II, in which the electron is instead transferred from the iron-sulfur cluster (Fe2S2) in the iron-sulfur protein (ISP) subunit of the [image: image] complex:
[image: image]
The two models are illustrated in Figure 2. The mechanism described in model II would appear to be prohibited due to the high midpoint redox potential of Fe2S2 and can essentially be ruled out from the experimental evidence (Sun and Trumpower, 2003; Bleier and Dröse, 2013). It has, however, been included in the present investigation for completeness, as the reaction is consistently observed in both earlier quantum chemical calculations (Salo et al., 2017) and new extended calculations presented here. The inclusion of this implausible reaction will serve as a test for the model and to shed light on the importance of the local environment, when modeling electron transfer processes.
[image: Figure 2]FIGURE 2 | Two charge transfer mechanisms possibly leading to superoxide production. In model I, an electron is transferred from the radical semiquinone anion to the O2 molecule, oxidizing the semiquinone to a neutral quinone. In model II, an electron is instead transferred from Fe2S2− to O2 to yield a superoxide radical.
Studying complex biomolecular processes computationally generally require a range of computational modeling tools covering different time and length scales (Korol et al., 2020). The present work employs several computational modeling techniques at both the quantum and classical level to characterize the possible reactions leading to superoxide formation at the Qo-site of the [image: image] complex. Essentially, this study aims to complete an endeavor to computationally model superoxide production at the Qo-site of the [image: image] complex from O2 binding to [image: image] unbinding, specifically with anionic semiquinone at the Qo-site (Husen and Solov’yov, 2016, Husen and Solov’yov, 2017; Salo et al., 2017) to gauge the importance of this mechanism as a contributor to metabolic superoxide production. Firstly, previously reported (Salo et al., 2017) quantum chemical (QC) calculations are repeated with significantly extended sampling over an ensemble of molecular dynamics (MD) simulation snapshots from a previous study (Husen and Solov’yov, 2016) with O2 bound near Fe2S2, leading to a much more clear classification of electron transfer reactions at the Qo-site into the two main reactions, models I and II described above, with superoxide as a product. The same calculations are also repeated with a modified cluster model to gauge the sensitivity to the local protein environment of the QC calculations. Secondly, extended MD simulation of the product state of the modeled reactions are carried out to study the binding time and unbinding of superoxide. Lastly, the free energy landscapes of the two reactions are studied using two separate MD-based approaches in order to gauge the feasibility of the reactions and estimate possible rates.
The protonation state of semiquinone at the Qo-site is debated (Pietras et al., 2016), and the choice of an anionic semiquinone in our model is based on the assumption that it would be the most reactive with oxygen, and some experimental indications exist of this form of semiquinone (Mulkidjanian, 2005; Cape et al., 2007). The anionic form is also interesting for superoxide production, as a proposed protective complex (Pietras et al., 2016; Bujnowicz et al., 2019) with a hydrogen bond between [image: image] and the ISP could not be formed in this state, so if both are possible during the Q-cycle, the anionic form would likely be the most relevant for superoxide production. Similarly, the semiquinone at the Qo-site could alternatively be a result of a semireverse mechanism, where QH2 has rapidly donated its second electron to heme bL in the cytochrome b subunit, in accordance with the Q-cycle, but the electron is then later transferred back to the oxidized quinone (Dröse and Brandt, 2008; Sarewicz et al., 2010). The semireverse reaction is in principle also consistent with our model, but it places fewer constraints on the state and position of the Fe2S2-cluster, as it can happen with more delay. Separate computational investigations using the same methodology would be warranted to study mechanisms involving the semireverse reaction or a neutral semiquinone at the Qo-site as possible contributors to superoxide production.
The combined investigations include all levels of modeling of an important biomolecular process: Diffusion of O2, the quantum chemistry of electron transfer and the free energy budget of the complex protein-ligand enviroment of the hypothetical reaction. Experimental methods can only address the problem much more indirectly, so the details we can get out of modeling are essential to make sure we understand the mechanism and for this, the completeness of the model is essential to allow comparison with experiment.
2 COMPUTATIONAL METHODS
The computational protocols for the quantum chemical modeling and all-atom MD simulations employed in the present work are described in the following sections.
2.1 Quantum Chemical Calculations
The quantum chemical calculations followed the protocol of an earlier study (Salo et al., 2017), but with a significantly increased number of included snapshots to allow improved statistics following the aim of the present investigation. A total of 200 snapshots from an earlier MD simulation (Husen and Solov’yov, 2016) of the membrane embedded [image: image] complex from Rhodobacter capsulatus (PDB ID: 1ZRT (Berry et al., 2004)) in presence of molecular oxygen were extracted at random among the parts of the simulated trajectory with O2 present in the binding pocket near Fe2S2 (see Supplementary Figure S5 in the supplementary material (SM). A region, illustrated in Figure 3, including the bound semiquinone and oxygen molecule, the iron-sulfur cluster and a number of nearby amino acids was extracted from each snapshots and used for quantum chemical calculations. Water molecules were also observed in the vicinity of the O2 binding position in the earlier simulations (Husen and Solov’yov, 2016), so for each extracted snapshot, the four water molecules closest to the midpoint between TYR302 of the cytochrome b subunit and HIS135 of the ISP subunit were also included in the studied quantum region. The unsaturated bonds in the amino acids were capped with hydrogen. A separate set of calculations was also carried out with the quantum region extended to included the residues V293, P294 and E295 of the cythocrome b subunit. These results of the extended calculations are presented in the SM.
[image: Figure 3]FIGURE 3 | The quantum region used for QC calculations. The region consists of the head group of the semiquinone anion, the iron-sulfur cluster, 16 amino acid residues from the protein, the bound O2 molecule and four water molecules. The two iron atoms are modeled as having four and five unpaired electrons, respectively, with anti-parallel spin orientation between the two atoms as an initial guess for the QC calculations. Inset: the naming of the iron and sulfur atoms of Fe2S2 used in the model.
Quantum chemical geometry optimization calculations were carried out in Gaussian 09 (Frisch et al., 2013) using the CAM-B3LYP density functional theory method (Yanai et al., 2004) with the 6-31G basis set (Rassolov et al., 2001) on the extracted quantum region from each sampled MD snapshot. Backbone carbons of the amino acids as well as the carbon atom connecting the ring and the tail of [image: image] were held fixed during the optimization in order to impose the overall conformation sampled from MD, while still allowing the system to relax according to the quantum model. The quantum region was divided into fragments to allow setting the charge and multiplicity for the different molecules and amino acids separately in the initial wavefunction guess. Furthermore, the iron-sulfur cluster was split into separate fragments for each of the four atoms to allow modeling the anti-ferromagnetic coupling between the two iron atoms (Szilagyi and Winslow, 2006). The multiplicities for the two iron atoms were set to five and six, respectively, with anti-parallel spins between the two. The multiplicity of five for one of the irons was due to the fact that this iron atom has accepted the first electron from the bound QH2.
The relatively simple 6-31G basis set with no polarization or diffuse functions was chosen despite the inclusion of iron atoms in the model due to the size of the quantum region with a total of 263 atoms, which would have made the calculations unrealistic with a more advanced basis set. The 6-31G basis set has, however, been shown to be able to model the anti-ferromagnetic coupling in the Fe2S2-cluster (Szilagyi and Winslow, 2006) and the pKa of its coordinating histidine residues of the ISP (Barragan et al., 2015) correctly, indicating that a reasonable quantum model of the Fe2S2-cluster and its surroundings can be achieved using the basis set.
2.2 Molecular Dynamics Simulations
The MD simulation protocol from earlier studies (Barragan et al., 2015; Husen and Solov’yov, 2016) was adopted, such that equilibrated structures and simulated trajectories from those studies were employed for the further modeling and analysis in the present investigation. Briefly, the X-ray crystal structure of the [image: image] complex from Rhodobacter capsulatus (PDB ID: 1ZRT (Berry et al., 2004)) was embedded in a membrane patch consisting of a mixture of phosphatidylcholine (PC 18:2/18:2), phosphatidylethanolamine (PE 18:2/18:2) and cardiolipin (CL 18:2/18:2/18:2) with a total of 102 CL, 406 PC and 342 PE lipids. The histidines of the protein were all considered δ-protonated, except for H135 and H156 of the ISP, which are coordinating the Fe2S2-cluster through the Nδ-atom. These are instead modeled as ϵ-protonated. Two disulfide bonds were introduced based on inspection of the crystal structure: between C144 and C167 of the cytochrome c1 subunit and between C138 and C155 of the ISP. The protonation state of H156 upon quinol binding is debated (Crofts et al., 1999; Postila et al., 2013), but as we are modeling the semiquinone state, the histidine would be protonated in either case. Similarly, E295 of cytochrome b was considered as protonated as it is expected to have received the second proton from oxidation of QH2. Finally, ASP252 of cytochrome b was considered protonated as it appears to form a hydrogen bond with PHE248 in the crystal structure. Both protonation states of ASP252 could be relevant in a proposed switching mechanism (Postila et al., 2016) involved in proton transport at the Qi-site.
The system was solvated in a water box of [image: image] size, and a concentration of 0.05 mol/L NaCl was added, resulting in a total of 497,562 atoms. In the adopted equilibrated structures (Barragan et al., 2015; Husen and Solov’yov, 2016), the membrane embedded [image: image] complex exhibits a stable conformation, where the transmembrane helical scaffold is filled by the Qi-site quinones and lipids from the membrane. No water molecules are observed in the transmembrane region. While interactions between cardiolipin and the Qi-site of the [image: image] complex are reported in the literature (Catucci et al., 2012; Postila et al., 2016), no cardiolipin was found near the Qi-site in the equilibrated structure. This is most likely due to the fact that lipids where randomly placed in the original simulations (Barragan et al., 2015; Husen and Solov’yov, 2016), and the timescale of lipid diffusion in the membrane is too great to observe proper mixing in realistic MD simulations. However, as the present study focuses on the Qo-site activity, we are mostly concerned with the overall structural stability in the transmembrane region.
In the present study, the [image: image] complex was modeled using MD simulations in three different redox states: The reactant state with semiquinone at the Qo-site and O2 bound and the product state in model I and II, respectively, with a newly formed superoxide bound. The position of the bound O2 or [image: image] molecule is depicted in Supplementary Figure S5 in the SM. All earlier and new simulations have quinone at the Qi-site. The simulated trajectories for the reactant state were taken from an earlier study (Husen and Solov’yov, 2016), while the simulations of the product state in the two models were carried out in the present investigation. The overall simulation protocol including both previous and new simulations is shown in Supplementary Table S1.
The reactant state simulations (Husen and Solov’yov, 2016) included a concentration of molecular oxygen added initially to the water phase in the simulation box to study the dynamics O2 and identify its potential binding sites in the [image: image] complex. The simulated trajectories were analyzed to identify events of O2 binding at a particular site near [image: image] and Fe2S2 at the Qo-site (see Supplementary Figure S5), and the parts of the trajectories with a bound O2 molecule were extracted and used for the energy sampling in the present investigation and for setting up quantum chemical calculations and product state simulations. A binding event was identified as starting when an oxygen molecule comes within a distance of 9 Å from the Fe2S2-cluster and ending when it is last observed within 13 Å of Fe2S2 before reaching a threshold distance of 20 Å. This definition allows O2 to temporarily fluctuate more than 13 Å away, as long as it returns again rather than leaving entirely.
The product state simulations were set up by choosing a simulation snapshot with a trapped O2 molecule in the binding pocket near Fe2S2 and modifying the atomic partial charges and force field parameters to model a product state according to model I and II, respectively, based on earlier parametrizations (Kaszuba et al., 2013; Husen and Solov’yov, 2016) of the involved molecular constituents in different redox states. In model I, the Qo-site was modeled with a neutral quinone and a negatively charged iron-sulfur cluster, while in model II, a semiquinone anion and a neutral Fe2S2 was assumed, as specified in Supplementary Table S1. In both cases, the bound O2 was changed to [image: image]. For each model, 100 replicate MD simulations with [image: image] initially bound were then carried out for long enough to observe it unbind, following an approach previously used to model O2 binding in proteins (Husen et al., 2019).
MD simulations were performed using NAMD (Phillips et al., 2005) with the CHARMM 36 (MacKerell et al., 1998, MacKerell et al., 2004; Best et al., 2012) force field, and VMD (Humphrey et al., 1996) was used extensively for system construction, data analysis and visualization. The force field parameters and partial charges for the heme groups, iron-sulfur clusters and bound quinones and semiquinones were taken from an earlier study (Kaszuba et al., 2013; Postila et al., 2013), except for the partial charges of Fe2S2− and [image: image] which were obtained separately (Husen and Solov’yov, 2016).
2.3 Free Energy Perturbation Simulations
The free energy perturbation (FEP) simulations (Dixit and Chipot, 2001; Woo and Roux, 2005) follow the same protocol as the MD simulations described above, except that constant pressure, rather than constant volume, is employed in the simulations, and electrostatic interactions were modulated using the alchemical transformation method in NAMD. FEP transformations, where electrostatic interactions were gradually turned on or off through a coupling parameter, λ, were performed to measure the free energy change due to going from reactant to product state, when modeling the reactions in Eqs. 1, 2 for model I and II, respectively. The van der Waals and bonded interactions were assumed to be essentially unchanged after electron transfer, so the same force-field parameters were used for the product and reactant states, and the van der Waals and bonded interactions were kept fully coupled during the transformations, which simplifies the method considerably. The FEP transformations were carried out in two parts – first turning off electrostatic interactions in the reactant configuration with O2 bound at the binding pocket near Fe2S2, FEP1, and then turning the interactions back on in the product configuration with [image: image] bound in place of O2 FEP2:
[image: image]
[image: image]
where the “(0)” superscript indicates that all electrostatic interactions are turned off, equivalent to setting all partial charges of atoms to zero.
For model I, the part of the system undergoing the FEP transformation included [image: image] at the Qo-site and the nearby bound O2 molecule, while for model II, the FEP region included O2, the iron-sulfur cluster and its coordinating cysteine and histidine residues as well as SER158 of the ISP (implicitly included with Fe2S2 in Eq. 2), as the partial charges on these residues differ between the modeled charge states of the Fe2S2 cluster. Each FEP transformation was carried out in both forward and backward mode, i.e. stepping the coupling parameter, λ, from 0 to 1 and then back again to 0 in 16 steps for each transformation. The simulations were carried out with three settings of the simulation time per λ-window, 10 ps, 1 and 2 ns, to test the sensitivity of the results to the simulation length. The resulting set of 24 FEP calculations is illustrated in Supplementary Figure S1: two model reactions, each modeled through two partial transformations (FEP1 and FEP2) and all transformations carried out in both forward and backward mode and for three choices of simulation length. Backward transformations were carried out starting from the atomic coordinates resulting from the corresponding forward transformations, and the FEP2 forward transformations were continued from the end of the FEP1 forward transformations as also illustrated in the figure. The O2 molecule was restrained to move within a sphere of radius 8 Å and 10 Å for model I and II, respectively, to prevent it from leaving the binding site. For model I, the center of the confined region was defined as the midpoint between the carbonyl carbon atoms of TYR302 of cytochrome b and HIS135 of the ISP, and for model II, the midpoint between the Fe2 iron atom of Fe2S2 (see Figure 3) and the nearest of the two unprotonated oxygens of [image: image] was used.
The ParseFEP plugin (Liu et al., 2012) of VMD was used to analyze the results of the FEP simulations and produce free energy curves using the Bennet acceptance ratio (BAR) estimator (Bennett, 1976) based on the combined results from forward and backward simulations.
3 RESULTS AND DISCUSSION
The starting point of the present investigation was an earlier computational study (Husen and Solov’yov, 2016) of the dynamics and binding of molecular oxygen inside the [image: image] complex (PDB ID: 1ZRT (Berry et al., 2004)). From these earlier simulations, parts of simulated trajectories with O2 bound in a pocket near the Qo-site were extracted and used for the simulations and analysis presented here. First, we discuss the results from quantum chemical modeling of a region around the Qo-site with O2 bound, where we generate statistics of local spin densities and identify possible chemical reactions leading to superoxide production. Next, we utilize MD-based approaches to estimate the free energy due to such electron transfer processes. Finally, we estimate the possible superoxide production rate based on the free energy results.
3.1 Quantum Chemical Modeling of the Qo-Site
A total of 200 snapshots from MD simulations with O2 trapped close to the Qo-site of the [image: image] complex were randomly selected, and a 263 atom “quantum region” consisting of the local environment at the Qo-site (see Figure 3) was extracted and analyzed in QC calculations using Gaussian 09 (Frisch et al., 2013; Yanai et al., 2004; Rassolov et al., 2001) following a protocol described previously (Salo et al., 2017). The large number of snapshots was employed to extract ensemble statistics from the earlier MD simulations Husen and Solov’yov (2016) in a local minimum characterized by having O2 bound in the pocket near Fe2S2 depicted in Supplementary Figure S5 in the SM, while [image: image] is bound at the Qo-site. The need for increased sampling is emphasized by the large variability in outcome from quantum chemical modeling observed earlier (Salo et al., 2017). The QC calculations presented here essentially consist of a geometry optimization using the CAM-B3LYP DFT method using the 6-31G basis set (Rassolov et al., 2001; Yanai et al., 2004) carried out for each extracted snapshot with backbone carbon atoms kept at fixed positions and thereby carrying the conformational variation sampled from MD simulations. The relatively limited 6-31G basis set has earlier been shown to model important properties of iron-sulfur clusters correctly (Szilagyi and Winslow, 2006; Barragan et al., 2015) and was chosen to support the inclusion of a rather large region at the Qo-site in the quantum model. The limitations of the basis set, lacking diffuse and polarization functions, should however be considered as a source of uncertainty in the results as also discussed below.
In its ground state, O2 is a triplet diradical, and the two unpaired electrons were modeled in both spin up and spin down configurations, where the unpaired electrons of the iron atom Fe2 of the Fe2S2-cluster (see Figure 3) are considered as spin up. The calculations successfully converged for 127 and 114 snapshots, when modeled with O2 spin up and O2 spin down, respectively. After geometry optimization, a spontaneous electron transfer to the bound O2 molecule was observed in some, but not all cases: as can be seen in Figure 4A, the spin density of O2 is either 2 (no charge transfer) or 1 (charge transfer occurred) for the spin up case and −2 and −1, respectively, for the spin down case. The sign of the spin densities in Figure 4A indicate the spin orientation of the fragment, so it can e.g. be observed that the anti-parallel spin between the iron atoms of Fe2S2 is maintained after the QC geometry optimization.
[image: Figure 4]FIGURE 4 | Local spin densities resulting from QC calculations on MD snapshots. (A) The local spin densities obtained from QC calculations on MD snapshots with O2 bound near the Qo-site. The snapshots where electron transfer to O2 has occurred, as determined by a change in O2 spin density, are indicated with orange color, while snapshots with no electron transfer are shown in blue. (B) The difference [image: image] between the local spin density in each snapshot where electron transfer is observed and the average of all snapshots with no electron transfer. The top half of the figure shows the results of QC calculations with O2 in the spin up state, while the botton shows results for the spin down state.
To identify the source of the electron transferred to the O2 molecule, Figure 4B shows the difference in local spin density between each of the studied snapshots, where electron transfer to O2 was observed, and the average of all snapshots with no electron transfer, i.e. the quantity:
[image: image]
Here, [image: image] is the local spin density calculated for a snapshot i, where electron transfer was observed, and [image: image] is the average of the local spin density among all snapshots, where no electron transfer was observed. In the case of O2 spin up, the electron is consistently transferred from the Fe2S2-cluster (primarily atoms Fe2, S1 and S2, see Figure 3), while in the spin down case, the electron comes either fully from the semiquinone anion or again from the Fe2S2-cluster, but this time primarily from the two sulfur atoms. These results confirm earlier findings that an electron can be transferred to O2 either from [image: image] (model I) or from Fe2S2 (model II) and its coordinating amino acids (Salo et al., 2017). The extended statistics provided here clearly separates the possible reactions into two principal scenarios, corresponding to the two models studied through MD modeling in the following. A comparison of the initial geometries leading to different electronic configurations after QC calculations, shown in Supplementary Figure S2 in the SM, revealed that the position of the bound O2 molecule is important for electron transfer to happen, but no clear deciding geometric features of [image: image] or the protein are immediately apparent.
The distributions of total energies of the modeled Qo-site of the [image: image] complex separated into cases with and without observed charge transfer events are shown in Figure 5. The mean energies and standard deviations of the separate distributions are listed in Table 1 and were used to draw the Gaussian fit functions presented in Figure 5. A small number of outlier cases, determined based on an energy threshold, fall well outside the main identified distributions. Various alternative electron transfers, mostly not involving the O2 molecule, were observed in the outlier cases. In the snapshots leading to electron transfer from Fe2S2− to O2 (model II), the energy is noticeably lower than for snapshots with no electron transfer, while there is virtually no energy difference in case of electron transfer from [image: image] (model I). The calculations indicated that both reactions are clearly allowed, when considering the quantum energetics of the Qo-site alone. In the following, classical MD methods are used to model effects of the local environment in the two model reactions, including binding of [image: image], [image: image] complex reorganization and the free energy of the combined reaction complex. This is in poor agreement with the experimental evidence, which essentially rules out Fe2S2 as an electron donor (Sun and Trumpower, 2003; Bleier and Dröse, 2013). The relatively small quantum region has, however, been isolated in our model, while the effects of the surroundings, i.e. the solvent or, in this case, the protein environment, is likely to play a significant role in electron transfer processes (Moser and Dutton, 1992; Moser et al., 1992; Miyashita et al., 2003).
[image: Figure 5]FIGURE 5 | Distribution of total energy of the quantum region after QC geometry optimization. The calculations were performed separately with O2 assumed to be in the (A) spin up and (B) spin down state, respectively. The snapshots have been classified into cases with no electron transfer and electron transfer from either the semiquinone (model I) or the Fe2S2-cluster (model II) to O2. The energies are shown relative to the mean energy of the snapshots with no charge transfer.
TABLE 1 | Energy statistics from the QC geometry optimizations. The table shows the numbers N of snapshots along with mean energies [image: image] and standard deviations σ, where no electron transfer or electron transfer according to model I, Eq. 1, or model II, Eq. 2, was observed following QC geometry optimization of randomly selected MD simulation snapshots. The energies are computed relative to the mean energy of snapshots with no electron transfer observed.
[image: Table 1]The size of the studied quantum region and the choice of basis set needed to be balanced due the high computational complexity of QC modeling methods. The modeled region was chosen with proximity to the O2 molecule bound near the Qo-site as the main criterion and matches the model studied in an earlier investigation (Salo et al., 2017). To assess the significance of the choice of cluster model on the results from QC modeling, all calculations were repeated using the same MD snapshots, but with the cluster model extended to include E295 from cytochrome b, which is likely to be an important interaction partner with QH2/ [image: image], along with its immediate neighbors, V293 and P294 (Lee et al., 2011; Crofts et al., 2017). The results are shown in Supplementary Figures S3, S4 as well as Supplementary Table S2 of the SM. In this case, only three snapshots out of 109 led to the charge transfer described by model I, while the model II reaction remains prevalent in the extended model. The high sensitivity to the choice of included amino acid residues indicates that a limited cluster model is insufficient to reliably and quantitatively model electron transfer processes in a highly complex protein environment. Furthermore, the use of the limited basis set, 6-31G, also introduce uncertainties, but these are likely overshadowed by the uncertainties due to the choice of quantum region. In the present investigation, the results from quantum chemical modeling are ultimately used in an exploratory fashion to identify possible reactions leading to superoxide production: while the initial motivation was the hypothesis that a highly reactive semiquinone anion could react with an oxygen molecule, the frequent observation of electron transfer from Fe2S2− led us to include both models in the further free energy calculations.
Aside from the redox states of the potential reaction partners at the Qo-site, the protonation of the bound semiquinone was also tracked in the extended quantum calculations to test for possible proton transfer back to [image: image]. The second proton transfer after binding of QH2 at the Qo-site is generally believed to go to E295 (Crofts et al., 2017), either directly or through Y147 as an intermediate (Barragan et al., 2016), so in the extended model, which includes E295, it is conceivable that the proton would be transferred back, if the anionic semiquinone at the Qo-site is unstable. None of the studied snapshots led to proton transfer from E295 or Y147, but in around 4% of cases, proton transfer from Y302 to [image: image] was observed. In the majority of cases, [image: image] thus remained fully deprotonated, so the existence of a local minimum with anionic semiquinone bound at the Qo-site remains plausible.
3.2 Unbinding of Superoxide
To study the binding and dynamics of superoxide after an electron transfer event at the Qo-site, a set of 100 MD simulations starting with [image: image] bound in place of O2 in the pocket depicted on Supplementary Figure S5 in the SM were carried out for each of the two models following an approach previously used to model O2 binding and unbinding in proteins (Husen et al., 2019). All simulations were continued until [image: image] unbinding was observed. [image: image] is indeed able to bind in the same pocket as O2 near the Qo-site, where it stays for a while before unbinding as illustrated in Figure 6 and Supplementary Figure S5C for model I. While the neutral O2 enters the binding pocket from the membrane (Husen and Solov’yov, 2016), [image: image] was found to consistently escape directly into the water phase on the positive side of the membrane, i.e. the intermembrane space in case of mitochondria, in all 100 simulations for each model. Two example trajectories of [image: image] unbinding are shown in Figure 6A with red and blue lines, and the red surface is an isosurface of the [image: image] density averaged over all 100 unbinding simulations, i.e. indicating the general localization of the anion during the simulations.
[image: Figure 6]FIGURE 6 | The dynamics and binding of a newly formed superoxide (model I). [image: image] stays bound for a while in the binding pocket near the Qo-site, but eventually escapes into the bulk water. (A) superoxide escapes into the intermembrane space. The red regions indicate the averaged localization of O2 during all 100 simulated unbinding events. Two example trajectories are shown with red and blue colors. (B) a histogram of the number [image: image] of simulations that still has [image: image] bound after a specified simulation time along with a fit of an exponential model, Eq. 6, with a characteristic binding time of [image: image].
The observed occupancy of [image: image] in the binding position near the Qo-site of the [image: image] complex, defined as the fraction of simulations that still has [image: image] bound, is shown in Figure 6B as a function of simulation time for model I. A fit of an exponential model,
[image: image]
reveals a characteristic binding time of [image: image] ns for model I and [image: image] ns for model II (see Supplementary Figure S6 in the SM). The fact that [image: image] remains briefly bound points to the existence of a local minimum in the product state of the electron transfer reaction, which puts the free energy analysis in the following on a stronger footing. For both models, the superoxide anion consistently leaves into the positive side of the membrane (the intermembrane space, in case of mitochondria), when it unbinds. This is unlike the initial binding of the neutral (and non-polar) O2 molecule, which arrives through the membrane (Husen and Solov’yov, 2016). The finding clearly indicates that mitochondrial superoxide production originating from the [image: image]-complex will primarily emit superoxide into the intermembrane space.
3.3 Reorganization Energy From Classical MD Simulations
In order to construct free energy diagrams of possible electron transfer processes that could lead to superoxide production at the Qo-site of the [image: image] complex, a number of MD simulations with O2 bound in the binding pocket near Fe2S2 were carried out to sample the potential energy surfaces in the reactant and product states; in particular, the potential energy difference, [image: image] , for transferring the system from the reactant to the product charge state for a given set of nuclear coordinates is sampled. The sampled energy histograms are then used to calculate the free energy curves with [image: image] serving as the reaction coordinate. The simulations and analysis were carried out for both of the two models of superoxide formation, differing in the source of the electron transferred to O2. For both models, simulations from an earlier study (Husen and Solov’yov, 2016) were used in the analysis as the reactant state with O2 bound near the Qo-site in the presence of [image: image], i.e. after the initial electron transfer from QH2 in the Q-cycle. Simulations of the product states were then set up with O2 converted to [image: image] and either [image: image] oxidized to Q (model I) or Fe2S2− oxidized to Fe2S2 (model II) at the Qo-site.
Figure 7 shows histograms of the energy difference [image: image] sampled from MD simulations. Specifically, [image: image] is obtained by calculating the potential energy in a given simulation snapshot, which defines a set of atomic coordinates, [image: image] , by separately assigning atomic partial charges and model parameters describing the system in the reactant and product states:
[image: image]
[image: Figure 7]FIGURE 7 | Distributions of the potential energy shift from reactant to product charge state. The potential energy difference [image: image] for going from the reactant to product charge state for a given set of atomic coordinates was sampled through MD simulations separately in the product and reactant states for the two studied reactions, Eqs 1, 2, where the electron received by O2 originates from (A) semiquinone (model I) or from (B) the Fe2S2-cluster (model II), respectively.
The smooth curves in Figure 7 indicate normal distributions based on the statistical mean values, [image: image], and standard deviations, σ, from the sampled [image: image] distributions:
[image: image]
Except for a small skewness for the product state in model II, the sampled [image: image] appears to be normal distributed, indicating that the sampling is carried out within a single local minimum of the free energy landscape.
The potential energy difference is a function of atomic coordinates alone and is therefore suitable as a reaction coordinate describing the mechanical reorganization accompanying the modeled electron transfer process (Miyashita and Go, 2000; Miyashita et al., 2003). By sampling [image: image] fluctuations in local minima around both product and reactant states, a set of free energy curves can be constructed by taking the logarithm of the densities of states (Warshel, 1982; Miyashita et al., 2003) shown in Figure 7:
[image: image]
Assuming a normal distribution of [image: image], Eq. 8, the free energy curve acquires a parabolic trend:
[image: image]
The resulting free energy curves for the studied electron transfer processes are depicted in Figure 8. The figure shows the free energy calculated from the sampled histograms in Figure 7 by using Eq. 9 with thick lines, while extrapolated parabolas obtained through Eq. 10 are shown with thin lines. The free energy of the product state was shifted to make the two curves intersect at [image: image] (Miyashita et al., 2003). [image: image] shown in the figure is the difference between the minima of the two free energy curves, and the reorganization energy, [image: image] , is the energy required to reorganize the atoms of the local environment from their equilibrium position in the product state, i.e. after electron transfer, to correspond to the equilibrium positions in the reactant state. The reorganization energy [image: image] and the similarly defined [image: image] for moving atoms in the reactant state to the equilibrium positions in the product state were observed to differ (see Table 2), indicating that the medium fluctuations do not globally follow Gaussian statistics (LeBard and Matyushov, 2010; Martin and Matyushov, 2012; Martin et al., 2013; Matyushov, 2013). The product state value, [image: image] , was used, as the two parabolas intersect at the product state equilibrium when [image: image] , leading to maximal overlap integral between the reactant and the product harmonic oscillator states (Moser et al., 1992; Moser and Dutton, 1992).
[image: Figure 8]FIGURE 8 | Free energy diagrams for the two model reactions. The free energy was calculated as a function of the potential energy shift [image: image] sampled in the MD simulations (see Figure 7) in the reactant and product states. (A) results for model I, (B) results for model II. The thick curves indicate the free energies sampled directly from the simulations, while the thinner curves are the extrapolated parabolas, obtained using Eq. 10. The free energy difference [image: image] between the reactant and product state minima and the reorganization energy [image: image] calculated in the product state are indicated in the figure, both values in kcal/mol.
TABLE 2 | Free energy parameters and estimated rates obtained from simulations. [image: image] is the free energy difference between the reactant and product state equilibria estimated from the two-state reorganization energy calculations, and [image: image] and [image: image] are the corresponding reorganization energies estimated in the product and reactant state, respectively (see Figure 8). [image: image] is the free energy change estimated through FEP simulations. [image: image] is the electron transfer rate estimate obtained using [image: image], [image: image] and Eq. 13.
[image: Table 2]The free energy diagrams in Figure 8 and the parameters [image: image] and [image: image] could be used to estimate the rate of electron transfers leading to superoxide production using the Marcus theory (Marcus and Sutin, 1985; Page et al., 1999). However, as the sampled [image: image] distributions are rather far from directly overlapping, quite extensive extrapolation is involved, which leads to a high degree of uncertainty in the estimated values of [image: image] and [image: image]. To alleviate this uncertainty, a different approach of free energy estimation was employed.
3.4 Free Energy Perturbation Calculations
Instead of connecting the product and reactant states in a single step, an alchemical free energy perturbation (Dixit and Chipot, 2001; Miyashita et al., 2003) (FEP) approach was employed as a second attempt of identifying the free energy change due to an electron transfer to O2. In this approach, the electrostatic interactions involving O2/[image: image] and [image: image] /Q for model I and Fe2S2−/Fe2S2 (including the coordinating amino acids and SER158 of the ISP) for model II were gradually modulated by a parameter λ during MD simulations, where [image: image] steps between 0 and 1 in a series of simulation windows. First, the electrostatic interactions were turned off in the reactant state. Then, they were turned back on in the product state charge configuration. Only electrostatic interactions were modulated, as no atoms or bonds are introduced or removed in either of the studied reactions, and the van der Waals interactions were assumed to be the same for the two redox states. The total free energy difference between reactant and product state was then calculated by adding up the contributions from each λ-step:
[image: image]
Here, [image: image] is the change in free energy when stepping the λ parameter from [image: image] to [image: image] , and [image: image] is the total change in free energy between the reactant and the product states. The sampled variable, [image: image] , is the difference in potential energy due to changing λ from [image: image] to [image: image] for a given set of atomic coordinates, sampled in a simulation with a force field corresponding to [image: image]. The FEP transformation is carried out both in forward and backward mode, and the results are combined to produce a single estimate of the free energy change as a function of λ by using the BAR estimator (Bennett, 1976) in the ParseFEP plugin (Liu et al., 2012) of VMD (Humphrey et al., 1996). The results of the individual forward and backward transformations and the BAR estimates are summarized in Supplementary Tables S3, S4 in the SM. The combined results of the free energy calculations are shown in Supplementary Figure S7. The free energy due to the discharging (FEP1) and charging (FEP2) transitions have been connected in the figure, such that the total end-to-end free energy difference in the diagram reflects the total free energy change, [image: image] , of the electron transfer reaction. The results are shown for three settings of the simulation length per λ-window. The results are further broken down in Supplementary Figures S10–S21 of the SM, where distributions of the sampled [image: image] for each λ step are shown along with the separate free energy curves for the forward and backward simulations. When 1 ns or 2 ns simulation time per λ step is used, the sampled [image: image] appear as normal distributed, and the forward and backward results are generally in good correspondence with discrepancies up to 5 kcal/mol (see Supplementary Tables S3, S4). The effects of the artificial restraints keeping the O2 molecule from leaving its binding pocket are assumed to be minor, as the O2 remains naturally in the bound position during most of the simulations as further discussed in the SM.
The electron transfer from [image: image] (model I) leads to a significant decrease in free energy of around 20 kcal/mol, indicating a favorable reaction, while the reaction in model II has a quite high free energy cost of 160 kcal/mol. The reaction free energies are summarized in Table 2. The free energy change for the reaction in model I is roughly similar to the result from the reorganization energy sampling (Figure 8), while the discrepancy is somewhat bigger for model II. In the latter case, however, both models agree that the free energy cost is so large that the reaction is virtually impossible. The gradual change of potential in the free energy perturbation approach makes sure that the [image: image] histograms for a forward and backward step are always overlapping, leading to a much higher confidence in the resulting free energy difference. However, barriers in the free energy landscape and the reorganization energy cannot be obtained using the free energy perturbation method, since an alchemical and unphysical route is used to sample the energy profile.
3.5 Rate of Superoxide Production
The obtained free energy shifts and reorganization energies can be used to estimate the possible rates of the modeled electron transfer processes. Marcus theory (Marcus and Sutin, 1985; Miyashita et al., 2003) predicts the following form of the electron transfer rate constant:
[image: image]
where [image: image] is the electronic coupling constant between the reactant and product states, [image: image] is the reorganization energy, and [image: image] is the total change in Gibbs free energy between the minima of the two states. [image: image] and [image: image] can be taken from the reorganization and FEP calculations, respectively. Meanwhile, Dutton and Moser (Moser and Dutton, 1992; Moser et al., 1992) found the following empirical relationship for electron transfers in biomolecules:
[image: image]
where R is the edge-to-edge distance between donor and acceptor in Å, energies are assumed in eV, and the electron transfer rate is in inverse seconds. In the reactant state simulations, the distance between donor and acceptor in model I (the head group of [image: image] and the O2 molecule) fluctuates between 2 and 10 Å. Taking [image: image] and [image: image] and applying Eq. 13 individually to 892 snapshots at 10 ps intervals from an O2 binding event in a simulated trajectory in the reactant state leads to average electron transfer rates of [image: image] for model I as listed in Table 2. The results for model II indicates that the electron transfer from Fe2S2− to O2 is virtually impossible.
The estimated electron transfer rates correspond to the state, where semiquinone and O2 are simultaneously present at the Qo-site of the [image: image] complex. The total superoxide production rate, while the [image: image] complex is in the semiquinone state, taking into account binding and unbinding of oxygen molecules can be estimated as:
[image: image]
where [image: image] and [image: image] are the rates of binding and unbinding of O2 at the binding pocket near the Qo-site. A previous investigation (Husen and Solov’yov, 2016) estimated the binding and unbinding rates under physiological oxygen concentrations as [image: image] and [image: image] , which leads to a superoxide production rate in the semiquinone state for model I of:
[image: image]
This is a very rough order of magnitude estimate, as e.g. using instead the reorganization energy estimate from the reactant state, [image: image] , yields a two orders of magnitude lower electron transfer rate, but the results clearly indicate that the reaction described in model I is plausible, while the electron transfer from Fe2S2 in model II is prohibited due the local protein environment. An experimental study on rat mitochondria (Quinlan et al., 2011) estimated values of [image: image] ([image: image] in the referenced study (Quinlan et al., 2011)) ranging from 1 to 40 [image: image] by fits of different kinetic models to experimental superoxide production data, which taking into account the uncertainties, is qualitatively consistent with our computational findings. It should be noted that the rate estimations shown here assume that the [image: image] complex is in a state of the Q-cycle that has semiquinone bound at the Qo-site. This will most likely only be the case a small fraction of the time (one estimate (Crofts et al., 2006) puts this fraction at [image: image]), so in reality the superoxide production rate per [image: image] complex will be much lower. This is not so surprising, as under normal conditions the mitochondrial ROS production should be low.
4 CONCLUSION
Quantum chemical modeling confirmed earlier findings (Salo et al., 2017) of two main electron transfer processes leading to superoxide formation at the Qo-site of the [image: image] complex, which were studied as models I and II, where an electron is donated by either the semiquinone anion, [image: image], at the Qo-site or the iron-sulfur cluster, respectively. The more extended statistics in the present study clearly separates the studied snapshots into cases corresponding to the two electron transfer models as well as cases, where no electron transfer takes place. The shift in energy between the cases with the electron at the donor and acceptor, respectively, indicates a notable decrease in energy for model II, while the electron transfer from [image: image] in model I leads to a slight increase. The data from QC calculations alone thus suggests that both reactions are possible, and the model II reaction is rather favorable, which is in contrast to the expected high redox potential of the Fe2S2-cluster. However, including the effects of reorganization of the local protein environment changes this picture dramatically: the free energy contributions due to the local environment were estimated by two separate methods based on classical all-atom MD simulations, leading to values of the free energy difference between reactant and product states of the studied reactions as well as the corresponding reorganization energies. The free energy contribution obtained through modeling of the entire complex showed that the effects of the local environment is critical. Essentially, the electron transfer from Fe2S2 (model II) is virtually impossible, as expected, while the electron transfer from [image: image] could happen at low rates. The calculated electron transfer rates are at best rough order of magnitude estimates, but are in reasonable correspondance with available experimental values (Quinlan et al., 2011) and provide evidence pointing to semiquinone at the Qo-site of the [image: image] complex as a source of mitochondrial ROS production. The computational model could further be used to model other potential superoxide production mechanisms and to study the effects of e.g. mutations on ROS production rates to further connect the computational results with experimental evidence. Additionally, it is found that superoxide produced at the Qo-site will exclusively escape to the intermembrane space of mitochondria.
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Membrane-bound proteins that change protonation during function use specific protein groups to bind and transfer protons. Knowledge of the identity of the proton-binding groups is of paramount importance to decipher the reaction mechanism of the protein, and protonation states of prominent are studied extensively using experimental and computational approaches. Analyses of model transporters and receptors from different organisms, and with widely different biological functions, indicate common structure-sequence motifs at internal proton-binding sites. Proton-binding dynamic hydrogen-bond networks that are exposed to the bulk might provide alternative proton-binding sites and proton-binding pathways. In this perspective article I discuss protonation coupling and proton binding at internal and external carboxylate sites of proteins that use proton transfer for function. An inter-helical carboxylate-hydroxyl hydrogen-bond motif is present at functionally important sites of membrane proteins from archaea to the brain. External carboxylate-containing H-bond clusters are observed at putative proton-binding sites of protonation-coupled model proteins, raising the question of similar functionality in spike protein S.
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INTRODUCTION
Proton transfer reactions are fundamental to cells from all branches of life. Among proteins that use proton binding and proton transfer for biological function, one of the best studied is bacteriorhodopsin, a small light-driven proton pump of the halophile archaeon Halobacterium salinarium. The first three-dimensional structure of bacteriorhodopsin, solved in 1975 by Henderson and Unwin using cryo-Electron Microscopy (cryo-EM), identified the seven transmembrane helices of the protein at a resolution of 7Å (Henderson and Unwin, 1975). In recent years, structures of bacteriorhodopsin solved with time-resolved serial femtosecond crystallography provided an atomic-resolution movie of structural changes during the proton-transfer reaction cycle (Nango et al., 2016; Weinert et al., 2019). Knowledge derived from simple model systems such as bacteriorhodopsin and other microbial rhodopsins can inform and guide studies of significantly more complex proteins and protein complexes that use protonation change and proton transfer during their reaction cycles (Ernst et al., 2014; Govorunova et al., 2017; Bondar and Lemieux, 2019). An example are the ASIC-like ion channels thought to participate in a cellular pH-sensing mechanism of specialized neurons (Jalalvand et al., 2016; Jalalvand et al., 2018). During ischemia and traumatic brain injury, a drop in extracellular pH and release of glutamate associate with hyperactive N-methyl-D-aspartate (NMDA) receptors and neuronal cell death (Regan et al., 2019).
pH sensing by proteins is thought to involve the chemical reaction of protonation change of a relatively small number of the titratable groups, typically carboxylate and histidine sidechains (Damaghi et al., 2013; Schönichen et al., 2013). Histidine sidechains, with their nominal pKa of 6.54 ± 0.4, can titrate at physiological values of cytosolic pH (Schönichen et al., 2013). The pKa value of an amino acid residue may, however, depend strongly on the environment (Thurlkill et al., 2006a). For example, whereas the nominal pKa values for aspartic and glutamic acids in solution are, respectively, 3.67 ± 0.4 and 4.25 ± 0.5 (Thurlkill et al., 2006b), pKa values as low as 1.56 ± 0.14 and as high as seven were determined with Nuclear Magnetic Resonance (NMR) for aspartic groups of the soluble protein PsbO (Gerland et al., 2020). In this perspective article, common proton-binding and H-bonding motifs are discussed with examples from simple model systems to more complex proteins.
An Inter-helical Carboxylate-Hydroxyl H-Bond Motif Common to Membrane Transporters and Receptors
Membrane insertion of Asp/Glu groups is energetically costly, with apparent free energy penalties of ∼4–5 kcal/mol (Xie et al., 2007), and indeed there is only a relatively small probability that Asp and Glu locate in the hydrophobic core of α-helical membrane proteins (Ulmschneider and Sansom, 2001). Presence of carboxylates in transmembrane regions of membrane transporters and receptors is thus of direct interest to evaluate structure-function relationships, particularly for proteins in which these carboxylate groups could be involved in proton binding and proton transfer. Examples discussed here suggest that internal carboxylates used by membrane proteins for proton binding might be part of common inter-helical H-bond motifs; this could guide studies of other, more complex proteins for which proton-binding groups are yet to be identified.
A prominent example of a membrane transporter that uses internal carboxylates to bind protons is bacteriorhodopsin, which for decades has served as model system to study proton pumps (Lanyi, 1999; Herzfeld and Tongue, 2000; Balashov and Ebrey, 2001; Kandori, 2004; Kouyama et al., 2004; Gerwert et al., 2014). The primary proton acceptor group of bacteriorhodopsin is D85 (Metz et al., 1992), a carboxylate within one helical turn of T89, whose sidechain can serve as intermediate carrier for the proton transferred from the Schiff base proton donor to D85 (Bondar et al., 2004; Nango et al., 2016; Ni et al., 2018) (Figure 1A). Adjacent to T89, T90 has an inter-helical H-bond with D115, a carboxylate that stays protonated throughout the entire reaction cycle (Metz et al., 1992), and an intra-helical H-bond to the backbone carbonyl of W86 (del Val et al., 2014a). In the structure of the resting state of bacteriorhodopsin (Luecke et al., 1999), the cytoplasmic proton donor D96 (Gerwert et al., 1989) is within inter-helical H-bond distance from the T46 hydroxyl, which is within H-bond distance from the backbone carbonyl of F42 (Figure 1A); later during the reaction cycle, rearrangements of hydrophobic sidechains associate with formation of a water chain from D96 to the retinal Schiff base (Weinert et al., 2019). That is, at two internal sites where protons bind, bacteriorhodopsin can have inter-helical carboxylate-hydroxyl H-bonding and intra-helical H-bonding of the Thr hydroxyl group to a backbone carbonyl group (del Val et al., 2014a). The fact that only D96 changes protonation, whereas D115 remains protonated, suggests local protein environment other than with the direct H-bond partner impacts protonation change (del Val et al., 2014a). At the extracellular proton-release side, H-bonding between S193 and E204 depends on the protonation state (Gerwert et al., 2014).
[image: Figure 1]FIGURE 1 | Illustration of inter-helical carboxylate-hydroxyl H-bond motifs. For clarity, only selected backbone groups are shown. Numbers in blue represent H-bond distances in Å. (A) The bacteriorhodopsin proton pump, PDB ID:5ZIM (Hasegawa et al., 2018). (B) The viral ion channel OLPVR1, PDB ID:7AKY (Zabelskii et al., 2021). (C) EAAT1 bound to L-Asp substrate, PDB ID:5LLU (Canul-Tec et al., 2017). (D) The glutamate transporter VGLUT2, PDB ID:64VD (Li et al., 2020). (E) The LacY symporter, PDB ID:2V8N. (F) The HV1 proton channel, PDB ID:5OKK, molecule #7 (Bayrhuber et al., 2019). All molecular graphics were prepared with Visual Molecular Dynamics, VMD (Humphrey et al., 1996).
Similar inter-helical carboxylate-hydroxyl motifs were identified in structures of other membrane transporters, such as the C1C2 channelrhodopsin chimera and the sodium pump rhodopsin KR2 (del Val et al., 2014b; Bondar and Smith, 2017; Siemers et al., 2019), the SERCA calcium pump ATPase, and the multidrug transporter AcrB (del Val et al., 2014a; Bondar and Lemieux, 2019), and can be observed in the recently solved structure of viral rhodopsin OLPVR1, a sodium/potassium ion channel (Zabelskii et al., 2021) (Figure 1B). Likewise, recently solved structures of glutamate transporters VGLUT2 (Li et al., 2020) and EAAT1 (Canul-Tec et al., 2017), which are members of families of neurotransmitter transporters essential for the functioning of the brain (Münster-Wandowski et al., 2016; Martineau et al., 2017), indicate inter-helical carboxylate-hydroxyl motifs at functionally important sites of both transporters: In the structure of VGLUT2, the putative pH sensor E191 (Li et al., 2020) H-bonds to S84 and T194 (Figure 1D); in EAAT1, D380 is within H-bond distance from T130 and thus close to M128, a group whose mutation to Arg inhibits glutamate transport (Chivukala et al., 2020); D456 H-bonds to the L-Asp substrate and to S343—which was noted as a conserved group whose mutation in wild-type EAAT1 inhibits transport (Canul-Tec et al., 2017); L-Asp H-bonds to three Ser/Thr hydroxyl groups (Figure 1C).
G-Protein Coupled Receptors (GPCRs) are membrane proteins that mediate communication between cells and their external environments. Protonation change might occur at carboxylate D2.50 (Zhang et al., 2015; Vickery et al., 2018), a carboxylate group part of the sodium-binding site in many class-A GPCRs (Katritch et al., 2014). H-bond networks conserved among static structures of GPCRs show D2.50 paired with S7.46, that is, a carboxylate-hydroxyl pair is present at a functionally important site (Bertalan et al., 2020) [the Ballesteros and Weinstein numbering scheme is used for GPCR groups (Ballesteros and Weinstein, 1995)].
Inter-helical H-bonding between Asp/Glu and Ser/Thr could provide an efficient mechanism to couple protonation change with local protein dynamics (Bondar and Smith 2017). Hydrophobic contacts of non-polar segments of these H-bond partners can reduce H-bond dynamics and strengthen H-bonding (Nemethy et al., 1963; Fernandez and Scheraga, 2003), and alteration of the pKa of an internal carboxylate might require local protein conformational change enabling water access to the carboxylate (Szaraz et al., 1994). In bacteriorhodopsin, the T90-D115 H-bond (Figure 1A) is in a local environment with more non-polar contacts than T46-D96, and its H-bond distance experiences smaller-amplitude fluctuations at room temperature (del Val et al., 2014a); the lesser hydrophobic packing near T46-D96 associates with water molecules entering rapidly the vicinity of D96 when the protein is mutated elsewhere (del Val et al., 2014a), and during the reaction cycle of the wild-type pump a file of waters assembles to bridge D96 to the Schiff base proton acceptor (Freier et al., 2011; Weinert et al., 2019).
Protonation change at an inter-helical carboxylate-hydroxyl pair might couple to altered local dynamics of the helix hosting the hydroxyl group: Ser/Thr hydroxyl groups can compete with backbone amide groups for H-bonding to a carbonyl group (Gray and Matthews, 1984; Presta and Rose, 1988), which increases local fluctuations of the helix (del Val et al., 2012). Alternatively, altered helix dynamics might impact local dynamics and hydration of the hydroxyl-carboxylate H-bond (Figure 2A).
[image: Figure 2]FIGURE 2 | Cartoon representation of inter-helical carboxylate-hydroxyl H-bonds and H-bond clusters. (A) The inter-helical carboxylate-hydroxyl H-bond may couple protonation change with changes in local protein dynamics (Bondar and Smith, 2017). (B) An internal carboxylate group and an external proton antenna cluster communicate via a water wire. (C) An interface H-bond cluster, as observed for spike protein S bound to ACE2 (Karathanou et al., 2020).
Other H-Bond Motifs at Internal Proton-Binding Sites of Membrane Transporters
Local H-bonding and hydrophobic packing are likely key mechanisms used by proteins to control protonation of a proton-binding group–and different solutions as to which sidechain serves as H-bond partner for proton-transfer sidechains of membrane transporters appear to exist.
In the plasma membrane proton pump AHA2, which is a P-type ATPase, the primary proton donor/acceptor D684 (Buch-Pedersen and Palmgren, 2003) makes an inter-helical H-bond with an Asn (Pedersen et al., 2007; Guerra and Bondar, 2015; Focht et al., 2017); Likewise, OLPRV1, EAAT1, VGLUT2, and LacY, have at functionally important sites inter-helical bonds between Ser/Thr and Asn instead of Asp (Figure 1B–E).
In bacteriorhodopsin D212, which might functions as an intermediate proton carrier (Dioumaev et al., 1999; Phatak et al., 2009) has inter-helical H-bonds with Y57 and Y185 (Figure 1A), both important for optimal control of H-bond dynamics in the wild-type pump: mutating either Tyr group alters the kinetics of the reaction cycle (Rath et al., 1993; Govindjee et al., 1995), and Y57F has weak Y185-D212 H-bonding (del Val et al., 2014a). In the Escherichia coli proton-galactopyranoside symporter LacY E325, which deprotonates during the reaction cycle (Sahin-Toh and Kaback, 2001; Guan and Kaback, 2006), is part of a local H-bond network with Tyr and His sidechains (Figure 1E). Deprotonation of E325 causes protein structure changes that depend on the composition of the surrounding lipid bilayer (Andersson et al., 2012).
Hv1, also known as HVCN1 (human voltage-gated proton channel) is a proton-selective ion channel whose action early after ischemia contributes to brain damage by providing the cancer cell with protons to compensate for the electron-transfer action of phagocytic cell NADPH oxidase (Wu et al., 2012). Proton selectivity of Hv1 requires a carboxylate group at D112 (Figure 1F), as some mutants with a neutral group instead Asp or Glu at this position loose proton specificity and became anion selective, and proton specificity could not be recovered when mutating D112 to His (Musset et al., 2011). That Hv1 becomes predominantly anion selective when its proton sensor is neutralized by mutation (Musset et al., 2011) resembles the behavior of bacteriorhodopsin, which from an outward proton pump becomes an inward chloride pump when the primary proton acceptor D85 is mutated to Thr (Sasaki et al., 1995), and underlines the need to decipher the role of electrostatic interactions–of static protein groups and of mobile ions, that govern charge states along the reaction cycle of ion transporters (Song and Gunner, 2014). The recent solution NMR structure of Hv1 reports for the sidechains of D112, R208, and R211 (Figure 1F) coordinates modeled by considering steric packing (Bayrhuber et al., 2019), and interactions of internal arginine sidechains can change in the presence of membrane voltage (Geragotelis et al., 2020). This suggests Hv1 has a rather dynamical internal H-bond network.
H-Bond Networks of Histidine Sidechains at Proton-Binding Sites of Membrane Transporters and Receptors
Internal histidine groups can be central to the reaction mechanisms of protonation-coupled transporters and receptors. Examples include 1) H322 of LacY is part of an inter-helical H-bond motif with E325 at a proton-binding site (Figure 1D); 2) H128 of VGLU2 is thought to pick up a proton at the lumen side of the membrane, and connect to the E119 proton sensor via a water-filled pore (Li et al., 2020) (Figure 1); 3) H140 of Hv1 is a putative binding site for Zn2+ (DeCoursey et al., 2016; Bayrhuber et al., 2019), and its inter-helical H-bond partner D185 might be involved in ΔpH-gating (DeCoursey, 2018); 4) A pair of two H37 groups of the influenza channel M2 could participate in a proton-conductance mechanism that involves low-barrier H-bonding (Fu et al., 2020); 5) A cluster of histidine sidechains was proposed to ensure proton-sensing by the ovarian cancer GPCR 1, known as OGR1 or GPR68 (Ludwig et al., 2003; Holzer, 2009). OGR1, and other members of the proton-sensing GPCR subgroup, are activated when the extracellular pH becomes acidic, and histidine protonation couples with protein conformational change (Radu et al., 2004; Wang et al., 2004).
Taken together, the examples above suggest that internal histidine sidechains implicated in proton binding tend to be part of local H-bond clusters with carboxylate and/or other histidine sidechains. An Asp-His pair is also involved in pH sensing by the soluble protein hemoglobin (Srivastava et al., 2007).
Carboxylate Clusters as Proton Antennas on Protein Surfaces
Proton antennas consist of clusters of closely spaced carboxylate, or of carboxylate and histidine groups, which can capture protons and prolong the time protons spend bound at the surface of the protein (Gutman and Nachliel, 1990; Sacks et al., 1998; Ädelroth and Brzezinski, 2004), and deliver a proton to a proton-entry site (Checover et al., 2001) (Figure 2B). Putative proton antenna clusters have been identified for bacteriorhodopsin (Checover et al., 2001), cytochrome c oxidase (Ädelroth and Brzezinski, 2004), and for the PsbO subunit of photosystem II (Shutova et al., 2007; Lorch et al., 2015; Kemmler et al., 2019). Surface carboxylates could be part of a pH-dependent conformational switch of PsbO (Bommer et al., 2016), and of a local buffering mechanism used by photosystem II to respond to acidification of the lumen (Gerland et al., 2020). The two carboxylate groups thought to bind the proton are part of a dynamic protein-water H-bond network that extends across the interface between PsbO and another protein subunit of photosystem II (Kemmler et al., 2019).
H-Bond Networks of SARS-CoV-2 Protein S
The acidic environment of the endosome activates membrane fusion of coronaviruses, but it remains unclear whether acidity is required for proteases that cleave protein S to activate fusion, or for the spike protein itself (Heald-Sargent and Gallagher, 2012; Li, 2016). Membrane fusion might also be assisted by calcium binding to conserved negatively charged groups of SARS-CoV spike protein S (Millet and Whittaker, 2018).
Sequences of corona spike proteins S tend to carry significant net negative charges and contain patches rich in carboxylate, or carboxylate and histidine groups (Karathanou et al., 2020), but a discussion of a putative involvement of these patches in ion binding would be speculative. From graph-based analyses we discovered that titratable groups can participate in H-bond clusters that tend to have three-fold compositional symmetry when SARS-CoV-2 protein S is closed (Karathanou et al., 2020). Loss of this three-fold symmetry in the pre-fusion conformation could contribute to conformational selection of one protein S protomer to bind to the ACE2 receptor (Karathanou et al., 2020). An H-bond network that extends across the interface between the Receptor Binding Domain (RBD) of protein S and ACE2 contains N501 (Karathanou et al., 2020), which is mutated to Tyr in the United Kingdom virus variant (Leung et al., 2021). E484, which is mutated to Lys in the South African variant (Tegally et al., 2021), is close in sequence to RBD-Y449, which H-bonds to ACE2-D38 (Karathanou et al., 2020).
Elsewhere on the surface of protein S, intra-molecular H-bonding of D614 would be lost in the D614G virus variant (Korber et al., 2020); this mutation favors enhanced conformational dynamics of the spike protein, which could enable ACE2 binding (Benton et al., 2021). At the C-terminal region of the ectodomain of the closed protein S, a symmetrical H-bond cluster of no fewer than 33 protein groups includes six carboxylates and six histidine sidechains (Karathanou et al., 2020). Close to the R815 proteolytic cleavage site, E819 H-bonds to three Ser/Thr groups in all protomers of the closed and open conformations, and contributes to a large H-bond cluster in a pre-fusion protomer (Karathanou et al., 2020). Cryo-EM data suggest D830 and D843 are part of a pH-dependent switch that enables protein S to adopt, at low pH, a conformation incompatible with binding of particular antibodies (Zhou et al., 2020). Future experiments and computation are needed to evaluate any pH-dependent conformational changes at the interface between protein S and ACE2 (Figure 2C).
CONCLUSION
Proteins across all branches of life rely on proton binding and proton transfer to exert their biological function. As three-dimensional structures of proteins and macro-molecular protein complexes involved in human physiology and disease become available, reasonable predictions of likely proton-binding sites and proton-transfer events are of interest to understand reaction mechanisms and potentially guide drug design. Simpler model proteins inform on H-bonding motifs common at proton-binding sites, and on structural elements that can shape the energetics of proton transfers in heterogeneous protein environments. Examples discussed here (Figure 1) illustrate an inter-helical H-bond carboxylate-hydroxyl motif that can ensure coupling between carboxylate protonation, protein conformational dynamics, and local water accessibility (Figure 2A). On the surface of the protein, carboxylate clusters may transiently bind a proton to then deliver it to an internal proton-binding site (Figure 2B) or for buffering, and participate in pH-dependent conformational switching that could impact protein interactions (Figure 2C). Dissecting the functional role of surface proton-binding clusters would need to account for local water interactions and protein conformational dynamics.
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This paper explores the impact of pH on the mechanism of reversible disulfide bond (CysS-SCys) reductive breaking and oxidative formation in Escherichia coli hydrogenase maturation factor HypD, a protein which forms a highly stable adsorbed film on a graphite electrode. To achieve this, low frequency (8.96 Hz) Fourier transformed alternating current voltammetric (FTACV) experimental data was used in combination with modelling approaches based on Butler-Volmer theory with a dual polynomial capacitance model, utilizing an automated two-step fitting process conducted within a Bayesian framework. We previously showed that at pH 6.0 the protein data is best modelled by a redox reaction of two separate, stepwise one-electron, one-proton transfers with slightly “crossed” apparent reduction potentials that incorporate electron and proton transfer terms ([image: image] > [image: image]). Remarkably, rather than collapsing to a concerted two-electron redox reaction at more extreme pH, the same two-stepwise one-electron transfer model with [image: image] > [image: image] continues to provide the best fit to FTACV data measured across a proton concentration range from pH 4.0 to pH 9.0. A similar, small level of crossover in reversible potentials is also displayed in overall two-electron transitions in other proteins and enzymes, and this provides access to a small but finite amount of the one electron reduced intermediate state.
Keywords: protein electrochemistry, ac voltammetry, surface confined voltammetry, proton-coupled electron-transfer, Escherichia coli HypD, disulfide redox
INTRODUCTION
The redox chemistry of metalloenzymes and metalloproteins frequently occurs via multiple electron transfer events coupled to proton transfer (Hirst, 2006; Weinberg et al., 2012; Savéant and Costentin, 2019). For example, many of the enzymes which underpin photosynthesis and have application in artificial biological solar fuel production (i.e., Photosystem II, hydrogenases, and carbon monoxide dehydrogenases) rely on the efficient, concerted movement of protons and electrons to ensure product selectivity (Evans et al., 2019). Protein film electrochemistry (PFE) has been shown to be a powerful technique to probe the redox biochemistry of such proton-coupled electron transfer reactions (Armstrong et al., 1997; Hirst, 2006; Fourmond and Léger, 2017). As we have demonstrated previously (Adamson et al., 2017b), Escherichia coli hydrogenase maturation factor HypD (elsewhere “H2ase-MFHypD”), an enzyme which is important in the biosynthesis of hydrogenases (Nutschan et al., 2019), acts as a relatively simple example of such biological proton-coupled electron transfer redox chemistry. When H2ase-MFHypD was immobilized on a graphite electrode we could use both classical direct current cyclic voltammetry (DCV, involving a linear potential-time ramp) as well as large amplitude Fourier transform alternating current voltammetry (FTACV, utilizing a sine-wave plus linear-ramp voltage-time oscillation) to observe reversible disulfide bond reductive cleavage and oxidative formation (Supplementary Figure S1), a reaction that is considered to be a net two-proton, two-electron reaction at near-neutral pH (Figure 1A) (Adamson et al., 2017b).
[image: Figure 1]FIGURE 1 | (A) Overall disulfide bond two-proton, two-electron oxidative-formation and reductive-cleavage reaction. (B) How the overall reaction separates into a square-scheme of vertical one-proton and horizontal one-electron transfers where “P” denotes the protein redox center. (C,D) Pourbaix diagrams depicting how pH can influence the reaction pathway across the top half of the Pourbaix diagram.
An advantage of using FTACV over DCV in dynamic electrochemical measurements is that the higher order harmonic current-time responses (isolated by the sequence of Fourier transformation of the total current, band selection of current at a certain frequency, and inverse Fourier transformation) emphasize the response of fast electron transfer processes, i.e., current from rapid electron transfer processes can be separated from that arising from slower processes (Zhang and Bond, 2007; Adamson et al., 2017a). The isolation of fast electron transfer current from other contributions becomes particularly powerful when FTACV is applied to PFE (Adamson et al., 2017a; Zouraris et al., 2018). This is attributed to the fact that in many PFE studies when looking at the DC/fundamental harmonic current there is a low ratio of Faradaic signal from non-catalytic electron transfer processes relative to the capacitive background charging current. This arises because the large footprint of the protein molecule only allows a low surface coverage of redox active biomolecules to be present on the electrode surface (Hirst, 2006; Adamson et al., 2017a; Fourmond and Léger, 2017). As a result of these benefits, large amplitude FTACV is beginning to be adopted by the electrochemical community and is now being used in multiple laboratories (Zhang et al., 2018; Zouraris et al., 2018; Kumari and Adeloju, 2019; Zheng et al., 2019). In this study, as well as exploiting access to the much improved faradaic-to-charging current ratio, we specifically demonstrate the utility of the technique in distinguishing reaction mechanisms of the kind showcased initially in our previous work (Adamson et al., 2017b). Use of AC techniques to distinguish mechanisms that give rise to similar voltammetric data is an area of increasing research as shown by the recent use of square-wave voltammetry to distinguish between one and two-step reaction mechanisms (Gulaboski, 2019; Gulaboski and Mirceski, 2020; Guziejewski, 2020).
In this study, although H2ase-MFHypD serves as an extremely useful test system for developing our data analysis techniques for probing disulfide mechanisms, it is not possible to conclude if this redox-driven bond making/breaking is relevant to the physiological function of the enzyme (Adamson et al., 2017b; Nutschan et al., 2019). However, there are a multitude of proteins and enzymes where the disulfide chemistry is vitally important and in vitro electrochemical studies do provide a useful insight into the in vivo biological chemistry, as demonstrated by the comprehensive study by Bewley et al. (Bewley et al., 2015).
In our previous publication (Adamson et al., 2017b), PF-FTACV H2ase-MFHypD data collected at pH 6.0 was analyzed using automated solver methods to address the inverse problem, i.e., return a set of reaction model parameter values which generated a simulated dataset that provides a “best fit” to the experimental data, as quantified by an objective function that measured the least squares distance between the experimental and simulated data (Adamson et al., 2017b). Based on this analysis we concluded that at pH 6.0 solution conditions the overall H2ase-MFHypD redox reaction was most accurately modelled as two separate one-electron, one-proton steps with very similar associated reversible potentials (Adamson et al., 2017b). We therefore considered that at pH 6.0 the overall reaction proceeded from the top-left to the bottom-right of the square scheme shown in Figure 1B (Adamson et al., 2017b).
The best fit parameters for modelling H2ase-MFHypD FTACV at pH 6.0 and low frequency were consistent with the reaction proceeding under equilibrium conditions and the second electron transfer having an apparent reversible potential value (Eapp, a potential term relating to the equilibrium point of an electrochemical-chemical “EC” process comprising electron transfer and chemical steps) more positive than for the first process by about 10 mV (Laviron, 1980; Adamson et al., 2017b). This is broadly observed across many two-electron transfer biological processes, and generally the redox crossover between the separate potential values is sufficiently small to permit a finite potential window to exist in which the intermediate one-electron state can be detected, as predicted by the Nernst equation (Supplementary Figure S2) (Lopez-Tenes et al., 2014; Evans et al., 2019).
As in Figure 1B, in proton-coupled electron transfer reactions the formal potential associated with an overall proton-electron equilibrium reaction is often denoted a value of [image: image] as it is derived from a combination of [image: image], the potential associated with the nth electron-transfer, and [image: image], the equilibrium position of the associated protonation process (Laviron, 1980; Bond, 2002). As shown by Figures 1C,D, the origin of “crossed” one-proton, one-electron potential values, i.e., [image: image], the equilibrium value for adding a second electron and a proton, being more positive than [image: image], the equilibrium value for adding a first electron and a proton, can be rationalized by considering that although [image: image] will be negative relative to [image: image] (simplistically ascribed to the increased charge repulsion between the one-electron reduced state [image: image] and the second electron relative to the oxidized “P” state and the first electron), if the species [image: image] is a stronger base than [image: image] (i.e., [image: image] > [image: image], as is usually the case due to electrostatic attraction), then as solutions become more acidic the ordering of the potentials can change from [image: image] more negative than [image: image], to equal values and, ultimately, [image: image] more positive than [image: image], i.e., “crossed” potentials. At sufficiently high potential crossover, i.e., when [image: image] is sufficiently more positive than [image: image], the two-stepwise one-electron scenario is equivalent to the simultaneous two-electron transfer, as is shown by Figure 1D and the Nernst plots in Supplementary Figure S2. This is thoroughly described and derived in the seminal paper on a 9-member square scheme by Laviron (Laviron, 1983).
In our earlier work on H2ase-MFHypD (Adamson et al., 2017b), although we collected experimental data from pH 4.0 to pH 9.0 (Supplementary Figure S3), we did not explore the impact of proton availability on the conserved appropriateness of a stepwise two-sequential, one-electron transfer model, or on the tuning of the redox-potential crossover; this is the focus of the work presented here. We aim to establish if the same reaction model is appropriate under alkaline solution conditions (up to pH 9.0) and acidic solution conditions (down to pH 4.0) by comparing the accuracy with which a simulated dataset provides a “best fit” to the experimental data using either a two-stepwise one-electron transfer reaction model (n1 = n2 = 1) or a one-concerted two-electron transfer model (n3 = 2). We also explore if an equilibrium reaction model is appropriate across the entire pH range. Overall, we are therefore probing how proton availability in the bulk solution-phase impacts the mechanism of biological redox chemistry, as well as showcasing the power of FTACV in allowing differentiation between reaction models.
MATERIALS AND METHODS
Electrochemistry Measurements
All data was collected in our previous study (Adamson et al., 2017b), all experiments were conducted at 25°C and all potentials are reported vs. the standard hydrogen electrode (SHE). An example of raw experimental data and verification of protein adherence can be seen in Supplementary Figure S11. In FTACV the input potential as a function of time, [image: image], is formulated as Eq. 1.
[image: image]
The term [image: image] describes dc contributions to the overall input potential. In all the experimental data shown the dc scan rate (ν) was 22.4 mV s−1. The second term, [image: image], describes the ac contribution to the FTACV experiment; [image: image] is the amplitude of the sine wave and in all experimental data in the paper [image: image] = 150 mV. The term [image: image] denotes the angular frequency, where [image: image]; [image: image] is the frequency of the sine wave and in all experimental data in the paper [image: image] = 8.96 Hz. Finally, the term [image: image] indicates the phase, the values of which are determined via fittings to the experimental data detailed below.
Mathematical Model of the Faradaic Current
Modelling has been undertaken to calculate the Faradaic current output from the FTACV interrogation of a two-sequential one-electron transfer process described by Reaction 1 and Reaction 2 (referred to as the n1 = n2 = 1 process), and a concerted two-electron process, as given by Reaction 3 (elsewhere designated n3 = 2). Other researchers have published work on the experimental measurement and theoretical modelling of solution phase voltammetry of such electrochemical-electrochemical stepwise multiple electron transfer processes (Evans, 2008; Lopez-Tenes et al., 2014). We, and others, have published a number of analogous studies on surface confined species such as the H2ase-MFHypD system we describe here (Finklea, 2001; Lee et al., 2011; Stevenson et al., 2012; Robinson et al., 2018; Robinson et al., 2019).
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It is assumed that protonation reactions accompanying the electron transfer are reversible (diffusion controlled) which allows modelling to be undertaken by combining the Eo, Ka and pH terms of a reaction into an apparent [image: image] value which is defined as the reversible potential. The reaction processes are treated as quasi-reversible with [image: image], the electrode kinetics parameters describing the electron transfer rate constant at [image: image], and the charge transfer coefficient [image: image] being added to the model via the Butler-Volmer relationship (Bard and Faulkner, 2001). The Faradaic current term is scaled by the total amount of H2ase-MFHypD on the electrode surface and therefore the parameter Γ, denoting the surface coverage per unit area of protein on the electrode, is also incorporated into the Faradaic current models with a value of 0.03 cm2 used to account for the geometric surface area of the electrode tip.
As detailed in the Results, an advantage of analyzing H2ase-MFHypD FTACV data compared to other proton coupled electron transfer protein systems is that we show that we are in a parameter regime where we do not have to incorporate kinetic dispersion into our simulation model; this avoids a substantial additional computational cost, as shown previously (Lloyd-Laney et al., 2021b). For simplicity, and as shown previously (Adamson et al., 2017b), we can also neglect a possible small contribution from thermodynamic dispersion (Léger et al., 2002; Morris et al., 2015); this is advantageous as it makes the data fitting computationally less demanding (and therefore faster), and it also decreases the number of models which must be compared (Lloyd-Laney et al., 2021b).
Two-step Approach to Solving the Inverse Problem
To extract the reaction model parameter values which gave the “best fit” between the experimental electrochemical data and either a simulation of the two-sequential one-electron transfer model (n1 = n2 = 1) or a simulation of the consecutive two-electron transfer model (n3 = 2) a two-step process was used, based on that described in our previous work (Adamson et al., 2017b). This two-step process takes advantage of the fact that the total current recorded in an experiment is a sum of both the Faradaic current arising from the redox reaction under interrogation and non-Faradaic background capacitive charging current contributions.
First, using analysis in the time-domain, we determined the parameter values which gave the best fit between a simulated non-Faradaic capacitance current trace (see Supplementary Material for details of the third order polynomial “capacitance” model) and regions of the experimental current trace with little or no Faradaic contribution (Supplementary Figures S5, S6) by performing 10 optimizations per experimental dataset and recording the parameter value combination which gave the minimal sum of square difference between the simulated capacitance current and the experimental current. Amongst other parameters, this enabled the determination of “best fit” values for the uncompensated resistance, [image: image]. Secondly, using Fourier transformation to convert the total current trace into the frequency domain, full models were used to simulate both a non-Faradaic capacitance-current component using the pre-determined “capacitance” and [image: image] parameter values, and find the “best fit” Faradaic reaction model parameters using either the model for two-stepwise one-electron transfers ([image: image]) or the model for one-concerted two-electron transfer ([image: image]). A phase parameter, [image: image], and the protein density on the electrode surface, [image: image], were also determined in this latter process. Again, 10 optimizations were performed for each experimental current trace and the “best fit” values were defined as those which gave a minimal value for an Euclidean distance objective function that measures the difference between simulated Fourier transformed current and Fourier transformed experimental current.
Full details of the mathematical model, as well as a more in-depth description of the optimization methods used to solve the inverse problem are provided in the Supplemantary Material (Gavaghan et al., 2018; Clerx et al., 2019; Harris et al., 2020; Gundry et al., 2021).
RESULTS
Model Verification
The models and the inference methods used in this study were extensively verified based on synthetic data studies and the reproduction of results from the literature, as detailed in Verification of computational methods in the Supplementary Material.
Two-Sequential One-Electron Transfer Reaction Model Vs. Concerted Two Electron Transfer Model
The two-step fitting process described in the Materials and Methods was used to extract “best fit” parameter values for the pH 4.0, 5.0, 6.0, 7.0, 8.0, and 9.0 experimental H2ase-MFHypD FTACV data using the non-Faradaic capacitance-current model described in the Supplementary Material and both a two-sequential one-electron transfer reaction model (Reaction 1 and Reaction 2, n1 = n2 = 1) and the consecutive two-electron transfer model (Reaction 3, n3 = 2) to account for the Faradaic current. As previously (Adamson et al., 2017b), an objective function was used to quantify the distance between the total experimental current and the simulated data, denoted as [image: image]. Table 1 summarizes the best fit reaction model parameter values obtained from using the two-sequential one-electron transfer model to simulate each of three experiments at pH 4.0, 5.0, 6.0, 7.0, 8.0, and 9.0; the equivalent values for the concerted two-electron reaction model are reported in Supplementary Table S3 and the best fit non-Faradaic capacitance-current parameter values are reported in Supplementary Table S4.
TABLE 1 | Best fit parameter values extracted when the two-sequential one-electron transfer model (n1 = n2 = 1) is used to simulate three repeated ν = 22.4 mV s−1, f = 8.96 Hz, ΔE = 150 mV H2ase-MFHypD FTACV experiments (Exp. 1, 2, and 3) at each of the pH values 4.0, 5.0, 6.0, 7.0, 8.0, and 9.0.
[image: Table 1]As shown in Supplementary Tables S1, S2, the values of the objective function for the best fits from the two-sequential one-electron transfer model (n1 = n2 = 1) are consistently lower than those for the concerted two-electron transfer model (n3 = 2) across the entire pH range 4.0–9.0. The better fit of the n1 = n2 = 1 model can also be visualized via the residuals plotted in Figure 2 and Figure 3 for the pH 4.0, and 9.0 data, respectively; plots of the pH 5.0, 6.0, 7.0, and 8.0 data are shown in Supplementary Figure S8. The better fit of the n1 = n2 = 1 electron transfer model vs. the n3 = 2 electron reaction model in itself gives some confidence that this is the more likely of the two to be a correct reflection of physical reality, although it is not conclusive evidence since the better fitting model contains more free parameters (six vs. four). However, further strong evidence in favor of the correctness of the two-sequential one-electron transfer model can be seen by considering the higher harmonics of the experimental data as shown in Figures 2, 3, and Supplementart Figure S8. The fact that at least nine well defined harmonics are accessible for the reduction of surface confined H2ase-MFHypD is remarkable. This provides compelling evidence that the reduction of surface confined H2ase-MFHypD is an extremely fast process with both electron transfer and coupled protonation reactions being reversible or very close to reversible on the time scale of even the ninth harmonic of the AC voltammetric experiment. Thus, the data is strongly characteristic of a kinetic parameter approaching the reversible limit of Nernstian kinetics. This is consistent with the “best-fit” kinetic regime of the two-sequential one-electron transfer model (n1 = n2 = 1); as detailed below, all the electron transfer rates fall into the reversible regime (Table 1). Conversely, the concerted two-electron transfer model (n3 = 2) yields best-fit electron transfer ([image: image]) values in the range 120–280 s−1, indicating the kinetic parameter is being optimized to a physically unrealistic value, consistent with model mis-specification (Supplementary Table S3).
[image: Figure 2]FIGURE 2 | [(A–D) top panels] Current-potential plots of harmonics six to nine of (grey line) pH 4.0 experiment 3 (“Exp”) data and best fit simulated data using (red line) a concerted two-electron (n3 = 2) electron transfer model and (blue line) a stepwise two-sequential one-electron transfer reaction model (n1 = n2 = 1). (Bottom panels) Residual current-potential plots corresponding to the panel above. The parameter values used to generate the simulations are reported in Table 1, Supplementary Tables S3, S4.
[image: Figure 3]FIGURE 3 | [(A–D) top panels] Current-potential plots of harmonics six to nine of (grey line) pH 9.0 experiment 3 (“Exp”) data and best fit simulated data using (red line) a concerted two-electron (n3 = 2) electron transfer model and (blue line) a stepwise two-sequential one-electron transfer reaction model (n1 = n2 = 1). (Bottom panels) Residual current-potential plots corresponding to the panel above. The parameter values used to generate the simulations are reported in Table 1, Supplementary Tables S3, S4.
Figure 4 further illustrates the mis-specification of the concerted two-electron transfer model (n3 = 2) by comparing data generated with a [image: image] value of 200 s−1 (similar to the best-fit values in Supplementary Table S3) to that generated with [image: image] value of 3,000 s−1 (this generates voltammetry approaching that predicted for the reversible Nernstian regime). A clear distinction between the reversible ([image: image] = 3,000 s−1) and quasi-reversible regimes ([image: image] = 200 s−1) is that in the former case the higher order AC harmonic signals for reversible electron transfer are characterized by well separated peaks and currents that drop to zero between each peak, whereas these features are lacking in the latter case, with loss in resolution of the outermost peaks being particularly evident (Figure 4). The relatively low values of the recovered “best-fit” [image: image] kinetic parameters in Supplementary Table S3 therefore give strong evidence that the concerted two-electron transfer model is mis-specified for analyzing H2ase-MFHypD data as it fails to capture key features in the high harmonic current across the range pH 4.0–9.0, as summarized in Supplementary Figure S10.
[image: Figure 4]FIGURE 4 | Synthetic FTACV data showing (A) harmonic 6, (B) harmonic 7, and (C) harmonic 8 generated by the concerted two-electron transfer model with [image: image] s−1 (purple) and [image: image] s−1 (orange). The other parameters used to generate these harmonics were: [image: image] mV, [image: image] mV, [image: image] Hz, [image: image] mV, [image: image] rad s−1, [image: image], [image: image] pmol, [image: image] cm2, [image: image] mVs−1, [image: image] k, [image: image], and uncompensated resistance and capacitance were set to zero.
The best fit non-Faradaic capacitance-current parameters values give good estimates of background capacitance, as illustrated by Supplementary Figure S9. The polynomial parameters reported are not expected to be identical to our previous work as the model has been improved to better describe the underlying capacitance differences between the oxidative and reductive DC sweep directions (see Supplementary Material). However, the best fit values are of a comparable magnitude and as expected no significant trends are observed as a function of pH (Supplementary Table S4). In our previous work, the analysis of electrochemical impedance spectroscopy data collected at pH 6.0 was used to generate an estimate of the uncompensated resistance, [image: image] ≈ 27 Ω (Adamson et al., 2017b), and this single value was used in all the modelling. In the current study, [image: image] was fitted for every experiment and these values can be seen to vary between from 9 to 120 Ω (Supplementary Table S4), sitting well within the expected range. Indeed, given that the fitting method is insensitive to Ohmic IR drop within this range of uncompensated resistance (Supplementary Figure S16), no significance can be ascribed to fluctuations in these values.
Within the three experimental measurements made at the same pH, the best fit n1 = n2 = 1 model parameter values are generally self-consistent. Results for [image: image] and [image: image] are particularly consistent as a function of pH, and across all pH values [image: image] (more in-depth analysis of the impact of pH follows later). The calculated coverage of H2ase-MFHypD on the electrode surface ([image: image]) is well within the sensible expected experimental range, varying between [image: image]-[image: image] pmol, as is consistent with a monolayer coverage of protein (Adamson et al., 2017b). As expected, the [image: image], [image: image] and [image: image] “best fit” n1 = n2 = 1 model parameter values for the pH 6.0 dataset are consistent with those from our previous work (Adamson et al., 2017b). Furthermore, the range covered by [image: image] and [image: image] (∼250 mV, from −95.2 to −348 mV) is consistent with previously observed mid-point potentials of disulfide bonds (∼300 mV) (Chivers et al., 1997; Chobot et al., 2007; Bewley et al., 2015).
In our earlier work, we demonstrated that it was not possible to determine the electron transfer rate constants at pH 6.0 because the reaction reached equilibrium under the experimental conditions. This explains why experiment 1 and 3 of the pH 6.0 dataset return [image: image] and [image: image] values at the upper boundary limits that were set for these parameters (4,000 s−1, Supplementary Figure S7). As shown in Table 1, these rate constant boundary limits are also returned for both electron transfer processes for at least one experimental run at each pH, suggesting that across the pH range 4.0–9.0 the [image: image] and [image: image] values may be too fast to be determined using FTACV data recorded at a frequency of 8.96 Hz. This was further investigated as shown in Figure 5; using the n1 = n2 = 1 model to simulate pH 4.0 experiment 3 and pH 9.0 experiment 3, the [image: image] and [image: image] values were varied between 0 s−1 and 4,000 s−1 but all other model input parameters were held at their best fit values. From this analysis we see that the “quality of fit”, as determined by the objective function, is substantially unchanged above a lower rate limit of [image: image] s−1, suggesting that all the experiments were conducted at a sufficiently slow timescale that the rapid biological redox process of the H2ase-MFHypD disulfide bond are under thermodynamic control.
[image: Figure 5]FIGURE 5 | Objective function surface for (A) pH 4.0 experiment 3 and (B) pH 9.0 experiment 3 calculated using simulated data from the n1 = n2 = 1 reaction model with all input parameters set to the best fit values from Table 1 and Supplementary Table S4 except [image: image] and [image: image] which are varied between 0 s−1 and 4,000 s−1 and sampled every 20 s−1.
We have not modelled the impact of either kinetic or thermodynamic dispersion when fitting the data in this work (Figures 2, 3, and Supplementary Figure S8). By definition, kinetic dispersion is not possible for a fully reversible electron transfer process that is fully described by the Nernst thermodynamic relationship. Furthermore, the experimental data shows none of the hallmarks of significant thermodynamic dispersion — a broadening of the harmonics, and substantial reduction in current amplitude of the higher harmonics relative to the non-dispersed case (Lloyd-Laney et al., 2021a). Since the harmonic simulations generated without dispersion in Figures 2, 3, and Supplementary Figure S8 provide such an excellent fit to the experimental harmonics, it is concluded that the contribution of thermodynamic dispersion is negligible.
Eapp Versus pH
Figure 6 shows how the [image: image] and [image: image] best-fit values for the two-sequential one-electron (n1 = n2 = 1) reaction model from Table 1 change as a function of pH. We observe “crossed” potentials over the entire pH range (i.e., [image: image]), although the potential difference notably changes, with the [image: image] and [image: image] values being within 10 mV of one another at pH 4.0, 5.0, and 6.0, then [image: image] exceeding [image: image] by about 25 mV at pH 7.0, 8.0, and 9.0. To probe this further we have used the infrastructure of the “PINTS” Python library (Clerx et al., 2019) to fit the pH vs. Eapp values as inferred above (Table 1) to Eqs. 2, 3 taken from the literature (Hirst, 2006). From this approach we have inferred best fit point estimates for the characteristic [image: image] values of the square scheme in Figure 1 (note that, with reference to Figure 1, [image: image] is equivalent to [image: image] and [image: image] is equivalent to [image: image]), along with the true reversible potentials, [image: image] and [image: image], and the standard deviation of the noise on the reversible potentials [image: image] and [image: image]. Twenty optimizations were performed to maximize a Gaussian log likelihood with best fit parameters reported in Figure 7B. Additionally, parameter posterior distributions were sampled using an Adaptive Metropolis Markov Chain Monte Carlo (MCMC) method from the “PINTS” Python library, with the range of the inferred posterior distributions shown in Figure 7C. The full details of the inference approach used, along with figures detailing the posterior distributions can be found in the Supplementary Material.
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[image: Figure 6]FIGURE 6 | (A) Plot of (black square) [image: image] and (red circle) [image: image] values from Table 1 vs. pH. Overlaid are −59 mV per pH lines extrapolated from the average point values at pH 5.0 for (black dashed line) [image: image] and (red solid line) [image: image]. (B) Plot of difference between best fit [image: image] and [image: image] values as a function of pH.
[image: Figure 7]FIGURE 7 | (A) Square scheme from Figure 1B updated to show the appropriate pKa and E0 symbols associated with each protonation and electron-transfer reaction, respectively, of H2ase-MFHypD. Coloured arrows indicate the suggested reaction path taken through the scheme at different pH values. (B) Best fit inferred [image: image] and [image: image], [image: image] (potential values at the most alkaline pH) are calculated as described in the text. (C)[image: image] and [image: image] vs. pH data from Table 1 plotted along with predicted [image: image], [image: image] and [image: image] values shown in (B). The predicted protein state is indicated by background colour and associated label within the area of the plot, and the predicted square scheme path is indicated by regions of colour underneath the x-axis which correspond to the arrow colours in (A). The MCMC calculated parameter distribution range is shown about each parameter name in (C) where the distribution is wide enough to allow it to be shown in this manner.
DISCUSSION
Our Results indicate that across the pH range 4.0–9.0 H2ase-MFHypD maintains the same two-sequential one-electron transfer redox reaction, i.e., the Faradaic current detected in our FTACV experiments is attributable to the enzyme undergoing a redox process described by Reaction 1 and Reaction 2, converting from a fully oxidized state into a fully reduced state via the addition of one-electron to generate an intermediate state that accepts a second electron.
In the pH regime 4.0–6.0 the apparent potentials associated with the first and second electron transfer, [image: image] and [image: image], respectively, both alter with a gradient of approximately −59 mV per pH unit (Figure 6). The rates of the two stepwise redox-state interconversion processes are reversible on the timescale of our 8.96 Hz FTACV experiment, indicating that the experiment can be interpreted using the Nernst equation. Taken together, this evidence is consistent with the notion that in the pH range 4.0–6.0 each electron transfer is associated with a proton transfer, as derived by Laviron and many others (Laviron, 1980, 1983; Hirst, 2006; Costentin et al., 2009; Weinberg et al., 2012). Thus, in this pH regime the reaction is consistent with moving diagonally through the Pourbaix diagram in Figure 1. Therefore, from pH 4.0 to 6.0 the disulfide bond redox reaction observed in our experiments is consistent with the most oxidized state being a CysS-SCys species (the deprotonated, fully oxidized “P” species in Figure 1) that accepts one-electron and one-proton to form a radical intermediate (“PH” in Figure 1), this intermediate is further reduced by one-proton and one-electron to form the CysSH HSCys reduced species (“PH2” in Figure 1).
Although the net reaction is consistent with Figure 1A, we find that a concerted two-electron, two-proton mechanism is not appropriate, i.e., the classic double-headed arrow of organic chemistry does not accurately describe the reaction. A quasi-reversible concerted two-electron model is found to be mis-specified, as described in the Results. Figure 8 shows a theoretical comparison of the DCV and FTACV output from reversible concerted two-electron transfer compared to reversible two sequential one-electron transfers in the regimes of [image: image] = [image: image] and [image: image] = [image: image]+40 mV ([image: image] = −20 mV = [image: image] in Figure 8) and this analysis confirms that the two reversible reaction types will be distinguishable (the plot shows that the reaction models have converged when [image: image] = −100 mV = [image: image], i.e., when [image: image]). Therefore, detectable amounts of the intermediate radical generated during the redox reaction of H2ase-MFHypD will exist at the midpoint potential defined by averaging [image: image] and [image: image] (Supplementary Figure S2). This is consistent with the observation of radical species in EPR experiments designed to probe X-ray damage in crystallography experiments on disulfide-containing proteins (Sutton et al., 2013), and also with observations of reactions between simple disulfides and one-electron reducing agents (Hoffman and Hayon, 1972).
[image: Figure 8]FIGURE 8 | Simulated (A) DCV, and (B) FTACV outputs for two-stepwise one-electron transfer processes (n1 = n2 = 1) when (solid pink line) [image: image] > [image: image] (solid light red line) [image: image] = [image: image], and (solid orange and dark red lines) [image: image] > [image: image]. The data is also compared to (dashed black line) a single, reversible one electron transfer (n = 1), and (dotted blue line) a single, reversible two-electron (n3 = 2) transfer. For the DCV simulations in (A) all electron transfer rate constants were set to 10,000 s−1, while for the simulations FTACV in (B) all electron transfer rate constants were set to 100,000 s−1. The other parameters used for these simulations were: [image: image] rad s−1, [image: image], [image: image] pmol, [image: image] cm−2, [image: image] mVs−1, [image: image] k, all [image: image] values were set to 0.5, and uncompensated resistance and capacitance were set to zero. For (A)[image: image] mV, [image: image] mV, [image: image] Hz, and [image: image] mV while for (B)[image: image] mV, [image: image] mV, [image: image] Hz, and [image: image] mV. The n = 1 simulations were completed using the two-stepwise one-electron transfer model and setting the second rate constant ([image: image]) to zero.
When constructing Figure 8 we found that the magnitude of the electron transfer rate constant required to achieve model convergence in the [image: image]= −100 mV = [image: image] regime is considerably greater for FTACV than for DCV. Thus, while rate constants of 10,000 s−1 were used for the DCV plot in Figure 8A, equivalent values of 100,000 s−1 were used for the FTACV simulations. This larger rate constant is needed as model convergence is only possible when in the reversible regime. This highlights the utility of the FTACV technique in differentiating between reaction types, although it is notable that this theoretical consideration does not account for noise, resistance, dispersion, or background current contributions, all of which limit the accuracy of reaction model determination (Lee et al., 2011; Stevenson et al., 2012; Adamson et al., 2017a; Adamson et al., 2017b; Lloyd-Laney et al., 2021b). The effects of noise and background current contribution on real data are particularly well illustrated in our previous work on H2ase-MFHypD, which shows that many of the difficulties in model differentiation from DCV data are removed in FTACV analysis due to the increased ratio of Faradaic to capacitive current in FTACV.
In amino acid reference tables, cysteine residues are ascribed an average pKa value of 8.5 (Poole, 2015), suggesting that under sufficiently alkali conditions the reductive cleavage of a disulfide linkage should collapse into a two-electron, zero-proton regime, equivalent to the top line of the Pourbaix diagram in Figure 1. The increased gap between [image: image] and [image: image] at pH 7.0, 8.0, and 9.0 relative to the more acidic conditions (see Table 1 and Figure 6) is consistent with a change in the ratio of protons to electrons at pH ≥ 6.0 and when we fit the data to Eqs. 2, 3 we derive a [image: image] value of 7.3 for deprotonation of the CysSH HSCys reduced state, and a [image: image] of 8.3 for deprotonation of the CysS HSCys intermediate oxidation state species. The lack of the experimental data in the regimes of 3.5 < pH > 9.5 means that we cannot be confident in the accuracy of the remaining 4 [image: image] values detailed in Figure 7 (Supplementary Figure S14A for posterior distrubutions). However, from the ranges shown in Figure 7 (and Supplementary Figure S14A) it can be seen that the ordering of [image: image], [image: image], and [image: image] is very unlikely to change, while there is some uncertainty around the ordering of [image: image], [image: image], and [image: image]. Consequently, even though the Eapp data is sparse and exclusively at equilibrium, we can still make predictions about the likely possible paths through the square scheme within H2ase-MFHypD. This illustrates the power of our approach. In addition, it suggests that high-frequency data, where specific estimates of the kinetic parameter can be obtained, along with the possibility of determining proton transfer rates, will be an even richer source of biological information.
With this in mind, we wish to draw the reader’s attention to the incredible role that the protein matrix must play in ensuring a highly consistent redox reaction mechanism is maintained over a range of solution protonation values from 10-4 to 10-9 M. Clearly the secondary protein structure plays a vital role in mediating the protonation environment to enable Biology to precisely tune the disulfide chemistry so that the [image: image] and [image: image] values remain remarkably in concert across a very wide range. The fact that the redox chemistry of H2ase-MFHypD is consistent with the “classical” treatment of proton-coupled electron transfer via a square-scheme description of separated, stepwise EC processes across such a wide pH window is notable because at pH 9.0 so few protons are available. Thus, this work offers further evidence to the hypothesis that establishing stable radical one-electron reduced intermediates is a conserved feature in much of the two-electron redox chemistry seen in biology (Evans et al., 2019).
There are examples of related voltammetric behaviour outside that of biologically relevant molecules. A well-studied example is the reduction of solution soluble and surface confined polyoxometalates as a function of acid concentration. For example, the DC cyclic voltammetry for reduction of [P2W18O62]6- in acetonitrile provides an extensive series of well separated one-electron reduction processes. On addition of sufficient acid, the processes converge into apparently multi-electron transfer processes (Prenzler et al., 1999). However, detailed voltammetry simulations based on one-electron transfer steps model the initial two reactions very well over the acid concentration range. The acid dependence and simulation details for this and related polyoxometalates have been reviewed (Bond, 2002). A fully analogous situation to the present study (Robinson et al., 2018; Robinson et al., 2019) has been demonstrated to apply for surface confined reduction of [PMo12O40]3-; in highly acid media it is shown to be well modelled by treatment as two closely spaced one-electron reduction steps rather than a simultaneous two-electron reduction processes. Conversely, more exotic electron-proton transfer schemes like the elegant “wedge” scenario are necessary for describing electron and proton transfer via an intermediate H-bond complex in some organic molecules (Clare et al., 2019).
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Biological membranes are barriers to polar molecules, so membrane embedded proteins control the transfers between cellular compartments. Protein controlled transport moves substrates and activates cellular signaling cascades. In addition, the electrochemical gradient across mitochondrial, bacterial and chloroplast membranes, is a key source of stored cellular energy. This is generated by electron, proton and ion transfers through proteins. The gradient is used to fuel ATP synthesis and to drive active transport. Here the mechanisms by which protons move into the buried active sites of Photosystem II (PSII), bacterial RCs (bRCs) and through the proton pumps, Bacteriorhodopsin (bR), Complex I and Cytochrome c oxidase (CcO), are reviewed. These proteins all use water filled proton transfer paths. The proton pumps, that move protons uphill from low to high concentration compartments, also utilize Proton Loading Sites (PLS), that transiently load and unload protons and gates, which block backflow of protons. PLS and gates should be synchronized so PLS proton affinity is high when the gate opens to the side with few protons and low when the path is open to the high concentration side. Proton transfer paths in the proteins we describe have different design features. Linear paths are seen with a unique entry and exit and a relatively straight path between them. Alternatively, paths can be complex with a tangle of possible routes. Likewise, PLS can be a single residue that changes protonation state or a cluster of residues with multiple charge and tautomer states.
Keywords: proton transfer pathways, bacteriorhodopsin, photosystem II, bacterial reaction center, complex I, cytochrome c oxidase, Grotthuss mechanism
INTRODUCTION
Protons serve as substrate or product in many chemical and biological reactions. In proteins, protons often travel 10 Å or more from the surface to reach an active site. Proton gradients across the membranes of bacteria, mitochondria and chloroplasts contribute to the electrochemical gradients, ∆Ψ, used to store cellular energy (Mitchell, 1961; Rich, 2008; Nicholls, 2010; Gunner et al., 2013). The proton gradient can be generated by vectorial electron transfer, where reactants are oxidized and reduced on different sides of the membrane. Here the electrons cross the membrane, but the protons only move to or from the separated redox sites. In contrast, proton pumps transfer protons through the transmembrane proteins, requiring mechanisms to avoid downhill proton transfer.
Regardless of the mechanism a protein uses, it takes energy to build a proton gradient. The input energy is light in photosynthetic proteins (Cardona et al., 2012; Ge and Gunner, 2016; Cardona and Rutherford, 2019), redox reactions in the electron transfer chain (Kaila and Hummer, 2011), ATP hydrolysis (Vasanthakumar and Rubinstein, 2020) or the dissipation of the gradient of another ion (Fowler et al., 2015; Brandt, 2019). The protons flow down the electrochemical gradient then fuel processes such as ATP synthesis in F1/F0 ATPase (Walker et al., 1991; Futai et al., 2012; Yanagisawa and Frasch, 2017) and the active transport of ions and metabolites (Accardi and Picollo, 2010; Gunner et al., 2013).
To build the gradient, protons are transferred from the more negative, N-side of the membrane, where they are at lower concentration (higher pH) to the positive, P-side where they are at higher concentration (lower pH). The P-side is in the periplasm of bacteria, the outer membrane space of mitochondria and in the lumen on the inside of the chloroplast thylakoid membrane. The N-side is toward the bacterial cytoplasm, the mitochondrial matrix and the chloroplast stroma. The electrochemical gradient, ∆Ψ, is made up of the gradient of protons (the ∆pH) but also has contributions from other ions, adding to a voltage change, ∆V, across the membrane (Decoursey, 2003). The ∆Ψ across a given membrane determines the energy needed to push a proton uphill in the protein pumps described here or the energy liberated when protons run from P- to N-side as used for ATP synthesis.
Although we refer to “protons”, H+ does not travel alone. Rather it is associated with a water (hydronium, H3O+) or two water molecules as a Zundel cation (H5O2+) or as a larger, Eigen complex (H9O4+) (Agmon, 1995; Wraight, 2006; Farahvash and Stuchebrukhov, 2018). In proteins, the proton can also be bound to redox cofactors, to acidic or basic residues or trapped as a stabilized hydronium (Xu and Voth, 2006; Freier et al., 2011; Ikeda et al., 2017).
Protons move through a chain of oriented molecules by a Grotthuss proton transfer mechanism (Agmon, 1995; Cukierman, 2006; de Grotthuss, 2006; DeCoursey and Hosler, 2014). An active group in the middle of the chain is: 1) a hydrogen bond donor to the next group in the direction of proton transfer and 2) has a lone pair of electrons that is a hydrogen bond acceptor from the neighbor toward the proton input side. In the Grotthuss mechanism no proton moves more than one bond, as the proton acceptor takes ownership from the neighboring proton donor. However, overall the coupled transfers lead to a proton rapidly leaving the input side and appearing at the end of the chain. There are many reviews of the chemistry of proton transfer reactions as well as of proton transfer reactions in proteins (Hammes-Schiffer, 2001; Pomès and Roux, 2002; Blomberg and Siegbahn, 2006; Swanson et al., 2007; Knight and Voth, 2012; Ishikita and Saito, 2014; Miyake and Rolandi, 2015; Wikström et al., 2015; Sakashita et al., 2020).
Two requirements create barriers for Grotthuss proton transfers. First, the chain of hydrogen bonds between proton donors and acceptors needs to be pre-organized. Then, once the proton has transferred, the hydrogen bonds are arranged to return the proton back to the origin, not to move another proton in the same direction. The hydrogen bonded chain needs to fully reorient for the next proton to transfer, so overall proton flux is limited by this slow “hop and turn” process (Nagle and Morowitz, 1978).
Vectorial proton coupled electron transfer. Proteins such as PSII, cytochromes bc1 and b6f use vectorial electron transfer reactions where oxidation and reduction reactions are spatially separated to add to the proton gradient. Thus, oxidation occurs on the P-side, where protons are released because the loss of an electron lowers the oxidized product pKa below the pH of the nearby compartment. Reduction occurs on the N-side, where reduction shifts the product pKa to be higher than the compartment pH (Rich, 2008; Nicholls, 2010; Gunner et al., 2013; Gunner and Koder, 2017). Within the protein, a sequence of electron tunneling reactions pass the electrons 30 Å or more between the terminal electron donor and acceptor (Gray and Winkler, 2003; Moser et al., 2006). The interior electron transfer reactions are not coupled to gain or loss of protons. Thus, a proton gradient is generated without moving protons through the membrane by a redox loop mechanism as suggested by Mitchell (Mitchell, 1977). The intra-membrane, middle of these proteins are mostly non-polar side chains with few associated water molecules, so discourage proton transfer. However, as will be seen in the discussion of PSII and bRCs, the sites of final, proton coupled oxidation or reduction can be 10 Å or more from the surface, requiring long-range proton transfer to move the protons to the active site.
Proton pumps. The proton pumps include the well-studied, light-driven Bacteriorhodopsin (Balashov, 2000; Luecke, 2000), Complex I (Mathiesen and Hägerhäll, 2002; Hirst, 2013; Sazanov, 2014) and the heme copper oxidase (HuCuOx) family (Kaila et al., 2010; Lee and Ädelroth, 2013). To ensure protons move in the correct direction pumps require three elements. These are proton transfer paths, as found in vectorial electron transfer proteins. However, pumps need Proton Loading Sites, PLS, placed along the proton transfer path, and gates. PLS transiently change their proton affinity to load a proton when the gate is open to the N-side and releases it when it is open to the P-side. Pathway gating and proton loading must be synchronized to guard against energy dissipating proton transfer from P- to N-side.
This review will compare and contrast the residues that make up the proton transfer elements in three light activated proteins: Bacteriorhodopsin (bR) and the photosynthetic proteins, Photosystem II (PSII) and the purple non-sulfur photosynthetic bacterial reactions centers (bRCs) and in the proton pumps Complex I and Cytochrome c oxidase, which are the first and last protein in the erobic electron transfer chain.
Overview of Proton Transfer Paths
The role of the different residues in proton transfer paths. The review will describe the residues found along proton transfer paths. Water is the quintessential Grotthuss competent molecule so water filled channels through protein structures often trace the proton transfer paths. However, some side chains can be a part of a proton transfer chain. Hydroxyl residues are well established in proton transfer paths, such as in Green Fluorescent Protein, GFP, which has a Ser on the short proton transfer path (Brejc et al., 1997; Donati et al., 2018). A neutral His has a proton on Nε with a lone pair on Nδ (or the proton/lone pair swap positions). It can accept a proton from one side of the imidazole and donate a proton from the other side. His plays this role in proton transfer in the M2 proton channel (Wang et al., 1995) and in carbonic anhydrase (Tu et al., 1989). Histidine analogs have been used in synthetic electron coupled proton transfer chains that lead to the Grotthuss transfer of a proton over long distances (Odella et al., 2018; Odella et al., 2019). Ionized side chains cannot be both a hydrogen bond donor and acceptor as required for Grotthuss proton transfer (Ge and Gunner, 2016; Lazaridis and Hummer, 2017; Duster and Lin, 2019). Thus, deprotonated Asp- and Glu- are hydrogen bond acceptors but have no proton to donate, while protonated His+, Lys+ or Arg+ have no lone pairs to accept a proton. This review will show examples where acidic and basic residues are found as PLS in the proton transfer chain, serving as meta-stable intermediates that can cycle between loaded (protonated) and unloaded states. Polar residues such as Asn, Gln and Trp are found to anchor the hydrogen bond chain, but are unlikely be active elements in Grotthuss proton transfer chains (Hammes-Schiffer, 2001; Goings et al., 2020), while non-polar residue are insulators stopping water penetration and proton leaks.
Linear vs. complex proton transfer paths. As proton transfers have been investigated in different proteins, we have found they can take place via linear or complex paths. Linear paths, as defined here, have a single entry and exit and a well-defined road between them. There are limited branches, which never deviate far from the main path. Linear paths can often be identified in a protein structure that includes well resolved water molecules (Sharpe and Ferguson-Miller, 2008; Sazanov, 2015). Mutation of a single entry or exit residue can block proton transfer.
However, representative structures will be shown to reveal interior regions with tangled webs of polar and protonatable groups and many water molecules (Krammer et al., 2009; Cai et al., 2020; Khaniya et al., 2020). These complex proton transfer paths provide multiple choices for protons to follow. Here mutations of individual residue may lead to partial loss of activity, generating ambiguous results that neither fully confirm nor deny their role. The proteins reviewed here use linear and complex paths in different regions of the overall transfer of protons through the membrane.
Proton Loading Sites
Type of Residues That Can Serve as PLS
A successful pump takes a proton through the protein from the N-side to the P-side, even though it is thermodynamically unfavorable. A PLS must transiently hold protons with gates open to the N-side and to be released to the P-side, synchronized with a turnover time of microseconds to milliseconds (Balashov, 2000; Kaila et al., 2010). The PLS is thus a residue or cluster of residues whose proton affinity changes dramatically between different reaction intermediates (Supplementary Material S2). The carboxylic acids, Asp, Glu and heme propionic acids are the most common PLS components in the proteins described here. They are found as single site PLS as well as PLS clusters. His and Lys are more often found coupled to acidic residues in clusters. H3O+, trapped between several acidic residues has been suggested to be part of PLS clusters (Freier et al., 2011; Kovalevsky et al., 2011; Supekar et al., 2016). However, the pKa for Arg+ to lose a proton is as high as that of water or a hydroxyl side chain (Fitch et al., 2015). Thus, the protonated Arg can help stabilize the negative charge but is unlikely to lose a proton in a PLS.
PLS clusters. The PLS and complex proton transfer paths often have regions with many interacting, buried ionizable and polar residues (Lancaster et al., 1996; Kannt et al., 1998). For a PLS cluster with n protonatable residues there are n+1 charge states and 2n microstates, which identify the number and distribution of protons (Gunner et al., 2020). The charge ranges from -Nacids (the number of acids) (assuming all bases are neutral) to +Nbases (number of bases) (assuming all acids are neutral). Tautomers are protonation microstates with the same charge but different proton locations. With m protons distributed over n binding sites in a PLS there are:
[image: image]
tautomers. The relative energies of the different tautomers determine the proton positions within the loaded and unloaded clusters. This review will describe examples of mechanisms by which PLS can change their protein affinity to load and unload protons.
MODEL SYSTEMS
Green Fluorescent Protein (GFP). GFP provides a simple example of the role of side chains in and around the proton transfer path (Figure 1). It also shows how fast protons can transfer via a pre-organized Grotthuss competent chain (Brejc et al., 1997; Zimmer, 2009; Donati et al., 2018). GFP is well studied as it has revolutionized cell biology. When introduced into a genome it is co-expressed with a specific protein of interest and its characteristic florescence allows the targeted protein to be localized within a living cell. The chromophore in GFP is a photoacid that absorbs light in the near UV and emits in the green (Zhou and Han, 2018). The large Stokes shift results from the ground state absorption and excited state emission occurring from molecules with different charges. Thus, in the ground state the chromophore is the PLS, while Glu 222 is the proton acceptor when the chromophore proton affinity is diminished by excitation. In this system the path for rapid proton release must be ready to carry the proton away prior to relaxation of the chromophore (Chattoraj et al., 1996).
[image: Figure 1]FIGURE 1 | Residues are prearranged for Grotthuss proton transfer in GFP. Blue thick arrows show direction of proton transfer from chromophore (CRO) to E222 via water (W316) and S205. The surrounding H148 and N146 can help to anchor the active proton transfer path. The coordinates for Equorea victoria GFP are from PDB ID: 1EMA (Ormö et al., 1996).
The proton is transferred through bound water and Ser 205 to Glu 222. A nearby His 148, Thr 203 and Asn 146 are on the outskirts of the proton transfer wire (Stoner-Ma et al., 2005; Di Donato et al., 2011). These provide a polar residue fence to pre-orient the hydrogen bond network. As the protein is light activated experiments can synchronize the protein for kinetic measurements to follow changes in the hydrogen bonding network. The proton arrives on the Glu in less than 10 ps (Donati et al., 2018). Vibrational spectroscopy shows that there are rapid changes in hydrogen bond orientation that precede proton transfer, presumably to fine tune the hydrogen bond connections for Grotthuss proton transfer. The kinetic transients are distinguished as rearrangements, which do not have a kinetic isotope effect, and proton transfers, which do (Di Donato et al., 2011).
Gramicidin (gA). The gA channel is a proton and cation conducting channel that has been used to study proton transfer through a linear water wire, with no intervening side chains. gA is made of two short ß-strand peptides, capped on N- and C-terminal ends. The N-termini meet in the center of the membrane. In the ß-helix the side chains are to the outside, with sufficient space to hold a linear chain of ≈8 water molecules in the middle of the helix. gA is an antibiotic, allowing protons and other cations to cross, depolarizing the cell’s electrochemical gradient (Kelkar and Chattopadhyay, 2007; Li et al., 2016). The simplicity of this system has made it ideal for the experimental (Dorman and Jordan, 2004; Ryu et al., 2015; Paulino et al., 2020) and computational (Roux, 2002; Allen et al., 2004; Till et al., 2008; Lazaridis and Hummer, 2017; Zhang et al., 2020) studies of the Grotthuss proton transfer mechanism.
The water molecules in gA form hydrogen bonds with the two neighboring water molecules and with the amides of the surrounding peptides. The balance of the water-water and water-amide interactions determines the stability of the water wire, the stability of an excess proton within the wire and the barrier for flipping the wire orientation once a proton has translocated to transport another proton via the hop and turn mechanism. The rate determining step for transfer can be initially orienting the water molecules or flipping the oriented water dipoles to the correct direction (Pomès and Roux, 2002; Agmon et al., 2016; Bozdaganyan et al., 2019).
Recent computer simulations showed a rather substantial sensitivity of the water wire orientation to the force field and simulation method (Zhang et al., 2020). In molecular dynamics simulations, with a classical force field the water molecules are fully aligned within the channel with rare flips from one orientation to the other. In contrast, MD with a the Drude polarizable force field shows more disorganized water molecules. Monte Carlo sampling with a Continuum Electrostatic force field also show relatively disorganized water chain. Thus, the balance of the forces that determine the orientation of the water molecules are such that different simulation conditions induce different behavior.
Experiments have also supported a range of structures for water in the channel. The experimentally derived rate of proton translocation through the channel under a transmembrane voltage gradient appears to be diffusion limited (≈2 × 109 s−1) even at pH 0 (Cukierman, 2000; Decoursey, 2003). The reorientation of the water chain is likely to be the rate determining step in Grotthuss proton transfer (Pomès and Roux, 1998). In the MD simulations with a classical force field the water chain flips its direction at ≈4 × 108 s−1 and this process is faster with the Drude force field. Thus, the simulations are in general agreement with the measured rate of proton transfer. However, recent solid-state NMR studies show a well-organized water-wire with flip rates on the millisecond time scale, which would suggest very slow turnover for proton transfers. The NMR studies point to hydrogen bonds between water molecules and amides near the first and last turns of each ß-helix leading to this stability. Thus, despite the simplicity of its structure, gA remains a protein where our understanding of the channel water structure and the mechanism of proton transport remains incomplete.
BACTERIORHODOPSIN
bR is the simplest and best studied proton pump (Balashov, 2000; Baudry et al., 2001; Gunner et al., 2006; Lanyi, 2006; Lórenz-Fonfría et al., 2008; Clemens et al., 2011). The bacteriorhodopsin family uses retinal not chlorophyll based photoactivation to fuel proton or ion pumping (Figure 2). Absorption of a 568 nm photon initiates a reaction cycle that removes a proton from the cell interior (N-side) and releases one to the outside (P-side) adding to the proton gradient. The overall reaction is simply:
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[image: Figure 2]FIGURE 2 | Key residues for proton transfer in bacteriorhodopsin. Three separated PLS are: the isolated D96; the central cluster D85, D212, and retinal Schiff base (RSB); and the exit cluster E194 and E204. Movement of R82 stabilizes unloading the central or exit clusters. Blue thick arrows show direction of proton transfer from N- to P-side by water mediated proton transfer paths. The coordinates for Halobacterium salinarum bR are from PDB ID: 5ZIM (Hasegawa et al., 2018).
The proton transfers are driven by the light induced conformational changes of the retinal from all trans to 13-cis, which is coupled to small changes in the helical packing in the protein core. There are three PLS in bR that illustrate different mechanisms to control PLS protonation and the connection to the proton transfer path.
Characterization of proton transfer intermediates. In light activated proteins such as GFP, bR, PSII and bRCs experiments can follow the sequential reaction mechanism since the flash of light used to start the reaction synchronizes the population. Time resolved visible and IR spectroscopy, combined with site directed mutations allow assignment of kinetic features to individual residues. bR intermediates were identified with the proton resting on acidic amino acids making up three well separated PLSs, each with metastable intermediates with different ionization states (Balashov, 2000; Lórenz-Fonfría and Kandori, 2009; Lórenz-Fonfría et al., 2011; Lórenz-Fonfría and Heberle, 2014). These intermediates clearly demonstrate the role of transient resting places for protons. Changes occur in times ranging from the picosecond transitions that trap the photon’s energy in the isomerized retinal to the milliseconds required to complete the full photocycle.
In bR, it is possible to crystallize protein trapped in different intermediates by a combination of mutation and temperature changes (Edmonds and Luecke, 2004; Hirai et al., 2009; Wickstrand et al., 2015). Simulations using these structures have shown that the calculated equilibrium proton distribution changes between intermediates as expected (Bashford and Gerwert, 1992; Spassov et al., 2001; Onufriev et al., 2003; Song et al., 2003; Song and Gunner, 2014). More recent time resolved crystal structures have been obtained using X-ray free electron lasers (XFEL) (Nogly et al., 2018; Wickstrand et al., 2019). These structures show many of the motions of water molecules and side chains and helices seen in earlier trapped structures. However, as the XFEL structures are not in deeply trapped intermediates, the dynamic structures provide additional information. However, as the transitions between photocycle intermediates are not all well separated in time, the XFEL structures each contain a mixture of states.
bR Demonstrates the Character of Simple and Cluster PLS
The central cluster tautomer shift. The central cluster consists of three residues: the retinal Schiff base (RSB), Asp 85 and Asp 212, which binds one proton on the RSB in the ground state (RSBH+: Asp 85-: Asp 212-). Light absorption leads to isomerization of the retinal, which rotates the RSB from facing the P-side to the N-side, leaving the proton on Asp 85 (M state: RSB: Asp85H: Asp 212-). This transition demonstrates a feature of a cluster PLS, as it moves between states with different proton distributions (tautomers) while retaining the same number of protons. The redistribution of the proton coupled to the retinal isomerization serves as a gate as it changes the direction of proton access. Thus, a proton will be passed from the trans-RSB to Asp85 toward the P-side, while later a proton is bound to the 13-cis RSB from the N-side (Bondar et al., 2007; Clemens et al., 2011; Wolter et al., 2013). The retinal returns to the P-side facing trans isomer only after it has bound the proton (Balashov, 2000).
A complex PLS can trap a proton on multiple sites. The complex exit cluster PLS, with Glu 194 and 204, has multiple tautomers for the proton loaded state. IR spectroscopy (Daldrop et al., 2018) and simulations (Bashford and Gerwert, 1992; Spassov et al., 2001; Phatak et al., 2008) support a protonated water stabilized by the two anionic glutamic acids, while the proton can also be trapped by a hydrogen bonded pair with one acid protonated and a water nearby (Song et al., 2003; Phatak et al., 2008). An advantage of using a cluster PLS is that it can use the multiple ways to store the proton to be less sensitive to mutation. If one of the Glu is mutated to an Asp the cluster is no longer properly positioned to trap a hydronium so the water cation IR signature is lost. The proton is now trapped on an acid, thereby retaining PLS function (Balashov, 2000; Gerwert et al., 2014).
An isolated acidic PLS requires hydration to lose its proton. Asp 96 on the N-side of bR plays a key role in proton transport (Miller and Oesterhelt, 1990). Asp 96 is an isolated PLS, as it is not in a cluster with other protonatable residues and has few hydrogen bonding opportunities to residues beyond Thr46 in the neighborhood. In the neutral, unloaded structure, there are few nearby water molecules and the acid is very stable in its neutral, loaded state (Gerwert et al., 2014; Wolf et al., 2014). A combination of time resolved IR and MD simulations show that isomerization of the retinal, 10 Å from Asp96, and the transfer of the proton from RSBH+ to the nearby Asp 85 leads to formation of a linear water chain on the N-side (Freier et al., 2011). The water molecules provide a proton transfer path, and also stabilize the negative charge on Asp 96 so that it can release a proton to the RSB near the end of the photocycle. Thus, a single site PLS cannot change its proton affinity by small movements of the polar and charged groups. Here flooding the site with water is required to both stabilize the charged Asp- and to open the gate for proton release by connecting it to the proton transfer path.
PHOTOSYSTEM II
PSII (Umena et al., 2011) is a multi-subunit protein pigment complex present in the thylakoid membrane of plants and cyanobacteria (Cox et al., 2013; Vinyard and Brudvig, 2017; Pantazis, 2018). The reaction is initiated by chlorophyll excitation with a 680 nm photon. Water is the primary electron donor and plastoquinone, PQ, is the final electron acceptor (Figure 3) (McEvoy and Brudvig, 2006). The overall reaction is:
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[image: Figure 3]FIGURE 3 | Cofactors in PSII: QA, QB are plastoquinones, Pheo is Pheophytin; Chl is Chlorophyll. D1 and D2 are the protein subunit that binds each cofactor. Red arrows show electron transfer from the OEC to QA and QB while blue lines show proton uptake from the stroma to QB and release from the OEC to the lumen. The coordinates for cyanobacteria Thermosynechococcus vulcanus are obtained from PDB ID: 3ARC.
The Oxygen Evolving Complex (OEC), an inorganic Mn4CaO5 cluster, catalyzes water oxidation following four sequential oxidations of the cluster (through five S-states) releasing O2 (Suga et al., 2019). The OEC is ≈20 Å from the surface, requiring paths for water entry and O2 and proton release. The region around the OEC is filled with water molecules that separate into three discrete water-filled channels moving to the lumen (Figures 4A,B) (Vassiliev et al., 2012; Vogt et al., 2015). On the electron acceptor side, QB in PSII is quite close to the stroma requiring only a short proton transfer path to bring in protons (Saito et al., 2013).
[image: Figure 4]FIGURE 4 | (A,B). (A) Water channels around the Oxygen Evolving Complex (OEC) of PSII. Water spheres (red) and amino acid residues highlighting the directions toward the large, broad and narrow channels (Vassiliev et al., 2012; Vogt et al., 2015). The notation for each residue is subunit-residue type, number. Residues in large channel: YZ, D1-H190, N298, E329, D342 (OEC primary ligand), CP43-E413. Narrow channel: D1-S169, N338. Broad channel: D1-D61, E65, D2-E312. (B) Waters extending from the OEC to the N-side lumen. Red spheres show highly interconnected water molecules extending ≈10 Å from the OEC. The structure then resolves to form three separated water filled channels: large (orange), narrow (magenta) and broad (green). Large channel extends from O1 of OEC to PsbV, narrow channel extends from O4 to PsbU/PsbO while broad channel extends from O5 to PsbO. See Supplementary Figure S1 for a more detailed view of the OEC. Coordinates from one MD snapshot initiated from Thermosynechococcus vulcanus PDB ID: 4UB6.
Proton Paths to the P-Side Near the OEC in PSII
Three water filled paths. Proton transfer paths combine Grotthuss competent water molecules and residues with protonatable groups to serve as transient proton loading sites. The proton release paths in PSII are dominated by water molecules, requiring minimal assistance from residues. There are three identified water filled channels leading from the OEC to the lumen (Figure 4A) (Vassiliev et al., 2012; Vogt et al., 2015). The narrow channel originates from one side of the Mn4 water ligands and extends through the PsbU/PsbO subunits (Figure 4B). The broad channel originates from the other side of Mn4, extending to the PsbO subunit, while the large channel originates from the OEC Ca water ligands leading to the PsbV subunit (Vassiliev et al., 2012; Vogt et al., 2015). These channels can provide paths for the transfer of the four product protons and O2 to the lumen and entry of the two substrate water molecules.
Which path does the proton take? With so many choices, an open question is which channel is best suited for proton transfer to the surface. Various simulation techniques have explored the nature of the water channels. Molecular dynamics investigations (Vassiliev et al., 2012) and quantum chemical studies (Retegan et al., 2016) favored the narrow channel for substrate water delivery. QM/MM studies (Saito et al., 2015) supported proton transport through the narrow channel. Continuum electrostatics calculations considered the proton affinity of residues lining the broad channel, finding increasing proton affinity, lowering the barrier for proton transfer, nearer the channel exit (Ishikita et al., 2006). Steered MD calculations (Vassiliev et al., 2012) found the large channel favorable for O2 transport and the narrow channel for substrate water delivery. However, other experimental and computational studies favored the large channel for proton transport (Chrysina et al., 2011; Nakamura et al., 2014; Sakamoto et al., 2017) or for substrate water delivery (McEvoy and Brudvig, 2004; Isobe et al., 2015; Shoji et al., 2015; Ugur et al., 2016; Kim and Debus, 2017). Thus, despite experimental and computational studies, a consensus for the role of each channel is yet to be established (Pantazis, 2018).
While earlier studies focused on individual linear paths, network analysis provides a somewhat different view of the connectivity of the water networks near the OEC (Kaur et al., 2021). These studies indicate that beyond ≈10–12 Å from the cofactor the three paths do become well separated as indicated by inspection of the structures. However, closer to the OEC all water molecules are highly interconnected. A proton from any of the Mn terminal water ligands or any of the oxygens that bridge the OEC Mn (except O2 and O3) can find its way to any of the three channels (Figure 4B) (Kaur et al., 2021). Comparing the proton affinity of H3O+ placed on individual water molecules in the three separated paths shows the broad channel as being more hospitable to the positive charge as suggested earlier (Ishikita et al., 2006; Bondar and Dau, 2012).
Mutations and time resolved IR difference spectroscopy support a complex proton transfer path near the OEC. The question is how to characterize a highly interconnected proton transfer path dominated by water molecules. FTIR-difference spectra followed through the cycle of reactions that lead to oxygen evolution shows changes in an extensive hydrogen bonding network around the cofactor. For example, FTIR-difference spectra shows a carboxylate peak (near 1,747 cm−1) whose proton affinity decreases in the step in the OEC oxidation cycle where a proton is not released to the lumen (S1 to S2) (Debus, 2015). This feature is lost when mutations are made of residues separated by ≈20 Å including D1-Asp61Ala, D1-Glu65Ala, D2-Glu312Ala, D1-Arg334Ala, D1-Glu329Gln (Figure 4). Mutation of each of these residues disrupts the hydrogen bond network and blocks or slows O2 evolution (Service et al., 2010; Debus, 2014). All of these residues are found in the network analysis that reveled the connections of all water molecules near the OEC (Kaur et al., 2021).
PLS used for proton coupled electron transfer near the OEC. PSII provides an example of the use of a PLS to stabilize the redox reactions of an intermediate on a longer electron transfer chain. Through the S-state cycle the redox active Tyr161, Yz, is the electron donor to the oxidized chlorophyll, P680•+. Yz•+ is then reduced by the OEC (Figure 5) (Lavergne and Junge, 1993). The pKa of an oxidized Tyr is -2 (Tommos and Babcock, 2000), so Yz•+ will lose its proton. D1-His 190 serves as a PLS, trapping the proton for the microseconds to several milliseconds that Yz is oxidized (Figure 5) (Rappaport et al., 1994). This His has a low enough proton affinity that it is neutral in the ground state, yet its proton affinity is higher than the oxidized Yz•. The protein must block the proton from being lost to the lumen from the His. A tight hydrogen bond between the Tyr and the His helps as does the presence of polar, but non-proton conducting residues such as D1-Asn 298 surrounding the pair (Saito et al., 2011). The proton is shuttled between the Tyr cofactor and its adjacent PLS, never moving in or out of the protein, while the electron is passed from the OEC to P680 via YZ (Figure 5) (Saito et al., 2011; Ishikita and Saito, 2014).
[image: Figure 5]FIGURE 5 | D1-His 190 is an example of a PLS supporting transient redox cycling of YZ (D1-Tyr 161), which is an intermediate electron donor/acceptor in the PSII electron transfer chain. Red arrows show electron transfers. YZ is an electron donor to the oxidized P680•+ (≈11 Å away) and acceptor from the OEC (≈5 Å away). The pKa of the oxidized Tyr is <0, while it is 9.8 when it is reduced. His 190 ensures that the proton is captured when the Tyr is oxidized and returned when the Tyr is reduced. As YZ and His 190 are hydrogen bonded together, the proton simply moves between the two residues and does not escape (Ishikita and Saito, 2014).
Gates in proton transfer pathways in proteins that are not pumps. A gate along proton transfer path guards against unwanted proton transfers. An inhibitory gate can be identified in PSII, where a chloride ion helps to keep the entrance to the broad channel open by preventing a salt bridge between D1-Asp 61 and D2-Lys 317. Experiments show chloride depletion blocks the advancement of S-state transition beyond S2 (Ono et al., 1986; Pokhrel and Brudvig, 2014). Simulations show depletion of chloride leads to formation of a salt bridge between D1-Asp 61 and D2-Lys 317 hindering proton loss (Rivalta et al., 2011; Amin et al., 2016; Kaur et al., 2019).
Fences support a proton path. The sides of the water filled channels contain residues such as Asn and Arg (e.g., D1-Asn 87 and CP43-Arg 357). These cannot participate in Grotthuss proton transfers, nor are their pKa in a range that would let them be PLS. Rather, these residues can anchor, the hydrogen bond connections, orienting the water molecules. One example that has been investigated is D1-Asn 298 near the OEC. Mutating this residue influences oxygen evolution (Kuroda et al., 2014) and the FTIR spectrum of the OEC network (Nagao et al., 2017; Chrysina et al., 2019). Simulations show the Asn changes the orientation of its side chain amide dipole in the transition from S2 to S3 leading to rearrangement of the hydrogen bond network (Chrysina et al., 2019).
BACTERIAL REACTION CENTER
The reaction center, bRC, of the purple non-sulfur bacteria is the first membrane protein whose structure was solved at atomic resolution (Deisenhofer et al., 1985). RCs are light activated proteins so as with GFP, bR and PSII, time resolved measurements allow individual steps in the series of electron and/or proton transfer reactions to be monitored by time-resolved spectroscopy, showing the individual steps in the reactions (Okamura et al., 2000; Wraight, 2006).
bRCs and PSII are Type II reaction centers where a fully reduced, QH2 is the final product. The quinol dissociates into the membrane to serve as the substrate of the b6f complex in oxygenic photosynthesis and the bc1 complex in bacteria (Cardona et al., 2012; Cardona and Rutherford, 2019). The D1 and D2 subunits of PSII are related to the L and M subunits in bRCs (Raymond and Blankenship, 2004). The bacterial systems use a photon, in the range of 860–960 nm. Thus, they do not have enough energy to carry out the PSII reaction, which uses a 680 nm photon to fuel the uphill transfer of electrons from water to quinone (Heathcote et al., 2002). The primary electron donor in bRCs is periplasmic (P-side) cytochrome c. The redox reactions of cytochrome c are not coupled to proton binding/release. The overall reaction is:
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In contrast to PSII, which has a very short distance to the N-side, bRCs have an H subunit, capping the N-side of the protein, requiring a much longer path for the protons to reach the QB site (Figure 6).
[image: Figure 6]FIGURE 6 | Structure of bacterial photosynthetic reaction centers of Rhodobacter sphaeroides. L and M subunits in green, H subunit in cyan. Red arrows follow the electron transfer path, and the blue arrow is the path protons travel from the N-side to QB. Water molecules in the structure are shown as red balls. The region between the two dashed lines has few water molecules or polar residues, which discourages proton transfer across the protein. The two quinones are still within the lipid membrane, but in a region of the protein with multiple polar residues and water molecules to transport protons. Coordinates are from PDB ID: 1AIG.
Quinones as a model redox coupled proton transfer reactant. Electrons move one at a time between cofactors in proteins generating free radical intermediates. While some cofactors such as chlorophylls, hemes, iron sulfur clusters and Tyr are stable one electron redox cofactors, unpaired electrons are often sources of toxic reactive oxygen intermediates (Weisz et al., 2017). Quinones function as single electron donors/acceptors within proteins, but accumulate two electrons and protons (Paddock et al., 2003; Müh et al., 2012). These lipid soluble cofactors thus transport electrons from many proteins including PSII, bRCs and complex I described here to the bc1 complex in mitochondria and bacteria or b6f complexes in chloroplasts as electrons move down the electron transfer chains.
As quinones cycle between oxidized quinone (Q), semiquinone (Q•-) and fully reduced quinol (QH2) their proton affinity changes. The quinone pKa is <0, it is <5 for the semiquinone (Zhu and Gunner, 2005; Gunner et al., 2008; Hasegawa et al., 2017). Hence, the anionic semiquinone is often the stable state within the protein. However, the generation of Q•- can trigger proton binding to nearby residues (Graige et al., 1996; Abresch et al., 1998; Alexov and Gunner, 1999; Paddock et al., 2003). The pKas for the fully reduced quinol is >10 so the second QB reduction is coupled to binding two protons to the cofactor. The difference in the hydrogen bonding pattern for the two quinone carbonyls and two quinol hydroxyls promote quinone dissociation in PSII (Shevela et al., 2012; Saito et al., 2013). As will be described below, in Complex I quinone reduction leads to a large conformational change that trigger proton pumping through distant pathways (Gupta et al., 2020; Gutiérrez-Fernández et al., 2020; Kampjut and Sazanov, 2020).
The quinone electrochemistry is modified within the protein, but the underlying proton affinity of each redox state in the isolated compound strongly influences the order in which protons are bound. The sequence of reactions in bRCs (Graige et al., 1996) and likely in PSII is: 1) QB is first reduced to the anionic semiquinone. The negative potential causes protons to be bound to nearby amino acids (Okamura and Feher, 1992; Wraight, 2006; Gunner et al., 2008); 2) uphill protonation of the semiquinone is the rate-determining step preceding the second reduction; 3) reduction is followed by binding a second proton and release of the quinol.
Proton transfer pathways to QBin bRCs. The proton transfer paths to QB have been well studied (Abresch et al., 1998; Okamura et al., 2000). These are different than those described above near the OEC, as residues play a much larger role in the network. However, they are similar in that there is a tangled complex of proton transfer paths. There is a large number of acidic and basic residues buried in the protein near QB that influence the electrochemistry of the quinone and provide paths for proton transfer (Figure 7) (Sebban et al., 1995; Lancaster et al., 1996; Abresch et al., 1998; Alexov and Gunner, 1999; Rabenstein et al., 2000). FTIR difference spectra obtained on QA and QB reduction shows broad features characteristic of a polarized, interconnected hydrogen bonded network of water molecules and amino acids around the two quinones (Breton and Nabedryk, 1998). L-Asp 210 and Asp 213 may share a proton in the ground state, serving as a PLS. Protonating one of the acids removes a negative charge, stabilizing the semiquinone QB•- and keeping a proton available for passage to the quinone itself (Lancaster et al., 1996; Alexov and Gunner, 1999; Ishikita et al., 2003). The mutants L-Asp213Asn and L-Ser223Ala slow the rate of this reaction, with the mutation of L-Asp 213 having a bigger impact (Paddock et al., 1994; Paddock et al., 1995). In the absence of L-Asp 213, H-Glu 173 may provide an alternative location for the proton in this extended PLS (Paddock et al., 2003). Thus, this web of acidic residues combines the functions of a cluster PLS and complex proton transfer path.
[image: Figure 7]FIGURE 7 | Three proposed paths for the two protons from the surface to the QB site (Abresch et al., 1998), showing key residues on each path including H-His 126, H-His 128, H-Asp 124, L-Asp 210, M-Asp 17, H-Glu 173, L-Asp 213, L-Ser 223 and L-Glu 212 (Okamura et al., 2000; Paddock et al., 2003; Wraight, 2004). Coordinates from Rb. sphaeroides bRCs PDB ID: 1AIG.
L-Glu 212, which is a protonated PLS in the ground state, provides the second proton to QB (Wraight, 2004). The pKa of the Glu is ≈10, trapping a proton near the quinone in the ground state ready when needed (Kleinfeld et al., 1984; Okamura and Feher, 1992). The mutant L-Glu212Gln does not affect the delivery of the first proton, supporting this site being neutral in the presence of QB-. However, the transfer of the second proton is totally blocked, indicating L-Glu 212 is a unique single site PLS (Paddock et al., 1989; Shinkarev et al., 1993; P. H.; McPherson et al., 1994; Okamura et al., 2000; Wraight, 2004).
Three possible paths. The complex web of acidic and other polar residues near QB leads to the question of what is the route for proton transfer from the N-side surface to the quinone binding site. The crystal structures reveal three likely paths (Figure 7) (Abresch et al., 1998). The longest path, P1, is ≈20 Å long. It enters the protein near H-Asp 224 or M-Asp 240 and passes to L-Glu 212, which provides the second proton to QB. P2, also ≈20 Å long, starts near M-Tyr 3 and moves via H-Glu 173 to L-Asp 213, which donates the first proton to QB. P3 is the shortest path, with only ≈7 Å between L-Asp 213 and the surface M-Asp 17 with one water molecule in the middle (Abresch et al., 1998).
Surface PLS as a proton collection site. RCs also have a well characterized external cluster near the entrance to P3 made up of H-Asp 124, H-His 126, H-His 128. The cluster is a proposed proton collection site (Utschig et al., 1998; Paddock et al., 1999; Okamura et al., 2000) (Figure 7). Zn2+ or Cd2+ bind here and slow proton transfer to QB. Clusters of protonatable groups near the surface of proton transfer paths are found in other proteins. A similar proton accumulation site is found in the D-channel (Cai et al., 2018). The broad channel in PSII exits to a cluster of surface acidic residues that can trap the released proton (Bondar and Dau, 2012; Kaur et al., 2021).
P3 appears to carry protons in wild-type bRCs. Mutation of L-Asp 210 and M-Asp 17, have a larger impact when Zn2+ or Cd2+ are present, showing an additive effect of multiple changes to this pathway. However even with P3 blocked, protons still enter to QB, indicating that other routes can serve as pathways, but with slower transfer rates (Okamura et al., 2000). Thus, in the tangled potential proton transfer network, multiple paths are possible, but some are preferred.
NADH-UBIQUINONE OXIDOREDUCTASE (COMPLEX I)
Complex I is the first and the largest protein in the erobic respiratory electron transfer chain of bacteria and mitochondria (Brandt et al., 2003; Hirst, 2013; Sazanov, 2015; Kaila, 2018). Within the protein electrons are transferred from NADH to a flavin and through a series of Iron Sulfur (FeS) complexes to a quinone (Verkhovskaya et al., 2008; Efremov et al., 2010; Hirst, 2013; Zickermann et al., 2015). The overall reaction is:
[image: image]
The quinone, Q, is often ubiquinone but can be menaquinone in bacteria such as Thermus thermophilus, the source of the protein for the first complete crystal structure (Baradaran et al., 2013). The transfer of the two electrons, which occurs in the N-side peripheral arm, leads to the pumping of four protons from the N- to P-side of the membrane embedded portion of the protein (Figure 8).
[image: Figure 8]FIGURE 8 | (A,B) Structure of the full membrane domain of complex I and only the Nqo4 subunit of the periplasmic domain from T. thermophilus [PDB ID: 4HEA (Baradaran et al., 2013)] highlighting proton transfer paths. (A) Residues that have been proposed to be important for proton pumping are shown as sticks and labeled as subunit number (one letter amino acid designation-residue number). Quinone is yellow and N2 of each Iron Sulfur cluster is green. Approximate locations of putative proton transfer paths are blue arrows and dashed lines show alternative, proposed paths. (B) Residues that are included in the conservation analysis. Purple sticks: E channel cluster in the center of the protein [Cluster 4 in (Khaniya et al., 2020)]; Sticks colored by atom type: antiporter residues (Baradaran et al., 2013; Di Luca et al., 2017; Haapanen and Sharma, 2017; Gutiérrez-Fernández et al., 2020). (C,D) Conservation analysis shown as Weblogo (Crooks, 2004) representation of multiple sequence alignment of 1,000 complex I sequences (Johnson et al., 2008; Sievers et al., 2011). (C) Residues in the three linear antiporter pathways in Nqo12 (Top), Nqo13 (Middle) and Nqo14 (Bottom) subunits. (D) Residues in the E-channel cluster 4. Residues from Nqo8 (Top), Nqo7 (Middle) and Nqo10 (Bottom).
Complex I combines elements of two disparate proteins. The long, peripheral arm is likely derived from a soluble hydrogenase and three of the proton channels are related to Mrp Na-H antiporters (denoted antiporter channels), however, the fourth, E-channel, is unique to Complex I and its close relatives (Efremov and Sazanov, 2012; Brandt, 2019). Complex I is remarkable, as the tightly coupled electron transfer and proton pumping elements are separated by as much as 300 Å from the NADH binding site, at the end of the peripheral arm, to the distal proton pumping subunit (Baradaran et al., 2013; Kaila, 2018). Quinone binding and reduction lead to a rotation of the soluble arm that connects the redox reactions to proton pumping in some way (Gupta et al., 2020; Gutiérrez-Fernández et al., 2020; Kampjut and Sazanov, 2020).
Antiporter: simple pathway. Complex I provides examples of both simple and complex proton transfer pathways. There are four proton paths, three through the antiporter subunits and one through the E-channel (Hirst, 2013; Ripple et al., 2013; Sazanov, 2015; Di Luca et al., 2017; Haapanen and Sharma, 2018; Saura and Kaila, 2019). The crystal structures show likely, linear paths through each antiporter subunit (Efremov and Sazanov, 2011; Baradaran et al., 2013; Zickermann et al., 2015) which have chain of well conserved acidic and basic residues in the center running parallel to the membrane (Figures 8A,B) (Fearnley and Walker, 1992; Torres-Bacete et al., 2007; Efremov and Sazanov, 2012). Recognizable water chains leading to the N- and P-sides are seen in computational studies (Kaila et al., 2014; Di Luca et al., 2017; Haapanen and Sharma, 2017; Röpke et al., 2020). Moving along each pathway from the N-side is a Glu/Lys pair then a central Lys followed by either a Lys or Glu (Baradaran et al., 2013; Kaila, 2018). Their protonation states change as the proton is handed from one ionizable residue to the next. Thus, the antiporter channels are simple linear proton transfer paths.
With a linear proton transfer path, it is often possible to identify a unique gating element. Simulations have been carried out to investigate the behavior of Complex I with different protonation states for these residues (Kaila et al., 2014; Di Luca et al., 2017; Haapanen and Sharma, 2017). Increasing the net charge in the interior leads to water molecules being brought into the protein in MD trajectories and they are expelled when the charges are neutralized (Kaila et al., 2014; Hummer and Wikström, 2016; Di Luca et al., 2017). These hydration/dehydration changes will gate proton transfer through the channels, similar to that described above for Asp96 in bR. They can be validated by seeing waters in different locations in structures trapped in different intermediates or by interpretation of IR spectroscopy (Lórenz-Fonfría et al., 2008). However, a buried charge will attract water in MD simulations so it is important that the residue protonation states be correctly assigned in the simulation (Hummer and Wikström, 2016).
Comparison of the structures of Complex I from different organisms shows conservation of the P-side proton release paths in the antiporter subunits. However, on the N-side MD studies (Kaila et al., 2014; Di Luca et al., 2017; Haapanen and Sharma, 2017) found a pathway similar to one identified in the crystal structure of Y. lipolytica (Zickermann et al., 2015) Complex I but different from the one proposed from the T. thermophilus (Sazanov, 2015) crystal structure. Thus, it is not known if the exit path is conserved. Similar changes in pathways through evolution are also found comparing A- and B-type CcO as will be described below.
E-channel: A complex proton transfer path. In contrast to the linear proton transfer path seen through the three antiporter subunits, the fourth proton travels through a path directly under the periplasmic arm denoted the E-channel. This region has a web of water molecules and polar and protonatable residues characteristic of a complex proton transfer path with several PLS clusters (Di Luca et al., 2017; Saura and Kaila, 2019; Gutiérrez-Fernández et al., 2020; Khaniya et al., 2020). There are several competing proposals for the proton transfer path through the E-channel. It has been suggested to use subunits Nqo10 and Nqo11 (Efremov and Sazanov, 2011; Zickermann et al., 2015) or subunit Nqo8 (Baradaran et al., 2013). Various computational studies also provide different answers (Kaila et al., 2014; Di Luca et al., 2017; Haapanen and Sharma, 2017). This uncertainty about the route is characteristic of complex proton transfer paths. There is a growing consensus that residues in subunits Nqo7, 8 10 and 11 are important for E-channel function (Figure 8A). Network analysis, which can accommodate complexity, has proposed a complete path through subunit Nqo4 and Nqo8 at the N-side entry, moving through subunit Nqo8 and Nqo7 in the center, and exiting through subunit Nqo10 and Nqo11 (Khaniya et al., 2020).
Role of quinone in Complex I as a gate. Complex I is able to couple the energy releasing redox reactions in the peripheral arm to the energy requiring proton pumping through four, distant well separated pumping sites (Baradaran et al., 2013; Kaila, 2018). The quinone binding site in complex I is ≈25–30 Å above the membrane surface, which is different from its location in any other quinone dependent membrane protein (Baradaran et al., 2013; Zickermann et al., 2015). Quinone binding leads to the rotation and tilt of the peripheral arm (Gutiérrez-Fernández et al., 2020). MD simulations (Gamiz-Hernandez et al., 2017; Warnau et al., 2018; Gupta et al., 2020) and Monte Carlo sampling (Khaniya et al., 2020) find changes in the connectivity of the hydrogen bond network that depend on the presence and redox state of the quinone. Movement of subunit Nqo4 and Nqo8 leads to changes in the E-channel hydrogen bond network that propagate into the first antiporter channel by a distortion near Nqo10 (Tyr 59) (Gutiérrez-Fernández et al., 2020). The shifts in hydrogen bond network and residue protonation initiated by the quinone reactions thus yield changes in the interaction between the key Glu/Lys residues in the very distant antiporter channels (Efremov and Sazanov, 2011; Kampjut and Sazanov, 2020). This web of long-range communication is not needed in smaller proteins such as CcO, described below, where the change in electrostatic potential due to the redox reactions can directly modify PLS proton affinity coupled to proton pumping.
MD trajectories show quinone binding influences the E-channel by enriching the number of hydrogen bonds near the N-side, which are proposed to open the channel for proton uptake (Gupta et al., 2020; Khaniya et al., 2020). However, when QH2 is bound the charge of conserved residues change leading to modification of the water wires in the proton transfer channels (Gamiz-Hernandez et al., 2017; Kaila, 2018). The E-channel central region has extended clusters of protonatable residues including Nqo7 (Asp 72), 8 (Glu 130), 8 (Glu 163), 8 (Glu 213) (Khaniya et al., 2020) [the nomenclature uses residue numbering from the T. thermophilus complex I in the form as Nqo subunit (residues)].
Beyond the central cluster of polar residues there is a hydrophobic barrier that blocks the proton transfer to the P-side in the E-channel. Thus, while there have been several studies of the proton entry, connections are rarely drawn from the center to the P-side (Baradaran et al., 2013; Kaila et al., 2014; Zickermann et al., 2015; Di Luca et al., 2017; Haapanen and Sharma, 2017). Network analysis of the hydrogen bonds made in MD trajectories suggests several paths that rely on transient wetting events (Khaniya et al., 2020). One lies near Nqo7 (Tyr 7) and 8 (Tyr 124). Another possibility is from Nqo8 (Glu 130) to 10 (Tyr 59) (Gutiérrez-Fernández et al., 2020; Steiner and Sazanov, 2020). However, these proposed bridging residues are not well conserved. Thus, what permits the proton to cross the hydrophobic barrier, and whether it conserved through Complex I evolution, is still an open question. A similar hydrophobic barrier is also seen in the voltage-sensing domain (VSD) of voltage-gated ion channels. Here mutations of the hydrophobic residues make the system leaky, showing the importance of non-polar residues to block uncontrolled proton transfers (Banh et al., 2019).
Residue conservation. The conservation and sensitivity of residues to mutation can provide evidence that there is a unique pathway for protons. The multisequence alignment of the residues in the linear paths through the three antiporter subunits (Baradaran et al., 2013; Di Luca et al., 2017; Haapanen and Sharma, 2017; Gutiérrez-Fernández et al., 2020) were compared with that found for the central cluster in the complex E-channel pathway (cluster 4 residues) (Khaniya et al., 2020). The WebLogo (Crooks, 2004) provides a graphical comparison of the results (Figures 8C,D). The residues along the linear antiporter paths are highly conserved. In contrast, the E-channel central cluster shows much weaker conservation, suggesting that, while the cluster as a whole must function, individual residues may not be uniquely important.
Mutation The sensitivity to mutation may also distinguish linear from complex proton transfer paths. Thus, mutation of residues along a linear path should severely impair activity. In contrast, a complex path may be less sensitive as there are multiple routes for the proton, though as shown above for bRCs, not all need be equally favorable. Many of the residues in the well-defined antiporter channels have been subjected to site-directed mutations. Mutation of the residues shown in (Figure 8A) severely reduce quinone oxidoreductase activity that is tightly coupled to proton transfer since there is no alternative paths for proton transport (Torres-Bacete et al., 2007; Euro et al., 2008; Michel et al., 2011). However, the E-channel is more complex and there is less consensus about the path. Mutations of proposed E-channel residues often modify but do not kill activity (Taylor et al., 2002; Yang et al., 2009).
CYTOCHROME C OXIDASE
CcO is a proton pump belonging to the heme-copper oxidase superfamily (Kaila et al., 2010; Liang et al., 2017; Kaur et al., 2019). The energy for proton pumping comes from electrons from cytochrome c (Cyt c) reducing O2 to water in the binuclear (Heme & Cu) center (BNC), located in the protein center (Figure 9). The BNC is reduced stepwise, one at a time to store four electrons. O2 reduction takes place in one step in the fully reduced BNC (Kaila et al., 2010; Cai et al., 2020). O2 production likewise takes place in one step in the fully oxidized OEC of PSII. This mechanism protects against the release of toxic reactive oxygen intermediates. The overall reaction is:
[image: image]
[image: Figure 9]FIGURE 9 | Residues of importance for proton pumping in CcO. Residues D132, K362, D286, B(E101) are shown; heme a and a3 are green sticks; CuA and CuB, are green spheres. Blue spheres: D-channel; red: P-side cluster PLS; yellow: K-channel; Brown: P-exit path; Purple: P-exit surface cluster. Solid blue lines: path of protons used for chemistry in the BNC (heme a2 and CuB), dashed blue line: path for pumped protons; orange line: electron transfer path. Structure of Rb. sphaeroides CcO from PDB ID:1M56.
Four electrons come from the cytochrome c on the P-side, and four protons from the N-side to the BNC for chemistry. m is the number of protons pumped across the membrane. There are several related classes of CcO, denoted A, B and C. The A-type CcO is found from bacteria to mammals, while B- and C-type are found in bacteria that live at low O2 levels. In the A-type CcO, m = 4. B- and C- type CcOs differ in the types of heme used and in the number of protons pumped/electron, with m generally less than four (Lee et al., 2012). CcO provides examples of simple and complex proton transfer paths and simple and cluster PLS as well as a gate generated by hydration/dehydration changes.
Proton transfer paths through CcO. In the A-type CcO two linear water filled channels (D- and K-channels) are seen. Each has an essential ionizable residue at the entry on the N-side and at the end near the BNC, but none within the channels. The D-channel has Asp 132 at the entry and the essential, isolated Glu 286 as the PLS (Wikström et al., 2000; Brändén et al., 2001). The K channel has Lys 362 near the BNC and B-Glu 101 near the entry (Ma et al., 1999; Brändén et al., 2002). The buried Glu and Lys are both isolated in hydrophobic parts of the protein. In the ground states, their proton affinity has shifted so both are neutral (Rb. sphaeroides CcO numbering used here).
The D-channel carries six of the eight protons in the A-type CcO reaction cycle, while the K-channel carries two. At the center of CcO is heme a and heme a3 and CuB of the active site BNC. As the retinal does in bR, the large cofactors may help to block proton transfer through the protein. The protons from the K channel exit into the BNC to be added to the reduced product water, while the D channel exits between the two hemes. The importance of these linear pathways were demonstrated by mutation of the residues at the beginning and end of the channels leading to loss of activity (Jünemann et al., 1997; Qian et al., 1997; Mills and Ferguson-Miller, 2002). Oddly, the D-channel is missing in B- and C-type CcOs, with only a K-channel remaining (Lee et al., 2012). Thus, as suggested in complex I, proton transfer paths may shift through evolution. In the B- and C- type CcOs it remains unclear how the pumped protons move around the active site to be delivered to the P-side.
Complex proton transfer pathways. The P-side of all CcOs has a tangled cluster of strongly interacting polar and protonatable residues that do not provide an obvious single exit path, although linear paths have been suggested (Popović and Stuchebrukhov, 2005; Björck et al., 2019). The hydrogen bond network on the P-side of A- and B-type CcO, was analyzed using Monte Carlo sampling and network analysis (Cai et al., 2018; Cai et al., 2020). Calculations were initiated with experimental crystal structures as well as with snapshots from MD trajectories carried out in different redox states of the hemes and protonation states of key residues. This analysis recognized a linear proton transfer path through the D-channel in the A-type CcO. A very large cluster of interconnected residues was identified as the P-side PLS (Figure 9). This cluster exits through several paths to a region near the cytochrome c binding site. Thus, there is an exit region not a unique exit for protons in this complex path.
Single residue PLS in CcO. Glu 286 is located at the top of the D-channel of A-type CcO (Kaila et al., 2010). It is isolated from other protonatable residues so forms a simple PLS. It plays an essential role, releasing a proton to the BNC for chemistry and to a P-side PLS cluster for pumping. The X-ray crystal structures show it is in a dry region and all simulation techniques give it a high proton affinity as there is nothing in the structure to stabilize an anionic residue (Hummer and Wikström, 2016). Measurements found a pKa of ≈10 for turnover that is assigned to Glu286 (Namslauer et al., 2003). However, MD simulations showed protonation of a propionic acid in the P-side PLS breaks a hydrogen bond and opens a cavity which then fills with water (Goyal et al., 2013; Son et al., 2017).
The hydration of the water cavity near Glu 286 also serves as a gate for the proton transfer pathway. In the crystal structures and in protein equilibrated in MD trajectories without the water cavity there is no exit found from the D-channel to the P-side PLS. Thus, the closed cavity blocks the backflow of protons (Cai et al., 2018). However, when the cavity is hydrated Glu 286 becomes well connected to the extensive PLS cluster on the P-side. Changes in hydration also help control the proton transfer from Glu 286 to the BNC (Wikström et al., 2003) Thus, hydration tunes the proton affinity of an isolated residue and serves as a gate in the proton transfer pathway, a pattern described for Asp 96 in bR and for the antiport subunits in complex I.
The role of tautomer shifts in a complex PLS. A proton pump must regulate the thermodynamics of PLS loading and unloading, and then change proton affinity when the reaction progresses. This requires tuning the free energy difference between the loaded and unloaded states at the pH of interest as well as the shift in this value as the protein goes through the reaction cycle (See fuller description in Supplementary Material S1). The PLS must remain in the appropriate loaded/unloaded state until the reaction has progressed and the accessibility of N- and P-side is modified by the gates opening/closing (Kim et al., 2007; Kim et al., 2009; Kim and Hummer, 2012; Stuchebrukhov, 2018; Stuchebrukhov, 2019). The challenge is to find the changes that can trap, hold and then release the proton. An analysis of the proton distribution in the PLS cluster in B-type CcO provides some insight into the atomic details of one mechanism.
On the P-side of the B-type CcO, an extended cluster of six residues was found to behave as a PLS (Figure 10) (Cai et al., 2020). The unloaded PLS has one proton bound (net charge -4) while the loaded cluster has two protons. The protein surrounding the PLS provides sufficient long-range positive potential to stabilize the cluster negative charge. There are six tautomers with one proton and 12 with two protons distributed over the six residues (Eq. 1). By investigating the proton affinity of different tautomers in snapshots derived from MD trajectories it was found that a shift in the hydrogen bond pattern changes the tautomer selected. This resulted in dynamic states where a loaded and unloaded state are close in energy so changes at the active site lead to proton binding or release. However, the BNC is ≈15 Å from the PLS and the change in the BNC do not shift the PLS proton affinity enough to fully load a proton to the PLS cluster. This behavior is seen Supplementary Figures S2A,B when there is only a small shift in proton affinity in a group with a pKa near the pH (Supplementary Figure S2C, middle titration). The problem of incomplete loading/unloading appears to be solved by moving the bound protons and rearranging the hydrogen bonding pattern, which is described as a tautomer trap. This leads to the PLS being trapped loaded or unloaded because the cluster proton affinity is either too high or too low (Supplementary Figure S2C, right-most titration) or unloaded (Supplementary Figure S2C, left-most titration).
[image: Figure 10]FIGURE 10 | Complex PLS on the P-side of the B-type CcO. The proton moves between Prop A [trapped unloaded (tU), with very low proton affinity] to D372 [dynamic unloaded (dU)] where electron transfer to Heme A3 or CuB in the BNC active site 15 Å distant will lead to proton loading into the cluster (Cai et al., 2020). In the loaded state one proton is on D372. If the second proton is on PropA the system is dynamic (dL), so addition of a proton to the product water trapped in the BNC leads to the PLS unloading. If the second proton is on H386 the cluster proton affinity is too high to lose a proton (tL). The intra-cluster distances determine the relative energy of the loaded and unloaded tautomers. The crystal structure is likely trapped in the loaded state. Structure of Th. thermophilus CcO from PDB ID:3S8F.
The proton shift in the CcO complex PLS shows how a tautomer trap can solve the problem that a PLS, which is sensitive to changes in the protein, may not strongly trap the proton. Thus, in active structures, the change in proton affinity due to the BNC will lead to some changes in the PLS protonation state. But this shift in free energy is insufficient to reliably move the PLS between being fully loaded and unloaded (Supplementary Figure S2). Then a tautomer shift moves the PLS from the dynamic configuration (where the proton was bound or lost) to the stable, fully loaded or unloaded locked configuration. This mechanism may be similar to activation and inactivation process in voltage gated ion channels, where conformational changes occur when the channels are an active open state, then block the channel and transit to inactive state (Aldrich, 2001). A tautomer trap is only available to a PLS cluster, it is not possible in a single residue PLS.
CONCLUSION
The structure of multiple proton transfer paths in several proteins that add to the transmembrane electrochemical gradient show a range of motifs. Thus, they can be simple linear paths as found in the D- and K- channels of CcO and the antiporter subunits of complex I. They can also be complex paths as seen on the P-side of CcO and the E-channel of complex I. Paths can be filled with water so that a proton never needs to use a side chain as found around the OEC in PSII or to be handed through a mixture of side chains and water molecules as found in GFP and in bRCs. With simple, single site PLS, as at the exit from the D-channel and the N-side of bR, changes far from the PLS trigger water influx that leads to proton release and production of a water chain to ferry protons. A similar mechanism is used in the antiporter subunits of complex I. In contrast, in the PLS cluster on the proton release side of bR and CcO, small, local rearrangements of a cluster of strongly interacting residues leads to large changes in proton affinity to cause the PLS to load and unload.
Thus, the framework that proteins will have proton transfer paths, Proton Loading Sites (PLS) and gates allows the analysis of each of these proteins. However, the motifs vary in the residues that make up the needed elements and in their complexity. Each proton pump reviewed here use structures with different complexity for different parts of the proton transfer paths. The advantages of different motifs remain to be determined.
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No gradient With gradient: 0.2 V
Four protons pumped

Reduction process G (eV) exp AG (eV) Cale AG* (eV) est AG (eV) cale> AG” (eV) est
Py—F:

Tyr0® — TyrOH -052 -055 +0.58 -0.15 4065
F- 0y

Feaa(V)=0 — Fe(llJOH 0.46 043 +0.58 -0.03 +0.65
0.~ E:

CugflOH — Cug()OH, -0.10 -0.80 +0.58 -0.40 +0.65
E—R:

Feas(lNOH —Fes(llOH, -0.10 -0.10 +0.58 +0.30 +0.65
R— A:

0, binding -0.02° -0.02 +045 -002 4075
A— Py

0-O cleavage -030" -030 +055 -030 +0.83
sum -150 -22 -0.60

“The energetics of these reaction steps are taken from the calculations.
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Color code Complex NrfD-like KEGG Template Quinone-binding N-side ion-translocation P-side ion-translocation Residues *Amino acid residues #TMH #
subunit site (TMHs 1-4)  half-channel (TMHs 1-4) ~ half-channel (TMHs 5-8) conservation variations sequences
ActC  minrmar 0223 Hist39, Serf6d,  His97, Thri00, Sert03,  Tyr270, Tyr323, Glu2s,  >95% x 10 521
Asp169, Asp253  Arg114, Arg119, GIut22,  Glu338, Glu3gd, Arg395
Alternative Thr125, Tyri76, Ser180,
Complex Ill Asp191, Arg196, Asp197,
His247
ActF rmrmar 0226 x Ser80, His38, Arg100, Ser227, Thi228, Tyr233",  >80% “E108-78%, RIY-7% 10 516
GIu08", Tyr165, Thri70,  Ser238, Tyr284, Tyr290, *$180-71.9%, RIT/E-10%
Serf80", Asp184*, Ser99,  GIu300, Glud01, Arg308, “D184-77%, E/K/SIY-6%
1206 His355", Asp3s8® *Y233-76%, D/1/S-4%
*H355-69%,
RIT/E/S/K-14%"D358-75%,
E/H/R-20%
PSICT  tih:tt_c0153 Asntgr, His21", Thr155, Ser183, Tyr190,  >80%, model *N18-78%, S-13% 8 15
GIub?, Ser8?, Thri02°, Tyr107, Arg14*,  GIu197*, Glu205*, Tyr210, “H21-40%, Y-60%
Tyr130 Sert24 Arg239 *R48-33%, §-53%
“T102-13%, S-73%
Polysulfide “R114-58%, K-40%
reductase *E197-33%, S/T-60%
*E205-33%, T/S/R-67%
PsrCW  wsuws0118 Tyr23, Asp76, Ser30, Lys41*, Asp52, Ser185, Ser188, Glu225, >95%, model *K41-88%, E/R-12% 8 33
Ser94, Tyr159, Lys56, Tyr106, Glu146 307, Tyr310, Arg305 sence
Thri60
Group-2[NiFe] HybB  eco:b2095 Asps8, Sert05,  Thi63, Tyr77, Tyr84, His85, Arg265, GIu268", Glu201,  >95% *E268-86%, D-13% 10 320
hydrogenase Asp109, Ser129,  Arg8o, Ser95, Tyr99, Lys198, His200, Arg329
Glu133,8ert90  Tyr141, Glu14s, Gluiss,
His184, Ser186, Ser187
DMSO reductase DmsC eco:b0896 Ser62, His65, Thri4, Glu39, Arg4 er90, Thr135, Thr151, Thr158, >80%, r ol *T116-15%, 8 793
Ser82, Glus7 Lys109, Thri 16", Serf11 U205, sequency K/SIR/E/H-58%
Arg115, Thr122 5p222, Arg230, GIu267, “T122-39%, $-19%
Ag271, Tyr275
Arsenate AnC aehimig 0214 Ty57, Glu107, Ser64, Tyi83, Lys87, Arg88, Tyri98, Tyr200, Ser206,  >95% *K160-44%, H/R-44% 10 9
reductase Seri26 Tyr135, Lys145, Asp158,  Arg256, Arg324, Ser279" *5279-56%, T-33%
Lys160"
DsrP1  dwdwi286  Ty52,Aspi08,  Thib7, Tyr74, Glugo, Arg189, Thri94, Arg200,  >96% *5168-93% 10 66
Dissimilatory Sert24, Aspi20  Tyri36, Arg152, Lys62,  Ser204, Glu254, His266,
aulliferaccinse Sert88", His176, Thr179  Lys329
complex DstP2  alvahin 1262 HisS7,Asp110,  Ser68, Ser75, Tyi85, Ser92, Ser204, Tyr248, His254,  >95% Y277-84%, H-9% 10 36
Sert28, Thri78  Tyr1d7, Tyrld7, Argi7d,  Tyr269, Tyr277*
Thr175, Thri76
Quinone QreD  dwuidwi0892  Asp7O, Aspi20',  Arg87',Tyre8, Aspod',  Ser234, Tyr227,Tyi278,  >96% “RE7-53%, KIY/S-47% 10 35
reductase Sert38, Glu142,  Tyri10, Tyr160, Guis7,  Glud19, Lys282, Asp285, *D93-68%, K/E-32%
complex Ser202 Glut64, Arg166, His182,  Thr2ss, Tyrd11, Arg358 *D120-91%, E-9%
Ser196, His199, Ser196 *R166-62%, K-38%
Sulfur reductase SreC  aambid1866_  Tyr55, Sert10, Thi63, Ser66, Tyr68, Ser70, Glu222, Ser228, Ser330,  >80%, model x 10 21
complex 07880 Seri28, Arg129  Glu73, Arg1, Giugg, Ser235, Tyr287, Thid11, ser
Tyr187, Glu154, Lys155,  Asp3so, Tyr3s9
ASp206
Periplasmic NrfD eco:bd073 Asp15, Tyr21, Ser28, Arg39", Tyr104, Ser188, S191, Glu228, >80%, model *R39-65%, K-35% 8 41
nitrite reductase His74, Ser92, His118", Glu14g* Lys246, 17260, Y811, sequence  *H118-26%,
Tyr162, Thr63 Arg306 KIDIE/T/S/R-47%
*E149-78%, T/D/S-14%
*K246-77%, S/R-16%
Tetrathionate  TtrC sty:sty1737 Tyr26, Asp75, Thi63, Thri06, Arg157, Ser162", Sert72", *S162-46%, T-41% 9 202
reductase Ser93, Tyr146, 5119, Arg125, Thri29,  Ser220, Arg280, Lys292 *$172-66%, T-34%
Thr147, Glu150
Nine-heme NhcC dds:ddes_2040  Asp68, Asp119, Tyr87*, Arg99, Thr104, Ser218, Ser228, Tyr278, >80% *Y87-58%, H-35% 10 81
cytochrome Ser37,Glul41,  Tyr109, Tyr149, Glui56,  Lys282, Glu306, Arg345
complex Ser200 Glu163, Thr195, His197
Sulfite SoeC aae:aq_1231 Ser6, His65, GIlug7, T, Glu144*, Thr150, Arg224,  >80%, model *E144-46%, R/S-29% 8 239
dehydrogenase Thri82, Ser82, y Lys228, Glu239, Arg297,
Ser86 r116, Thr121, Ser128 His306
Multiheme MceD  wsuws0382 Tyr24, AspT5, Ser31, Arga2", Lysss, Sert87, Ser190, Glu227,  >95%, model *RA2-84%, K-11% 8 79
cytochrome ¢ Ser93, Tyr161, Ser58, 1, Thré4, , Lys246, Ser248, ence *R144-87%, E/Y/K-13%
sulfite reductase Thrie2 Tyr105, Ser109, Ser119, 57, Arg306
Tyr137, Argl41, Argl44®,
Glu148, Thr161, Thr157
Formate:quinone FqoC  cterct0494 Tyr16, Aspes, Sert73, Glu212, Tyr219,  >80%, model *ES7-13%, T/S/D-83% 8 114
oxidoreductase Ser81, Tyr147, Arg231, Glu235, His239, *545-10%, R/K-90%
Thr148 Glu259, Tyr295, Arg293

Amino acid residues, putatively involved in ion-conducting pathways and quinone/quinol-binding are represented in black (conserved residues in respective sequence alignments), gray (amino acid residues present in the model able to
conduct protons, but not conserved in respective sequence alignments) and red (equivalent to Arg395°°C),
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pH Exp. Koy /5™ Koppa®ts™ ESpp/mV vs. ESppa/mV vs. °/rad r/pmol trq (x)/10°
SHE SHE cm2
4.0 1 4,000 4,000 -95.9 -95.2 2.13e3 3.46 1,656
2 2034 4,000 -96.9 -93.8 -2.85¢-3 3.40 1619
8 1791 4,000 -985 -923 1.03e3 332 1635
5.0 1 2939 4,000 156 —149 22602 353 1,666
2 2175 4,000 -155 ~149 1.81e-3 357 1.504
3 4,000 4,000 -154 -150 -6.26e-3 355 1,607
6.0 1 4,000 4,000 -215 -206 3642 351 2.433
2 1888 4,000 -213 -207 2.69-2 356 1684
3 4,000 4,000 -214 -206 1.21e2 3.49 1.679
7.0 1 4,000 4,000 -273 -250 65662 431 1.800
2 4,000 797.8 -280 -243 1.05e-1 418 1692
3 4,000 4,000 272 -250 5842 427 1674
8.0 1 4,000 4,000 -314 -289 8.20e-2 402 1.800
2 4,000 4,000 -314 -288 77762 397 1632
3 4,000 4,000 -313 -289 7242 397 1642
9.0 1 4,000 4,000 -348 -326 5.15e2 429 1.783
2 4,000 4,000 -348 -326 3842 425 1,656
3 4,000 4,000 -348 -326 324e2 422 1,650

“The rate constants are reported to highiight that the reaction appears to be under equilibrium conditions across all experiments, these parameter values are therefore not well defined as
the model is converging to the Nemstian fimit

“The phase was fitted about 2 in our previous work, and about 0 in this study. Therefore, although tabulated values may appear different, they are in accoro.

The rate constants®, K3p: and koo, and the objective function (¢, (x)) are reported to 4 S.F, all other parameters are reported to 3 S.F. Phase shift®, 5, and electrode coverage, I, are
experiment dependent parameters rather than electron-transfer reaction parameters but affect the resulting Faradaic signal.
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