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A scientific publication
system needs to provide two
basic services: access and
evaluation. The traditional
publication system restricts
the access to papers by
requiring payment, and it
restricts the evaluation of
papers by relying on just 2-4
pre-publication peer reviews
and by keeping the reviews secret. As a result, the current system suffers from a lack of quality
and transparency of the peer-review evaluation process, and the only immediately available
indication of a new paper’s quality is the prestige of the journal it appeared in.

Open access is now widely accepted as desirable and is slowly beginning to become a
reality. However, the second essential element, evaluation, has received less attention. Open
evaluation, an ongoing post-publication process of transparent peer review and rating of
papers, promises to address the problems of the current system. However, it is unclear how
exactly such a system should be designed.

The evaluation system steers the attention of the scientific community and, thus, the very
course of science. For better or worse, the most visible papers determine the direction of
each field and guide funding and public policy decisions. Evaluation, therefore, is at the
heart of the entire endeavor of science. As the number of scientific publications explodes,
evaluation and selection will only gain importance. A grand challenge of our time, therefore,
is to design the future system, by which we evaluate papers and decide which ones deserve
broad attention.
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So far scientists have left the design of the evaluation process to journals and publishing
companies. However, the steering mechanism of science should be designed by scientists. The
cognitive, computational, and brain sciences are best prepared to take on this task, which will
involve social and psychological considerations, software design, and modeling of the network
of scientific papers and their interrelationships.

This Research Topic in Frontiers in Computational Neuroscience collects visions for a
future system of open evaluation. Because critical arguments about the current system
abound, these papers will focus on constructive ideas and comprehensive designs for open
evaluation systems. Design decisions include: Should the reviews and ratings be entirely
transparent, or should some aspects be kept secret? Should other information, such as paper
downloads be included in the evaluation? How can scientific objectivity be strengthened
and political motivations weakened in the future system? Should the system include signed
and authenticated reviews and ratings? Should the evaluation be an ongoing process, such
that promising papers are more deeply evaluated? How can we bring science and statistics
to the evaluation process (e.g. should rating averages come with error bars)? How should
the evaluative information about each paper (e.g. peer ratings) be combined to prioritize
the literature? Should different individuals and organizations be able to define their own
evaluation formulae (e.g. weighting ratings according to different criteria)? How can we
efficiently transition toward the future system?

Ideally, the future system will derive its authority from a scientific literature on community-
based open evaluation. We hope that these papers will provide a starting point.
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A scientific publication system needs to provide two basic ser-
vices: access and evaluation. The traditional publication system
restricts the access to papers by requiring payment, and it restricts
the evaluation of papers by relying on just 2—4 pre-publication
peer reviews and by keeping the reviews secret. As a result, the
current system suffers from a lack of quality and transparency of
the peer review process, and the only immediately available indi-
cation of a new paper’s quality is the prestige of the journal it
appeared in.

Open access (OA) is now widely accepted as desirable and is
beginning to become a reality. However, the second essential ele-
ment, evaluation, has received less attention. Open evaluation
(OE), an ongoing post-publication process of transparent peer
review and rating of papers, promises to address the problems
of the current system and bring scientific publishing into the
twenty-first century.

Evaluation steers the attention of the scientific community,
and thus the very course of science. For better or worse, the
most visible papers determine the direction of each field, and
guide funding and public policy decisions. Evaluation, therefore,
is at the heart of the entire endeavor of science. As the num-
ber of scientific publications explodes, evaluation, and selection
will only gain importance. A grand challenge of our time, there-
fore, is to design the future system, by which we evaluate papers
and decide which ones deserve broad attention and deep read-
ing. However, it is unclear how exactly OE and the future system
for scientific publishing should work. This motivated us to edit
the Research Topic “Beyond open access: visions for open eval-
uation of scientific papers by post-publication peer review” in
Frontiers in Computational Neuroscience. The Research Topic
includes 18 papers, each going beyond mere criticism of the sta-
tus quo and laying out a detailed vision for the ideal future
system. The authors are from a wide variety of disciplines,
including neuroscience, psychology, computer science, artificial
intelligence, medicine, molecular biology, chemistry, and eco-
nomics.

The proposals could easily have turned out to contradict each
other, with some authors favoring solutions that others advise
against. However, our contributors’ visions are largely compat-
ible. While each paper elaborates on particular challenges, the
solutions proposed have much overlap, and where distinct solu-
tions are proposed, these are generally compatible. This puts
us in a position to present our synopsis here as a coherent

blueprint for the future system that reflects the consensus among
the contributors.! Each section heading below refers to a design
feature of the future system that was a prevalent theme in the
collection. If the feature was overwhelmingly endorsed, the sec-
tion heading below is phrased as a statement. If at least two
papers strongly advised against the feature, the section heading
is phrased as a question. Figure 1 visualizes to what extent each
paper encourages or discourages the inclusion of each design
feature in the future system. The ratings used in Figure 1 have
been agreed upon with the authors of the original papers. >

SYNOPSIS OF THE EMERGING CONSENSUS

THE EVALUATION PROCESS IS TOTALLY TRANSPARENT

Almost all of the 18 visions favor total transparency. Total trans-
parency means that all reviews and ratings are instantly published.
This is in contrast to current practice, where the community
is excluded and reviews are initially only visible to editors and
later on to the authors (and ratings are often only visible to
editors). Such secrecy opens the door to self-serving reviewer
behavior, especially when the judgments are inherently subjec-
tive, such as the judgment of the overall significance of a paper.
In a secret reviewing system, the question of a paper’s signifi-
cance may translate in some reviewers’ minds to the question
“How comfortable am I with this paper gaining high visibil-
ity now?” In a transparent evaluation system, the reviews and
reviewers are subject to public scrutiny, and reviewers are thus
more likely to ask themselves the more appropriate question
“How likely is it that this paper will ultimately turn out to be
important?”

THE PUBLIC EVALUATIVE INFORMATION IS COMBINED INTO PAPER
PRIORITY SCORES

In a totally transparent evaluation process, the evaluative infor-
mation (including reviews and ratings) is publicly available.

I'The consensus, of course, is only among the contributors to this collection. A
consensus among the scientific community at large has yet to be established.
Note that scientists critical of the general idea of OE would not have chosen to
contribute here. Nevertheless, assuming OE is seen as desirable, the collection
does suggest that independent minds will produce compatible visions for how
to implement it.

2With the exception of Erik Sandewall, whom we could not reach before this
piece went to press.
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vision of
(first author)

Bachmann
Birukou

design feature
The evaluation process is totally transparent.

The public evaluative information is combined into paper priority scores.

Any group or individual can define a formula for prioritizing papers,
fostering a plurality of evaluative perspectives.
Evaluation begins with a closed, pre-publication stage.

The open evaluation process begins with a distinct stage, in which the
paper is not yet considered “approved”.
The evaluation process includes

e written reviews.

e numerical ratings.

e usage statistics.

e social-web information

e citations.
The system heavily relies on signed evaluations.

Evaluator identities are authenticated.

Reviews and ratings are meta-evaluated.

Participating scientists are evaluated in terms of scientific or reviewing
performance in order to weight paper evaluations.

The open evaluation process is perpetually ongoing, such that promising
papers are more deeply evaluated.

Formal statistical inference is a key component of the evaluation process. ‘

The new system can evolve from the present one, requiring no sudden
revolutionary change.

FIGURE 1 | Overview of key design features across the 18 visions.

The design features on the left capture major recurrent themes that

were addressed (positively or negatively) in the Research Topic on OE.
The columns indicate to what extent each design feature is a key element
(red), actively endorsed (light red), not elaborated upon (white),
discouraged (light blue), or strongly discouraged (blue) in each of the 18
visions. Overall, there is wide agreement on the usefulness of most of the
features (prevalence of light red and red) and limited controversy (red and

Strongly discouraged Key element of this vision

LNot elaborated on

Florian
Ghosh
Hartshorne
Hunter
letto-Gillies
Kravitz
Kreimann
Kriegeskorte
Lee

Péschl
Priem
Sandewall
Walther
Wicherts
Yarkoni
Zimmermann

blue cells in the same row), indicating an emerging consensus. The 18
visions are indicated by their first author in alphabetical order at the top.
The papers are Bachmann (2011); Birukou et al. (2011); Florian (2012);
Ghosh et al. (2012); Hartshorne and Schachner (2012); Hunter (2012);
letto-Gillies (2012); Kravitz and Baker (2011); Kreiman and Maunsell (2011);
Kriegeskorte (2012); Lee (2012); Poschl (2012); Priem and Hemminger
(2012); Sandewall (2012); Walther and van den Bosch (2012); Wicherts

et al. (2012); Yarkoni (2012), and Zimmermann et al. (2012).

Most of the authors suggest the use of functions that combine
the evaluative evidence into an overall paper priority score that
produces a ranking of all papers. Such a score could be com-
puted as an average of the ratings. The individual ratings could
be weighted in the average, so as to control the relative influence
of different rating scales (e.g., reliability vs. novelty vs. impor-
tance of the claims) and to give greater weight to raters that are
either highly regarded in the field (by some quantitative mea-
sure, such as the h-index) or have proved to be reliable raters in
the past.

ANY GROUP OR INDIVIDUAL CAN DEFINE A FORMULA FOR
PRIORITIZING PAPERS, FOSTERING A PLURALITY OF

EVALUATIVE PERSPECTIVES

Most authors support the idea that a plurality of evalu-
ative perspectives on the literature is desirable. Rather
than creating a centralized black-box system that ranks

the entire literature, any group or individual should be
enabled to access the evaluative information and combine
it by an arbitrary formula to prioritize the literature. A
constant evolution of competing priority scores will also
make it harder to manipulate the perceived importance of a

paper.

SHOULD EVALUATION BEGIN WITH A CLOSED, PRE-PUBLICATION
STAGE?

Whether a closed, pre-publication stage of evaluation (such as the
current system’s secret peer review) is desirable is controversial.
On the one hand, the absence of any pre-publication filtering
may open the gates to a flood of low-quality publications. On the
other hand, providing permanent public access to a wide range
of papers, including those that do not initially meet enthusiasm,
may be a strength rather than a weakness. Much brilliant science
was initially misunderstood. Pre-publication filtering comes at
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the cost of a permanent loss of value through errors in the ini-
tial evaluations. The benefit of publishing all papers may, thus,
outweigh the cost of providing the necessary storage and access.
“Publish, then filter” is one of the central principles that lend
the web its power (Shirky, 2008). It might work equally well
in science as it does in other domains, with post-publication
filtering preventing the flood from cluttering our view of the
literature.

SHOULD THE OPEN EVALUATION BEGIN WITH A DISTINCT STAGE, IN
WHICH THE PAPER IS NOT YET CONSIDERED "APPROVED"?

Instead of a closed, pre-publication evaluation, we could define
a distinct initial stage of the post-publication open evaluation
that determines whether a paper receives an “approved” label.
Whether this is desirable is controversial among the 18 visions.
One argument in favor of an “approved” label is that it could
serve the function of the current notion of “peer reviewed
science,” suggesting that the claims made are somewhat reli-
able. However, the strength of post-publication OE is ongoing
and continuous evaluation. An “approved” label would create
an artificial dichotomy based on an arbitrary threshold (on
some paper evaluation function). It might make it more dif-
ficult for the system to correct its errors as more evaluative
evidence comes in (unless papers can cross back over to the
“unapproved” state). Another argument in favor of an initial
distinct stage of OE is that it could serve to incorporate an
early round of review and revision. The authors could choose
to either accept the initial evaluation, or revise the paper and
trigger re-evaluation. However, revision and re-evaluation would
be possible at any point of an open evaluation process anyway.
Moreover, authors can always seek informal feedback (either pri-
vately among trusted associates or publicly via blogs) prior to
formal publication.

THE EVALUATION PROCESS INCLUDES WRITTEN REVIEWS,
NUMERICAL RATINGS, USAGE STATISTICS, SOCIAL-WEB
INFORMATION, AND CITATIONS

There is a strong consensus that the OE process should include
written reviews and numerical ratings. These classical elements
of peer review continue to be useful. They represent explicit
expert judgments and serve an important function that is dis-
tinct from the function of usage statistics and social-web infor-
mation, which are also seen as useful by some of the authors.
In contrast to explicit expert judgments, usage statistics, and
social-web information may highlight anything that receives
attention (of the positive or negative variety), thus poten-
tially valuing buzz and controversy over high-quality science.
Finally, citations provide a slow signal of paper quality, emerg-
ing years after publication. Because citations are slow to emerge,
they cannot replace the other signals. However, they arguably
provide the ultimately definitive signal of a paper’s de-facto
importance.

THE SYSTEM UTILIZES SIGNED (ALONG WITH UNSIGNED)
EVALUATIONS

Signed evaluations are a key element of five of the visions, only one
vision strongly discourages heavy reliance on signed evaluations.

When an evaluation is signed, it affects the evaluator’s reputa-
tion. High-quality signed evaluations can help build a scientist’s
reputation (thus motivating scientists to contribute). Conversely,
low-quality signed evaluations can hurt a scientist’s reputation
(thus motivating high standards in rating and reviewing). Signing
creates an incentive for objectivity and a disincentive for self-
serving judgments. But as signing adds weight to the act of
evaluation, it might also create hesitation. Hesitation to pro-
vide a rash judgment may be desirable, but the system does
require sufficient participation. Moreover, signing may create
a disincentive to present critical arguments as evaluators may
fear potential social consequences of their criticism. The OE
system should therefore collect both signed and unsigned eval-
uations, and combine the advantages of these two types of
evaluation.

EVALUATORS' IDENTITIES ARE AUTHENTICATED

Authentication of evaluator identities is a key element of five of
the visions, one vision strongly discourages it. Authentication
could be achieved by requiring login with a password before
submitting evaluations. Authenticating the evaluator’s identity
does not mean that the evaluator has to publicly sign the
evaluation, but would enable the system to exclude lay peo-
ple from the evaluation process and to relate multiple reviews
and ratings provided by the same person. This could be use-
ful for assessing biases and estimating the predictive power
of the evaluations. Arguments against authenticating evalua-
tor identities (unless the evaluator chooses to sign) are that
it creates a barrier to participation and compromises trans-
parency (the “system,” but not the public knows the iden-
tity). However, authentication could use public aliases, allow-
ing virtual evaluator identities (similar to blogger identities) to
be tracked without any secret identity tracking. Note that (1)
anonymous, (2) authenticated-unsigned, and (3) authenticated-
signed evaluations each have different strengths and weak-
nesses and could all be collected in the same system. It would
then fall to the designers of paper evaluation functions to decide
how to optimally combine the different qualities of evaluative
evidence.

REVIEWS AND RATINGS ARE META-EVALUATED

Most authors suggest meta-evaluation of individual evaluations.
One model for meta-evaluation is to treat reviews and ratings
like papers, such that paper evaluations and meta-evaluations
can utilize the same system. Paper evaluation functions could
retrieve meta-evaluations recursively and use this information
for weighting the primary evaluations of each paper. None
of the contributors to the Research Topic object to meta-
evaluation.

PARTICIPATING SCIENTISTS ARE EVALUATED IN TERMS OF
SCIENTIFIC OR REVIEWING PERFORMANCE IN ORDER TO

WEIGHT PAPER EVALUATIONS

Almost all authors suggest that the system evaluate the eval-
uators. Evaluations of evaluators would be useful for weight-
ing the multiple evaluations a given new paper receives.
Note that this will require some form of authentication
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of the evaluators’ identities. Scientists could be evaluated by com-
bining the evaluations of their publications. A citation-based
example of this is the h-index, but the more rapidly available
paper evaluations provided by the new system could also be
used to evaluate an individual’s scientific performance. Moreover,
the predictive power of a scientist’s previous evaluations could
be estimated as an index of reviewing performance. An eval-
uation might be considered predictive to the extent that it
deviates from previous evaluations, but matches later aggregate
opinion.

THE OPEN EVALUATION PROCESS IS PERPETUALLY ONGOING, SUCH
THAT PROMISING PAPERS ARE MORE DEEPLY EVALUATED

Almost all authors suggest a perpetually ongoing OE process.
Ongoing evaluation means that there is no time limit on the
evaluation process for a given paper. This enables the OE pro-
cess to accumulate deeper and broader evaluative evidence for
promising papers, and to self-correct when necessary, even if the
error is only discovered long after publication. Initially excit-
ing papers that turn out to be incorrect could be debunked.
Conversely, initially misunderstood papers could receive their
due respect when the field comes to appreciate their contri-
bution. None of the authors objects to perpetually ongoing
evaluation.

FORMAL STATISTICAL INFERENCE IS A KEY COMPONENT OF THE
EVALUATION PROCESS

Many of the authors suggest a role for formal statistical infer-
ence in the evaluation process. Confidence intervals on evaluations
would improve the way we allocate our attention, preventing
us from preferring papers that are not significantly preferable
and enabling us to appreciate the full range of excellent con-
tributions, rather than only those that find their way onto a
stage of limited size, such as the pages of Science and Nature.
To the extent that excellent papers do not significantly differ in
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their evaluations, the necessary selection would rely on content
relevance.

THE NEW SYSTEM CAN EVOLVE FROM THE PRESENT ONE, REQUIRING
NO SUDDEN REVOLUTIONARY CHANGE

Almost all authors suggest that the ideal system for scientific
publishing can evolve from the present one, requiring no sud-
den revolutionary change. The key missing element is a pow-
erful general OE system. An OE system could initially serve
to more broadly and deeply evaluate papers published in the
current system. Once OE has proven its power and its evalua-
tions are widely trusted, traditional pre-publication peer review
will no longer be needed to establish a paper as part of the
literature. Although the ideal system can evolve, it might take
a major public investment (comparable to the establishment
of PubMed) to provide a truly transparent, widely trusted
OE system that is independent of the for-profit publishing
industry.

CONCLUDING REMARKS

OA and OE are the two complementary elements that will bring
scientific publishing into the twenty-first century. So far scien-
tists have left the design of the evaluation process to journals
and publishing companies. However, the steering mechanism of
science should be designed by scientists. The cognitive, com-
putational, and brain sciences are best prepared to take on
this task, which will involve social and psychological consider-
ations, software design, modeling of the network of scientific
papers and their interrelationships, and inference on the reliabil-
ity and importance of scientific claims. Ideally, the future system
will derive its authority from a scientific literature on OE and
on methods for inference from the public evaluative evidence.
We hope that the largely converging and compatible arguments
in the papers of the present collection will provide a starting
point.
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Scientific research produces new knowledge, technologies, and clinical treatments that can
lead to enormous returns. Often, the path from basic research to new paradigms and direct
impact on society takes time. Precise quantification of scientific output in the short-term
is not an easy task but is critical for evaluating scientists, laboratories, departments, and
institutions. While there have been attempts to quantifying scientific output, we argue that
current methods are not ideal and suffer from solvable difficulties. Here we propose criteria
that a metric should have to be considered a good index of scientific output. Specifically,
we argue that such an index should be quantitative, based on robust data, rapidly updated
and retrospective, presented with confidence intervals, normalized by number of contrib-
utors, career stage and discipline, impractical to manipulate, and focused on quality over
quantity. Such an index should be validated through empirical testing. The purpose of quan-
titatively evaluating scientific output is not to replace careful, rigorous review by experts
but rather to complement those efforts. Because it has the potential to greatly influence
the efficiency of scientific research, we have a duty to reflect upon and implement novel
and rigorous ways of evaluating scientific output. The criteria proposed here provide initial
steps toward the systematic development and validation of a metric to evaluate scientific
output.

Keywords: impact factors, peer review, productivity, scientific output, citation, bibliometric analysis, quality versus

quantity, impact

INTRODUCTION

Productivity is the ratio of some output value to some input value.
In some enterprises productivity can be measured with high preci-
sion. A factory can easily measure how many widgets are produced
per man-hour of labor. Evaluating scientific productivity, however,
is trickier. The input value for scientific productivity is tractable:
it might be measured in terms of years of effort by a scientist,
research team, department or program, or perhaps in terms of
research dollars. It is the output value for scientific productivity
that is problematic.

Scientific research produces new knowledge, some fraction of
which can lead to enormous returns. In the long run, science eval-
uates itself. History has a particularly rigorous way of revealing
the value of different scientific theories and efforts. Good science
leads to novel ideas and changes the way we interpret physical
phenomena and the world around us. Good science influences
the direction of science itself, and the development of new tech-
nologies and social policies. Poor science leads to dead ends, either
because it fails to advance understanding in useful ways or because
it contains important errors. Poor science produces papers that can
eventually feed the fireplace, or in a more modern and ecologically
friendly version, the accumulation of electronic documents.

The process of science evaluating itself is slow. Meanwhile, we
need more immediate ways of evaluating scientific output. Sorting
out which scientists and research directions are currently pro-
viding the most useful output is a thorny problem, but it must
be done. Scientists must be evaluated for hiring and promotion,

and informed decisions need to be made about how to distribute
research funding. The need for evaluation goes beyond the level of
individuals. It is often important to evaluate the scientific output
of groups of scientists such as laboratories, departments, centers,
whole institutions, and perhaps even entire fields. Similarly, fund-
ing organizations and agencies need to evaluate the output from
various initiatives and funding mechanisms.

Scientific output has traditionally been assessed using peer
review in the form of evaluations from a handful of experts. Expert
reviewers can evaluate the rigor, value and beauty of new findings,
and gauge how they advance the field. Such peer-review consti-
tutes an important approach to evaluating scientific output and it
will continue to play a critical role in many forms of evaluation.
However, peer review is limited by its subjective nature and the
difficulty of obtaining comments from experts that are thorough
and thoughtful, and whose comments can be compared across dif-
ferent evaluations. These limitations have driven institutions and
agencies to seek more quantitative measures that can complement
and sometimes extend thorough evaluation by peers.

In the absence of good quantitative measures of scientific out-
put, many have settled for poor ones. For example, it is often
assumed, explicitly, or implicitly, that a long list of publications
indicates good output. Using the number of publications as a
metric emphasizes quantity rather than quality, when it is the
latter that is almost always the value of interest (Siegel and Bav-
eye, 2010; Refinetti, 2011). In an attempt to measure something
closer to quality, many turn to journal impact factors (Garfield,
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2006). The misuse of journal impact factors in evaluating sci-
entific output has been discussed many times (e.g., Hecht et al,,
1998; Amin and Mabe, 2000; Skorka, 2003; Hirsch, 2005; Editors,
2006; Alberts et al., 2008; Castelnuovo, 2008; Petsko, 2008; Simons,
2008; Bollen et al., 2009; Dimitrov et al., 2010; Hughes et al., 2010
among many others). We will not repeat the problems with using
the impact factors of journals to evaluate the output of individual
scientists here, nor will we focus on the negative effects this use
has had on the process of publishing scientific articles. Instead,
we note that the persistent misuse of impact factors in the face of
clear evidence of its inadequacies must reflect desperation for a
quantitative measure of scientific output.

Many measures of scientific output have been devised or dis-
cussed. Because most scientific output takes the form of publica-
tion in peer-reviewed journals, these measures focus on articles
and citations (Bollen et al., 2009). They include a broad range of
approaches, such as total number of citations, journal impact fac-
tors (Garfield, 2006), h-factor (Hirsch, 2005), page ranks, article
download statistics, and comments using social media (e.g., Man-
davilli, 2011). While all these approaches have merit, we believe
that no existing method captures all the criteria that are needed
for a rigorous and comprehensive measure of scientific output.
Here we discuss what we consider necessary (but not necessarily
sufficient) criteria for a metric or index of scientific output. The
goal of developing quantitative criteria to evaluate scientific out-
put is not to replace examination by expert reviewers but rather
to complement peer-review efforts. The criteria that we propose
are aimed toward developing a quantitative metric that is appro-
priately normalized, emphasizes the quality of scientific output,
and can be used for rigorous, reliable comparisons. We do not
propose a specific measure, which should be based on extensive
testing and comparison of candidate approaches, together with
feedback from interested parties. Nevertheless, we believe that a
discussion of properties that would make a suitable measure may
help progress toward this goal.

We propose that a good index of scientific output will need to
have nine characteristics.

DATA QUALITY AND PRESENTATION

QUANTITATIVE

Perhaps the most important requirement of a good measure of
scientific output is that it be quantitative. The primary alternative,
subjective ratings by experts will continue to be important for
evaluations, but nevertheless suffers from some important lim-
itations. Ratings by a handful of invited peers, as is normally
used in hiring and promoting of scientists, provide ratings of
undetermined precision. Moreover, the peers providing detailed
comments on different job candidates or grant applications are
typically non-overlapping, making it difficult to directly compare
their comments.

A further problem with subjective comments is that they put
considerable demands on reviewers’ time. This makes it imprac-
tical to overcome uncertainties about comparisons between dif-
ferent reviewers by reaching out to a very large pool of reviewers
for detailed comments. The alternative of getting brief comments
from a very large pool of reviewers is also unlikely to work. Several
initiatives provide frameworks for peer commentary from large

sets of commenters. Most online journals provide rapid pub-
lication of comments from readers about specific articles (e.g.,
electronic responses for journals hosted by HighWire Press). How-
ever, few articles attract many comments, and most get none. The
comments that are posted typically come from people with inter-
est in the specific subject of the article, which means there is little
overlap in the people commenting on articles in different journals.
Even with comments from many peers, it remains unclear how a
large set of subjective comments should be turned into a decision
about scientific output.

BASED ON ROBUST DATA

Some ventures have sought to quantify peer commentary. For
example, The Faculty of 1000 maintains a large editorial board for
post-publication peer review of published articles, with numerical
rating being given to each rated article. Taking another approach,
WebmedCentral is a journal that publishes reviewers’ comments
and quantitative ratings along with published articles. However,
only a small fraction of published articles are evaluated by systems
like these, and many of these are rated by one or two evalua-
tors, limiting the value of this approach as a comprehensive tool
for evaluating scientific contributions. It is difficult to know how
many evaluations would be needed to provide a precise evaluation
of an article, but the number is clearly more than the few that are
currently received for most articles. Additionally, it is difficult to
assess the accuracy of the comments (should one also evaluate the
comments?).

It seems very unlikely that a sufficiently broad and homoge-
neous set of evaluations could be obtained to achieve uniformly
widespread quantitative treatment of most scientists while avoid-
ing being dominated by people who are most vocal or who have
the most free time (as opposed to people with the most expertise).
There is also reason for concern that peer-rating systems could be
subject to manipulation (see below). For these reasons, we believe
that a reliable measure of scientific output should be based on hard
data rather than subjective ratings.

One could imagine specific historical instances where subjec-
tive peer commentary could have been (and probably was) quite
detrimental to scientific progress. Imagine Galileo’s statement that
the Earth moves or Darwin’s Theory of Evolution being dismissed
by Twitter-like commentators.

BASED ON DATA THAT ARE RAPIDLY UPDATED AND RETROSPECTIVE

While other sources might be useful and should not be excluded
from consideration, the obvious choice for evaluation data is the
citations of peer-reviewed articles. Publication of findings in peer-
reviewed journals is the sine qua non for scientific progress, so the
scientific literature is the natural place to look for a measure of
scientific output. Article citations fulfill several important criteria.
First, because every scientist must engage in scientific publication,
a measure based on citations can be used to assess any scientist
or group of scientists. Second, data on article citations are readily
accessible and updated regularly, so that an index of output can
be up-to-date. This may be particularly important for evaluating
junior scientists, who have a short track record. Finally, publica-
tion data are available for a period that spans the lives of almost all
working scientists, making it possible to track trends or monitor
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career trajectories. Historical data are particularly important for
validating any measure of scientific output (see below), and would
be impractical to obtain historical rankings using peer ratings or
other subjective approaches. Because citations provide an objec-
tive, quantifiable, and available resource, different indices can be
compared (see Validation below) and incremental improvements
can be made based on evaluation of their relative merits.

Citations are not without weaknesses as a basis for measuring
scientific output. While more-cited articles tend to correlate with
important new findings, articles can also be cited more because
they contain important errors. Review articles are generally cited
more than original research articles, and books or chapters are
generally cited less. Although articles are now identified by type
in databases, how these factors should be weighted in determining
an individual’s contribution would need to be carefully addressed
in constructing a metric. Additionally, there will be a lag between
publication and citations due to the publishing process itself and
due to the time required to carry out new experiments inspired by
that publication.

Citations also overlook other important components of a scien-
tist’s contribution. Scientists mentor students and postdoctorals,
teach classes and give lectures, organize workshops, courses and
conferences, review manuscripts and grants, generate patents,
lead clinical trials, contribute methods, algorithms and data to
shared repositories and reach out to the public through journal-
ists, books, or other efforts. For this reason, subjective evaluations
by well-qualified experts are likely to remain an essential compo-
nent of evaluating scientific output. Some aspects of the scientific
output not involving publication might be quantified and incor-
porated into an index of output, but some are difficult to quantify.
Because it is likely that a robust index of scientific output will
depend to a large extent on citation data, in the following section
we restrict our discussion to citations, but without intending to
exclude other data that could contribute to an index (which might
be multidimensional).

We acknowledge that there are practical issues that will need to
be overcome to create even the simplest metric based on citations.
In particular, to perform well it will be necessary for databases to
assign a unique identifier to individual authors, without which it
would be impossible to evaluate anyone with names like Smith,
Martin, or Nguyen. However, efforts such as these should not be a
substantial obstacle and some are already underway (e.g., Author
ID by PubMed or ArXiv, see Enserink, 2009).

PRESENTED WITH DISTRIBUTIONS AND CONFIDENCE INTERVALS

An index of scientific output must be presented together with an
appropriate distribution or confidence interval. Considering vari-
ation and confidence intervals is commonplace in most areas of
scientific research. There is something deeply inappropriate about
scientists using a measure of performance without considering its
precision. A substantial component of the misuse of impact factor
is the failure to consider its lack of precision (e.g., Dimitrov et al.,
2010).

While the confidence intervals for an index of output for pro-
lific senior investigators or large programs might be narrow, those
for junior investigators will be appreciable because they have had
less time to affect their field. Yet it is junior investigators who are

most frequently evaluated for hiring or promotion. For example,
when comparing different postdoctoral candidates for a junior
faculty position, it would be desirable to know the distribution of
values for a given index across a large population of individuals
in the same field and at the same career stage so that differ-
ences among candidates can be evaluated in the context of this
distribution. Routinely providing a confidence interval with an
index of performance will reveal when individuals are statistically
indistinguishable and reduce the chances of misuse.

NORMALIZATION AND FAIRNESS

NORMALIZED BY NUMBER OF CONTRIBUTORS

When evaluating the science reported in a manuscript, the qual-
ity and significance of the work are the main consideration, and
the number of authors that contributed the findings is almost
irrelevant. However, the situation differs when evaluating the con-
tributions of individuals. Clearly, if a paper has only one author,
that scientist deserves more credit for the work than if that author
published the same paper with 10 other authors.

Defining an appropriate way to normalize for the number of
contributors is not simple. Dividing credit equally among the
authors is an attractive approach, but in most cases the first author
listed has contributed more to an article than other individual
authors. Similarly, in some disciplines the last place in the list is
usually reserved for the senior investigator, and the relative credit
due to a senior investigator is not well established.

Given the importance of authorship, it would not be unrea-
sonable to require authors to explicitly assign to each author a
quantitative fractional contribution. However, divvying up author
credit quantitatively would not only be extremely difficult but
would also probably lead to authorship disputes on a scale well
beyond those that currently occur when only the order of authors
must be decided. Nevertheless, some disciplines have already taken
steps in this direction, with an increasing number of journals
requiring explicit statements of how each author contributed to
an article.

While it seems difficult to precisely quantify how different
authors contribute to a given study, if such an approach came
into practice, it might not take long before disciplines established
standards for assigning appropriate credit for different types of
contributions. Regardless of how normalization for the number
of authors is done, one likely benefit of a widely used metric nor-
malized in this way would be the rapid elimination of honorary
authorship.

NORMALIZED BY DISCIPLINE
Scientists comprise overlapping but distinct communities that dif-
fer considerably in their size and publication habits. Publications
in some disciplines include far more citations than others, either
because the discipline is larger and produces more papers, or
because it has a tradition of providing more comprehensive treat-
ment of prior work (e.g., Jemec, 2001; Della Sala and Crawford,
2006; Bollen et al., 2009; Fersht, 2009). Other factors can affect
the average number of citations in an article, such as journals that
restrict the number of citations that an article may include.

A simple index based on how frequently an author is cited can
make investigators working in a large field that is generous with
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citations appear more productive than one working in a smaller
field where people save extensive references for review articles. For
example, if two fields are equivalent except that articles in one
field reference twice the number of articles as the other field, a
simple measure based on citations could make scientists in the
first field appear on average to be twice as productive as those in
the second. To have maximal value, an index of output based on
citations should normalize for differences in the way that citations
are used in different fields (including number of people in the
field, etc.). Ideally, a measure would reflect an individual’s rela-
tive contribution within his or her field. It will be challenging to
produce a method to normalize for such differences between disci-
plines in a rigorous and automatic way. Comprehensive treatment
of this issue will require simulation and experimentation. Here,
we will briefly mention potential approaches to illustrate a class of
solutions.

There is a well-developed field of defining areas of science
based on whether pairs of authors are cited in the same arti-
cles (author co-citation analysis; Griffith et al., 1986). More
recently, these methods have been extended by automated rat-
ing of text similarity between articles (e.g., Greene et al., 2009).
Methods like these might be adopted to define a commu-
nity for any given scientist. With this approach, an investiga-
tor might self-define their community based on the literature
that they consider most relevant, as reflected by the articles
they cite in their own articles. For a robust definition that
could not be easily manipulated (see below), an iterative process
that used articles that cite cited articles, or articles that are
cited by cited articles, would probably be needed. While it is
difficult to anticipate what definition of a scientist’s commu-
nity might be most effective, one benefit of using objective,
accessible data is that alternative definitions can be tested and
refined.

Once a community of articles has been defined for an investi-
gator, the fraction of all the citations in those articles that refer to
the investigator would give a measure of the investigator’s impact
within that field. This might provide a much more valuable and
interpretable measure than raw counts of numbers of papers or
number of citations. It is conceivable that this type of analysis
could also permit deeper insights. For example, it might reveal
investigators who were widely cited within multiple communities,
who were playing a bridging role.

NORMALIZED FOR CAREER STAGE

A measure that incorporated the properties discussed so far would
allow a meaningful assessment of an individual’s contribution to
science. It would, however, rate senior investigators as more influ-
ential than junior investigators. This is a property of many existing
measures, such as total number of citations or h-index. For some
purposes this is appropriate; investigators are frequently com-
pared against others at a similar stage of their careers, and senior
scientists generally have contributed more than junior scientists.
However, for some decisions, such as judging which investigators
are most productive per unit time, an adjustment for seniority is
needed. Additionally, it might be revealing for a search commit-
tee to compare candidates for an Assistant Professor position with

well-known senior investigators when they entered the rank of
Assistant Professor.

This type of normalization for stage of career would be difficult
to achieve for several reasons. The explosive growth in the number
of journals and scientists will make precise normalization difficult.
Additionally, data for when individuals entered particular stages
(postdoctoral, Assistant Professor, Associate Professor, Full Profes-
sor) are not widely available. A workable approximation might be
possible based on the time since an author’s first (or first n) papers
were published. Because the size of different disciplines changes
with time, and the rate at which articles are cited does not remain
constant, these trends would need to be compensated in making
comparisons over time.

A related issue is the effect of time itself on citation rates. An
earlier publication has had more time to be cited (yet scientists
tend to cite more recent work). In some sense, a publication from
the year 2000 with 100 citations is less notable than a publication
from the year 2010 with 100 citations. A simple way to address
this is to compute the number of citations per year (yet we note
that this involves arguable assumptions of stationarity in citation
rates).

FOSTERING GREAT SCIENCE

IMPRACTICAL TO MANIPULATE

If a metric can be manipulated, such that it can be changed through
actions that are relatively easy compared to those that it is supposed
to measure, people will undoubtedly exploit that weakness. Given
an index that is based on an open algorithm (and the algorithm
should be open, computable and readily available), it is inevitable
that scientists whose livelihoods are affected by that index will
come up with ingenious ways to game the system. A good index
should be impractical to game so that it encourages scientists to
do good science rather than working on tactics that distort the
measure.

It is for this reason that measures such as the number of times an
article is downloaded cannot be used. That approach would invite
the generation of an industry that would surreptitiously down-
load specific articles many times for a fee. For the same reason,
a post-publication peer-review measure that depended on evalu-
ations from small numbers of evaluators cannot be robust when
careers are at stake.

A measure that is based on the number of times an author’s arti-
cles are cited should be relatively secure from gaming, assuming
that the neighborhood of articles used to normalize by discipline
is sufficiently large. Even a moderate-sized cartel of scientists who
agreed to cite each other gratuitously would have little impact on
their metrics unless their articles were so poorly cited that any
manipulation would still leave them uncompetitive. Nevertheless,
it seems likely that a measure based on citations should ignore self-
citations and perhaps eliminate or discount citations from recent
co-authors (Sala and Brooks, 2008).

One would hope that a key motivation for scientific inquiry is,
as Feynman put it, “the pleasure of finding things out.” Yet, any
metric to evaluate scientific output establishes a certain incentive
structure in the research efforts. To some extent, this is unavoid-
able. Ideally, the incentive structure imposed by a good metric
should promote great science as opposed to incentive structures
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that reward (even financially in some cases) merely publishing
an article in specific journals or publishing a certain number
of articles. A good metric might encourage collaborative efforts,
interdisciplinary efforts, and innovative approaches. It would be
important to continuously monitor and evaluate the effects of
incentive structures imposed by any metric to ensure that they do
not discourage important scientific efforts including interdiscipli-
nary research, collaborations, adequate training, and mentoring
of students and others.

FOCUSED ON QUALITY OVER QUANTITY

Most existing metrics show a monotonic dependence on the
number of publications. In other words, there are no “nega-
tive” citations (but perhaps there should be!). This monotonicity
can promote quantity rather than quality. Consider the following
example (real numbers but fictitious names). We compare authors
Joe Doe and Jane Smith who work in the same research field. Both
published his or her first scientific article 12 years ago and the
most recent publication from each author was in 2011. Joe has
published 45 manuscripts, which have been cited a total of 591
times (mean = 13.1 citations per article, median = 6 citations per
article). Jane has published 14 manuscripts, which have been cited
1782 times (mean = 127.3 citations per article median = 57 cita-
tions per article). We argue that Jane’s work is more impactful
in spite of the fact that her colleague has published three times
more manuscripts in the same period of time. The process of
publishing a manuscript has a cost in itself including the time
required for the authors to do the research and report the results,
the time spent by editors, reviewers, and readers to evaluate the
manuscript.

In addressing this issue, care must be taken to avoid a measure
that discourages scientists from reporting solid, but apparently
unexciting, results. For example, penalizing the publication of
possibly uninteresting manuscripts by using the average number
of citations per article would be inappropriate because it would
discourage the publication of any results of below-average inter-
est. The h-index (and variants) constitutes an interesting attempt
to emphasize quality (Hirsch, 2005). An extension of this notion
would be to apply a threshold to the number of citations: pub-
lications that do not achieve a certain minimum number of
citations would not count toward the overall measure of out-
put. This threshold would have to be defined empirically and may
itself be field-dependent. This may help encourage scientists to
devote more time thinking about and creating excellence rather
than wasting everyone’s time with publications that few consider
valuable.

VALIDATION

Given a metric, we must be able to ask how good it is. Intuitively,
one could compare different metrics by selecting the one that pro-
vides a better assessment of excellence in scientific output. The
argument, however, appears circular because it seems that we need
to have a priori information about excellence to compare different
possible metrics. It could be argued that the scientific community
will be able to evaluate whether a metric is good or not by assess-
ing whether it correlates well with intuitive judgments about what
constitutes good science and innovative scientists. While this is

probably correct to some extent, this procedure has the potential
to draw the problem back to subjective measures.

To circumvent these difficulties, one could attempt to develop
quantitative criteria to evaluate the metrics themselves. One pos-
sibility is to compare each proposed quantitative metric against
independent evaluations of scientific output (which may not
be quantitative or readily available for every scientist). For
example, Hirsch (2005) attempted to validate the h-index by
considering Nobel laureates and showing that they typically
show a relatively large h-index. In general, one would like to
observe that the metric correlates with expert evaluations across
a broad range of individuals with different degrees of pro-
ductivity. While this approach seems intuitive and straightfor-
ward it suffers from bringing the problem back to subjective
criteria.

An alternative may be to consider historical data. A good met-
ric could provide predictive value. Imagine a set of scientists and
their corresponding productivity metric values evaluated in the
year 2011. We can ask how well we can predict the productivity
metric values in 2011 from their corresponding values in the year
2000 or 1990. Under the assumption that the scientific productiv-
ity of a given cohort is approximately stationary, we expect that
a useful metric would show a high degree of prediction power
whereas a poor metric will not. Of course, many factors influence
scientific productivity over time for a given individual and these
would be only correlative and probabilistic inferences. Yet, the pre-
dictive value of a given metric could help establish a quantitative
validation process.

Given the importance of evaluating scientific output, the poten-
tial for a plethora of metrics and the high-dimensional parameter
landscape involved, it seems worth further examining and devel-
oping different and more sophisticated ways of validating these
metrics. One could consider measures of scientific influence based
on the spread of citations, the number of successful trainees, etc.,
and compare these to different proposed metrics. Ultimately, these
are empirical questions that should be evaluated with the same
rigor applied to other scientific endeavors.

DISCUSSION

We describe above nine criteria that, we hope, might lead to a
better way of evaluating scientific output. The development of
an evaluation algorithm and metric that capture these proper-
ties is not intended to eliminate other forms of peer evaluation.
Subjective peer review is valuable (both pre-publication and post-
publication) despite its multiple pitfalls and occasional failures,
and a combination of different assessments will provide more
information than any one alone.

A metric that captured the properties discussed above could
provide many benefits. It might encourage better publishing prac-
tices by discouraging publication of a large number of uneventful
reports or reducing the emphasis on publishing in journals with
high impact factors. By highlighting the scientific contributions
of individuals within a field it might restore a more appropri-
ate premium: providing important results that other scientists
feel compelled to read, think about, act upon, and cite. Placing
emphasis on how often other scientists cite work may have other
beneficial effects. A long CV with many least-publishable papers
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would quickly become visibly inferior to a shorter one with fewer
but more influential papers. As mentioned above, there may be
other benefits including correcting authorship practices, accurate
evaluation across disciplines, and it may even help students choose
a laboratory or institution for graduate studies or postdoctoral
research.

In addition to evaluating the current value of a productivity
metric, it may be of interest to compute the rate of change in this
metric. This might help highlight individuals, laboratories, depart-
ments, or institutions that have recently excelled. Rates should also
be normalized and presented alongside distributions as discussed
above for the metric itself.

Although we have cast the discussion in terms of a single met-
ric, an index of output does not need to be scalar. No single value
can capture the complexities involved in scientific output. Differ-
ent aspects of an investigator’s contributions may require different
indices. Additionally, evaluating a research group, a research center,
or a department may be distinct from evaluating an individual and
require somewhat different metrics (e.g., Hughes et al., 2010), but
once suitable measures of output are available, productivity can
be evaluated in terms of either years of effort, number of people
involved, research funding, and other relevant parameters.

No calculation can take the place of a thoughtful evaluation by
competent peers, and even an index that is precise and accurate
can be abused. Evaluators might blindly apply an index without
actually assessing papers, recommendations, and other material.

Evaluators might also ignore confidence intervals and try to make
unjustified distinctions between the performance of individu-
als or programs with different, but statistically indistinguishable,
metrics.

Given current technologies, the state of information science,
and the wealth of data on authors, publications and citations, use-
ful quantification of the scientific output of individuals should be
attainable. While we have avoided the challenge of defining and
validating specific algorithms, there is little doubt that a superior
metric could be produced. Given how much is at stake in decisions
about how to allocate research support, there is no excuse for fail-
ing to try to provide a measure that could end the misdirected
use of impact factor, download statistics, or similar misleading
criteria for judging the contributions of individuals. While the
newly developed metrics may show some degree of correlation
with existing ones, we have to develop indices that are question-
specific (e.g., how do we evaluate a given scientist?) as opposed
to using generic indices developed for other purposes (e.g., how
do we evaluate a certain web site or journal?). Because it has the
potential to greatly influence the efficiency of scientific research,
we have a duty to reflect upon and eventually implement novel
and rigorous ways of evaluating scientific output.

ACKNOWLEDGMENTS
We thank John Hogenesch, Martin Hemberg, Marlene Cohen, and
Douglas Ruff for comments and discussions.

REFERENCES

Alberts, B., Hanson, B., and Kelner, K.
L. (2008). Reviewing peer review.
Science 321, 15.

Amin, M., and Mabe, M. (2000). Impact
factors: use and abuse. Perspect. Publ.
1, 1-6.

Bollen, J., Van de Sompel, H., Hag-
berg, A., and Chute, R. (2009).
A principal component analysis of
39 scientific impact measures. PLoS
ONE 4, 6022. doi:10.1371/jour-
nal.pone.0006022

(2008). Ditching
impact factors: time for the single
researcher impact factor. BMJ 336,
789.

Della Sala, S., and Crawford, J.
R. (2006). Impact factor as we
know it handicaps neuropsychology
and neuropsychologists. Cortex 42,
1-2.

Dimitrov, J. D., Kaveri, S. V., and Bayry,
J. (2010). Metrics: journal’s impact
factor skewed by a single paper.
Nature 466, 179.

Editors. (2006). The impact factor
game. It is time to find a better
way to assess the scientific literature.

Castelnuovo, G.

PLoS Med. 3,€291. doi:10.1371/jour-

nal.pmed.0030291
Enserink, M. (2009). Scientific
publishing. Are you ready to

become a number? Science 323,
1662-1664.

Fersht, A. (2009). The most influential
journals: impact factor and Eigen-
factor. Proc. Natl. Acad. Sci. U.S.A.
106, 6883-6884.

Garfield, E. (2006). The history and
meaning of the journal impact fac-
tor. JAMA 295, 90-93.

Greene, D., Freyne, J., Smyth, B.,
and Cunningham, P. (2009). An
Analysis of Current Trends in CBR
Research Using Multi-View Cluster-
ing. Technical Report UCD-CSI-
2009-03. Dublin: University College
Dublin.

Griffith, B. C., White, H. D., Drott,
M. C,, and Saye, J. D. (1986).
Tests of methods for evaluating
bibliographic databases: an analy-
sis of the National Library of
Medicine’s handling of literatures
in the medical behavioral sci-
ences. J. Am. Soc. Inf. Sci. 37,
261-270.

Hecht, E, Hecht, B. K., and Sandberg, A.
A. (1998). The journal “impact fac-
tor”: a misnamed, misleading, mis-
used measure. Cancer Genet. Cyto-
genet. 104, 77-81.

Hirsch, J. E. (2005). An index to quan-
tify an individual’s scientific research
output. Proc. Natl. Acad. Sci. U.S.A.
102, 16569-16572.

Hughes, M. E., Peeler, J., and Hogenesch,
J. B. (2010). Network dynamics to
evaluate performance of an acade-
mic institution. Sci. Transl. Med. 2,
53ps49.

Jemec, G. B. (2001). Impact factor to
assess academic output. Lancet 358,
1373.

Mandavilli, A. (2011). Peer review: trial
by Twitter. Nature 469, 286-287.
Petsko, G. A. (2008). Having an impact

(factor). Genome Biol. 9, 107.

Refinetti, R. (2011). Publish and flour-
ish. Science 331, 29.

Sala, S. D., and Brooks, J. (2008).
Multi-authors’ self-citation: a fur-
ther impact factor bias? Cortex 44,
1139-1145.

Siegel, D.,and Baveye, P. (2010). Battling
the paper glut. Science 329, 1466.

Simons, K. (2008). The misused impact
factor. Science 322, 165.

Skorka, P. (2003). How do impact fac-
tors relate to the real world? Nature
425, 661.

Conflict of Interest Statement: The
authors declare that the research was
conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.

Received: 23 June 2011; accepted: 25
October 2011; published online: 10
November 2011.

Citation: Kreiman G and Maunsell JHR
(2011) Nine criteria for a measure of sci-
entific output. Front. Comput. Neurosci.
5:48. doi: 10.3389/fncom.2011.00048
Copyright © 2011 Kreiman and Maun-
sell. This is an open-access article sub-
ject to a non-exclusive license between
the authors and Frontiers Media SA,
which permits use, distribution and
reproduction in other forums, provided
the original authors and source are cred-
ited and other Frontiers conditions are
complied with.

Frontiers in Computational Neuroscience

www.frontiersin.org

November 2011 | Volume 5 | Article 48 | 16


http://dx.doi.org/10.1371/journal.pone.0006022
http://dx.doi.org/10.1371/journal.pmed.0030291
http://dx.doi.org/10.3389/fncom.2011.00048
http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive

frontiers in

COMPUTATIONAL NEUROSCIENCE

REVIEW ARTICLE
published: 05 December 2011
doi: 10.3389/fncom.2011.00055

=

Toward a new model of scientific publishing: discussion

and a proposal

Dwight J. Kravitz* and Chris I. Baker

Unit on Learning and Plasticity, Laboratory of Brain and Cognition, National Institute of Mental Health, National Institutes of Health, Bethesda, MD, USA

Edited by:

Nikolaus Kriegeskorte, Medical
Research Council Cognition and Brain
Sciences Unit, UK

Reviewed by:

Thomas Boraud, Universite de
Bordeaux, CNRS, France

Marc Timme, Max Planck Institute for
Dynamics and Self Organization,
Germany

*Correspondence:

Dwight J. Kravitz, Unit on Learning
and Plasticity, Laboratory of Brain and
Cognition, National Institute of
Mental Health, National Institutes of
Health, Bethesda, MD 20892, USA.
e-mail: kravitzd@mail.nih.gov

INTRODUCTION

The current system of publishing in the biological sciences is notable for its redun-
dancy, inconsistency, sluggishness, and opacity. These problems persist, and grow worse,
because the peer review system remains focused on deciding whether or not to publish
a paper in a particular journal rather than providing (1) a high-quality evaluation of scien-
tific merit and (2) the information necessary to organize and prioritize the literature. Online
access has eliminated the need for journals as distribution channels, so their primary cur
rent role is to provide authors with feedback prior to publication and a quick way for other
researchers to prioritize the literature based on which journal publishes a paper. However,
the feedback provided by reviewers is not focused on scientific merit but on whether to
publish in a particular journal, which is generally of little use to authors and an opaque and
noisy basis for prioritizing the literature. Further, each submission of a rejected manuscript
requires the entire machinery of peer review to creak to life anew. This redundancy incurs
delays, inconsistency, and increased burdens on authors, reviewers, and editors. Finally,
reviewers have no real incentive to review well or quickly, as their performance is not
tracked, let alone rewarded. One of the consistent suggestions for modifying the current
peer review system is the introduction of some form of post-publication reception, and
the development of a marketplace where the priority of a paper rises and falls based on
its reception from the field (see other articles in this special topics). However, the informa-
tion that accompanies a paper into the marketplace is as important as the marketplace's
mechanics. Beyond suggestions concerning the mechanisms of reception, we propose an
update to the system of publishing in which publication is guaranteed, but pre-publication
peer review still occurs, giving the authors the opportunity to revise their work following a
mini pre-reception from the field. This step also provides a consistent set of rankings and
reviews to the marketplace, allowing for early prioritization and stabilizing its early dynam-
ics. We further propose to improve the general quality of reviewing by providing tangible
rewards to those who do it well.

Keywords: peer review, neuroscience, publishing

more to serve as a catalyst and basis for discussion than as a final

To begin, it is important to understand the scope and purpose of
this paper. First, this paper is an attempt to describe the problems
with scientific publishing as it is currently instantiated. We are
both cognitive neuroscientists, and while some of the issues dis-
cussed in this paper are undoubtedly applicable to a wide array of
fields they are most directly applicable to the fields of psychology
and neuroscience. Second, this paper is an attempt to lay out, in a
very broad way, the quantifiable and intangible costs and benefits
associated with publishing so that both the functioning of the cur-
rent system and the relative costs of alternatives can be evaluated.
To provide some empirical basis we performed an informal survey
of colleagues to obtain estimates of some of the costs. Finally, this
paper includes a proposal for an alternative form of scientific pub-
lishing and post-publication review. This proposal represents our
best attempt at defining an improved system that could actually be
implemented given the realities of transitioning from the current
system. The proposal is quite specific, but that specificity is meant

prescription for a new form of publishing.

The paper begins with a brief discussion of the current system
from an historical perspective with consideration of its modern
function. Following this section is a detailed description of peer
review and its tangible and intangible costs and benefits. Based on
these analyses we then propose a new system for publishing empir-
ical papers that streamlines the existing system while still serving
the purposes of modern publishing. We then address the cost and
benefits of this new system relative to the current system and lay
out the remaining open questions.

CURRENT SYSTEM

First, we examine the origins of the system of scientific publishing
before specifying its modern form in detail. We then analyze the
pragmatic, quantifiable costs of publishing based on an informal
survey of 22 of our colleagues, which asked them to provide infor-
mation about their experience with peer review on several of their
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most recent papers (see Supplementary Material for survey), and
collected information on 55 cognitive and neuroscience papers.
Following this quantification of the tangible costs, we examine the
intangible effects of the current system caused by the misalign-
ment of its structure and incentives with the functions of scientific
publishing.

HISTORY AND MODERN PURPOSE

Scientific papers are published through a legacy system that was
not designed to meet the needs of contemporary scientists, the
demands of modern publishing, or to take advantage of cur-
rent technology. The system is largely carried forward from one
designed for publishers and scientists in 1665 (UK House of Com-
mons, 2004). The most important historical constraint in shaping
scientific publishing was a restriction on the available publica-
tion space. Publishing a journal, even in the recent past, was quite
expensive and its likely audience quite small. Further, publishing
costs are the same regardless of the quality of its content (good and
bad thought costs the same to print and ship). Thus, publishers had
a strong incentive to limit publication size so that the costs to read-
ers were reasonable and to find the strongest possible content to fill
that limited space. In this context, pre-publication peer review pro-
vided the publisher with a test run of the reception a paper is likely
to receive from the field; providing a ranking of the likely quality
of all the submitted papers. The journal then simply selected the
top n papers for publication to meet its size requirement.

From the point of view of the scientists, the journals were an
absolute necessity for broadly distributing their work to colleagues
while still establishing ownership and precedence over a particular
result (UK House of Commons, 2004). Peer review also gave sci-
entists the same pre-reception it provided the journals, and with it
the opportunity to revise or retract work before it was sent to the
larger scientific community.

As the number of scientists grew and, concomitantly, the num-
ber of papers submitted, this system of publishing unexpectedly
provided another benefit: prioritization of the literature. Consider
the following: the price of a journal is dependent on the perceived
quality of its content more than on the number of papers pub-
lished. The top journal has little impetus to publish more papers
as submissions increase, since by simply maintaining the number
of accepted papers, the exclusivity of the journal increases and with
it the perceived quality and price, with little additional expenditure
(Young et al., 2008). Rejections also create a market for lower-tier
journals to publish rejected papers at a reduced, but still profitable
price. Scientists will naturally want to publish their work in the
journal with the highest perceived quality they can, so they will
submit papers to those journals first. A series of rejections and
resubmissions to the next best journal will naturally lead a paper
to land in the journal whose perceived quality matches that of
the manuscript. Given broad agreement between scientists as to
the ordering of journals by quality, and assuming that peer review
is highly accurate in gauging scientific quality, the journal where
a paper is published is an index to quality and thus provides its
priority.

In the modern world, this prioritization and the pre-reception
afforded by peer review are the primary benefits the current system
of publishing provides to scientists, as the Internet has essentially

eliminated any need for journals as distribution channels. How-
ever, as the following analyses will show, the actual mechanisms of
scientific publishing are poorly optimized to serve these functions.

QUANTIFICATION OF MODERN PEER REVIEW

To effectively evaluate peer review, it is helpful to specify fully
the process by which a peer-reviewed paper is currently published
(Figure 1). There are three primary groups that participate in this
process: Authors who perform research and prepare papers, Edi-
tors who coordinate the process of review and publication and
make decisions about whether to publish or reject papers, and
Reviewers who provide expert opinions on which the Editors base
their decisions. After the initial submission by the Authors, Editors
decide whether to review or reject the manuscript. If they decide to
review the paper, Reviewers are solicited and, on the basis of their
opinions, Editors decide whether to allow revisions to address the
Reviewers’ comments or to reject the paper (Figure 1A). If the
decision is to allow revision, a theoretically unbounded revision
loop begins in which the revisions pass between the three groups
until the Editors ultimately reject or accept the paper (Figure 1B).
In the case of a rejection the Authors generally proceed to submit
the paper to a different journal, beginning a journal loop bounded
only by the number of journals available and the dignity of the
Authors (Figure 1C). When a paper is accepted, it is published in
the journal and becomes available to the Field, which, for our pur-
poses, is the set of researchers within a certain domain of research
(e.g., cognitive neuroscience).

Having specified the process we can now proceed to analyze
it from the point of view of its efficiency (time), cost/benefit
ratio (actual expenditures of money and effort against the benefits
provided), and predictability (variability in that time and effort).
An ideal process maximizes the cost/benefit ratio and efficiency,
while simultaneously being highly predictable. A process that is
unpredictable incurs indirect costs related to the uncertainty of its
function (see below).

We begin with averages representing the efficiency of the
process derived from our informal survey (Table 1). There are
three decision points at which Editors determine whether a paper
will be rejected or continue the process at any particular jour-
nal. First, they decide whether to send papers out for review or
reject them outright (26.1%; Figure 1A 3). Editors also decide
whether to accept, reject, or make revisions to the manuscript
following the receipt of the initial reviews (Figure 1A 7). Func-
tionally, almost no manuscripts in our survey were accepted in
the first round of review (3.6%), with most rejected (54.6%) or
revised (41.8%). Once the revision loop begins, Editors repeat-
edly make the same accept, reject, revise decision (Figures 1A,B
14). The vast majority of papers were accepted in the same jour-
nal once the revision loop began (98.2%). Overall, however, only
33.6% of papers were published in the journal to which they were
first submitted. On average, papers were submitted to 2.1 different
journals (Figure 1B), underwent 2.6 revisions across all journals,
and received a total of 6.3 reviews before they were published. We
only collected information on papers that had been published, but
it is likely that very few papers are abandoned without publication
anywhere, especially given the diversity of journals now available
(see also Fabiato, 1994; Suls and Martin, 2009).
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FIGURE 1 | Diagram of the current publishing process. (A) Outline of the
steps involved in the first submission of a paper to a journal. (1, 2) Authors
prepare and submit the manuscript. (3) Journal editors decide whether to
reject the paper or send it for review. If the decision is to review, reviews are
solicited (4), written by the reviewers (5), and sent back to the editors (6). (7)
Editors then decide whether to accept, reject, or allow revision and
resubmission of the manuscript. In practice almost no paper is accepted in
this first round of review. If the decision is to allow revision, the reviews are
sent to the authors (8) and a theoretically unbounded revision loop (B) then
proceeds. This loop can terminate in either acceptance or rejection. If the
paper is accepted it proceeds to the proof stage, where it is exchanged
between the editors and authors (16) until ready for publication in the journal

(17). If the paper is rejected at any of the decision points (3, 7 14) the authors
will generally proceed to submit it to another journal, beginning a journal loop
(C). (B) Details of the revision loop. In each iteration the authors prepare the
revision (9), which is communicated to the reviewers by the editors (10, 11).
The reviewers write re-reviews (12) that are sent back to the editors (13). (14)
The editors then decide whether to accept, reject, or allow revision. If the
decision is revision the loop begins again, and continues until an accept or
reject decision is reached. (C) If a paper is rejected, a loop of repeated
submissions to many journals begins until the paper is accepted. In practice,
few papers are ever abandoned, so the loop generally continues until
acceptance an publication. Each new submission has the same step as the
original submission (A).

Beyond these raw numbers our survey also provided us with
estimates of the amount of time taken in various steps of the
process. Here, what is striking is less the average amount of time,
which is quite long, but more its unpredictability. In total, each
paper was under review for an average of 122 days but with a min-
imum of 31 days and a maximum of 321. The average time between
the first submission and acceptance, including time for revisions
by the authors was 221 days (range: 31-533). This uncertainty in
time makes it difficult to schedule and predict the outcome of large
research projects. For example, it is difficult to be certain whether
a novel result will be published before a competitor’s even it were
submitted first, or to know when follow up studies can be pub-
lished. It also makes it difficult for junior researchers to plan their
careers, as job applications and tenure are dependent on having
published papers.

We also asked for the amount of time taken to prepare sub-
missions and reviews, allowing us to estimate the actual work and
expenditure consumed in the process. Leaving aside the initial

preparation of the paper (Figure 1A 1) we begin with the prepara-
tion of reviews (Figure 1A 5). Each paper received, on average, 6.3
reviews and, each review takes, on average, 6 h to prepare (based
on an informal survey of post-docs in our lab). At the average
salary for a NIH post-doc ($47,130 for approximately 2000 yearly
hours!), this roughly translates to a cost of $140 per review and
$840 per paper. Importantly, these reviews will never been seen
outside of the review process, so their only utility is in refining
published manuscripts. Next we consider the preparation of revi-
sions and submissions to different journals. In our survey, Authors
estimated that they spent, on average, 68 h on all the revisions and
resubmissions, roughly translating to a cost of $1600 per paper
prior to acceptance. While these estimates of time spent may not
be highly precise, they do provide a rough basis for estimating the

Uhttp://www.glassdoor.com/Salary/NIH-Postdoctoral-Fellow-Salaries-E11709_D_
KO4,23.htm
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Table 1 | Summary of survey statistics.

1. % First submissions rejected without review 26.1
(Figure 1A 3)
2. % First submissions rejected/revised/accepted after 54.6/41.8/3.6

review (Figure 1A 7)

3. % Papers rejected/accepted in revision loop (Figure 1A 1.8/98.2

14)

4. % Papers published in the first journal 33.6

5. Average total journals (Figure 1C) 2.1 (1-6)

6. Average total revisions (Figure 1B) 2.6 (1-6)

7. Average total reviews 6.3 (2-15)

8. Average total time under review (days) 122 (31-321)
9. Average estimated total time to prepare revisions (hours) 68 (5-300)
10. Average time from first submission to publication (days) 221 (31-533)

Each of the measures is based on a survey of 55 papers from 22 individual
researchers. 1. Gives the percentage of first submissions to any journal that were
rejected without review by the Editor. 2. Gives the percent of reviewed first sub-
missions that were given a decision of reject, revise, or accept. 3. Gives the
percent of papers that were accepted or rejected at a journal once they were
given a revise decision. 4. Gives the percent of papers that ended up published
in the first journal to which they were submitted. 5. Gives the average total num-
ber of journals to which the papers were submitted. The number in parentheses
gives the range. 6. Gives the average number of revisions a paper underwent
across all journals excluding first submissions. 7 Gives the average total number
of reviews that were done for each paper. 8. Gives the average total amount of
time in days the paper was under review across all submissions. 9. Gives the
average estimated time in hours to prepare all the revisions of a paper. 10. Gives
the average time in days between the first submission to an accept decision.

total cost. Finally, (based on the last few publications from our lab)
the average direct cost of publishing a paper in terms of publica-
tion fees (e.g., color figure costs) was $1930. Beyond the costs of
actually performing the research and preparing the first draft of
the manuscript, it costs the field of neuroscience, and ultimately
the funding agencies, approximately $4370 per paper and $9.2 mil-
lion over the approximately 2100 neuroscience papers published
last year. This excludes the substantial expense of the journal sub-
scriptions required to actually read the research the field produces
and the unquantifiable cost of the publishing lag (221 days) and
the uncertainty incurred by that delay.

INTANGIBLE COSTS AND BENEFITS

Given these costs, we now turn to evaluating the functionality pro-
vided by the current system to the field, which ultimately funds
its every component. Beyond the ineffectiveness of the current
system in providing pre-reception and a prioritization of the lit-
erature, we also highlight the costs caused by the misalignment of
incentives and the adversarial relationship between the Reviewers
and Authors caused in the current system.

The current system serves the purposes of the journals, provid-
ing them with a pre-reception that allows them to prioritize papers
for publication. However, this pre-reception is ill-suited to needs
of scientists as it is optimized to help the journals decide whether
or not to publish and not for providing feedback about scientific
merit. Further, because the sample of Reviewers is so small relative
to the size of the Field, and their identities generally unknown, it

is very hard for Authors to know how general the Reviewers’ opin-
ions will be in all but the most extreme cases. Reviewers may also
be implicitly biased in their reviews by their feelings about par-
ticular Authors. One study (Peters and Ceci, 1982) resubmitted
12 articles already published in high-tier journals with different
authors names and institutions. First, only three of the papers
were detected as already published, and at a time when the num-
ber of published papers was much lower than it is today. Second,
eight of the nine remaining papers were rejected, none for novelty,
but generally for “serious methodological flaws.” This result might
suggest a systematic bias by Reviewers or that peer review itself is
unreliable. In either case, this form of pre-reception is clearly not
optimal for Authors.

The prioritization of the literature afforded by this system is also
quite poor. From the point of view of the Authors, the system is
so stochastic and redundant as to be an active hindrance to the
progress of research. The redundancy also increases the burden on
Reviewers, who are essentially uncompensated, as the same paper
requires a multitude of reviews through the revision and journal
loops. From the point of view of an individual researcher in the
field, there is no guarantee that the criteria of a journal or those of
the Reviewers match their own, especially in the case of the highest
tier journals in which novelty plays a large part in the decision to
publish. Not only is novelty inherently subjective, the question is
being asked of specialists who are unlikely to have a good intuition
of novelty or general interest in the larger scientific community.
Further, the general novelty of a result may have little to do with
its actual importance to the research program of any particular
researcher. Thus the prioritization of the literature provided by
this process is, at best, noisy, opaque, and very expensive.

To quantitatively evaluate the performance of the journals in
prioritizing the literature, we extracted from SCOPUS the cur-
rent number of citations for all the neuroscience papers published
between 2000 and 2007 in six major journals. The journals were
chosen from three distinct tiers based on impact factor, the dom-
inant measure of journal quality used in the field. If the journal
is a good marker of a paper’s quality and eventual impact on
the field, than the eventual citation count of that paper should
be predictable from the journal where it was published. Viewed
retrospectively, this should lead to largely non-overlapping distri-
butions of citation counts between journals in different tiers. It
should be noted that this measure is somewhat confounded by the
fact that high-tier journals are both more visible and more likely
to attract submissions than lower-tier journals. However, both of
these confounds should act to increase distinctions between the
tiers. Our evaluation reveals that far from a perfect filter, the
distribution of citations largely overlaps across all six journals
(Figure 2). We then asked whether the citation count of a paper
could predict the tier at which it was published and found that
between adjacent tiers this could only be achieved at 66% accu-
racy and between the top and third tier at 79%?2. Thus, even given

2This calculation was achieved by drawing every possible boundary in citation count
and assessing the proportion of the distribution for each journal that fell on either
side of the boundary. Subtracting the proportion of the each journal that fell on
the same side of the boundary from one another provides the percent correct for a
particular boundary. The percent correct from the best boundary is reported.
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FIGURE 2 | Prioritization of the literature by the current system.
Histogram of the distribution of the current number of citations for every
neuroscience paper published between 2000 and 2007 for six major
journals (15 citation width bins). The x-axis is cutoff at 400 citations only for
display purposes. There were a small proportion of papers that had more
citations, and these papers were included in all analyses. There are three
rough tiers of journals, based on their 2010 impact factors (to the right of
the journal names in the legend). Note the large amount of overlap
between the distributions; indicating the journal where a paper is published
is not strongly predictive of the eventual number of citations it will acquire.

the self-reinforcing confounds, the journals tiers are far from a
perfect method of prioritizing the literature.

The current system is also notable for the misalignment of
incentives for both Authors and Reviewers relative to progress in
science. Scientific progress is supposed to be largely incremental,
with each new result fully contextualized with the extant literature
and fully explored with many different analyses and manipula-
tions. Replications, with even the tiniest additional manipulations,
are critical to refining our understanding of the implications of
any result. Yet, with the focus on the worthiness for publica-
tion, especially novelty, rather than on scientific merit, Reviewers
look on strong links with previous literature as a weakness rather
than strength. Authors are incentivized to highlight the novelty
of a result, often to the detriment of linking it with the previ-
ous literature or overarching theoretical frameworks. Worse still,
the novelty constraint disincentives even performing incremen-
tal research or replications, as they cost just as much as run-
ning novel studies and will likely not be published in high-tier
journals.

The current system also creates an adversarial relationship
between Reviewers and Authors. Asking Reviewers to make
judgments about publication worthiness reduces criticism to a
dichotomy: Accept or Reject. Most of the comments in reviews
reduce to this boolean, so Authors are incentivized not to argue
or discuss points but simply to do enough to get a paper past
the Reviewers. Reviewers are essentially uncompensated and com-
pletely anonymous, so there is no incentive to produce timely, let
alone detailed constructive reviews. To Authors, a review often
reduces to a list of tasks rather than as a scientific critique or

discussion that refines a paper. In practice, most reviews are rejec-
tions or lists of control experiments that are often not central to
the theoretical point being addressed which bloat papers rather
than refining them. To be clear, these problems occur even with
the most conscientious Reviewers, which most researchers try to
be, simply because of the nature of the current system of pub-
lishing. With no reward for or training in good reviewing and
counter-productive incentives, it is unsurprising that peer review
is ineffective at producing either a high-quality pre-reception or
a prioritization of the literature.

PROPOSED SYSTEM OF PEER REVIEW

Luckily, these deficiencies are structural and do not arise because of
evil Authors, Reviewer, or Editors. Rather, they are largely a symp-
tom of the legacy system of scientific publishing, which grew from
a constraint on the amount of physical space available in journals.
The advent of the Internet eliminates the need for physical copies
of journals and with it any real space restrictions. In fact, none of
the researchers in our lab had read a physical copy of a journal
in the past year that was not sent to them for free. Without the
space constraint there is no need to deny publication for any but
the most egregiously unscientific of papers. In fact, we argue that
simply guaranteeing publication for any scientifically valid empir-
ical manuscript attenuates all of the intangible and quantifiable
costs described above. Functionally, publication is already guaran-
teed, it is simply accomplished through a very inefficient system.
98.2% of all papers that enter the revision loop are published at
that same journal and few papers are abandoned over the course
of the journal loop.

Guaranteeing publication would dramatically simplify the
process of peer review, align the incentives of Authors and Review-
ers with scientific progress, and reduce costs in time, money, effort,
and uncertainty. In our detailed description of our proposed sys-
tem (see below), we will even show that guaranteed publication
does not sacrifice, and in fact, improves both pre-reception and the
prioritization of the literature. We begin with a specification of the
mechanisms and costs of the proposed system, followed by a dis-
cussion of the intangible costs and benefits. A high level summary
can be found in Table 2.

PROPOSED SYSTEM OF PEER REVIEW AND QUANTIFICATION

Guaranteeing publication would eliminate the redundancy of the
revision and journal loops, improving every quantifiable aspect
of peer review. Under the proposed system (Figure 3) all papers
are reviewed. The purpose of the Editors is twofold. First, they
coordinate the entire review process. Second, they maintain the
anonymity of both the Reviewers and Authors, so that all review-
ing is double-blind (see Peters and Ceci, 1984 for a discussion).
Editors pick a set of three anonymous reviewers based on their
expertise and availability (Figure 3 3). Once the reviews are pre-
pared, they are passed automatically to the Authors, without the
need for any editorial decisions (Figure 3 5). The purpose of these
reviews is not to decide whether the paper should be published, but
to give the Authors feedback on the scientific quality of the research
and the Reviewer’s understanding of its context and importance
in the field. This scientific pre-reception affords the Authors the
opportunity to significantly revise or retract their work if they
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Table 2 | This table contains a rough summary of the key differences
between the current and proposed systems of peer review.

CURRENT SYSTEM
Limits publication based on a non-existent space constraint
Pre-reception
Encourages reviews focused on publication rather than scientific merit
Untracked and unrewarded reviewers have no incentive to review well
Prioritization of the literature
Static and based on which journal publishes a paper
Limits competition between journals for papers
Creates long publication lags
Other problems
Disencentivizes incremental research
Introduces uncertainty in publishing time
Provides no medium for rapid and ongoing discussion of paper
PROPOSED SYSTEM
Guarantees publication of valid research
Pre-reception
Reviews focus only on scientific merit
Tracks and rewards reviewers
Prioritization of the literature
Ongoing and flexible evaluation of papers even after publication
Editors directly compete for papers
Fixed and short publication lag
Other costs
Drastically reduces uncertainty in publishing time
Reduces the money and effort expended by the field
Post-publication system provides for public discussion and clarifications

choose. If both the Authors and Reviewers agree multiple rounds
of review are possible (e.g., Frontiers system). However, in most
cases, the Authors will instead respond to the reviews once and
make some revisions to their manuscript (Figure 3 6 + 7). Hav-
ing communicated that revision to the Editors, publication is now
guaranteed with no further rounds of revision or review. The elim-
ination of the revision and journal loops significantly reduces the
inefficiency and speed of publication but a method is still required
for prioritizing the literature.

To this end, we propose combining post-publication review (see
below) with an Editorial Board, whose function is to provide initial
seeds that will be the basis of the early prioritization of papers as
they are published. The Editorial Board essentially acts as a rating
service, fashioning a coherent summary and set of ratings from
the raw initial reviews and responses that the field can use to ini-
tially prioritize a paper. The Board will be comprised of a small
set of leaders in the field, chosen, at least initially (see below), by
vote amongst the field. Editors will send the paper, reviews, and
responses (all anonymous) to a primary member of the Editorial
Board, who will be responsible for providing the initial ratings and
summary, including their own impressions of the implications of
the paper in context with the literature (see also Faculty of 1000
for a related system; Figure 3 9). Once these seeds are complete
and the proofs receive final approval (Figure 3 11), the paper is
immediately published.

The proposed system will immediately reduce the burden in
time, money, and effort on the entire field. Given a single round of
review, the number of reviews is reduced from a current average of
6.3 to 3 saving the field 18.2 h of reviewing and $430 per paper on
average (52%). There is only a single optional round of revision,
saving Authors an average of 42 h and $990 per paper on average
(62%) according to our survey. Even assuming that the publication
and submission fees remain constant to pay for the implementa-
tion of the new system (and color figure fees would certainly be
eliminated), a total savings of $1420 would be achieved for each
paper (32%). That translates to an annual savings of three million
dollars for the field, not including the benefits of a reduction in
publication lag and the decrease in uncertainty.

INTANGIBLE COSTS AND BENEFITS

The proposed system of peer review streamlines the existing sys-
tem, benefiting Authors without fundamentally changing their
role. Authors continue to perform research and write papers,
but a greater proportion of their time can now be devoted to
actually doing those things. They are also the beneficiaries of an
improved, more scientific pre-reception and a reduced cost and
lag for publishing papers. The reduced variability in time reduces
uncertainty, helping junior scientists plan their careers more effec-
tively, and helping senior researchers plan large-scale research
projects.

The role of Reviewers is altered from assessing publication wor-
thiness to providing a critique of the paper’s scientific merit. This
should reduce the adversarial relationship between Authors and
Reviewers, and foster more constructive criticism. When this sys-
tem is combined with an appropriate system of post-publication
review, it may also provide Reviewers with the opportunity to
be directly rewarded for producing high-quality punctual reviews
(see Compensation for Reviewers section below).

For Editors, the change will be fundamental. Currently, Editors
are the gatekeepers to publication in a particular journal. Their
purpose is to serve the interests of the journal as a business and not
the interests of Authors. There is also no real competition between
Editors, as the entire system rests on a relatively well-established
hierarchy of journals to provide the prioritization of the literature.
In the proposed system, journals do not truly exist as distinct enti-
ties for the purposes of peer review (though they may play a role
in post-publication as discussed below in the Financing section).
Instead, Editors must function in a way somewhat analogous to an
investment bank, shepherding a paper into the market in its best
possible form. Editors can compete with each other based on the
price and quality of the services they provide. For example, Edi-
tors can both coordinate the pre-publication review process, and
more or less extensively edit the manuscript and figures, provide
digestible press releases for high-profile papers, and promote the
manuscript within the community. The Nature publishing group
has started offering a variant of this service already, by offering to
edit manuscripts they will not necessarily publish®. The proposed
system aligns Editor’s incentives with the desire of the Authors
to publish the best possible paper in a certain time frame with a
reasonable cost.

3http://languageediting.nature.com/
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FIGURE 3 | Diagram of the proposed publishing process. (1, 2) Authors
prepare and submit the manuscript. As all papers are reviewed, the editors
select a set of reviewers and solicit reviews (3). The reviewers write the
reviews (4), which are automatically conveyed to the authors (5). Authors then
have the choice of revising the manuscript or leaving it unchanged. They
prepare the revision and their response to the reviews (6), which is conveyed
to the editors (7). The editors select an appropriate editorial board member

>

12. Complete Product

and convey the reviews, revision, and the author’s response (8). The board
member uses these components to craft a high level summary of the work,
its importance and context within the literature, and a set of initial numerical
seeds representing the quality of the paper (9). This summary is conveyed to
the editors (10), who begin the proof exchange with the authors (11). Once
the proofs are approved, the editors publish the complete product (12), which
is the final manuscript and board summary and seed values.

REASONS FOR DOUBLE-BLIND PRE-PUBLICATION REVIEW

Unlike many other proposals we propose maintaining some pre-
publication peer review. While eliminating this step would further
simplify and streamline publishing we believe it to be critical
for three reasons. First, review by experts in the field prior to
publication is critical for providing the Authors with an effective
pre-reception that can be the basis for revising or retracting papers
before they become widely available. Second, the reviews, once syn-
thesized by the editorial board, can also serve as an early input into
the post-publication market, stabilizing initial reception. Third, it
also guarantees that every paper will receive an initial set of reviews,
eliminating the concern that a paper that is never commented on
post-publication is essentially invisible to any prioritization (see
also below).

We further argue that this pre-publication review should be
double-blind, with the identities of both the Authors and Review-
ers unknown to the other. The anonymity of the Reviewers is
critical to obtaining unadulterated reviews, particularly when
more junior scientists are reviewing the work of senior faculty (e.g.,
Wright, 1994). In cases of completely open peer review, reviews

become more positive and acceptances increase (Van Rooyen et al.,
1999), but so does hesitancy to review in the first case. It is unclear
whether the increased positivity reflects genuine enthusiasm or
merely the desire to avoid conflict. The anonymity of the Authors
reduces the possibility of Reviewer bias either for or against par-
ticular authors or institutions (see Peters and Ceci, 1982 for an
example). While the identity of the Authors might be guessed by
the Reviewers, any ambiguity should act to reduce this bias.

REASONS FOR INCLUDING AN EDITORIAL BOARD
Beyond streamlining the existing system of peer review we pro-
pose the addition of an Editorial Board, responsible for preparing
a summary based on the initial reviews and a set of initial ratings
that accompany a paper as it is published into the market. The
inclusion of this group adds steps and time to the process of pub-
lication and also creates a new burden on the field. Nonetheless,
the benefits of the Editorial Board outweigh these costs.

Current systems that depend on post-publication review are
plagued by an uneven initial reception. Complete post-publication
review puts an enormous burden on the field to conscientiously
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search the literature and offer commentary without any compen-
sation whatsoever (Lipworth et al., 2011). The only researchers
likely to offer comments are those deeply invested in a particular
result, and there is little point in offering positive commentary
on a paper. In current open review systems, some papers are
commented on extensively, while others never receive a single
comment (e.g., Nature open peer review debate*). The latter case
provides neither the field nor the Authors any sort of feedback
on the quality of the research, nor any prioritization of the lit-
erature. The Editorial Board provides ratings and a summary
that can provide an early prioritization of papers and guaran-
tee that every paper is read and contextualized with the extant
literature.

The Editorial Board offers significant advantages over publish-
ing the raw initial reviews with the paper. First, many of the initial
issues will be fully addressed by the response and will add noth-
ing to the early reception of the paper. Second, publishing the
reviews would tend to recreate the adversarial relationship between
the Authors and Reviewers, as the Reviewers would be implicitly
accepting the Authors’ response without the opportunity to argue
their points or to revise their review. The inclusion of an impartial
third party to provide the final word on whether issues have been
addressed or remain outstanding, gives both the Reviewers and
Authors some distance from their reviews and responses. Finally,
the Editorial Board can also evaluate the quality and timeliness of
reviews, perhaps providing a metric on the basis of which Review-
ers can be rewarded (see Compensation for Reviewers section
below).

PROPOSED POST-PUBLICATION SYSTEM

There are four primary functions that the structure of a paper
must serve if it is to be considered effective. (1) It must convey
the content of the research in such a way that it can be under-
stood and replicated. The existing structure of published papers
is well-established and entirely sufficient to accomplish this goal.
(2) It must provide a way to contact Authors for clarifications. (3)
The structure must provide an easy method for indexing the paper
in relation to the issues it addresses and the rest of the literature.
Currently, this indexing is accomplished through the combination
of keyword searches and citation linkages. (4) It must have a set of
statistics and comments associated with it that allow its reception
by the field to be tracked for the purposes of evaluating indi-
viduals for funding and promotions and prioritizing it within the
literature. Some journals and search engines have already begun to
track download count and number of citations. While the current
structure has been adapted to serve these functions, it is far from
optimal, and online access allows us the opportunity to design a
new structure with superior functionality.

STRUCTURE OF PAPERS POST-PUBLICATION

Under the proposed system, a published paper will consist of the
following components. First, the article itself (Figure 4A, green
box), which has essentially the same structure as papers currently
have with the addition of the summary and initial ratings from

4http://www.nature.com/nature/peerreview/debate/index.html

the Editorial Board. The original article will be the only compo-
nent that is immutable — once published it will never change. This
component provides a consistent way for Authors to claim work
as their own, and the familiar format of the article is ideally suited
to serving the first function. The only major change in this struc-
ture will be that the format will be consistent. We will, as a Field,
decide on a common list of components (e.g., abstract, introduc-
tion, etc.,) and stick to it, rather than reformatting manuscripts
for each journal.

Second, the paper will also be associated with a forum
(Figure 4A, purple circle) within which members of the field can
ask methodological and theoretical questions as well as offer up
their own detailed reviews. Upon publication, the original Review-
ers will be invited to anonymously post their reviews (with any
modifications) if they choose, but all other contributions will be
open and directly associated with particular researchers. Authors
are free to respond to any post in the forum, adding comments,
or additional data as appropriate, as are members of the field
in general. The forum provides a way for Authors to publicly
refine their work and theories as the process of reception unfolds
without needing to publish new papers on minor incremental
or clarifying points. The forum also provides a way for the field
to reach a consensus on the implications and limitations of any
result. Critically, the forums provide a record of these discus-
sions, again providing Authors the ability to claim at least informal
ownership of particular ideas outside of the context of published
papers.

The paper will also contain a set of continuously updated statis-
tics (Figure 4A, yellow circle) which track the reception the paper
is receiving from the field. These statistics are essentially numeric
data that provide an easy way of prioritizing the paper by track-
ing things like citation and download counts. They also include
ratings provided by members of the field after publication.

Finally, all of these components along with some additional
information comprise a literature valence (Figure 4A, large blue
circle), which can be used to both prioritize the paper and place it
in context with the literature. The additional information includes
other work that has cited the paper since publication, the IDs of
the Authors, Reviewers, Editors, and Editorial Board member, key-
words, and additional related literature suggested by them or any
other members of the field.

The structure described above is relatively similar to the back-
bone of social networking websites like Facebook. The problems
being addressed by the two systems is similar in that both cre-
ate a virtual anchor for an actual person or paper, to which
content can be continuously added and indexed online with-
out altering the fundamental link between the anchor and the
actual content. In fact, beyond the statistics tracking, most of the
functionality described above can be achieved simply by mak-
ing a Facebook page for a paper. This similarity is a strength of
the proposed system as it dramatically simplifies and cheapens
the implementation of the proposed system (see Finance section

below).

SEARCHING AND ORGANIZING THE LITERATURE
When the information in the literature valence is married to the
appropriate algorithms it can yield a very powerful and flexible
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FIGURE 4 | Post-publication system. (A) A paper in its complete form
under the proposed publishing process. Every paper will be comprised first
of the manuscript itself (green square). This manuscript will have a standard
format comprised of the familiar components along with the editorial board
summary and ratings. The manuscript will be stable over time and none of
its components subject to change. Associated with this manuscript will be
a set of statistics (yellow circle) that include any additional ratings from the
field collected post-publication and continually updated counts of its
citations and downloads. A forum will also be attached to the manuscript
where members of the field can post their own detailed comments on the
paper and authors have the opportunity to respond. Members of the field
may also pose theoretical and methodological questions that can be
answered either by the authors or any other member of the field. Finally,
the manuscript also has a literature valence (large blue circle), comprised of
its citations and those papers which have cited it as well as topics and
uncited work deemed by either the board, the authors, or the field to be
related. The valence also includes ID numbers for the authors, editorial
board member who provided the summary, and the reviewers. (B)
Currently, a literature search generates a relatively unstructured list of
papers, organized by author or subject heading. The literature valence will
allow for dynamic organizations of the literature based on the needs of a
particular researcher. (C) For example, organizing the papers in (B) by
citation and topic might reveal that there were actually two sub-fields within
the list. One a small set of distinct closely related papers, while the other is
a large complex set, centered on a single paper. (D) This organization might
differ entirely when organized by the method used, revealing a different set
of relationships amongst the papers.

way of organizing the literature. For example, literature searches
currently yield a list of papers associated with a particular key-
word or author, generally ordered by date (Figure 4B). While
this organization is useful as a first pass, an additional algorithm

which takes into account the citations might reveal a much more
informative structure: in this example, two distinct subgroups of
papers with one subgroup being centered on a single seminal paper
(Figure 4C). Alternatively, an organization based on the meth-
ods used (e.g., fMRI) might show an entirely different grouping,
with many different methods being used to address the same topic
(Figure 4D). The proposed system would also allow searches and
organizations based on who reviewed the paper, which editorial
board member wrote the summary, or the post-publication ratings
of a particular individual researcher. The point is not the particular
organization but to build a structure flexible enough to support a
wide range of organizations tailor-made to the needs of individual
researchers.

OPEN QUESTIONS

FINANCING THE SYSTEM AND TRANSITION FROM THE CURRENT
SYSTEM

In the preceding sections we proposed a new system of publish-
ing that does not completely demolish the existing system but
streamlines it and optimizes it to leverage the currently available
technology. This approach is critical, as it leads to a new system
that can be easily and cheaply transitioned to from the current
system. In this section we review the major components of the pro-
posed system that will require expenditures of money and effort
to implement and maintain.

First, there is the coordination of the review process. Currently,
this function is served by journals that are financed by a combi-
nation of subscription, submission, advertising, and publication
fees. In the proposed system, the editorial process is decoupled
from publication, all published papers are freely available, and
physical copies of journals are no longer produced. This reduces
the source of revenue for the editorial process essentially to sub-
mission fees provided by the Authors. There are, however, several
factors that will attenuate these costs. (1) Publication is guaran-
teed, so payment of the fee will definitely lead to a publication.
(2) Editors will now have to directly compete with one another
on the basis of price and quality of service (i.e., speed, copy edit-
ing, publicity for high-profile results). This competition should
lead to a wide range of Editor pricing and services and should
reduce fees overall. (3) It is likely advisable to have a single elec-
tronic backbone that is used for the coordination of Reviewers
and the Editorial Board. This system could track the number of
papers currently assigned to individuals, making the assignment
of new papers more efficient. It would also eliminate redundant
implementations of similar systems by different Editors, and pro-
vide a common set of anonymous IDs for Reviewers across all
submissions. All of these factors should increase efficiency and
reduce the overall price. The implementation and maintenance of
such a system is quite simple and could be easily paid for from
a general funding source (e.g., NIH) or by a proportion of the
submission fees. The transition to this system of pre-publication
review will probably need to be done as a field, as the proposed
system would be hard-pressed to compete with the more pres-
tigious journals that already exist. The other alternative is to
create such a system and wait for its increased efficiency to render
the other modes of publication obsolete over a likely period of
many years.
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Second, the backbone of the post-publication market must be
implemented and maintained. Again, it is likely advisable that a
single system serves the entire field, to maintain consistency, reduce
redundancy, and provide a common access point for the litera-
ture. A single system could also be used to track all users and
to restrict access to accredited institutions and individuals or to
ban users who abuse the system if needs be. Since the basic struc-
ture of the proposed post-publication market is similar to existing
social networking sites, the minor extensions required would not
be overly costly to implement or maintain for these companies.
Revenue could be generated by again taking a proportion of the
submission fees. It could also be generated through targeted adver-
tisements. The topic headings of papers provide an excellent index
into the scientific apparatus likely needed by researchers read-
ing that paper. Whereas currently most advertisements for these
products are scattershot, pushed through journals or emails, asso-
ciating the ads with particular papers might be more effective.
Another advantage of the proposed post-publication market is
that it can be implemented independent of the proposed system
of pre-publication review. Even existing papers can be adapted
into the proposed marketplace and their reception tracked, easing
the transition to the proposed system.

Finally, the front-end service by which the literature can be
searched, organized, prioritized, and presented to researchers will
need to be funded. Currently, there are a number of search engines
(e.g., Pubmed), financed by the major funding agencies that could
be adapted to serve these functions. However, this is also a poten-
tial market for the existing journals, which could provide several
distinct services to scientists. (1) Journals can produce their own
proprietary prioritizations of the literature. In the proposed sys-
tem any prioritization essentially reduces to some, likely linear,
formula representing a combination of all the available factors.
That equation can be proprietary and journals can offer their
own prioritizations to researchers for a fee. In fact, some journals
have already begun to offer something similar to this function,
by providing field-wide research highlights with every published
issue. This can lead to the strange experience of being rejected by
a journal and then having the same paper highlighted within it
later. (2) Similarly, journals can offer new algorithms for orga-
nizing the literature; perhaps even offering a direct service to
researchers. (3) Journals might also be the logical outlet for review
articles, which would be trivial to publish under the proposed
system. If review articles were limited to invited pieces in partic-
ular journals, they could be published under a different system
more directly suited for them. Journals could also charge for
access to these articles just as they charge for empirical pieces
currently.

COMPENSATION FOR REVIEWERS

Our proposed system reduces the reviewing burden on the field
and better aligns the incentives, but we recognize that our pro-
posed system is still dependent on the efficiency and quality of the
reviews. Unless reviewing is directly rewarded, it will always be at
the bottom of the stack for any researcher. Further, we, as a Field,
need to acknowledge the importance of reviewing as part of doing
good science and reward researchers for doing it well. In the cur-
rent system, good reviewing is not even defined, let alone tracked,

and it is the backbone of all publishing. Finding a way to track and
reward good reviewing might also reveal a heretofore-unknown
group of researchers who are gifted in it and might teach the rest
of us how to do it effectively.

Our proposed system provides mechanisms that allow review-
ing to be tracked and rewarded. The raw initial reviews are pro-
vided to the Editorial Board, whose members could be asked to
rate the usefulness and insightfulness of those reviews. Assuming
that the identity of the Reviewers is kept anonymous, this could
provide a relatively unbiased estimate of the quality of the reviews,
similar to a system already in place at some journals (e.g., PLoS
ONE). Upon publication, the Reviewers could also be asked to
provide final ratings that could be regressed against the actual
reception of the paper and final reviews that could be rated by the
field.

Having tracked the quality of individual Reviewers, the ques-
tion is how best to reward them. First, statistics representing
the quality of a Reviewer could be cited in job applications and
tenure reviews. Second, high-quality reviewing could qualify a
Reviewer for membership in the Editorial Board (see below).
Finally, Reviewers could also be paid a proportion of the sub-
mission fees commensurate with the quality of their reviewing
for each paper they review. These fees would not have to paid to
Reviewers directly, instead they could be added to existing grants
in the Reviewers lab, or could simply defray submission costs for
the Reviewer’s own papers.

MECHANISMS OF THE EDITORIAL BOARD

Under the proposed system the Editorial Board has a very impor-
tant responsibility to provide the initial summary and ratings that
accompany a paper into the marketplace. Beyond this responsi-
bility, members of the Editorial Board also have the burden of
producing these summaries and ratings for every published paper.
As such, the size of Board, its membership, and compensation for
serving on it must be carefully considered.

The size of the Board is the least complicated of the issues.
All that is required is to ascertain the average amount of time it
takes to produce a summary and a set of initial rankings for each
paper. Assuming that this process is comparable to reviewing a
paper (6h), an Editorial Board member could reasonably han-
dle two papers a week. Dividing the number of papers submitted
in a week (~40)° by this number would yield a rough estimate
of the necessary size of the Editorial Board (~20). This number
could then be adjusted after the system begins operation. Alter-
nates could also be specified who could contribute during times
with very high numbers of submissions.

The membership of the Editorial Board is a more complex issue.
Initially members should probably be elected to some set terms by
the members of the field. Once those terms end or members resign,
they can also be replaced by a voting procedure. Some positions
might also be filled by the best Reviewers in the field (see Com-
pensation for Reviewers section above), providing another reward
for good reviewing.

5This number was calculated by dividing the number of papers with the topic
“neuroscience” published in 2010 (2100) by 52 weeks.

Frontiers in Computational Neuroscience

www.frontiersin.org

December 2011 |Volume 5 | Article 55 | 26


http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive

Kravitz and Baker

Remodeling scientific publishing

Finally, serving on the Editorial Board incurs a significant cost
in both time and effort and its members will need to be com-
pensated. On the one hand, serving on the Editorial Board will
be very prestigious and the position provides the opportunity to
help shape the direction of the field, so in some sense serving is
its own reward. On the other hand, members could also receive
some direct compensation, likely in the form of some guaranteed
funding for their labs. This would remove members from the grant
treadmill, freeing them to more fully immerse themselves in the
literature. Further, it would reduce the burden on grant reviewers,
who would no longer have to review grants that are very likely
to be funded (particularly if membership in the Editoral Board is
determined by voting).

CONCLUSION

Ultimately, the process of reforming the current system of pub-
lishing will be long, arduous, and fraught with uncertainty. The
purpose of this manuscript is not to propose a final solution; by no
means is the proposed system perfect. Instead we sought to high-
light the problems in the current system, the functions that should
guide the new system, and the necessity of reforming the system
(see Table 2). It is to this final point that we now turn in some
additional detail. Above, we have argued, in some depth, that the
current system is needlessly redundant, expensive, and ill-suited to
meeting the needs of the field, specifically a scientific pre-reception
for Authors, and a prioritization of the literature for all researchers.
To these factors we now add several more dynamics that will make
the current system of publishing in the neurosciences even more
untenable in the future.

First, neuroscience, as a discipline, has several characteristics
that make the current system of publishing particularly problem-
atic. The brain is a hugely complicated system, and its compo-
nents cannot be easily studied in isolation, or strong conclusions
drawn about the function of isolated components in the com-
plete system. Progress depends on the development of large-scale
theoretical frameworks and the building of consensus around the
critical data that support, refine, or repudiate them. The intuitions
and theories conveyed by a paper and the relationship between
those theories and the literature are often as important as the
data itself. The current system encourages novel seeming, iso-
lated research, which is often directly contrary to establishing
theories and interpretations in relation to the literature. Research
designed to refine or address existing theories is relegated to spe-
cialist journals. This dynamic would be acceptable if this type of
research was widespread, but there are few incentives to actually
perform it. The lag and uncertainty in publication time and the
relative uselessness of low-profile publications in promotion and
tenure decisions rule out junior faculty or post-docs and these
two groups perform most of the research in the labs of tenured
faculty.

Second, the field of neuroscience, in both papers and
researchers, is growing quickly. This year over 700 neuroscience
doctorates will likely be awarded, compared with only 276 in 1993
(NSF Survey of Graduate Students). This increase in the num-
ber of researchers translates into an increase in the number of

submissions to existing journals (e.g., average annual increase from
2006 to 2009: nature 4.8%; Journal of Neuroscience 2.6%). The
concomitant increase in the number of rejections and the ease of
opening an online publication has also led to the creation of new
journals. From 2000 to 2006 the number of neuroscience jour-
nals was essentially steady at around 200. From 2006 to 2009 the
number of journals increased to 231, an annual increase of approx-
imately 5% (derived from the Web of Science). As the field and the
associated literature grow, the inefficiencies of the current system
will become increasingly problematic. The amount of time it takes
to publish a paper, the number of reviews written, and the diffi-
culty in organizing and comprehending the literature will increase
and eventually become a limiting factor on progress in the field, if
it is not already.

Hopefully, this paper will help begin a conversation about the
problems and inefficiencies inherent in the current system of pub-
lishing. The system proposed in this paper is not meant as a final
proposal, but as a reasonable starting point that addresses many
of the current flaws in the system and could reasonably be imple-
mented. We hope that it will engender debate, which is at the
heart of scientific progress, but too little emphasized in the current
system of publishing.

This paper is also not meant to be an indictment of the existing
journals; they are businesses whose purpose is to provide a service
at a reasonable price. By and large they accomplish this purpose
and are staffed by dedicated professionals wrestling with a difficult
job. This paper is an indictment of the service that we, as a field,
ask them to provide. We are paying, in both time and money, for a
system constrained by the physical distribution of papers, when we
no longer read physical copies of journals. What we should be pay-
ing for, and where private companies can be innovative, is in the
coordination of the review process, the publicizing of results, and
methods for searching and organizing the literature. Providing this
last service can be quite profitable, Google has a profit margin of
21%. A better post-publication system will also improve the qual-
ity and frequency of scientific discussion between labs, which is
now largely limited to conferences and published papers. In a time
with increasingly constrained budgets and funding sources need-
ing to see progress to justify taxpayer outlays, reforming the system
of publishing might not only decrease our costs but increase our
productivity as well.
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1. INTRODUCTION
Formal peer review of one kind or another has been part of the
scientific publishing process since at least the eighteenth cen-
tury (Kronick, 1990). While the precise norms and practices of
review have varied extensively by historical period and by disci-
pline (Burnham, 19905 Spier, 2002), key themes have remained
consistent: a concern for ensuring the correctness of work and not
allowing demonstrably false claims to distort the literature; the
need for authors to have their work certified as valid; the repu-
tation of the society, publisher, or editorial board responsible for
the work; and at the same time, concern to not inhibit the intro-
duction of valuable new ideas. Particularly with the increasing
volume of publication through the twentieth century, the process
has become an almost unavoidable necessity in determining what
out of a huge range of submissions should be selected to appear in
the limited (and costly) number of pages of the most prominent
journals (Ingelfinger, 1974). One consequence of this competi-
tion for reader attention has been that reviewers are increasingly
being asked to assess not just the technical correctness of work but
also to make essentially editorial assessments such as the topical
suitability and potential impact or importance of a piece of work
(Lawrence, 2003).

Different practices for the evaluation of knowledge have been
proposed and applied by the scientific community, including
but not limited to single-blind review (where reviewers remain

based ones, that come out of the research carried out by the LiquidPub project and research
groups collaborated with LiquidPub. Those approaches are alternative or complementary
to traditional peer review. We discuss pros and cons of the proposed approaches and con-
clude with a vision for the future of the research evaluation, arguing that no single system
can suit all stakeholders in various communities.

Keywords: research evaluation, peer review, metrics, bidding, opinions, LiquidPub, UCount

anonymous, but author identity is known to the reviewer);
double-blind review (where the identities of both authors and
reviewers are hidden); and open peer review where both authors
and reviewers are aware of each other’s identity. Journal edi-
tors also have an important role, both in the initial assessment
of whether to send a manuscript for review and in terms of
management and final decision-making on the basis of reviewer
recommendations; the precise degree of editor- versus reviewer-
based selection can vary greatly between different publications
(McCook, 2006). Yet despite its modern ubiquity, and a broad
consensus among scientists upon its essential contribution to the
research process (Ware and Monkman, 2008; Sense About Sci-
ence, 2009), there are also widespread concerns about the known
or perceived shortcomings of the review process: bias and incon-
sistency, ineffective filtering of error or fraud, and the suppression
of innovation.

In this paper we discuss various models that offer complemen-
tary or replacement evaluation mechanisms to the traditional peer
review process. The next section provides a brief overview of the
conventional peer review process and its controversies, includ-
ing a review of studies and analyses of peer review and reviewer
behavior across a range of disciplines and review practices. This is
followed by a review of a number of quantitative metrics to assess
the overall quality and efficiency of peer review processes, to check
the robustness of the process, the degree of agreement among and
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bias of the reviewers, and to check the ability of reviewers to predict
the impact of papers in subsequent years.

We then proceed to introduce a number of different experi-
ments in peer review, including comparisons between quick rank-
ing of papers, bidding to review papers, and reviewing them in the
traditional manner. We also discuss two approaches to research
evaluation that are based on leveraging on the explicit or implicit
feedback of the scientific community: OpinioNet and UCount. We
conclude the paper with a discussion of the pros and cons of the
presented approaches and our vision for the future of the research
evaluation.

2. PEER REVIEW HISTORY AND CONTROVERSIES

Review processes of one kind or another have been part of sci-
entific publication since the first scientific journals — notably the
Philosophical Transactions of the Royal Society — with the first for-
mally defined peer review process being that of the journal Medical
Essays and Observations, published in 1731 by the Royal Society
of Edinburgh (Kronick, 1990). While historical practice varied
greatly (Burnham, 1990), the growth of the scientific literature in
the twentieth century has seen peer review become almost univer-
sal, being widely seen as the key evaluation mechanism of scholarly
work (Ingelfinger, 1974; Ware and Monkman, 2008; Sense About
Science, 2009).

Despite this ubiquity of the practice (or perhaps more properly,
of a great diversity of practices coming under the same name), peer
review has been little studied by scientists until the last decades.
The results of these studies are perhaps surprising, being as they
are often very equivocal about whether peer review really fulfills
its supposed role as a gatekeeper for error correction and selec-
tion of quality work (Jefferson et al., 2007). A significant number
of papers report that peer review is a process whose effectiveness
“is a matter of faith rather than evidence” (Smith, 2006), that is
“untested” and “uncertain” (Jefferson et al., 2002b), and that we
know very little about its real effects because scientists are rarely
given access to the relevant data.

For example, Lock (1994) claims that peer review can at most
help detect major errors and that the real criterion for judging
a paper is to look at how often its content is used and referred
to several years after publication. Other experimental studies cast
doubt on the ability of peer review to spot important errors in a
paper (Godlee et al., 1998). At the same time, peer review is still
considered a process to which no reasonable alternatives have been
found (Kassirer and Campion, 1994; Smith, 2006).

Part of the problem is that the practice and goals of peer review
can vary greatly by discipline and journal. Studies on peer review
differ in the kind and amount of data available and use different
metrics to analyze its effectiveness. Indeed, having precise objec-
tives for the analysis is one of the key and hardest challenges as
it is often unclear and debatable to define what it means for peer
review to be effective (Jefferson et al., 2002a). Nevertheless, in gen-
eral we can divide the metrics used into two groups: those aiming
to determine the effectiveness or validity or peer review (discussed
below), and those aiming at measuring what authors consider to
be “good” properties of peer review (discussed in Section 3).

The first category of studies can itself broadly be divided
into two categories: those testing the ability of peer review to
detect errors, and those measuring reviewers’ ability to anticipate

the future impact of work, usually measured using citation
count.

Where error detection is concerned, a study was conducted by
Goodman et al. (1994) who studied 111 manuscripts submitted to
the Annals of Internal Medicine between March 1992 and March
1993. They studied the papers before and after the peer review
process in order to find out whether peer review was able to detect
errors. They did not find any substantial difference in the man-
uscripts before and after publication. Indeed, they state that peer
review was able to detect only small flaws in the papers, such as
figures, statistics, and description of the results. An interesting
study was carried out by Godlee et al. (1998), who introduced
deliberate errors in a paper already accepted by the British Med-
ical Journal (BMJ)! and asked 420 reviewers divided in 5 different
groups to review the paper. Groups 1 and 2 did not know the
identity of the authors, while 3 and 4 knew it. Groups 1 and 3
were asked to sign their reports, while 2 and 4 were asked to return
their reports unsigned. The only difference between groups 4 and
5 was that reviewers from group 5 were aware that they were taking
part in a study. Godlee et al. (1998) report that the mean num-
ber of major errors detected was 2 out of a total of 8, while there
were 16% of reviewers that did not find any mistake, and 33%
of reviewers went for acceptance despite the introduced mistakes.
Unfortunately, the study does not report on whether the reviewers
collectively identified all the errors (which might lend support to
some of the community review processes discussed later in this
article) or whether certain errors were noticed more often than
others.

Citation count has been used extensively as a metric in studies
by Bornmann and Daniel. The first of these reports on whether
peer review committees are effective in selecting people that have
higher citation statistics, and finds that there is indeed such a cor-
relation (Bornmann and Daniel, 2005b). A later paper examines
the initial assessments by staff editors of manuscripts submitted
to a major chemistry journal, compared to the later assessments
by external reviewers (Bornmann and Daniel, 2010a): where edi-
tors make an actual assessment this is indeed correlated with final
citation count, but in 2/3 of cases they were unable or unwilling
to venture an opinion. Final assessments after peer review were
much more strongly correlated with final citation count, implying
a positive effect whether or not editors were able to reach an initial
decision. These results can be compared to those of Opthof et al.
(2002) on submissions to a medical journal, where editors’ initial
ratings were uncorrelated with later citation count, while external
reviewers’ ratings were correlated, more strongly so where more
reviewers were employed. The best predictive value, however, was
a combination of reviewers’ and editors’ ratings, suggesting that
differences in prediction ability are down to editors and reviewers
picking up on different aspects of article quality.

3. QUANTITATIVE ANALYSES OF PEER REVIEW

In this section we review research approaches dealing with quan-
titative analysis of peer review. Effectiveness or validity of peer
review can be measured taking into account different metrics,

1“With the authors’ consent, the paper already peer reviewed and accepted for
publication by BMJ was altered to introduce 8 weaknesses in design, analysis, or
interpretation” (Godlee et al., 1998).
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included but not limited to: ability to predict the future position
of the paper in the citation ranking, the disagreement between
reviewers, the bias of a reviewer.

An obvious quantitative analysis is to measure the correlation
between reviewers’ assessments of manuscripts and their later
impact, most readily measured by citation. As discussed in the
previous section, results may be highly dependent on the particu-
lar context. For example, Bornmann and Daniel (2010b), studying
a dataset of 1899 submissions to the Angewandte Chemie Inter-
national Edition, found a positive correlation between reviewers’
recommendations and the later citation impact — with, interest-
ingly, a stronger correlation where fewer reviewers were used?.
On the other hand, Ragone et al. (2011), studying a large dataset
of 9000 reviews covering circa 3000 submissions to 10 computer
science conferences, observed few statistically significant correla-
tions when the ranking of papers according to reviewer ratings
was compared to the ranking according to citation’.

Another important metric for the peer review process is the
inter-reviewer agreement (Casati et al., 2010), which measures
how much the marks given by reviewers to a contribution differ.
The rationale behind this metric is that while reviewers’ perspec-
tives may differ according to background, areas of expertise and
so on, we may expect there to be some degree of consensus among
them on the core virtues (or lack thereof) of an article. If on the
other hand the marks given by reviewers are comparable to marks
given at random, then the results of the review process are also
effectively random, which defeats its purpose. There are several
reasons for having several reviewers per contribution: to evaluate
based on consensus or majority opinion and to provide multiple
expertise (e.g., having a more methodological reviewer and two
more content reviewers).

Indeed, having a high disagreement value means, in some way,
that the judgment of the involved peers is not sufficient to state
the value of the contribution itself. This metric could be useful to
improve the quality of the review process as could help to decide,
based on the disagreement value, if three reviewers are enough to
judge a contribution or if more reviewers are needed in order to
ensure the quality of the process.

A significant portion of the research on peer review focuses on
identifying reviewer biases and understanding their impact in the
review process. Indeed, reviewers’ objectivity is often considered a
fundamental quality of a review process: “the ideal reviewer,” notes
Ingelfinger (1974), “should be totally objective, in other words,
supernatural.” Approaches for analyzing bias in peer reviews iden-
tified several kinds of bias: affiliation bias, meaning that researchers
from prominent institutions are favored in peer review (Ceci and
Peters, 1982); bias in favor of US-based researchers (Link, 1998),

2This marks an odd contradiction to the results of Opthof etal. (2002), where more
reviewers made for better prediction. One explanation might be that in medical
research there could be a greater number of different factors that must be consid-
ered when assessing an article, hence several reviewers with different expertise might
produce a better review.

3Correlation between reviewer- and citation-based rankings was measured using
Kendall’s 7 for 5 different conferences, of which 2 had weak but statistically signif-
icant correlations (t =0.392, p=0.0001 and t =0.310, p =0.005; the two confer-
ences had respectively 150 and 100 submissions). The other, larger conferences had
no statistically significant correlation (Mirylenka et al., unpublished).

gender bias against female researchers (Wenneras and Wold, 1997;
Bornmann, 2007; Marsh et al., 2009; Ceci and Williams, 2011) and
order bias (Bornmann and Daniel, 2005a), meaning that reviewing
applications for doctoral and post-doctoral research scholarship
in alphabetic order may favor those applicants having names at
the beginning of the alphabet. Although it is not always easy to
decouple these apparent biases from other factors such as quality
differentials, at least some biases, such as those based on nationality
of reviewers and authors, remain even when quality is taken into
account (Lee et al., 2006; Lynch et al., 2007). Others, such as bias
in favor of statistically significant results (Olson et al., 2002; Lee
etal.,2006) or gender biases (Marsh et al., 2009; Ceci and Williams,
2011),appear to be down primarily to other factors than the review
process itself. In addition, it is possible to compute the rating bias,
i.e., reviewers consistently giving higher or lower marks, indepen-
dently from the quality of the specific contribution they have to
assess, which is a kind of bias that appears rather often, is easy to
detect, and that can be corrected with rather simple procedures to
improve the fairness of the review process (Ragone et al., 2011).

One of the ways to identify bias is to compare single- and
double-blind review. Single-blind review provides anonymity to
the reviewers and is used to protect the reviewers from author
reprisals. In many research fields, single-blind review is the nor-
mative practice. However, in others, such as information systems,
or at Association for Computing Machinery Special Interest Group
on Management of Data (ACM SIGMOD) conferences, double-
blind review, where identities of both authors and reviewers are
hidden, is the norm. The purpose of the double-blind review is
to help the reviewers to assess only scientific achievements of the
paper, not taking into consideration other factors and therefore to
be unbiased.

Analyses of the merit of the double-blind review process are
somewhat equivocal. Early studies by McNutt et al. (1990) and
Fisher etal. (1994) on double-blind review of journal submissions
reported a positive effect on review quality as rated by editors,
although the latter study may have been influenced by the fact that
blinded reviewers knew they were taking part in a study while non-
blinded reviewers did not. A later and much larger study by Justice
et al. (1998), where all reviewers knew they were taking part in a
study, revealed no statistically significant difference, while another
by van Rooyen et al. (1999) including both informed and unin-
formed reviewers suggested no difference due to either the review
style (single- or double-blind) or reviewer knowledge of whether
they were partaking in a study. On the other hand an extensive
study of abstract submissions to medical conferences by Ross et al.
(2006) suggested that double-blind review was successful in elim-
inating a host of biases related to gender, nationality, prestige, and
other factors.

One major factor that may explain these contradictory results
is the question of whether the masking of author identity is actu-
ally successful, as authors frequently include identifying elements
in their papers such as citations to their previous work (Cho et al.,
1998; Katz et al., 2002). The likelihood of such accidental unblind-
ing may be larger for extensive works like journal submissions,
making it more difficult for double-blind review to succeed com-
pared to shorter works such as abstracts. Unblinding rates vary
widely between journals, and it may be that volume of submissions
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and the size of the contributing community also affect how easy
it is to identify authors (Ross et al., 2006). It may also be possible
for authors to identify reviewers from their comments. Potential
positive effects of successfully blinded review may therefore be
difficult to secure in practice.

Research on open peer review (where the reviewer’s name is
known to the authors) is at present very limited. Initial studies
showed that open reviews were of higher quality, were more cour-
teous and reviewers spent typically more time to complete them
(Walsh et al., 2000). An example of the open peer review, adopted
mainly by *PLoP* conferences, is shepherding, where a shepherd
(reviewer) works together with the sheep (authors) on improving
the paper. The major problem of open peer review is combating the
unwillingness of some potential reviewers to agree to their identity
being revealed (Ware and Monkman, 2008), although journals that
have implemented open review have reported good experiences in
practice (Godlee, 2002).

Research shows that to improve the peer review process, some-
times paying attention to details is enough. For instance, the mark
scale can influence reviewers and lead them to use only specific
marks, instead of the whole scale (Casati et al., 2010; Medo and
Wakeling, 2010). It has been shown that in the scale from 1 to 5
with half-marks, reviewers tend to not use half-marks, while in the
same scale without half-marks (1 to 10) reviewers use the entire
scale to rate (Casati et al., 2010). In a scale from 1 to 7, reviewers’
marks tend to concentrate in the middle (Casati et al., 2010).

One of the main issues in peer review analysis is to have access to
the data. Usually, works on peer review are restricted to analyzing
only 1-2 conferences, grant applications processes or fellowships.
Just to name a few: Reinhart (2009) analyzed 496 applications
for project-base funding; Bornmann and Daniel (2005a) stud-
ied the selection process of 1,954 doctoral and 743 post-doctoral
applications for fellowships; Bornmann et al. (2008) analyzed 668
applications for funding; Godlee et al. (1998) involved in their
experiments 420 reviewers from the journal’s database; Goodman
et al. (1994) analyzed 111 manuscripts accepted for publication.
As already mentioned above, one of the largest datasets has been
used in the work by Ragone et al. (2011) where they collected data
from 10 conferences, for a total of 9032 reviews, 2797 submitted
contributions and 2295 reviewers.

4. EXPERIMENTS IN PEER REVIEW

Nowadays, scientists and editors are exploring alternative
approaches to tackle some of the pervasive problems with tra-
ditional peer review (Akst, 2010). Alternatives include enabling
authors to carry reviews from one journal to another (Akst,
2010), posting reviewer comments alongside the published paper>,
or running the traditional peer review process simultaneously
with a public review (Akst, 2010). The ACM SIGMOD confer-
ence has also experimented with variations of the classical peer
review model where papers are evaluated in two phases, where

4PLoP stands for Pattern Languages of Programs and *PLoP family of conferences
includes: EuroPLoP, PLoP, VikingPLoP, etc. See http://www.hillside.net/europlop/
europlop2011/links.html for a complete list.

Shttp://interdisciplines.org/, a website for interdisciplinary conferences run as
conversations.

the first phase filters out papers that are unlikely to be accepted
allowing to focus the reviewers’ effort on a more limited set of
papers. In Casati et al. (2010) authors provide a model for multi-
phase review that can improve the peer review process in the
sense of reducing the review effort required to reach a decision
on a set of submitted papers while keeping the same quality of
results.

In the following we focus on three experimental approaches
for peer review: asking reviewers to rank papers instead of review-
ing them, bidding for reviewing a paper, and open evaluation of
research works.

4.1. EXPERIMENT ON RANKING PAPERS vs REVIEWING

For the Institute of Electrical and Electronics Engineers Business-
Driven IT Management Workshop (IEEE BDIM) in 2010, the
Technical Program Committee (TPC) chairs experimented with
a “wisdom of the crowd” approach to selecting papers. The aim of
the experiment was to assess the viability of an alternate selection
mechanism where (some of the) reviewers can rank papers based
on a quick read rather than providing an in-depth review with
quality scores.

This is the process they followed:

e The TPC members were asked to split into two roughly equal-
size groups: (a) “wisdom of the crowd”and (b) “traditional,” TPC
chairs completed the split for those TPC member who did not
reply or were indifferent®.

e TPC members obviously knew which group they were in, but
had no direct knowledge of other members’ placement.

e Group (b) carried out the usual 3—4 traditional reviews.

e At the end of the review phase, reviews from group (b) were
averaged as usual, resulting in a total order of all papers
submitted.

e Group (a) got assigned a PDF containing all submissions
(excluding conflicts of interest) with no author information, thus
we followed double-blind review process.

e Group (a) was required to provide a total order of all (or most)
of the papers submitted, spending no more than 3-5 min on
each paper.

e They TPC chairs merged the lists giving equal weight to each,
and the top papers were divided into tiers (extended presenta-
tion, regular presentation, short presentation, posters, rejected)
according to the harmonized ordered list. TCP chairs performed
tie-break where necessary.

e Authors received feedback containing
— Acceptance/rejection;

Tier of acceptance if applicable (extended, regular, short,

poster);

Full explanation of the review process;

at least 3 reviews for their submission;

their paper’s rank in the traditional review process, and its

rank in the “wisdom of the crowd” process.

®Note that technically this experiment is closer to a quasi-experiment because the
reviewers were allowed to choose the type of review process. If any of the groups
was superior in terms of reviewing quality, this may have affected the results.
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Interesting findings were:

(1) reviewers split evenly between the two groups, with exactly
half of the TPC choosing the “wisdom of the crowd” approach,
and half choosing the traditional

(2) for selection, there were three traditional reviewers for each
paper, so the TPC chairs counted the score from the wisdom
of the crowd ranking with a weight equal to three reviewers.
They transformed the ranking into a score by averaging ranks
over all the reviewers, and normalizing linearly the average
rank onto the range of scores of the traditional reviews

(3) results were such that the top three papers and the bottom
four papers were identical for both the traditional and the
fast ranking review. However, for the selection of the papers
in the middle, the TPC chairs had to take into account not
only review scores, but also the review content, and give more
weight to more experienced reviewers. For the submissions
falling in the in-between category, the wisdom of the crowd
did not help, and it was mostly off what the end selection
wound up being.

In conclusion, the experiment showed that fast ranking in the
wisdom of the crowd approach could be applied to get to a
fast selection of the top and bottom submissions. However, that
does not help in selecting the papers that fall in-between these
categories.

4.2. e-SCRIPTS: BIDDING FOR REVIEWING

Most researchers maintain a strong preference for peer review as
the key mechanism of research evaluation (Ware and Monkman,
2008; Sense About Science, 2009). A major motivating factor here
is the ability of peer review not just to assess or filter work but to
help improve it prior to publication (Goodman et al., 1994; Pur-
cell et al., 1998; Sense About Science, 2009), and many researchers
consider this opportunity to help their fellow scientists to be one
of the key pleasures of contributing reviews (Sense About Science,
2009).

By contrast, some of the major frustrations of authors (and
editors) with the review process relate to those occasions when the
reviewer is unmotivated or unfamiliar with the subject matter. At
conferences (e.g., at EuroPLoP), this factor is often dealt with by
allowing members of the technical program committee to bid to
review submissions on the basis of titles and abstracts. In this way,
every program committee member can hope to have a paper to
review which meets their interests and areas of expertise. The role
of the program chair is also made easier, with less work to do in
assigning referees to articles.

The e-Scripts submissions management system’, developed
by the Institute for Computer Sciences, Social Informatics
and Telecommunications Engineering (ICST) and the European
Alliance for Innovation (EAI), attempts to bring the same princi-
ples and benefits to the peer review process of research journals.
Titles and abstracts of submitted articles are posted publicly online
after submission, and for a period of about 2 weeks thereafter inter-
ested readers can bid to review those which catch their fancy. At the

7http://escripts.icst.org/

end of the public bidding period, the editor approves an ordered
list of candidate reviewers based on a mix of bidders, author- and
editor-nominated candidates, and reviewer invitations are sent out
automatically starting from the top of the list.

The aim here is principally to engage with the enthusiasm and
willingness to help that motivate good reviewers, while not relying
on it: as opposed to some unsuccessful attempts at community
review (Greaves et al., 2006), the Editors still have a responsibility
to nominate and secure reviewers, with bidding acting as a supple-
mental rather than replacement selection process. In addition the
system maintains a level of confidentiality for unpublished work,
with the journal Editor still controlling access.

Beyond improving the quality of individual reviews, this
approach has the capacity to generate additional data to support
editorial decision-making. First, just as early download statistics
offer a reliable precursor of later citation impact (Brody et al,,
2006), so we can anticipate bidding intensity to reflect the potential
importance of a submitted article. Second, correlations in user bid-
ding can be used to build a profile of reviewer interests that can help
automate the process of reviewer nomination. This, together with
other means of assessing and ranking potential reviewers, is the
subject of EAI’s UCount project, which is discussed in Section 5.2.

4.3. PEEREVALUATION.ORG: SCIENTIFIC TRUST IN THE SOCIAL WEB
For the Millennial generation, sharing, reviewing, disseminating,
and receiving immediate feedback have become not only natural
practices but also strong expectations. For almost a billion Face-
book users, both practices and expectations are fully embedded in
the daily flows of consumption, communication, entertainment,
information, work, and access to knowledge.

4.3.1. The advent of social reputation

On the Social Web, all are empowered to become, all at once,
producers, reviewers, disseminators, and consumers. With such
empowerment and shuffling of roles, it is only logical that
alternative mechanisms of reputation building would also emerge.

4.3.2. The story of John

John composed a song, uploaded it on YouTube and sent it to
his friends. The song became a hit and triggered exponential viral
dissemination. John has now a reputation as a composer and has
built a network of 500,000 thousand listeners, fans, and reviewers.
In John’s story, music publishers, distributors, and journalists had
no implications in the realization of his endeavors. John relied on
social dissemination, reviewing, and social reputation building. He
was then offered a contract by a music label, which he chose to
accept, for greater dissemination and recognition.

4.3.3. The story of Sophie

John’s younger sister, Sophie, is a neurobiologist who just defended
her Ph.D. Sophie is as Web savvy as John and expects her career
to be just as fluid. Sophie knows that her future as a researcher
will depend on her capacity to contribute to neurobiology with
original and valid methods and results, and sufficient funding.
To convince research funding agencies, all that Sophie needs is a
method to certify that her research projects are valuable to neu-
robiology and that her methods and results are valid. Sophie is
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of course aware that she could publish articles in peer reviewed
journals to give tokens of trust to such agencies but, having knowl-
edge of John’s experience, she is disappointed by the slowness of
the peer reviewing process, publishing costs and the complex and
opaque mechanisms of scientific reputation and impact measures.
Indeed, like John, Sophie values empowerment, immediacy, trans-
parency, and qualitative appreciation of her work, as opposed to
automated and quantitative measures of her impact.

4.34. Sophie’s world

Sophie does not need 500,000 viewers or reviewers. In her smart-
phone, she has the email addresses of 20 peers around the World
specializing in her field, 20 neurobiologists who could review her
work. All she needs is a place where she can demonstrate that she
has respected the rules of scientific trust and that her methods and
results have indeed been reviewed by qualified and objective peers.
This place should also be social dissemination friendly so that her
work may be shared, discussed and recommended by an exclusive
community of specialized peers.

Finally, because research funding agencies are usually over-
whelmed by the number of proposals, Sophie will have to provide
them with a summarized and comprehensive digest represent-
ing to what extent her research is indeed valid, original and
endorsed by peers who believe it is useful to science, and to human
development at large.

These are the issues peerevaluation.org is tackling all at once,
aware that a platform supporting Open Science, collaborative peer
reviewing and dissemination cannot succeed without powerful
incentives, innovative intellectual property rights management
and, finally, reliable representations of scientific trust that meet
the expectations of policy makers and funding bodies.

Peerevaluation.org aims at becoming a place where scholars
come to make sure that they are getting the best of online sharing:
increased dissemination, visibility, accessibility, commentary, and
discussion, fruitful collaborations and, finally, evidence of impact,
influence and re-use.

The basic peerevaluation.org scenario — focusing on the dis-
semination and remote pre- or post- publication peer review and
commentary — unfolds as follows: (a) you upload a PDF of your
recent paper; (b) you export the PDF’s abstract and link to your
blog, your Mendeley account and a repository like CiteSeerX. (c)
simultaneously it gets indexed by Google Scholar and Microsoft
Academic Search; (d) wherever your file is, people can comment
it, discuss it, recommend it, share it, have access to your arti-
cles statistics, social impact measures; (e) all these remote social
interactions are simultaneously aggregated and displayed in your
peerevaluation.org account, for you and others to consult.

5. APPROACHES FOR COMMUNITY-BASED EVALUATION

Existing problems in peer review and new tools brought by Web 2.0
triggered new directions in research evaluation, making trust and
reputation an important topic for peer review (see, for instance,
the Peerevaluation.org approach). Reputation reflects community
opinion on the performance of an individual with respect to one
or more criteria. In this section we review two approaches for
research evaluation leveraging on the explicit or implicit feedback
of the scientific community, namely: (1) OpinioNet computes the

reputation of researchers based on the opinions, such as review
scores or citations; (2) UCount employs dedicated surveys to
elicit community opinion on individual’s performance either as
a researcher, or as a reviewer.

5.1. OPINIONET: REPUTATION OF RESEARCH BASED ON OPINION
PROPAGATION

OpinioNet is a tool that is based on the notion of the propagation
of opinions in structural graphs. In OpinioNet, the reputation
of a given research work is not only influenced by the opinions
it receives, but also by its position in the publications’ structural
graph. For instance, a conference is reputable because it accepts
high quality papers. Similarly, people usually assume that in the
absence of any information about a given paper, the fact that the
paper has been accepted by a highly reputable journal implies that
the paper should be of good quality. Hence, there is a notion of
propagation of opinions along the part_of relation of structural
graphs.

Figure 1 provides an example of a common structural graph
of research work. In this figure, there is a conference series CS that
has a set of conference proceedings, {CP1,. . ., CP,}, and each con-
ference proceeding is composed of a set of papers. Similarly, there
is a journal J that has a set of volumes, {V1,. . ., V,}, each composed
of a set of papers. We note that if papers were split into sections,
{S1>. .., Sy}, then it is possible for different papers to share some
sections, such as the “Background” section.

Current reputation measures in the publications field have
mainly focused on citation-based metrics, like the i-index. Explicit
reviews (or opinions) have been neglected outside the review
process due to the fact that this information is very scarce in the
publications field, unlike e-commerce scenarios such as Amazon or
eBay. OpinioNet addresses this problem by providing means that
help a single researcher infer their opinion about some research
work (or other researcher) based on their own opinions of bits and
pieces of the global publications structural graph. Accordingly,
the reputation (or group opinion) is calculated by aggregating
individual researchers’ opinions.

Furthermore, OpinioNet may also be used with indirect opin-
ions. When computing the reputation of researchers and their
research work, we say there is a lot of information out there
that may be interpreted as opinions about the given researcher
or research work. For instance, the current publication system
provides us with direct (explicit) opinions: the review scores.

FIGURE 1 | A sample structural graph in the publications field.
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Additionally, direct (or implicit) opinions may also be considered.
For example, citations may also be viewed as an indication of how
good a given research work is, i.e., a positive opinion of the citing
authors about the cited research work. Subscription to journals
may be viewed as an indication of how good a journal is viewed
in its community, i.e., a positive opinion of the subscriber about
the journal. Massive volumes of information exist that may be
interpreted as opinions. The OpinioNet algorithm (Osman et al,,
2010b) uses these opinions, whether they were direct or indirect, to
infer the opinion of a researcher about some given research work®,
and then infer the opinion of a research community accordingly.
More importantly, OpinioNet may be used for any combination
of information sources, although different fields of research may
give more weight to one information source over the other.

As such, OpinioNet is easily customizable to suit the require-
ments of different communities or disciplines. For example, it
is known that different disciplines have very different traditions
and attitudes toward the way in which research is evaluated. With
OpinioNet, one can select the source(s) of opinions to focus on,
possibly giving more weight to different sources. For instance,
one may easily make OpinioNet run on one’s own personal opin-
ions only, the direct opinions of the community, on citation-based
opinions only, or on a combination of citation-based opinions
and direct ones. OpinioNet may also give more weight to papers
accepted by journals that conferences, or vice versa. And so on.

Furthermore, OpinioNet does not need an incentive to encour-
age people to change their current behavior. Of course, having an
open system where people read and rate each others work would be
hugely beneficial. But OpinioNet also works with the data which
is available now. We argue that we already have massive numbers
of opinions, both direct and indirect, such as reviews, citations,
acceptance by journals/conferences, subscriptions to journals, ref-
erences from untraditional sources (such as blogs), etc. What is
needed is a system, such as OpinioNet that can access such data,
interpret it, and deduce reputation of research work accordingly.
At the time being, we believe that accessing and compiling this
data is the main challenge.

As for potential bias, when considering an opinion, the repu-
tation of the opinion source is used by OpinioNet to assess the
reliability of the opinion. For example, we say a person that is
considered very good in a certain field is usually considered to be
very good as well in assessing how others are in that field. This
is based on the ex cathedra argument. An example of a current
practice following the application of this argument is the selection
of members of committees, advisory boards, etc. Although, of
course, instead of simply considering the expertise of the person
in the field, complementary methods that may assess how good
the person is in rating research work may be used to enrich Opin-
ioNet against bias and attacks. For example, studying a person’s
past reviews could tell whether the person is usually biased for a
specific gender, ethnicity, scientific technique, etc. Also, analyzing
past reviews, one may also tell how close a person’s past opinions
were to the group’s opinion. Past experiences may also be used to

8How indirect opinions may be defined is an issue that has been addressed by Osman
etal. (2010a).

assess potential attacks, such as collusion. All of this information
is complementary to OpinioNet, and it may be used by OpinioNet
to help determine the reliability of the opinion.

After introducing the basic concepts and goals of OpinioNet,
we now provide a brief technical introduction to the algorithm.
Of course, for further details, we refer the interested reader to
Osman etal. (2010b). And for information about evaluating Opin-
ioNet and its impact on research behavior via simulations, we refer
interested readers to Osman et al. (2011).

5.1.1.  Reputation of research work

The reputation of research work is based on the propagation
and aggregation of opinions in a structural graph. OpinioNet’s
propagation algorithm is based on three main concepts:

e Impact of a node. Since researchers may write and split their
research work into different ‘child nodes’ (e.g., a section of a
paper, or papers in conference proceedings), it is impossible
to know what is the exact weight to assign to each child node
when assessing its impact on its parent nodes (and vice versa).
In OpinioNet, the impact of a given node n at time ¢ is based
on the proportion of nodes that have received a direct opinion
in the structural sub-tree of n. In other words, OpinioNet relies
on the attention that a node receives (whether positive or nega-
tive) to assess its impact. For example, if one paper of a journal
received a huge number of reviews (positive or negative) while
another received no attention at all, then the one that received
a huge number of reviews will have a stronger impact on the
reputation of the journal than the latter.

e Direction of propagation. The direction of propagation in the
structural graph is crucial. Each holds a different meaning. The
“downward” propagation is viewed to provide the default opin-
ion, such as a paper inheriting the reputation of the journal that
accepted it. The default opinion is understood to present the
opinion about the node that is inherited from the parents, and
is usually used when there is a lack of information about the
children nodes that help compose the node in question. The
“upward” propagation provides the developing opinion, such as
a conference aggregating the reputation of its papers. Then, each
time a new opinion is added to a node in the graph, the default
and developing opinions of its neighboring nodes are updated
accordingly. Then, the update of one node’s values triggers the
update of its neighboring nodes, resulting in a propagation wave
throughout the structural graph.

e Decay of information value. We say everything loses its value with
time. Opinions are no exception, and an opinion about some
node n made at time ¢ loses its value (very) slowly by decaying
toward the decay probability distribution (or the default opin-
ion) following a decay function that makes the opinion converge
to the default one with time.

We note that OpinioNet essentially propagates the opinions of
one researcher on a given attribute (say quality of research) in
a structural graph. However, opinions may be provided for sev-
eral attributes, such as novelty, soundness of research work, etc.
Opinions may also be provided by more that one researcher. In
these cases, different aggregations may be used to obtain the final
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group opinion about a given piece of research work. Osman et al.
(2010b) provides some examples on how to aggregate these opin-
ions to obtain a final reputation measure. However, as discussed
earlier, an important thing to note is that the reputation of each
opinion holder is used to provide a measure on how reliable their
opinions are. In other words, the reputations of opinion holders
are used to provide the weights of the opinions being aggregated.

5.1.2. Reputation of researchers

Every node of a structural graph has its own author, or set of
coauthors. The authors of different sections of a paper may be dif-
ferent, although there might be some overlap in the sets of authors.
Similarly, the authors of different papers of a conference may be
different. And so on. In OpinioNet, the reputation of an author ata
given time is an aggregation of the reputation of its research work.
However, the aggregation takes into consideration the number of
coauthors that each paper has. The aggregation (see Osman et al.,
2010a) essentially states that the more coauthors some research
work has, the smaller the impact it leaves on each of its coauthors.

5.2. UCOUNT: A COMMUNITY-BASED APPROACH FOR RESEARCH
EVALUATION

The UCount approach’ (Parra et al., 2011) provides the means

for community-based evaluation of overall scientific excellence of

researchers and their performance as reviewers. The evaluation

of overall scientific excellence of researchers is done via surveys'”

that aim at gathering community opinions on how valuable a given

“http://icst.org/ucount/
105ee examples of such surveys at http://icst.org/UCount-Survey/

researcher’s contribution to science is. The results are aggregated
to build rankings. In the current section we describe the use of
UCount for assessing reviewers, since it better fits the scope of the
special issue.

UCount for assessing reviewers is specifically designed to oper-
ate based on reviewer performance as reviewers, as opposed to
other criteria such as bibliometric prominence: a high-profile
researcher is not necessarily a good reviewer (Black et al., 1998).
UCount is integrated in the above-mentioned e-Scripts, a review
system used for the ICST Transactions. It enables authors and edi-
tors to provide feedback on the performance of reviewers using
the Review Quality Instrument (RQI) developed by editors of the
British Medical Journal (van Rooyen et al., 1999). This is a psycho-
metrically validated instrument used in multiple studies of peer
review (Jefferson et al., 2007).

The RQI consists of an 8-point scale (Figure 2), where each item
is scored on a 5-point Likert scale (1 =poor, 5= excellent). The
first 7 points each enquire about a different aspect of the review,
including the discussion of the importance and originality of the
work, feedback on the strengths and weaknesses of the research
method and the presentation of the results, the constructiveness
of comments, and the substantiation of comments by reference to
the paper. The 8th and final item is an overall assessment of the
review quality, and can be compared to the total score calculated
as the mean of the first 7 items.

On the basis of this feedback, every 3 months (linked with
ICST Transactions issue schedule) public rankings of reviewers
will be presented. Reviewers submitting at least three reviews will
be ranked according to several criteria: overall best score, total
number of reviews completed, and the usefulness, insight, and

1. Did the reviewer discuss the importance of the research question?

2 3

No comments substantiated

1 2 3
Not at all
8. How would you rate the quality of this review overall?
| 2 3
Poor

items, while the 8th “global item” provides an extra validation check.

1 2 3 4 5
Not at all Discussed extensively
2. Did the reviewer discuss the originality of the paper?
1 2 3 4 5
Not at all Discussed extensively
with references
3. Did the reviewer clearly identify the strengths and weaknesses of the method (study design, data colletion and data analysis)?
1 2 3 4
Not at all Comprehensive
4. Did the reviewer make specific useful comments on the writing, organisation, tables and figures of the manuscript?
| 2 3 4 5
Not at all Extensive
5. Were the reviewer’s comments constructive?
1 2 3 4 5
Not at all Very constructive

6. Did the reviewer supply appropriate evidence using examples from the paper to substantiate their comments?

Some comments substantiated
7. Did the reviewer comment on the author’s interpretation of the results?

FIGURE 2 | The 8-point Review Quality Instrument (RQI) developed by van Rooyen et al. (1999). The total score is calculated as the mean of the first 7

4 5

All comments substantiated

4 5
Discussed extensively
4 5
Excellent
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constructiveness of feedback. Moreover, during the process of
choosing the reviewers for a paper, the editor will be able to see
the ranking of the reviewers based on their past performance. The
ranking will be based on RQI feedback:

e First-placed are candidates with a mean RQI score higher than
a given threshold (suggest the median 3), ranked according to
their RQI score.

e Next come candidates with no RQ], including both new review-
ers and those who have completed less than 3 reviews in the last
12 months. These candidates will be ranked in the traditional
bidder-author-editor order.

e Last come candidates whose mean RQI score is below the
acceptable threshold, ranked in descending order of score.

Where available, RQI for candidates will be displayed in order
to clarify the ranking. Editors will still be able to re-order the
candidate list. We believe that this will lead to the selection of
better reviewers and also to their recognition in the community
as opposed to the current situation in most journals, where only
the members of the editorial board get credits, while the reviewers
remain unknown.

UCount is now being implemented for publication activities of
the European Alliance for Innovation (EAI) and the Institute for
Computer Sciences, Social Informatics and Telecommunications
Engineering (ICST).

6. CONCLUSION AND DISCUSSION

In this paper we have presented a range of possible extensions or
alternatives to the conventional peer review process. The diver-
sity of these approaches reflects the wide range of complementary
factors that can be considered when determining the value of a
scientific contribution. Indeed, definitions of quality are often
highly context-dependent: for example, in some cases a techni-
cally unreliable but imaginative and inspirational paper may be
of more value than a thorough and careful examination (Under-
wood, 2004), while in other cases, the opposite will be true. Such
a diversity of needs requires a diversity of solutions.

The particular selection of the approaches for research evalua-
tion reviewed in this paper is by no means complete, reflecting
primarily the research carried out by the LiquidPub!! project
and its collaborators'?. There exist many other approaches that
we would see as complementary, for example expert expert post-
publication review such as that carried out by the Faculty of 1000'2,
or personalized recommender systems (Adomavicius and Tuzhilin,
2005; Zhou et al., 2010).

In the following we discuss controversial aspects of the
approaches reviewed in the paper.

6.1. BIDDING AS AN INDICATOR OF IMPORTANCE

Given the known results regarding article download statistics
(Brody et al., 2006) and the findings from the experiment on bid-
ding described in Section 1, we can expect that bid counts too will

Uhttp://project.liquidpub.org/

12A complete overview of the research carried out by the project on these topics is
available at http://project.liquidpub.org/research-areas/research-evaluation
Bhttp://f1000.com/

serve as a reliable (though not infallible) indicator of the future
impact of research work. A concern here is that — as with citation —
people may bid not just on papers which interest them topically,
but on papers which they wish to criticize and see rejected. Our
inclination is that this is less of a risk than might be thought, for
two main reasons. First, results from online rating systems such as
the 5-star system used on YouTube show that there is a very strong
bias toward positive ratings, suggesting that people treat items
which they dislike with indifference rather than active criticism
(Hu et al., 2009): we can expect that a similar principle may apply
in bidding, that potential reviewers will ignore bad papers rather
than waste valuable time volunteering to critique something they
will likely expect to be rejected anyway. Second, leaving aside bad
papers, we may anticipate bidders volunteering to review papers
with which they have a strong disagreement. This may certainly
create an issue for the journal Editor who must control for the
potential conflicts of interest, but it does not reflect a conflict with
the potential impact of the paper. Papers on hotly contested topics
are likely to be more, not less, highly cited.

An additional risk is that since bidding is based on title and
abstract, it may attract attention to “over-sold” papers whose
claims are made to sound more important than they actually are.
This is of course a universal problem of research, not limited to
bidding: authors try and over-hype their work to attract editor-
ial, reviewer, and reader attention (Lawrence, 2003). The major
question, which will have to be addressed on the basis of future
experience, is whether this will distort the bidding statistics any
more than it already does the citation and download counts.

On a more positive note, bidding is in line with one of the key
motivations for scientists to engage in peer review, namely that
by doing so they can help to improve and contribute to their col-
leagues’ work (Goodman et al., 1994; Purcell et al., 1998; Sense
About Science, 2009). This strong ethic of professional altruism is
more than likely to help offset the risks described above, and pro-
vides another reason why bidding is likely to reflect importance
and impact — it is more exciting to contribute to work which you
believe will be of lasting importance.

6.2. PEEREVALUATION.ORG vs. UCOUNT

Peerevaluation.org and UCount both aim at more open and trans-
parent peer review. However, while UCount aims at incremental
change in the traditional journal review, by introducing feedback
on the reviewers, Peerevaluation proposes a radical shift in the
process, which in its case is no more managed by the editors. We
believe that the two approaches can be combined in the future,
for instance UCount findings can be used to suggest reviewers in
Peerevaluation, while Peerevaluation past review history can be a
valuable input to UCount.

6.3. USE OF COMMUNITY OPINIONS

OpinioNet and UCount approaches use community opinions to
estimate the reputation of a researcher. To take into account that
majority is not always right, OpinioNet weights opinions based on
the credibility of the opinion source, e.g., the level of expertise of
the person who provides the opinion. UCount, however, aims at
catching the community opinion as it is, without any adjustments.
Therefore, UCount does not aim at answering “is it true that person
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A is the best reviewer (researcher)?”, but rather at stating “commu-
nity X thinks that person A is the best reviewer (researcher).” Both
approaches rely on getting data about community opinions: while
OpinioNet aims at collecting the data already available via cita-
tion, co-authorship, and publication networks, UCount requires
that authors fill in a questionnaire, and the results can be used as
direct opinions in OpinioNet.

6.4. INCENTIVES TO PARTICIPATE

Providing direct opinions on reviewers in UCount might be seen as
yet another action required from the author. However, providing
ratings is a minimal effort comparing to writing a paper or writ-
ing a review. Therefore, we believe that if really good journals will
require feedback on reviewers (e.g., as proposed by UCount), then
people will participate and then other journals will have to follow.
Moreover, in both the UCount and Peerevaluation approaches
reviewers have incentives to submit good reviews because they
know they are being assessed, either directly (UCount) or indi-
rectly (Peerevaluation, because reviews are public). Moreover,
reviewers will get publicity for doing a good job. UCount also
offers incentives for authors, who are encouraged to participate
because in this way they help editors to select better reviewers, and
therefore, get better reviews. If at some point in time it appears that
there are not enough good reviewers, maybe the incentives should
be reconsidered. Controversial but possible incentives include pay-
ing reviewers, making it possible to submit a paper only after
first reviewing three other papers, or reducing registration fees
for people who spend time reviewing papers for a conference.

6.5. THE ROLE OF THE INTERNET

It has long been recognized that the advent of the Web offers
many opportunities to change the landscape of research publica-
tion and evaluation (Harnad, 1990; Ginsparg, 1994; Swan, 2007).
At the most basic level, electronic publication effectively reduces
storage, distribution, and communication costs to near zero, as
well as greatly facilitating the creation and sharing of documents
(Odlyzko, 1995). Electronic corpora considerably facilitate search
and indexing of documents, and the speed of electronic communi-
cation has made it possible to greatly reduce the time to review and
publish scholarly work (Spier, 2002). Electronic publishing also
permits the distribution of a great many different types of media
besides the conventional scholarly article, including datasets,
software, videos, and many other forms of supporting material.

The same factors help to facilitate the kind of large-scale peer
evaluation described in the present article, of which we already see
a great deal of uptake in social networks, video-sharing sites, and
other online communities. It is cheap and easy for an individual
to rate or comment on a given electronic entity, yet the large-scale
of commenting and rating activity enables a great many forms of
valuable analysis, that in turn bring benefits back to the evaluating
communities (Masum and Zhang, 2004).

One concern related to this approach is that while in principle
electronic communication serves to widen access and availabil-
ity, the practical effect of search, reputation and recommendation
tools may in fact be to narrow it (Evans, 2008). On the one hand
this may be due to improved filtering of inferior work; however,
it is possible that electronic distribution and evaluation systems
will heighten the already-known “rich-get-richer” phenomenon

of citation (de Solla Price, 1976; Medo et al., 2011), and perhaps
reinforce existing inequalities of attention. One means of address-
ing this may be to ensure that electronic evaluation systems place
a strong focus on diversity as a useful service (Zhou et al., 2010).
It certainly emphasizes the point made earlier in this article, that
a diversity of metrics is required in order to ensure that the many
different types of contribution are all properly recognized and
rewarded.

A second concern relates to accessibility. Many of the tools
and techniques described here assume ubiquitous access to the
internet, something readily available in wealthier nations but still
difficult to ensure elsewhere in the world (Best, 2004). Even where
access is not an issue, bandwidth may be, for example where the
distribution of multimedia files is concerned. However, electronic
technologies and communities also serve to narrow geographic
and economic inequalities, for example making it easier to create
documents of equivalent quality (Ginsparg, 1994) and enabling
virtual meetings where the cost of travel makes it otherwise dif-
ficult for researchers to communicate with their peers (Gichora
et al., 2010). The move to online communities as a facilitator of
scientific evaluation must certainly be accompanied by a strong
push to ensure access.

6.6. OUR VISION FOR FUTURE OF RESEARCH EVALUATION

One of the conclusions that we might draw from the paper is that,
as the landscape of the scientific publishing is undoubtedly chang-
ing, the processes for the evaluation of research outputs and of
researchers are also changing. As we seen in Sections 2, 3, and 4.2,
the purpose of the peer review (to find errors or to help improve
the paper) is perceived differently by different communities. In
the next years we envision the growth of various tools for research
evaluation, including open source and those operating with open
API/protocols. Such tools would primarily operate on the Web and
include the variety of methods for research evaluation, so that PC
chairs or journal editors (or even people playing some new emerg-
ing roles which do not exist yet) will be able to choose. Examples
of tools with such functionalities already emerge (e.g., Mendeley,
Peerevaluation.org, Interdisciplines), but it is not yet clear how
these tools can be connected and which of them will be adopted
widely enough to have a normative effect. We believe that differ-
ent tools and practices will be adopted by different communities
and there is no unique approach that will suit all the researchers
on the planet. Moreover, the same researcher working in different
contexts will need different tools, and effective evaluation systems
should have these choices and alternatives built in by design'“.
With this in mind, attention should be paid less to designing “the”
scientific evaluation system of tomorrow — something that, like
“the” peer review process, will be an emergent phenomenon based
on the different needs of different disciplines and communities.
Instead, attention should focus on ensuring interoperability and
diversity among the many possible tools that scientific evaluation
can make use of.

YFor instance, Confy, a submission system used by EAI and ICST, allows a
choice of various models for conducting peer review — with or without bid-
ding, customizable review forms, and other features. Confy is currently available
at http://cameraready.eai.eu/and will become open source as the code becomes
feature-complete.
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THE PROBLEM OF IMBALANCE

The traditional system of manuscript
evaluation has created a certain imbal-
ance bordering with unfairness: while
the authors of submitted papers typically
have had their identity disclosed already
at the outset, the reviewers have remained
mostly anonymous. With a new open
evaluation system being currently envis-
aged, the main difference would be that
evaluators become disclosed as well, which
is a significant step toward balance and
fairness. More openness and constructive
interactivity in the reviewing process have
become to be practiced increasingly more,
including some noteworthy success (e.g.,
the Shepherding system at the European
Conference on Pattern Languages of
Programming and Computing and the
Frontiers initiative). However, while both
the authors and the reviewers have become
disclosed, the past collective “instincts”
and traditions of reviewers as evalua-
tors could often remain unaffected by
this change. Thus, if the new envisaged
evaluation system fully discloses both
the authors and evaluators, it neverthe-
less cannot tackle all potential sources
of bias and unfairness. Although for the
majority of researchers this system seems
to be suitable, there are also researchers
who feel that not all possible sources of
unfairness would be eliminated. Therefore
there should be also an additional optional
format of review and publishing that goes
even further in pursuit for minimizing the
impact of subjectivity. Why so?

THE SOURCES OF UNFAIRNESS

First, de facto scientific policies have always
featured certain elements of paradigmatic
power-structure, impact of authority,
regional interests, “pecking order.” This
does not necessarily constitute a bias or
animosity toward particular people, but

rather a negative bias against “alien” theo-
retical approaches and positive attitudes in
adhering to traditional views or views of the
most authoritative scientists. Second, the
history of personal relationships between
authors (and/or their colleagues) on the
one hand and evaluators (and/or their
colleagues) on the other hand, may preju-
dice the whole process. (This includes an
earnestly perceived but non-deliberately
distorted understanding of the papers and
views.) Third, as some field or tradition
of research may be willy-nilly in a stage of
stagnation, new ideas and approaches can
be almost collectively resisted and nega-
tively evaluated. Therefore, it is advisable
to adopt two additional, even if not univer-
sally implemented, formats of evaluation of
the written work. (1) Keeping the identity
of author(s) undisclosed for up to a year
post-publication (with later disclosure) if
the author(s) wish so. This should dimin-
ish the author’s identity-based negative
biases. (2) As science is inherently para-
digmatic and because a large number of
evaluators are inevitably accustomed to the
currently prevailing paradigms, weighing
votes or numbers of positively or negatively
valenced evaluations can often be biased
toward reactionary or conventional views.
This weighing style of evaluation may also
result in an opposite bias of (sometimes)
undeserved praise and highly positive rat-
ing of dull or non-innovative works deriv-
ing from scientific—political influences and
habits. Both of these biases should also be
counterbalanced in the new envisaged
evaluation system.

POSSIBLE REMEDIES AND DESIGN

In order to alleviate the above-mentioned
problems, in case of each paper submis-
sion and the weighing procedure the fol-
lowing principles could be adopted. A set
of concomitant open writings of evalua-

tion are published in the finalized issue
of the periodical together with the main
article. Similarly to what has been prac-
ticed by Behavioral and Brain Sciences
(BBS, Cambridge University Press) these
evaluation papers may be accompanied by
the authors’ reply and counter-criticism.
Furthermore, the relatively informal pre-
publication stage of preparing a paper and
its comments should be transparent — all
interested and involved parties can access
all the submitted main-article manuscripts
as well as all review/evaluation papers. In
other words, the full portfolio of submis-
sions by professional authors and full set
of reviews should be transparent and made
available for the scientific community. (The
currently available electronic means help
to overcome the endangering capacity
problems.) Seeds of this format have been
planted already by such outlets as BBS,
Interdisciplines (supported by OpinioNet
and LiquidPub), and some others. The
open review could also adapt the format
suggested by Lee (2011) in his Selected-
Papers Network model: reviewers can
endorse a paper for publication and also
publish a concomitant review. After some
critical time has elapsed, the unpublished
submissions and reviews will eventually be
removed from the public domain if authors
wish so, but may also remain accessible
under the label “unpublished.” The original
timeframe with full disclosure has made it
possible to copy the pre-publication ver-
sions of main papers and critical evaluative
papers by all professionals interested any-
way. It should be allowed, where necessary,
to cite also the unpublished but temporar-
ily accessible “pre-publication” works and
data included there. How could this vision
relate to the central design decisions when
constructing a new system for open evalua-
tion? The backbone of the procedure could
look something like this:
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pre-acceptance screening > open
review > (non)acceptance > publication/
closure > post-review.

Pre-acceptance screening. Some minimum
screening for the obviously non-pro-
fessional or mocking contributions or
technically/formatively clearly non-
conforming works is applied. This is a
non-transparent step 1, based on edito-
rial decision.

Reviewing. Step 2 marks the beginning of
a review process, which in turn means
a fully transparent display of both the
complete submitted material as well as
a full set of comments by reviewers and
editors. As for the alternative metrics
(e.g., paper downloads), I suggest not
using this as a standard procedure in
the reviewing stage. It would burden
the already voluminous body of text
in the evaluation treatment; further-
more, downloads are heavily biased by
non-substantial factors such as journal
rankings, visibility, and influence of
authors, etc. Downloads data could be
made accessible at request, not atta-
ched/displayed by default.

Therefore, it is important to guarantee
that scientific objectivity prevails and politi-
cal motivations are minimized. (i) Papers
become published after minimal review,
more thorough post-review and criticism
follows publication. Criticism is highly
professional and well-informed allowing
for substantive commentary elements just
as an old Estonian proverb suggests — the
wolves are fed and the sheep alive. (ii)
Special explicit sections or footnotes in
the form of a short commentary regarding
the views and theories that be in question,
why so, and with what implications are
advisable. (iii) The system should resort to
transparent signed reviews and ratings. On
the other hand, about 1/4 of future open-
access journals could remain “traditional”
in terms of anonymity of reviewers if they
wish so. The authors can choose the type
of journal they wish to be published in.
(iv) Evaluation may continue in the post-
publication review phase and for a consid-
erable length of time (e.g., with promising
or controversial papers, papers with pos-
sibly controversial or limited results), but
need not. (v) Ratings should be used only
if differentiated and specific enough — e.g.,

novelty of interpretations/theory, technical
quality, methodological advances, discovery
status, creativity of ideas, etc. Ratings should
not be automatically revealed together with
a paper, but only accessible at request by
readers.

(Non)acceptance is step 3  followed
by publication or closure (step 4).
Published papers get their final unique
article identification label with specifi-
cation of volume/issue/pages/web-link/
date added to the initial identifier attri-
buted to the manuscript at submission.
Unpublished papers keep their unique
initial identifier supplemented by the
label “closed”

Post-publication affairs. This stage is
optional, depending on evoked inte-
rest, potential reviewers incentives,
new emerging circumstances, etc. In
the post-publication evaluative open
review (step 5) by the original or new
reviewers, formatted as separate brief
commentaries, the emphasis in infor-
med comments would expectedly shift
more toward refined debates, which
remains an open discussion forum for
quite long time (unless it dies out).
The continuing evaluation should be
useful because not everybody who may
have something important to say may
have seen the paper earlier and because
some important evidence and related
new results may appear just a bit later.
On the other hand, evaluative priori-
tization and rankings based on down-
loads statistics etc., allowing readers
to compare different papers should be
only accessible at the readers’ request,
but not publicly displayed. The time
period covering months and a couple
of years post-publication is too short
for real evaluation that would stand
the test of time, scientific-political
factors and underdevelopment of the
field of research may interfere too
much with substance, and there are
too many reasons for downloads other
than that a paper is of really high qua-
lity, important, or truly innovative. It
is questionable to evaluate the value
of a scientific publication by numbers
of downloads precisely for the above
reasons. Let the citation databases live
their separate lives without mixing
publishing business with scientome-

trics. The upon-request post-publica-
tion ratings should be differentiated
and concrete rather than based on ove-
rall general statistics. When conside-
ring whether to adopt comprehensive
rules or varying formats for defining
the evaluation formulae, we should
leave some options open. Although
publishers (i.e., collectives of scien-
tists) may try to reach a consensus
in unification, some other optional
instrument should also be developed,
e.g., authors may be allowed to eva-
luate their contribution in terms of
ratings along various evaluation scales.

General strategies and specific formats.
However, there should be a special
publication format optional for use
and even recommended to the authors,
i.e.,, to remain anonymous for a year
post-publication. The articles are cited
for this period authored as temporarily
anonymous (anon-temp). As soon as
the year has passed authorship disclo-
sure becomes compulsory. Each article,
whether in the anonymity stage or post-
disclosure stage, has a unique identifier
which helps to be certain that the same
article is referred to. (It is widely belie-
ved that despite attempts to remain
anonymous, professional readers can in
practice successfully guess the author’s
identity. Preliminary information avai-
lable from conferences, lab visits, pre-
vious publications, etc., could make
it doubtful to guarantee anonymity.
Anonymity also may discourage resear-
chers from taking credit for their achie-
vements and fostering one’s career. All
this can be countered by special care in
writing an article and optimizing the
frequency of opting for one or another
type of publication.) Most importan-
tly, this new format of publication may
not become a prevailing option, but an
outlet especially useful for innovative
research and cases where authors feel
the need to remain anonymous for the
time being and therefore take care in
not including disclosing information in
their papers.

ASPECTS OF IMPLEMENTATION

How can we efficiently bring about a tran-
sition toward the future system? There will
be inevitably some period of trial-and-
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error and perhaps the development should
continue even further. However, there are
some threats that the new system may not
turn out as was originally expected or it
could make a mockery out of what was
initially envisaged as an aspiration toward
fairness, speed, and openness. There tend
to be two kinds of scholars — research-
ers immersed in high-quality top-level
research vs scientific administrators and
organizers, not so prominent as scientists,
but influential in other ways. The former
are not eager to devote time to imple-
menting reforms and organizational mat-
ters whereas for the latter, reforms and
“the so-called reforms” are their natural
domain. Consequently, the future evalu-
ation system may not attract many truly
informed and complex-free academics as
evaluators, but too many fresh post-docs
and scientific administrators instead and
thus the new system may fail to achieve its
goals. An idealist hope is characterized by
the following: new open-access periodicals
will be managed and the tone set by teams
of top-level scientists who are known for
their objectivity, generosity, sharp analyti-
cal vision, love of creativity, and innova-
tion, with preference for substance rather
than nice “packaging,” and possession of
wide contextuated knowledge combined
with the ability to create new knowledge
instead of the mere familiarity with the
currently prevailing buzzwords. This
group of scientists-by-heart will invite the
best papers and the reform will be imple-
mented through “magnetism” toward the
highest impact, fast-track publication out-
lets. Furthermore, can the new journals,
in minority among the prevailing earlier
system survive the already established
environment? It is hard to know and only
time would tell whether the actual demand
for this format of publishing will help its
survival.

There is yet another threat. Under-
developed countries with less financial and
scientific-political power will have fewer
chances to publish and wield influence
as their institutions simply have a limited
budget. The promise to take this into account
is just an excuse and cannot be applied end-
lessly for financial reasons. Moreover, aban-
doning publication fees altogether would
be embarrassing for the authors or their
institution. So, a “promise of discrimina-
tion” is lurking behind the open-access,
pay-per-publication system. It would typi-
cally result in a situation where in order to
overcome this obstacle, the less prosperous
researchers will “sell” their ideas for joint
authorship and although it might entail an
essentially positive aspect of international
integration and co-operation this also means
that their scientific production will be con-
trolled from outside of their own environ-
ment. As a remedy, I suggest the possibility of
dispersing the leading open-access journals’
teams and facilities geographically in terms
of choices/appointments of editors, editorial
board members and reviewers, IT-facilities
servicing a journal, etc. It is also important
to avoid the excess of reviewer monopoly
such as about three to eight authors having
recently been published in a particular para-
digm, review most of the submissions anony-
mously, including the review of their direct
competitors. The excess reviewing by cur-
rently visibly publishing post-docs should be
also moderated because many of them often
tend to have too narrow a perspective, knowl-
edge and expertise related strictly to their
PhD topic without a broader contextuated
knowledge and experience. (This is despite
the fact that they tend to be more absorbed by
the reviewing process and may be even better
in spotting the errors. However, according
my own extended experience with younger
reviewers and fresh researchers, they tend to
lack multifaceted, broad view and sufficient

knowledge of the host of earlier published
research.) The scope of reading even by sev-
eral different reviewers may lack sufficient
depth. Now, this is precisely the place where a
fully transparent pre-publication evaluation
system together with the continuing post-
publication discussion may have its advan-
tages over the traditional system.

In conclusion, the key proposals intro-
duced above contain the following: pre-
publication manuscripts selected for review
and the reviewer’s work are both transpar-
ent, the reviewer’s identity is disclosed;
the author of a paper may remain anony-
mous; discussion of a paper can continue
post-publication; overly critical or overly
flattering evaluation can be at least mini-
mally counterbalanced; the author has an
option to remain temporarily anonymous
post-publication. Measures should be taken
against bureaucratizing and politicizing the
new review system, the choice of reviewers
should not be restricted to junior scientists
or “activists,” the new system of review and
publishing should be introduced also in
the less-developed regions accompanied
by lower pay-per-publication costs. Last but
not least, the traditional system of journal
publishing should not be discarded instead
it should be preserved as a viable option.
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A selected-papers (SP) network is a network in which researchers who read, write, and
review articles subscribe to each other based on common interests. Instead of reviewing a
manuscript in secret for the Editor of a journal, each reviewer simply publishes his review
(typically of a paper he wishes to recommend) to his SP network subscribers. Once the
SP network reviewers complete their review decisions, the authors can invite any journal
editor they want to consider these reviews and initial audience size, and make a publication
decision. Since all impact assessment, reviews, and revisions are complete, this decision
process should be short. | show how the SP network can provide a new way of measur
ing impact, catalyze the emergence of new subfields, and accelerate discovery in existing
fields, by providing each reader a fine-grained filter for high-impact. | present a three phase
plan for building a basic SP network, and making it an effective peer review platform that
can be used by journals, conferences, users of repositories such as arXiv, and users of
search engines such as PubMed. | show how the SP network can greatly improve review
and dissemination of research articles in areas that are not well-supported by existing jour
nals. Finally, l illustrate how the SP network concept can work well with existing publication
services such as journals, conferences, arXiv, PubMed, and online citation management

sites.
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1. INTRODUCTION
1.1. GOALS: WHAT PROBLEMS DOES THIS PROPOSAL AIM TO SOLVE?
I begin by briefly outlining the problems in existing peer review
that this proposal aims to resolve. Here I only define the problem,
to motivate the subsequent proposal. I will also briefly state some
issues that I explicitly exclude from its goals, to make my focus clear.
Current peer review suffers from systemic blind spots, bottle-
necks, and inefficiencies that retard the advance of research in
many areas. These pathologies reflect the petrification of peer
review from what it started as (informal discussions of a colleague’s
latest report in a club meeting) into a rigid system of assumptions
inherited from outdated distribution and communication models
(ink-on-paper printing press and postal mail). Peer review started
out as a PULL model (i.e., each person decides what to receive —
concretely, which talks to attend), but petrified into a PUSH model
(i.e., a centralized distribution system decides what everyone else
should receive). Most of these pathologies are due to the basic
mismatch of the PUSH model versus the highly specialized, inter-
disciplinary, and rapidly evolving nature of scientific research. This
proposal seeks to address the following problems:

e Expert peer review (EPR) does not work for interdisciplinary peer
review (IDPR). EPR means the assumption that the reviewer is
expert in all aspects of the paper, and thus can evaluate both
its impact and validity, and can evaluate the paper prior to
obtaining answers from the authors or other referees. IDPR
means the situation where at least one part of the paper lies out-
side the reviewer’s expertise. Since journals universally assume
EPR, this creates artificially high barriers to innovative papers

that combine two fields (Lee, 2006) — one of the most valuable
sources of new discoveries.

Shoot first and ask questions later means the reviewer is expected
to state a REJECT/ACCEPT position before getting answers
from the authors or other referees on questions that lie outside
the reviewer’s expertise.

No synthesis: if review of a paper requires synthesis — combining
the different expertise of the authors and reviewers in order to
determine what assumptions and criteria are valid for evaluat-
ing it — both of the previous assumptions can fail badly (Lee,
2006).

Journals provide no tools for finding the right audience for an inno-
vative paper. A paper that introduces a new combination of fields
or ideas has an audience search problem: it must search multi-
ple fields for people who can appreciate that new combination.
Whereas ajournal islike a TV channel (alarge, pre-defined audi-
ence for a standard topic), such a paper needs something more
like Google — a way of quickly searching multiple audiences to
find the subset of people who can understand its value.

Each paper’s impact is pre-determined rather than post-evaluated:
By “pre-determination” I mean that both its impact metric
(which for most purposes is simply the title of the journal it
was published in) and its actual readership are locked in (by
the referees’ decision to publish it in a given journal) before any
readers are allowed to see it. By “post-evaluation” I mean that
impact should simply be measured by the research community’s
long-term response and evaluation of it.

Non-expert PUSH means that a pre-determination decision
is made by someone outside the paper’s actual audience, i.e.,
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the reviewer would not ordinarily choose to read it, because it
does not seem to contribute sufficiently to his personal research
interests. Such a reviewer is forced to guess whether (and how
much) the paper will interest other audiences that lie outside his
personal interests and expertise. Unfortunately, people are not
good at making such guesses; history is littered with examples
of rejected papers and grants that later turned out to be of great
interest to many researchers. The highly specialized character
of scientific research, and the rapid emergence of new subfields,
make this a big problem.

In addition to such false-negatives, non-expert PUSH also
causes a huge false-positive problem, i.e., reviewers accept many
papers that do not personally interest them and which turn out
not to interest anybody; a large fraction of published papers
subsequently receive zero or only one citation (even including
self-citations; Adler et al., 2008). Note that non-expert PUSH
will occur by default unless reviewers are instructed to refuse to
review anything that is not of compelling interest for their own
work. Unfortunately journals assert an opposite policy.

e One man, one nuke means the standard in which a single nega-
tive review equals REJECT. Whereas post-evaluation measures
a paper’s value over the whole research community (“one man,
one vote”), standard peer review enforces conformity: if one
referee does not understand or like it, prevent everyone from
seeing it.

e PUSH makes refereeing a political minefield: consider the con-
trast between a conference (where researchers publicly speak up
to ask challenging questions or to criticize) vs. journal peer
review (where it is reckoned necessary to hide their identi-
ties in a “referee protection program”). The problem is that
each referee is given artificial power over what other people
can like — he can either confer a large value on the paper (by
giving it the imprimatur and readership of the journal) or
consign it zero value (by preventing those readers from see-
ing it). This artificial power warps many aspects of the review
process; even the “solution” to this problem — shrouding the
referees in secrecy — causes many pathologies. Fundamentally,
current peer review treats the reviewer not as a peer but as one
who wields a diktat: prosecutor, jury, and executioner all rolled
into one.

e Restart at zero means each journal conducts a completely sepa-
rate review process of a paper, multiplying the costs (in time and
effort) for publishing it in proportion to the number of jour-
nals it must be submitted to. Note that this particularly impedes
innovative papers, which tend to aim for higher-profile journals,
and are more likely to suffer from referees’ IDPR errors. When
the time cost for publishing such work exceeds by several fold the
time required to do the work, it becomes more cost-effective to
simply abandon that effort, and switch to a “standard” research
topic where repetition of a pattern in many papers has estab-
lished a clear template for a publishable unit (i.e.,a widely agreed
checklist of criteria for a paper to be accepted).

o The reviews are thrown away: after all the work invested in
obtaining reviews, no readers are permitted to see them. Impor-
tant concerns and contributions are thus denied to the research
community, and the referees receive no credit for the vital
contribution they have made to validating the paper.

In summary, current peer review is designed to work for large,
well-established fields, i.e., where you can easily find a journal
with a high probability that every one of your reviewers will be
in your paper’s target audience and will be expert in all aspects
of your paper. Unfortunately, this is just not the case for a large
fraction of researchers, due to the high level of specialization in sci-
ence, the rapid emergence of new subfields, and the high value of
boundary-crossing research (e.g., bioinformatics, which intersects
biology, computer science, and math).

I wish to list explicitly some things that this proposal does not
seek to change:

e it does not seek to replace conventional journals but rather to
complement them by offering an improved peer review process.

e it does not seek to address large audience distribution channels
(e.g., marquee journals like Nature, or journals associated with
large, well-established fields), or papers that fit these journals
well. Instead it focuses on papers that need to actively search for
an audience, e.g., because they are at the intersection of multiple
audiences.

e it does not address the large fraction of papers published by
journals that do not interest anyone (as indicated by lack of
subsequent citation). Instead it focuses on papers for which it
can find an audience that considers the paper “must-read.”

2. THE PROPOSAL IN BRIEF

2.1. WHAT IS A SELECTED-PAPERS NETWORK?

Here I briefly summarize the proposal, by sketching its system for
peer review. My purpose is to define the proposed system clearly,
and to highlight its core principles. Note that this section will nei-
ther seek to prove that it solves all the problems above, nor address
the political question of how to make the current system yield
to the proposed system. Those are separate issues that deserve
separate treatment. Core principles:

e Instead of reviewing a manuscript in secret for the Editor of
a journal, a referee simply publishes his review (typically of a
paper he wishes to recommend) on an open Selected-Papers (SP)
network, which automatically forward his review to readers who
have subscribed to his selected-papers list because they feel his
interests match their own, and trust his judgment. I will refer to
such a reviewer as a “selected-paper reviewer” (SPR).

e Instead of submitting a paper to a specific journal, authors sub-
mit it to the SP network, which quickly scans a large number
of possible reviewers to see if there is an audience that con-
siders it “must-read.” This audience search process should take
just a few days using automated e-mail and click-through met-
rics. This determination is direct: the system simply measures
whether seeing the title makes someone click to see the abstract;
whether seeing the abstract makes them click to see the text;
whether seeing the text makes them click to see the figures etc.

e Reviewersare instructed to only consider papers that are of com-
pelling interest for their own work, i.e., that they would eagerly
choose to read even if they were not being asked to review. In
other words, each reviewer should represent only his own inter-
ests, and should not try to guess whether it will interest other
audiences. Following this principle, refusing to review a paper
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is itself a review (“this paper does not interest me enough to
read”). During this pre-review phase, each SPR can informally
ask questions or make comments without yet committing to
review the paper, and can restrict their comments to be visible
to the authors only, the other reviewers as well, or as part of the
permanent review record for the paper that will become public
if the paper is published.

If no one considers the paper must-read and is willing to review
it, no further action is needed. (The authors can send it to a
regular journal if they wish).

Otherwise, the SPRs who agree to act as reviewers begin a Ques-
tions/Answers phase where they raise whatever questions or
issues they want, to assess the validity of the paper. A reviewer
can opt to remain anonymous if he feels this is necessary.
The authors and referees work together to identify and resolve
these issues in the context of an issue tracking system like
those used for debugging a software release. This phase would
have a set deadline (e.g., 2 weeks). If the authors undertake a
major revision (e.g., with new data), a new 2 week Q/A phase
ensues.

Next, during the assessment phase the reviewers individually
negotiate with the authors over validation issues they consider
essential, e.g., “If you do this additional control, that would
address my concern and I could recommend your paper.”

The authors decide how much they are willing to do for the
final version of the paper, based on their time pressures and
other competing interests. They produce this final version.
Each reviewer decides whether or not to recommend the final
paper to their subscribers. This gives the paper a known initial
audience size (the total number of subscribers of the reviewers
who choose to recommend it).

Once the reviews are complete, they can now be considered
by a journal or conference editor. The authors invite any edi-
tor they want to consider these reviews and initial audience
size, and make a publication decision. Since all impact assess-
ment, reviews, and revisions are complete, this process should
be short, e.g., the editor should be given a deadline of a week or
so to reach a decision. Note that since many reviewers are also
editors, the reviewers’ decisions may already confer a guaran-
teed publication option. For example, for many fields there is a
high probability that one of the reviewers would be a PLoS ONE
Academic Editor and thus could unilaterally decide to accept
the paper to PLoS ONE. Note that the journal should not seek to
re-review the paper using their own procedures or ask the origi-
nal reviewers to give them a new decision (“is this good enough
for Nature?”). This is a clean division of labor: the reviewers
decide impact for themselves (and no one else) and assess valid-
ity; the journal decides whether the paper is appropriate for the
journal’s audience.

The journal publishing the paper may ask the authors to refor-
mat it, but should not alter the content of the final version (it
might be acceptable to have some sections published online but
not in the print version).

When the paper is published online, the reviewers’ recommen-
dations of the paper are forwarded to their subscribers, with a
link to view the paper wherever it is published (e.g., the jour-
nal’s website). Thus the journal benefits from not only the free

review process, but also the free targeted marketing of the paper
provided by the SP network.

e The reviews themselves would be published online. Positive rec-
ommendations could be published in a “News and Views” style
journal created for this purpose; negative reviewers could opt to
publish a brief “Letters” style critique in a journal created for this
purpose (“Critical Reviews in. . .”). The community should have
access to these important validation assessments, and reviewers
should receive credit for this important contribution. All review
comments and issues would be available in the SP network page
for the paper, which would remain open as the forum for long-
term evaluation of the paper’s claims. That is, other users could
raise new issues or report data that resolve issues.

e Any online display of the paper’s title, abstract, or full content
(e.g., on PubMed, or the journal’s website) should include rec-
ommendation links showing who recommended it, each linked
to a page showing the text of the review, and that reviewer’s other
recommendations/reviews. This would enable readers who find
a paper they like to find reviewers who share their interests, and
subscribe to receive their future recommendations.

e Furthermore, each reader who considers the paper must-read
should add it to their own recommendation list (which at this
point does not require writing a review, since the paper is already
published). They would simply click a “Like!” icon on any page
displaying the paper, with options to simply cite the paper, or
recommend it to their own subscribers. In this way the paper
can spread far beyond its initial audience — but only if new
readers continue to find it “must-read.” This constitutes true
impact measurement via post-evaluation: each person decides
for themselves what the paper’s value is to them, and the system
reports this composite measurement over all audiences.

2.2. IMMEDIATE PAYOFFS AND REDUCED BARRIERS TO ENTRY
Systemic reform always faces a bootstrap problem: early adopters
gain little benefit (because no one else is participating in the new
system yet) and suffer high costs. I have designed this proposal
specifically to solve this bootstrap problem by giving it immediate
payoffs for the key players (referees, readers, journals, and authors)
and to allow it to begin working immediately within the existing
system.

e For reviewers, there would normally be little incentive to review
manuscripts in a new system, because doing so would have lit-
tle impact (initially they would have no subscribers). The SP
network solves this in two ways: first, by simply making itself
a peer review platform for submission to existing journals (so
the reviewer has just as much impact and incentive as when
they review for an existing journal); second, by displaying their
paper recommendations on the key sites where readers find
papers (e.g., PubMed, journal websites etc.). This would give
their recommendations a large audience even before they have
any subscribers, and would create a fast path for them to gain
subscribers.

e Readers would ordinarily have little incentive to join a new sub-
scription system, if it requires them to change how they find
papers (e.g., by having to log in to a new website). After all,
there will initially be very few reviewers or recommendations
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in the system, and therefore little benefit for readers. The SP
network solves this by displaying its recommendations within
the main websites where readers find papers, e.g., PubMed and
journal websites. Readers will see these recommendations even
if they are not subscribers, and if they find them valuable, will
be able to subscribe with a single click.

e Journals may well look askance at any proposal for change.
However, this proposal offers journals immediate benefits while
preserving their autonomy and business model. On the one
hand, the SP network provides free marketing for the journal’s
papers, in the form of recommendations that will send traffic
to the journal, and subscribers who provide a guaranteed initial
readership for a recommended paper. What journal would not
want recommendations of its papers to be shown prominently
on PubMed and its own website? On the other hand, the SP
network will cut the journal’s costs by providing it with free
reviewing services that go far beyond what journals do, e.g.,
active audience search and direct measurement of impact over
multiple audiences. Since reviewers will still have the option
to review anonymously, the journal cannot claim the process
is less rigorous (actually, it will be more rigorous, due to its
greatly improved discussion, and sharing of multiple exper-
tises). Moreover, the journal preserves complete autonomy over
both its editorial decision-making and its business model. It
seems reasonable to expect that multiple journals (e.g., the PLoS
family) would quickly agree to become SP network partners, i.e.,
they would accept paper submissions via the SP network review
process.

e Authors would ordinarily have little incentive to send their
papers to a new subscription system rather than to an existing
journal. After all, initially such a system will have few sub-
scribers, and no reputation. The SP network solves this by acting
as a peer review platform for submitting a paper to existing jour-
nals. Indeed, it offers authors a signal advantage over directly
submitting to a journal: a unified review process that guaran-
tees a single round of review; i.e., even if the paper is rejected by
one or more journals, it will not need to be re-reviewed. This is
a crucial advantage, e.g., for papers whose validity is solid but
where the authors want to “gamble” on trying to get it into a
high-impact journal.

3. BENEFITS OF A SELECTED-PAPERS NETWORK

3.1. BENEFITS FOR READERS

The core logic of the SP network idea flows from inherent
inefficiencies in the existing system.

For readers, journals no longer represent an efficient way to find
papers that match their specific interests. In paper-and-ink publish-
ing, the only way to make distribution cost-effective was to rely on
economies of scale, in which each journal must have a large audi-
ence of subscribers, and delivers to every subscriber a uniform list
of papers that are supposedly all of interest to them. In reality,
most papers in any given journal are simply not of direct interest
to (i.e., specifically relevant to the work of) each reader. For exam-
ple, in my own field the journal Bioinformatics publishes a very
large number and variety of papers. The probability that any one
of these papers is of real interest to my work is low. For this reason,
readers no longer find papers predominantly by “reading ajournal”

from beginning to end (or even just its table of contents). Instead,
they have shifted to finding papers mainly from literature searches
(PubMed, National Library of Medicine, 1996; Google, Google
Scholar, Acharya and Verstak, 2005; etc.) and word of mouth. Note
that the latter is just an informal “Selected-Papers network.”

For readers, an SP network offers the following compelling
advantages:

e Higher relevance. Instead of dividing attention between a num-
ber of journals, each of which publishes only a small fraction
of directly relevant papers, a reader subscribes (for free) to the
Selected-Papers lists of peers whose work matches his interests,
and whose judgment he trusts. Note that since most researchers
have multiple interests, you typically subscribe specifically to
just the recommendations from a given SPR that are in your
defined areas of interest. The advantage is fundamental: whereas
journals lump together papers from many divergent subfields,
the SP network enables readers to find matches to their interests
at the finest granularity — the individuals whose work matches
their own interests. For comparison, consider the large volume
of e-mail I receive from journals sending me lists of their tables
of contents. These e-mails are simply spam; essentially all the
paper titles are of zero interest to me, so now I do not even
bother to look at them. The subscription model only makes
sense if it is specific to the subscriber’s interests (otherwise he
is better off just running a literature search). And in this day
and age of highly specialized research, that means identifying
individual authorities whose work matches your own.

e Real metrics. A key function of the SP network is to record
all information about how each paper spreads through the
community and to measure interest and opinions throughout
this process. This will give readers detailed metrics about both
reviewers (e.g., assessing their ability to predict what others will
find interesting and important, ahead of the curve) and about
papers (e.g., assessing not only their readership and impact but
also how their level of interest spreads over different communi-
ties, and the community consensus on them, i.e., incorporated
into the literature (via ongoing citations) or forgotten).

e Higher quality. Note first that the SPRs are simply the same ref-
erees that journals rely on, so the baseline reliability of their
judgments is the same in either context. But the SP network
aims for a higher level of quality and relevance — it only reports
papers that are specially selected by referees as being of high
interest to a particular subfield. “Ordinary research” (i.e., work
that follows the pattern of work in its field) is typically judged by
a standard “checklist” of technical expectations within its field.
Unfortunately, a substantial fraction of such papers are tech-
nically competent but do not provide important new insights.
The sad fact is that the average paper is only cited 1-3 times
(over 2 years, even including self-citations), and indeed this dis-
tribution is highly skewed, in which the vast majority of papers
have zero or very few citations, and only a small fraction of
papers have substantial numbers of citations (Adler et al., 2008).
For a large fraction of papers, the verdict of history is that
almost nobody would be affected if these papers had not been
published; even their own authors rarely get around to citing
them!
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Since the SP network is driven solely by individual inter-
est (i.e., an SPR getting excited enough about a manu-
script to recommend it to his subscribers), it is axiomatic
that it will filter out papers that are not of interest to any-
one. Since such papers unfortunately constitute a substan-
tial fraction of publications, this is highly valuable service.
A more charitable (but scarier) interpretation is that actually
some fraction of these papers would be of interest to some-
one, but due to the inefficiencies of the journal system as
a method for matching papers to readers, simply never find
their proper audience. The SP network could “rescue” such
papers, because it provides a fine-grained mechanism for small,
specialized interest groups to find each other and share their
discoveries.

e Better information. In a traditional journal, a great deal of effort
is expended to critically review each manuscript, but when the
paper is published, all of that information is discarded; readers
are not permitted to see it. By contrast, in the SP network the
review process is open and visible to all readers; the concerns,
critiques and key tests of the paper’s claims are all made avail-
able, giving readers a much more complete understanding of
the questions involved. Indeed, one good use for the SP net-
work would be for reviewers and/or authors to make public
the reviews and responses for papers published in traditional
journals.

e Speed. When a new area of research emerges, it takes time for
new journals to cover the new area. By contrast, the SP network
can cover a new field from the very day that reviewers in its
network start declaring that field in their list of interests. Sim-
ilarly, the actual decision of a reviewer to recommend a paper
can be fast: if they feel confident of their opinion, they can do
so immediately without anyone else’s approval.

e Long-term evaluation. In a traditional journal, the critical review
process ends weeks to months before the paper is published. In
the SP network, that process continues as long as someone has
something to say (e.g., new questions, new data) about that
paper. The SP network provides a standard platform for every-
one to enter their reviews, issues, and data, on papers at every
stage of the life cycle.

3.2. BENEFITS FOR REFEREES
Referees get all the disadvantages and none of the benefits of their
own work in the current system. Journals ask referees to do all the
actual work of evaluating manuscripts (for free), but keep all the
benefit for themselves. That is, if the referee does a good job of
evaluating a manuscript, it is the journal’s reputation that bene-
fits. This is sometimes justified by arguing that every scientist has
an inherent obligation to review others’ work, and that failure to
do so (for example, for a manuscript that has no interest to the
referee) injures the cooperative enterprise of science. This is puz-
zling. Why should a referee ever review a paper except because
of its direct relevance to his own work? If the authors (and the
journal) cannot find anyone who actually wants to read the paper,
what is the purpose of publishing it?

Reviewing manuscripts is an important contribution and
should be credited as such. The SP network would rectify this
in two ways:

e Liberate referees to focus on their interests. The SP network would
urge referees to refuse to review anything that does not grab
their interest, for the simple reason that it is both inefficient
and counter-productive to do so. If a paper is not of interest to
the referee, it is probably also not of interest to his subscribers
(who chose his list because his interests match theirs). Note that
the SP network expects authors to “submit” their manuscript
simultaneously to multiple reviewers seeking an “audience” that
is interested in their paper. If the authors literally cannot find
anyone who wants to read the paper, it should not be recom-
mended by the SP network. Note that if referees simply follow
their own interests, this principle is enforced automatically.

e Referees earn reputation and influence through their reviews.
Manuscript reviews are a valuable contribution to the research
community, and they should be treated and valued as such.
By establishing a record of fair, insightful reviews, and recom-
mending important new papers “ahead of the curve,” a referee
will attract a large audience of subscribers. This in and of itself
should be treated as an important metric for professional eval-
uation. Moreover, the power to communicate directly with a
substantial audience in your field itself constitutes influence,
and is an important professional advantage. For example, a ref-
eree by default will have the right to communicate his own
papers to his subscribers; thus, through his earned reputation
and influence, a referee builds an audience for his own work.

e Eliminate the politics of refereeing. Note that a traditional jour-
nal does not provide referees these benefits because their role is
fraught with the political consequences of acting as the journal’s
“agent,” i.e., the power to confer or deny the right of publica-
tion, so crucial for academics. These political costs are reckoned
so serious that journals shroud their referees in secrecy to pro-
tect them from retribution. Unfortunately, this political role
incurs many other serious costs (see for example the problem
of “prestige battles” analyzed in section 3.3).

These problems largely vanish in an SP network, for the sim-
ple reason that each referee represents no one but himself, and is
not given arbitrary power to block publication of anyone’s work.
In many traditional journals, if one reviewer says “I do not like
this paper,” it will be rejected and the authors must start over
again from scratch (since they are permitted to submit to only
onejournal at a time, and the paper must typically be re-written,
or at a minimum re-formatted, for submission to another jour-
nal). By contrast, in an SP network authors submit their paper
simultaneously to multiple referees; if one referee declines to
recommend it, that has no effect on the other referees. The ref-
eree has not “taken anything away” from the authors, and has no
power to block the paper from being selected by other referees.

Moreover, the very nature of the “Selected-Papers” idea is
positive, that is, it highlights papers of especial interest for a
given community. Being “selected” is a privilege and not a right,
and is intended to reflect each referee’s idiosyncratic interests.
Declining to select a paper is not necessarily a criticism; it
might simply mean that the paper is not well-matched to that
reviewer’s personal interests. Since most people in a field will
also themselves be reviewers, they will understand that objecting
to someone else’s personal selections is morally incompatible
with preserving their own freedom to make personal choices.
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Note that standard etiquette will be that authors may submit
a paper to as many referees as they like, but at the same time
referees are not obligated to respond.

Of course, in certain cases a referee may feel that important
concerns have been ignored, and will raise them by publish-
ing a negative review on his SP list. I believe that referees will
feel free to express such concerns in this open setting, for the
same reasons that scientists often speak out with such concerns
at public talks (e.g., at conferences). That is, they are simply
expressing their personal opinions in an open, public forum
where everyone can judge the arguments on their merits. They
are only claiming equal rights as the authors (i.e., the right
to argue for their position in a public forum). What creates
conflict in peer review by traditional journals is the fact that
the journal gives the referee arbitrary power over the authors’
work — specifically, to suppress the authors’ right to present
their work in a public forum. This power is made absolute in
the sense that it is exercised in secret; the merit of the referees’
arguments are not subject to public scrutiny; and referees have
no accountability for whether their assertions prove valid or not.
All of these serious problems are eliminated by the SP network,
and replaced by the benefits of openness, transparency, and
accountability.

e Eliminate the costs of delegated review: currently, researchers
are called upon to waste significant amounts of time review-
ing papers that are not of direct interest to their own work.
Typically, this time constitutes a cost with no associated gain.
By contrast, time spent reviewing a paper that is of vital interest
for the referee’s research gives him immediate benefit, i.e., early
access to an important advance for his own work.

3.3. BENEFITS FOR AUTHORS

I now consider the benefits of the SP network review and publi-
cation system in terms of readership and cost. These benefits arise
from addressing fundamental inefficiencies: first, how poorly tra-
ditional journals fit the highly specialized character of research
and the emergence of new fields; and second, how journals have
implemented peer review. Criticisms of this peer review system
are legion, and most tellingly, come from inside the system, from
Editors and reviewers (see for example Smith, 2009). While assess-
ment of its performance is generally blocked by secrecy, the studies
that have been done are alarming. For example, re-submission of
12 previously published articles was not detected by reviewers in 9
out of 12 cases (showing that reviewers were not familiar with the
relevant literature), and 8 of the 9 papers were rejected (showing a
nearly total lack of concordance with the previous set of reviewers
who published these articles; Peters and Ceci, 1982). While we each
can hope that reviewers in our own field would do better, there
is evidently a systemic problem. That is, the system itself promul-
gates a high level of errors. I now argue that the SP network can
help systematically address some of these errors.

3.3.1. Readership

The SP network can help alleviate bottlenecks that impede pub-
lishing innovative work in the current system, e.g., because its
specialized audience does not “have its own journal,” or because it
is “too innovative” or “too interdisciplinary” to fare well in EPR. Let

us consider the case of a paper that introduces a novel combina-
tion of two previously separate expertises. In a traditional journal,
the paper would be “delegated” to two or three referees who have
not been chosen on the basis of a personal interest in its topic.
So the probability that they can understand its significance for its
target audience is low. For each of these referees, approximately
half of the paper goes outside their expertise, and may well not
follow the assumptions of their own field. Since they lack the tech-
nical knowledge to even evaluate its validity, the probability that
they will feel confident in its validity is low. Even if the authors get
lucky, and one referee ranks it as both interesting and valid, tra-
ditional “false-positive” screening requires that all three reviewers
recommend it. Multiplying three poor probabilities yields a low
probability of success. In practice, this conservative criterion leads
to conservative results: it selects what “everybody agrees is accept-
able.” It rewards staying in the average referee’s comfort zone, and
penalizes innovation.

By contrast, the SP network explicitly searches for interest in
the paper, over a far larger number of possible referees (say 10—
50), using fast, automatic click-through metrics. Obviously, if no
one is interested, the process just ends. But if the paper is truly
innovative, the savviest people in the field will likely be intrigued.
Next, the interested reviewers question the authors about points of
confusion, prior to stating any judgment about its validity. Instead
of requiring all referees to recommend the paper for publication,
the SP network will “publish” a paper if just one referee chooses
to recommend it. (Of course in that case it will start out with
a smaller audience, but can grow over time if any of those sub-
scribers in turn recommend it). A truly innovative, sound paper is
likely to get multiple recommendations in this system (out of the
10 or more SPRs to whom it was initially shown). By contrast with
traditional publishing, it is optimized for a low false-negative error
rate, because it selects what at least one expert says is extraordinary
(and allocates a larger audience in proportion to the number of
experts who say so). Any reduction the SP network makes in this
false-negative rate will produce a dramatic increase in coverage for
these papers.

332 Cost
The SP network reduces the costs of publishing to the community
(in terms of human time and effort) in several ways:

e it eliminates the costs of “restart at zero” and the “non-compete
clause” markets work efficiently only to the extent they actually
function as free markets, i.e., via competition. It is worth noting
that while papers compete to get into each journal, journals do
not compete with each other for each paper. Journals enforce this
directly via a “non-compete clause” that simply makes it illegal
for authors to submit to more than one journal, and indirectly
via incompatible submission systems and incompatible format
requirements (even though there is little point applying such
requirements until after the journal has decided to accept the
paper). In practice an author must “start over from scratch” by
re-writing and re-submitting his paper to another journal. Note
that this multiplies the publication cost ratio for a paper by the
number of times it must be submitted. It is not uncommon for
this to double or triple the publication cost ratio.
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From the viewpoint of the SP network, these “restart at zero”
strictures are wasteful and illogical. On the one hand, it means
that each editor gets only a small slice of the total review infor-
mation (since the different reviews are kept separate, rather than
pooled). On the other hand, it wastes an immense amount of
time re-reviewing the same paper over and over. Finally, the SP
network pools the parallel review efforts of all interested SPRs
in a single unified process. Each SPR sees the complete picture
of information from all SPRs, but makes his own independent
decision.

Let us consider the publication cost ratios for different cases.
For a paper that is not of strong interest to any audience, tra-
ditional journal review typically involves months of “restart at
zero” reviews. By contrast, the SP network will simply return the
negative result in a few days (“no interested audiences found”).
Thus, the SP network reduces the publication cost ratio in this
case by at least a factor of ten. For papers that require extensive
audience search (either because they are in a specialized sub-
field, or because they contain “too much innovation” or “too
many kinds of expertise”), they again are likely to fall into the
trap of “restart at zero” re-review, consuming months, and pos-
sibly yielding no publication. In the SP network, the authors
should be able to find their audience (possibly small) within
days, and then go through a single review process leading to
publication by one or more SPRs. Because “restart at zero” is
avoided, the publication cost ratio should be two to three times
less. Finally, for papers with an obvious (easy to find) audience,
the SP network still offers some advantages, basically because it
guarantees a single round of review. By contrast, traditional peer
review requires unanimity. This unavoidably causes a signifi-
cant false-negative rate. Under the law of “restart at zero,” this
means a certain fraction of good papers waste time on multiple
rounds of review. For this category overall, I expect the publi-
cation cost ratio of traditional publishing to be 1-2 times that
of the SP network.

e it eliminates the costs of “gambling for readership™ when
researchers discover a major innovation or connection between
fields, they become ambitious. They want their discovery pub-
lished to the largest possible audience. Under the non-compete
clause, this means they must take a gamble, by submitting to
a journal with a large readership and correspondingly high
rejection ratio. Often they start at the top (e.g., a Nature
or Nature Genetics level journal) and work their way down
until the paper finally gets accepted. Summed over the entire
research community, this law of “restart at zero” imposes a vast
cost with no productive benefit, i.e., the paper gets published
regardless. The SP network avoids this waste, by providing
an efficient way for a paper’s readership to grow naturally,
as an automatic consequence of its interest to readers. Nei-
ther authors nor referees have to “gamble” on predictions of
how much readership the paper should be “allocated.” Instead,
the paper is simply released into the network, where it will
gradually spread, in direct proportion to how many readers it
interests.

o it eliminates the costs of “prestige battles™ referees for traditional
journals play two roles. They explicitly assess the technical valid-
ity of a paper, but they also (often implicitly) judge whether it

is “prestigious enough” for the journal. Often referees decide
to reject a paper based on prestige, but rather than expressing
this subjective judgment (“I want to prevent this paper from
being published here”), they justify their position via apparently
objective criticisms of technical validity details. The authors
doggedly answer these criticisms (often by generating new data).
If the response is compelling, referees will commonly re-justify
their position simply by finding new technical criticisms. Unfor-
tunately, this process often doubles or triples the review process,
and is unproductive, first because the referee’s decision is already
set, and second because the “technical criticisms” are just red-
herrings; answering them does not address the referee’s real
concern. Even if the paper is somehow accepted (e.g., the edi-
tor intervenes), this will double or triple the publication cost
ratio.

By contrast, in the SP network this issue does not even arise. This
problem is a pathology of non-expert PUSH —i.e., asking referees
to review a paper they are not personally interested in. In the SP
network, there is no “prestige factor” for referees to consider at all
(first because the SP network simply measures impact long-term,
and second because that metric has little dependency on what any
individual reviewer decides). Indeed, the only decision a referee
needs to make initially is whether they are personally interested
in the paper or not. And that decision is measured instantly (via
click-through metrics), rather than dragged out through weeks or
months of arguments with the authors.

4. PRECEDENTS

This proposal is hardly original-it merely synthesizes what many
scientists have argued for in a wide variety of forums (Hitchcock
etal.,2002; Neylon, 2005; Nielsen, 2008; Kriegeskorte, 2009; Smith,
2009; Baez et al., 2010; The Peer Evaluation Team, 2010; Birukou
et al., 2011; von Muhlen, 2011). There is powerful precedent for
both a public publishing service, and for a recommendations-
based distribution system. For example, arXiv is the preeminent
preprint server for math, physics, and computer science (Cornell
University Library, 1996). A huge ecology of researchers are using
it as a de facto publishing system; it provides the real substance of
publishing (lots of papers get posted there, and lots of people read
them) without the official imprimatur of a journal.

As usual with such things, the main barrier to realizing the ben-
efits of a new system is simply the entrenchment of the old system.
In my view, the advantage of this proposal is that it provides a
seamless bridge between the old and new, by working equally well
with either. In the context of the old system, it is a social network
in which everyone’s recommendations of published papers can
flow efficiently. But the very act of using such a network creates a
new context, in which every user becomes in a sense as important
a “publication channel” as an established journal (at least for his
subscribers).

4.1. EXAMPLES THAT AN SP NETWORK COULD BUILD UPON

In my view, most of the key ingredients are in place; what is needed
is to integrate them together as an SP network. Here are some
examples, by no means comprehensive:
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e Online bibliography managers such as Academia.edu (The Acad-
emia.edu Team)!, citeUlike (Cameron et al., 2004), Connotea
(Nature Publishing Group)?, Mendeley (The Mendeley Team)?,
and ResearchGate (The ResearchGate Team)*. These provide
public sites where researchers can save citations, rate papers,
and share their ratings. CiteUlike also attempts to recommend
articles to a user based on his citation list. In principle, users’ lists
of favorite papers could be used as a source of reccommendations
for the SP network.

e open peer review platforms: PeerEvaluation.org has launched
an open access manuscript sharing and open peer review site
(The Peer Evaluation Team, 2010). Peer review is open (non-
anonymous), and it also seeks to provide “qualitative metrics”
of impact. It could be viewed as a hybrid of arXiv (i.e., an author
self-publishes by simply uploading his paper to the site) plus
open, community peer review.

o improved metrics: The LiquidPub Project analyzed a wide vari-
ety of metrics for assessing impact and peer review quality; for
a review see Birukou et al. (2011).

e journals that support aspects of open peer review: PLoS ONE
(Public Library of Science, 2006) represents an interesting prece-
dent for the SP network. In terms of its “back-end,” PLoS ONE
resembles some aspects of the SP network. For example, its mas-
sive list of “Academic Editors” who each have authority to accept
any submitted paper is somewhat similar to the “liberal” defi-
nition of SPRs that allows any SPR to recommend a paper to
his subscribers. However, on its “front-end” PLoS ONE oper-
ates like a traditional journal: reviews are secret; no effort is
made to search for a paper’s audience(s); and above all there is
no network structure for papers to spread naturally through a
community.

Biology Direct (Koonin et al., 2006) is another interesting prece-
dent. It employs a conventional (relatively small) editorial board
list. However, like the SP network, it asks authors to contact possi-
ble reviewers from this list directly, and reviewers are encouraged
to decline a request if the paper does not interest them. Moreover,
reviews are made public when a paper is published. Again, how-
ever, Biology Direct’s front-end is that of a conventional journal,
with no network structure.

4.2. LESSONS FROM THESE PRECEDENTS

Given that these sites already provide important pieces of this pro-
posal, it is interesting to ask why they have not already succeeded
in creating an SP network. I see two basic reasons:

e Several pieces must be put together before you have a net-
work that can truly act as content distribution system. For
example, people do not normally think of bibliography man-
agement (e.g., citeUlike) as a distribution system, and there are
good reasons for this. Bibliography managers do not solve the
fundamental problems of publication, namely audience search

Uhttp://academia.edu/
Zhttp://connotea.org/
Shttp://www.mendeley.com/
4http://researchgate.net/

(finding a channel that will reach the audience of people that
would read the paper), validation (identifying all issues which
could undercut the paper’s claims, and figuring out how to
address them), and distribution (actually reaching the audi-
ence). There are certainly aspects of CiteULike, Mendeley, etc.,
that could be applied to solve the distribution problem (e.g.,
paper recommendations), but this will not happen until all of
the components are present and working together.

o These sites are “yet another thing” a busy scientist would have to
do (and therefore is unlikely to do), rather than something that
is integrated into what he already does. For example, I think
that a scientist is far more likely to view (and make) recommen-
dations linked on PubMed search result pages, than if we ask
him to log in to a new website such as citeUlike. The problem is
the poor balance of incentives vs. costs for asking the scientist
to use a new website: on the one hand, any recommendations
he makes are unlikely to be seen by many people (because a new
site has few users); on the other hand, he has to go out of his
way to remember to use the site.

To create a positive balance of incentives vs. costs, an SP network
must (a) make reviewing truly important (i.e., it must gate whether
the paper gets published, just like peer review at a journal); (b)
reward reviewers by prominently displaying their recommenda-
tions directly on PubMed search results and the journal website,
etc. (so that recommendations you write will be immediately seen
by many readers, even if you do not yet have any subscribers);
(c) make it easy for all scientists to start participating, directly
from sites they already use (such as PubMed). For example, a page
showing a paper at PubMed or the journal website should have
a “Like!” link that enables the reader to enter a recommendation
directly; (d) help authors search for the specific audience(s) for
their paper through automated click-through metrics. This har-
nesses a real motive force — the quest for your personal scientific
interests, both as an author and a reader — in service of getting
people to participate in the new peer review system.

These precedents also suggest that an SP network should be
open to a wide variety of communication methods — by provid-
ing a common interface that many different sites could plug in
to — rather than trying to create a single site or mechanism that
everyone must use. Ideally, all of these different sites (e.g., citeUlike,
PeerEvaluation.org) should be able to both view and enter infor-
mation into the SP network. In this way, the SP network serves to
tie together many different efforts. For example, it might be possi-
ble to create mechanisms for the SP network to draw from the large
number of researchers who are using blogs to discuss and review
their latest finds in the literature, some of them are extremely
influential (e.g., Tao, 2007), and John Baez/n-category cafe (Baez,
1993-2010; Baez et al., 2007), to cite two examples). As one sim-
ple example of allowing many input methods, the SP network
should make it easy for a blog user to indicate which of his blog
posts are reviews, and what papers they recommend, automatically
delivering these recommendations to his subscribers.

In my view, it is very important that the SP network be devel-
oped as an open-source, community project rather than as a
commercial venture, because its data are freely provided by the
research community, and should be freely used for its benefit.
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To the extent that they become valuable, commercial sites tend to
become “walled gardens” in which the community is encouraged
to donate content for free, which then becomes the property of the
company. That is, it both controls how that content can be used,
and uses that content for its own benefit rather than that of the
community. The SP network would provide enormous benefits to
the community, but from the viewpoint of a publishing company
(e.g., NPG) it might simply look like a threat to their business. The
SP network should be developed as a walled garden, because its
data belong to the community and must be used for the commu-
nity’s benefit. It must be developed “of the people, by the people,
for the people,” or it will never come to be in the first place.

5. ATHREE PHASE PLAN FOR BUILDING A
SELECTED-PAPERS NETWORK

To provide concrete details about how this concept could work,

I outline how it could be implemented in three straightforward,

practical phases:

e Phase I: the basic SP network. Building a place where reviewers
can enter paper selections and post-reviews, readers can search
and subscribe to reviewers’ selections, and papers’ diffusion
through research communities is automatically measured.

e Phase II: A better platform for scientific publishing. This phase
will focus on providing a comprehensive platform for open
peer review, as an alternative to journals’ in-house peer review.
Authors would be invited to submit directly to the SP network
peer review platform, and then after its review process was com-
plete, to invite a journal editor to decide whether to accept the
paper on the basis of the SPR’s reviews. To make this an attrac-
tive publishing option, it will give authors powerful tools for
quickly locating the audience(s) for a paper, and it will give
reviewers powerful tools for pooling expertise to assess its valid-
ity, in collaboration with the authors. All of this is driven by the
SP network’s ability to target specialized audiences far more
accurately, flexibly, and quickly than traditional journals. One
way of saying this is that the SP network automatically cre-
ates a new “virtual journal” (list of subscribers) optimized for
each individual paper, and that this is done in the most direct,
natural way possible (i.e., by each reviewer deciding whether
or not to recommend the paper to his subscribers). Note that
this strategy aims not at supplanting traditional journals but
complementing them. This alternative path will be especially
valuable for specialized subfields that are not well-served by
existing journals, for newly emerging fields, and for interdis-
ciplinary research (which tends to “fall between the cracks” of
traditional journal categories).

e Phase III: discovering and measuring the detailed structure of sci-
entific networks. I propose that the SP network should record
not only of the evolution of the subscription network (reveal-
ing sub-communities of people who share a common interest
as shown by cliques who subscribe to each other), but also the
exact path of how each paper spreads through the network.
Together with a wide range of automatic measurements of each
reader’s interest in a paper, these data constitute a golden oppor-
tunity for rigorous research on knowledge networks and social
networks (e.g., statistical methods for discovering the creation

of new subfields directly from the network structure). Prop-
erly developed, this dataset would enable new scientometrics
research and will produce a wide variety of new algorithms (e.g.,
Netflix-style prediction of a paper’s level of interest for any given
reader) and new metrics (e.g., how big is a reviewer or author’s
influence within his field? How accurately does he predict what
papers will be of interest to his field, or their validity? How far
“ahead of the curve” is a given reviewer or author?). Note that
the SP network needs only to capture the data that enables such
research; it is the research community that will actually do this
research. But the SP network then benefits, because it can put all
these algorithms and metrics to work for its readers, reviewers
and authors. For example, it will be able to create publishing
“channels” for new subfields as soon as new cliques are detected
within the SP network structure.

5.1. PHASE I: BUILDING A SELECTED-PAPERS NETWORK
Technically, the initial deployment requires only a few basic
elements:

o a mechanism for adding reviewers (“Selected-Paper Reviewer”
or SPR): the SP network restricts reviewers in a field simply
to those who have published peer reviewed papers in that field
(typically as corresponding author). Initially it will focus on
building (by invitation) a reasonably comprehensive group of
reviewers within certain fields. In general, any published author
from any field can add themselves as a reviewer by linking their
e-mail address to one of their published papers (which usu-
ally include the corresponding author’s e-mail address). Note
that the barrier to entry need not be very high, since the only
privilege this confers is the right to present one’s personal rec-
ommendations in a public forum (no different than starting a
personal blog, which anyone can do). Note also that the ini-
tial “field definitions” can be very broad (e.g., “Computational
Biology”), since the purpose of the SP network is to enable sub-
field definitions to emerge naturally from the structure of the
network itself.

e a mechanism for publishing reviews: Peer reviews represent
an important contribution and should be credited as such.
Concretely, substantive reviews should be published, so that
researchers can read them when considering the associated
paper; and they should be citable like any other publication.
Accordingly, the SP network will create an online journal Crit-
ical Reviews that will publish submitted reviews. The origi-
nal paper’s authors will be invited to check that a submitted
review follows basic guidelines (i.e., is substantive, on-topic,
and contains no inappropriate language or material), and to
post a response if desired. Note that this also triggers inviting
the paper’s corresponding author to become an SP reviewer
(by virtue of having published in this field). Reviews may be
submitted as Recommendations (i.e., the reviewer is selecting
the paper for forwarding to his subscribers), Comments (neu-
tral: the review is attached to the paper but not forwarded to
subscribers), or Critiques (negative: a warning about serious
concerns. The reviewer can opt to forward this to his sub-
scribers). Recommendations should be written in “News and
Views” style, as that is their function (to alert readers to a
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potentially important new finding or approach). Comments and
Critiques can be submitted in standard “Referee Report” style.
Additional categories could be added at will: e.g., Mini Reviews,
which cover multiple papers relevant to a specific topic (for
an excellent example, see the blog This Week’s Finds in Mathe-
matical Physics; Baez, 1993-2010); Classic Papers, which identify
must-read papers for understanding a specific field; etc.

Note also that the SP network can give reviewers multiple

options for how to submit reviews: via the Science Select web-
site (the default); via Google Docs; via their personal blog; etc.
For example, a reviewer who has already written “News and
Views” or mini reviews on his personal blog, could simply give
the SP network the RSS URL for his blog. He would then use
the SP network’s tools (on its website) to select the specific
post(s) he wants to publish to his subscribers, and to resolve
any ambiguities (e.g., about the exact paper(s) that his review
concerns).
a subscription system: the SP network would define an open
standard by which any site that displays paper titles, abstracts,
or full-text could link to the ranked set of recommendations
for those papers, or let its users easily make paper recommen-
dations. For example, the PubMed search engine could display
a “Recommended” link next to any recommended paper title,
or (when displaying an abstract) a ranked list of people who
recommended the paper. In each case these would be linked
to that person’s review of the paper, their other paper rec-
ommendations, and the option to subscribe to their future
recommendations. Similarly, it would display a “Like!” icon that
would let the user recommend the paper. This would give peo-
ple a natural way to start participating immediately in the SP
network by viewing and making recommendations anywhere
that they view papers — whether it be on PubMed, a journal’s
website, etc.

Subscribers could opt to receive recommendations either as
individual e-mails; weekly/monthly e-mail summaries; an RSS
feed plugged into their favorite browser; a feed for their Google
Reader; or other preferred news service, etc. Invitations will
emphasize the unique value of the SP network, namely that it
provides the subscriber reviews of important new papers specif-
ically in his area (whereas traditionally review comments are
hidden from readers).
an automatic history-tracking system: each paper link sent to an
individual subscriber will be a unique URL, so that when s/he
accesses that URL, the system will record that s/he viewed the
paper, as well as the precise path of recommenders via which
the paper reached this reader. In other words, whereas the sta-
ble internal ID for a paper will consist of its DOI (or arXiv or
other database ID), the SP network will send this to a subscriber
as a URL like http://doc.scienceselect.net/Tase3DE6wW21. . . that
is a unique hash code indicating a specific paper for a specific
subscriber, from a specific recommender. Clicking the title of the
paper will access this URL, enabling the system to record that
this user actually viewed this paper (the system will forward the
user to the journal website for viewing the paper in the usual
way). If this subscriber then recommends the paper to his own

exact path by which the paper reached each reader, while at the
same time working with whatever sources the user must access
to actually read any given paper. Of course, the SP network
will take every possible measure to prevent exposure or misuse
of these data. These metrics should include appropriate con-
trols for excluding trivial effects such as an attention-grabbing
title. Since the SP network directly measures the probability that
someone will recommend the paper after reading it, it should
be able to control for such trivial effects.

an automatic interest-measuring system: click-through rates are

a standard measure of audience response in online advertising.

The SP network will automatically measure audience interest

via click-through rates, in the following simple ways:

— The system will show (send) a user one or more paper titles.
The system then measures whether the user clicks to view the
abstract or review.

— The system displays the abstract or review, with links to click
for more information, e.g., from the review, to view the paper
abstract or full-paper. Each of these click-through layers (title,
review, abstract, full-paper) provides a stronger measure of
interest.

— The system provides many options for the user to express fur-
ther interest, e.g., by forwarding the paper to someone else;
“stashing” it in their personal cubbyhole for later viewing;
rating it; reviewing or recommending it on their SP list, etc.

a paper submission mechanism: while reviewers are encouraged
to post-reviews on their own initiative, the SP network will also
give authors a way to invite reviews from a targeted set of review-
ers. Authors may do this either for a published paper (to increase
its audience by getting “selected” by one or more SPRs, and
spreading through the SP subscriber network), or for a preprint.
Either way, authors must supply a preprint that will be archived
on the SP network (unless they have already done so on standard
repository such as arXiv). This both ensures that all reviewers
can freely access it, and guarantees Open Access to the paper
(the so-called “Green Road” to open access). (Note that over
90% of journals explicitly permit authors to self-archive their
paper in this way; Harnad et al., 2004). Authors use the standard
SP subscriber tools to search for relevant reviewers, and choose
up to 10 reviewers to send the paper link to. Automatic click-
through measurements (see section below) will immediately
assess whether each reviewer is interested in the paper; actually
proceeding to read the paper (“whoal! I gotta read this!”) trig-
gers an invitation to review the paper. These automatic interest
metrics should be complete within a few days. For reviewers
who exhibit interest in a paper, the authors follow up with them
directly. As always, each reviewer decides at their sole discretion
whether or not to recommend the paper to their subscribers. As
in traditional review, a reviewer could demand further experi-
ments, analysis, or revisions as a condition for recommending
the paper. While each reviewer makes an independent decision,
all reviewers considering a paper would see all communications
with the authors, and could chime in with their opinions during
any part of that discussion.

It is interesting to contrast SP reviewer invitations vs. the constant
stream of review requests that we all receive from journals. While

subscribers, the system sends out a new set of unique links and
the process begins again. This enables the system to track the
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SP reviewers could in principle receive a larger number of “paper
title invitations,” this imposes no burden of demands on them; i.e.,
no one is asking them to review anything unless it is of burning inter-
est to them. There is no nagging demand for a response; indeed,
reviewers will be expressly instructed to ignore anything that does
not grab their interest!

5.2. PHASE II: THE SP NETWORK AS A PEER REVIEW PLATFORM

The capabilities developed in phase I provide a strong foundation
for giving authors the choice of submitting their work directly to
the SP network as the peer review mechanism (which could result
in publication in a traditional journal). To do this, the SP network
will make these capabilities available as a powerful suite of tools 1.
for authors to search for the audience(s) that are interested in their
work; 2. for authors and referees to combine their different exper-
tises (in synthesis rather than opposition) to identify and address
key issues for the paper’s impact and validity; 3. for long-term
evaluation after a paper’s publication, to enable the community
to raise new issues, data, or resolutions. This will be particularly
useful for newly emerging fields (which lack journals) or subfields
that are not well-served by existing journals.

However, it must be emphasized that this is not an attempt
to compete with or replace traditional journals. Instead, the SP
network complements the strengths of traditional journals, and
its suite of tools could be useful for journals as well. Concretely,
the SP network will develop its tools as an open-source project,
and will make its software and services freely available to jour-
nals as well as to the community at large. For example, journals
could use the SP network’s services as their submission and review
mechanism, to gain the many advantages it offers over the very
limited tools of traditional review (which consist of little more
than an ACCEPT/REJECT checkbox for the Editor, and a text box
for feedback to the authors).

5.2.1. The SP network publication process

The SP network will provide tools for “market research” (i.e., find-
ing the audience(s) that are interested in a given paper) and for
synthesis (integrating multiple expertises to maximize the paper’s
value for its audience(s)), culminating in publication of a final
version of the paper (by being selected by one or more SPRs). I
will divide this into three “release stages”: alpha (market research);
beta (synthesis); post-publication (long-term evaluation). These
are analogous to the alpha-testing, beta-testing, and post-release
support stages that are universal in the software industry. The alpha
release cycle identifies a specific audience that is excited enough
about the paper to work on reviewing it. The beta release cycle
draws out questions and discussion from all the relevant expertise
needed to evaluate the paper and optimize it for its target audi-
ence(s). The reviewers and authors work together to raise issues
and resolve them. Individual reviewers can demand new data or
changes as pre-conditions for recommending the paper on their SP
list. On the one hand, the authors decide when the paper is “done”
(i.e., to declare it as the final, public version of the paper). On
the other hand, each reviewer decides whether or not to “select”
the paper for their SP list. On this basis, authors and reviewers
negotiate throughout the beta period what will go into the final
release. As long as one SPR elects to recommend the paper to his

subscribers, the authors have the option of publishing the paper
officially in the SP network’s journal (e.g., Selected-Papers in Biol-
ogy). Regardless of how the paper is published, the same tools for
synthesis (mainly an issue tracking system) will enable the entire
research community to continue to raise and resolve issues, and
to review the published paper (i.e., additional SPRs may choose to
“select” the paper).

522 Alpha release tools

For alpha, the tools already provided by Phase I are sufficient: e.g.,
the paper submission mechanism; methods for measuring reader
interest; and audience search methods. Here I will simply contrast
it with traditional peer review.

o assess impact, not validity: 1 wish to emphasize that alpha focuses
entirely on measuring the paper’s impact (interest level) over its
possible audiences. It does not attempt to evaluate the paper’s
validity (which by contrast tends to dominate the bulk of referee
feedback in traditional peer review). There are three reasons.
First, impact is the key criterion for the SP network: if no SPR is
excited about the paper, there is no point wasting time assessing
its validity. Second, for papers that combine multiple expertises,
its impact might lie within one field, yet it might use methods
from another field. In that case, a referee who is expert in evalu-
ating the validity of the methodology would not be able to assess
the paper’s impact (which lies outside his field). Therefore in
IDPR impact must often be evaluated separately. Third, the SP
network is very concerned about failing to detect papers with
truly novel approaches. Such papers are both less common, and
harder for the average referee to understand in their entirety.
This makes it more likely that referees will feel doubt about
a novel approach’s validity. To avoid this serious risk of false-
negatives, the SP first searches for SPRs who are excited about a
paper’s potential impact, completely separate from assessing its
validity.

e impact-driven review, not non-expert PUSH: traditional jour-
nals do essentially nothing to help authors find their real target
audience, for the simple reason that journals have no tools to do
this. Exploring the space of possible audiences requires far more
than a single, small sample (2-3 reviews). It requires efficiently
measuring the interest level from a meaningful sample for each
audience. The key is that the SP network will directly measure
interest (see the metrics described in Phase I and Phase III)
over multiple audiences. By contrast, non-expert PUSH tends
to produce high false-negative rates, because people are not
good at predicting the interest level of papers that they them-
selves are not interested in. Being unaware of a paper’s interest
for a problem outside your knowledge, and being unaware that
another group of people is interested in that problem, tend to
go together.

e speed: because alpha requires no validity review, it can be fast
and automatic. The SP network’s click-through metrics can be
measured for 10—100 people over the course of just a few days;
advertisers (e.g., Google) measure such rates over vastly larger
audiences every day.

e journal recommendation system: whenever a researcher expands
the scope of his work into a new area, he initially may be unsure
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where to publish. The SP network can automatically suggest
appropriate journals, by using its interest measurement data.
Simplistically, it can simply relate the set of SPRs who expressed
strong interest in the paper to the set of journals which published
papers recommended by those same SPRs.

5.23. Betarelease tools
Beta consists of several steps:

e Q & A: This means that reviewers with different relevant exper-
tise raise questions about the paper, and work with the authors
to resolve them, using an online issue tracker that makes it
easy to see what issues have already been raised, their status,
and detailed discussion. Such systems provide great flexibility
for synthesizing a consensus that draws on multiple expertises.
For example, one referee may resolve another referee’s issue. (A
methodology reviewer might raise the concern that the authors
did not follow one of the standard assumptions of his field; a
reviewer who works with the data source analyzed in the paper
might respond that this assumption actually is not valid for
these data). Powerful issue tracking systems are used universally
in commercial and open-source software projects, because they
absolutely need such synthesis (to find and fix all their bugs).
Using a system that actually supports synthesis changes how
people operate, because the system makes it obvious they are all
working toward a shared goal. Note that such a system is like a
structured wiki or “threaded” discussion in that it provides an
open forum for anyone to discuss the issues raised by the paper.

The purpose of this phase is to allow referees to ask all the
questions they have in a non-judgmental way—a conversation
with the authors, and with the other referees—before they even
enter the Validity Assessment phase. This should distinguish
clearly several types of questions:

— False-positive: Might result/interpretation X be due to some
other explanation, e.g., random chance; bias; etc.? Indicate a
specific test for the hypothetical problem.

— False-negative: is it possible your analysis missed some addi-
tional results due to problem Y? Indicate a specific test for the
hypothetical problem.

— Overlap: how does your work overlap previous study X
(citation), and in what ways is it distinct?

— Clarification/elaboration: I did not understand X. Please

explain.

Addition: I suggest that idea X is relevant to your paper

(citation). Could that be a useful addition?

Each referee can post as many questions as he wants, and also
can “second” other referees’ questions. Authors can immedi-
ately answer individual questions, by text or by adding new
data/analyses. Referees can ask new questions about these
responses and data. Such discussion is important for synthe-
sis (combining the expertise of all the referees and the authors)
and for definitive clarification. It should leave no important
question unanswered.

o validity assessment: eventually, these discussions culminate in
each reviewer deciding whether there are serious doubts about
the validity of paper’s data or conclusions. While each reviewer
decides independently (in the sense that only he decides what to

recommend on his SP list), they will inevitably influence each
other through their discussions.

o improving the paper’s value for its audience: once the critical
validity (false-positive) issues are resolved, referees, and authors
should consider the remaining issues to improve the manu-
script, by clarifying points that confused readers, and adding
material to address their questions. To take an extreme exam-
ple, if reviewers feel that the paper’s value is obscured by poor
English, they might demand that the authors hire a technical
writer to polish or rewrite parts of it. Of course, paper ver-
sions will be explicitly tracked through the whole process using
standard software (e.g., Git; Torvalds and Hamano, 2005).

e public release version: the authors decide when to end this
process, and release a final version of the paper. Of course, this
is closely tied to what the reviewers demand as conditions for
recommending the paper.

52.4. Publication

Authors can use the SP network alpha and beta processes to
demonstrate their paper’s impact and validity, and then invite a
journal editor to consider their paper on that basis. A journal edi-
tor can simply join the beta process for such a paper; like the other
SPRs, he decides (based on the complete synthesis of issues and
resolutions in the issue tracker) whether he wishes to “select” the
paper. The only difference is that he is offering the authors pub-
lication in his journal, whereas the other referees are offering a
recommendation on their SP lists. Of course, the paper will typ-
ically have to be re-formatted somewhat to follow the journal’s
style guidelines, but that is a minor issue; extra material that does
not fit its size limits can be posted as an online Supplement.

Note that this process offers many advantages to the journal. It
does not need to do any work for the actual review process (i.e.,
to find referees, nag them to turn in reviews on time, etc.). More
importantly, it gets all of the SP network’s impact measurements
for the paper, allowing it to see exactly what the paper’s level of
interest is. Indeed, the journal can get a “free-ride” on the SP net-
work’s ability to market the paper, by simply choosing papers that
multiple (or influential) SPRs have decided to recommend to their
subscribers. If the journal decides to publish such a paper, all that
traffic will come to its website (remember that the SP network just
forward readers to wherever the paper is published). For a journal,
the SP network is a gold mine of improved review process and
improved marketing — all provided to the journal for free.

However, an even greater value of the SP network review system
is for areas that are not well-served by journals. If an SPR selects
a paper for recommendation to his subscribers, the authors can
opt to officially publish the paper in the SP network’s associated
journal. Note that this serves mainly to get the paper indexed by
search engines such as PubMed, and to give the paper an “official”
publication status. After all, the real substance of publication is
readership, and being recommended on the SP network already
provides that directly.

5.3. PHASE lll: ANALYSIS AND METRICS FOR SCIENTIFIC NETWORKS

Here I will only briefly list some basic metrics that the SP network
will incorporate into the peer review process. Of course, data col-
lected by the SP network would make possible a wide range of
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scientometric analyses, far beyond the scope of this paper. There
is a large literature exploring new metrics for impact; for a review
see Birukou et al. (2011).

e rigorously controlled and validated methodologies for automatic
measurement of reader interest. The basic SP network approach
of dividing content into “access layers” (e.g., title; review;
abstract; full-paper; etc.) and measuring click-through rates
provides a foundation for automatic measurement of interest
in a paper within specific audiences. However there are many
questions about how best to “control” for various sources of

noise to produce a robust, uniformly normalized measure of
interest. These are research questions and should be answered by
experimentally testing different “control” methods and directly
validating their results. As a trivial example, click-through rates
can be artifactually depressed if an unusually large fraction of
the target audience is “offline,” e.g., during holidays or a major
conference in the discipline. Such artifacts can be eliminated
by measuring interest relative to a consistent control, i.e., by
including multiple titles in any test mailing, one of which would
be a “control.” Different papers for a given audience would be
measured relative to the same control during any given time

Table 1 | Traditional peer review vs SP network.

Traditional peer review

SP network

Expert peer review (EPR): assumes each referee is expert in all aspects of
the paper.

Non-expert PUSH: 2 or 3 reviewers try to guess what everyone else in
the world (with different interests and expertise) will be interested in. Takes
weeks to months.

Journal =TV channel: every paper in it reaches the same fixed mass audi-
ence. For any individual reader, only a small fraction of papers in the journal
are of interest (i.e., he would choose to read them). This is because scientists
specialize much more finely than journals can.

Shoot first and ask questions later: each reviewer is called on to make and
state an initial ACCEPT/REJECT decision by himself, without any feedback
about aspects of the paper that are outside his expertise.

One man, one nuke: one reviewer can kill the paper.

High false-negative rate: innovative, boundary-crossing papers are more
likely to be rejected due to IDPR errors.

High false-positive rate: a large fraction of papers published by peer
reviewed journals interest no one, as shown by lack of citations.

Restart at zero: peer review is fragmented and wasteful because each jour
nal ignores previous reviews and starts over at zero. The cost in time and
effort for publishing a paper is multiplied by the number of journals the paper
must be (re)submitted to.

The reviews are thrown away: after the enormous effort involved in
reviewing a paper, no one is permitted to see the reviews.

Referee protection program: the review process is warped by the enor
mous political power each reviewer is burdened with (he must decide
whether everyone else in the world should be allowed to see the paper).

Delegated review: referees are repeatedly asked to waste time review-
ing papers that are not of interest to their work (i.e., which they would not
otherwise read).

Interdisciplinary peer review (IDPR): a paper may combine more than one
expertise, and thus may need a mix of referees, each of whom may not be
expert on all aspects of the paper.

Measured impact: impact is directly measured over a broad audience of
researchers from different possible target areas, via instant click-through
metrics. Takes a few days.

Virtual journal created for each paper via active audience search and each
reviewer's recommendation to his own subscribers. Areader subscribes only
to reviewers who match his specific interests, so a high fraction of papers
recommended by such a reviewer (based on his own interests) will interest
that reader.

Synthesis (understanding) before judgment: reviewers and authors col-
laborate to raise validation questions and discuss what assumptions and
criteria are appropriate for assessing the paper, before trying to make any
validity decision.

One man, one vote: no one has power to block a paper; each reviewer
separately decides whether to recommend the paper to his own subscribers.

Low false-negative rate: innovative, boundary-crossing papers are more
likely to be recommended.

Low false-positive rate: a reviewer must find a paper of high interest, to
recommend it to his subscribers.

Unified review: a single set of reviewers collaborates to review the paper
and then make independent decisions about whether to recommend it to
their subscribers. Journal editors decide based on those reviews (and the
known initial audience size given by those recommendations) whether the
paper is right for their journal’s audience. Each journal can see all the reviews;
the paper never needs to be re-reviewed.

Reviews are published: the research community needs to see the impor
tant concerns and issues elucidated by the reviews. Referees should receive
credit (if they want it) for this vital contribution.

Speak for yourself: no reviewer has the power to kill the paper, because
everyone just decides for himself whether the paper is of interest to him
(and makes no such judgment on anyone else’s behalf).

Interest-only review: referees are instructed to refuse to review anything
that they would not themselves choose to read (because of its compelling
interest for their own work).
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frame. Optimal signal-to-noise requires a control with a mod-
erate interest level (neither too high nor too low), raising many
interesting research questions about optimizing and automating
these methods.

e standardized measures of comparative interest for all papers.
Currently, the universal standard metric is simply the
name of the journal in which the paper was published
(i.e., “Nature”> “Nucleic Acids Research”>> “unpublished
preprint”). Many studies have shown that this “metric” is fatally
flawed by huge variations in impact among papers published in
the same journal (Adler et al., 2008). Another standard metric,
citation impact, cannot be measured until two calendar years
after publication, and thus is not useful during the period when
readers need an interest metric (i.e., to guide their choice of
what to read among recently published papers). Using its rig-
orous foundation of immediate interest metrics measured in
real-time, the SP network can supply an important market need
for a standardized measure of comparative interest that readers
will intuitively understand. For example, since the SP network
measures interest for all papers in the same, consistent way, it
could report each paper’s interest level in terms of its “jour-
nal equivalent” by comparing the paper’s interest metric vs.
the median interest metric for papers in a well-known jour-
nal. Note that by this measure some Nature papers might be
reported as having an interest level equivalent only to an aver-
age Nucleic Acids Research paper, whereas some Nucleic Acids
Research papers would be reported as having interest as high as
an average Nature paper.

e automatic “audience search” to identify the set of distinct audi-
ence(s) that would be interested in a specific new paper. For a
completely new paper, the system can predict its level of inter-
est for different audiences, but its confidence intervals might
be poor. By quickly measuring the actual interest in the most
promising audiences (i.e., by showing the title to random sam-
ples of individuals from the target audience(s) and measuring
click-through rates) it can both get more confident estimates
for these audiences, and updated predictions for other audi-
ences/individuals who are likely to be interested. Multiple cycles
of this process can be run automatically over a timeframe of a
few days, for example to give authors a validated list of target
audience(s), among whom they could then ask reviewers to

consider their paper. Note that such methods would enable the
SP network to auto-generate a “virtual journal” (unique list
of subscribers) optimized for each specific paper. Whereas tra-
ditional journals function as purely “passive containers” with
essentially static audiences, the SP network would gradually
transform itself into an “active matrix” that uses rapid cycles
of interest-prediction and online test-marketing to actively seek
out the true audience(s) for each paper.

CONCLUSION

One way of restating this proposal is that the challenges of scien-
tific communication are too large for any one individual. In many
fields, innovative papers tend to combine multiple expertises such
that a referee will find some part of the paper goes outside his
expertise. Yet standard peer review asks him to review it as if he
were a universal expert able to decide both its impact and validity,
by himself. The system places the whole burden of decision on a
single individual (one referee can block the paper). It gives him
no tools for sharing this burden by systematically collaborating
with others with different expertise. It forces upon him an all-or-
nothing distribution decision (ACCEPT or REJECT), because it
lacks any way to break that decision down into finer granularity
(e.g., different decisions for different sub-audiences).

In general, journal peer review suffers systemically from
pathologies of excessive centralization, in other words, asking one
person to make a decision for everyone else, when there is no sound
basis for him to do so. The SP network solves these problems
first by breaking them into many independent decisions distrib-
uted over many people, and second by integrating those people
together with good tools for sharing expertise and collaborating
in this assessment. Table 1 summarizes how the SP network breaks
down the tasks of peer review much more finely and effectively.
Tis a consummation devoutly to be wished.
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1. INTRODUCTION

Open peer review has been proposed for a number of reasons, in
particular, for increasing the transparency of the article selection
process for a journal, and for obtaining a broader basis both for
feedback to the authors, and for the acceptance decision. It has also
been proposed that the contents of the reviewers’ comments and
of the authors’ responses to them may in themselves be of interest
to the community of researchers in the area of the work, and that
they should therefore be published and preserved.

Several of these goals rely on the existence of a lively review dis-
cussion. If the discussion falters then only the transparency goal
remains, and if the discussion is limited to comments by two or
three appointed referees and the authors’ responses to them then
the review process is little more than traditional peer review where
merely the reviews are made publicly available.

Unfortunately, several experiments with open-process peer
review in recent years have encountered the problem of faltering
review discussions, for example, the experiment made by Nature
in 2006 (Editorial Report: Nature’s Peer Review Trial, 2006). It is
therefore of interest to study examples of open peer review where
it has been possible to maintain lively discussion, at least in some
parts of the experiment, and to discuss the factors that may affect
the volume and the character of the discussion.

The Electronic Transactions on Artificial Intelligence (ETAI)
was an early experiment with the use of an open peer review
process where lively review discussion was an explicit goal, and
in fact an essential ingredient in the journal’s review process. This
journal was started by myself in 1997 because of my dissatisfaction
with traditional peer review, and with an idea about an alternative
peer review method that would not suffer from the same prob-
lems. Some parts of the journal’s activities enjoyed lively review
discussions; other parts did not. In this article I shall describe the
experience from the ETAI in this respect and compare them with
observations of one other two-stage peer review journal. I shall

observe that the problem of maintaining liveliness seems to be
related to the question of scaling up of the journal’s size, and con-
clude with suggestions for how scaling up may be achieved without
sacrificing liveliness.

2. RATIONALE AND CONSTITUENCY FOR THE ETAI
Around years 1995 and 1996 I was concerned about the following
problems with traditional, confidential peer review:

e The process can be manipulated. This is bad in itself, and it
inspires distrust.

e Ifan article is rejected although its contents actually merit pub-
lication and this is discovered some years later, it is in practice
impossible to correct the mistake and give due credit to the
author. This is always damaging, and in particular so for articles
that are ahead of their time.

e If an article is controversial, then the controversy should be
brought out in the open so that everyone can make his or her
own opinion about it. It should not be kept inside the close walls
of the peer review process.

e Since reviewers are anonymous, they can not get proper credit
for the work they put in. Quality control of the reviews is
difficult for the same reason.

e Peer review is intended to serve two purposes: to provide feed-
back to the authors so as to improve the article, and to give a
guarantee of quality. Its efficiency with respect to the first aspect
is often marginal and could be improved.

Considerations similar to these have been discussed by many
authors both before and after that time; see for example Gura
(2002)and Benos et al. (2007). They led me to propose and to
start the Electronic Transactions on Artificial Intelligence (ETAI)!

Uhttp://www.etaij.org/
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as an attempt toward the solution of these problems, without
losing the strong points of conventional peer review. The research
area being addressed by the ETAI is Artificial Intelligence, and
some background about the character of this field is relevant for
understanding the development of the ETAI itself.

Artificial Intelligence is a relatively independent branch of com-
puter science that has strong connections to formal logic, formal
linguistics, cognitive science, and a variety of other disciplines
ranging from control engineering to psychology. The social struc-
ture of this partly interdisciplinary field of research is relevant for
the ETAI peer review model: artificial intelligence can be viewed
as consisting of a fairly large number of specialities, each with its
own “college” of researchers that are active in the area, that meet
regularly at conferences and workshops, and that to a large extent
know about each others’ research directions. Each “college” has
a worldwide membership that may count one or a few hundred
researchers including the graduate students. The likely readers and
the likely peer reviewers of a research article are usually found in
the circuit of such a “college.”

Structures of this kind occur in many scientific disciplines but
apparently not in all.

A second, important consideration concerns the character of
research in the field. There is a combination of theoretical research
and systems-building research. Theoretical research is done with
standard methods of applied mathematics as applied to formal
logic. Systems-building research is often done in large projects
involving many participants over an extended period of time. It is
generally acknowledged in the field that the results of systems-
building research do not easily conform to the conventional
publication formats, since it is difficult to identify “result mod-
ules” that are sufficiently independent of the rest of the large
project and that can easily be published. Also, even if it is pos-
sible to construct a number of such “result modules” from a
large project, the collection of these often fails to give a correct
insight into the real results of the entire project. Finally, a large
part of the real project results have such a character that they can
best be communicated in a dialog-like setting where the pros and
cons of different design decisions, for example, can be presented
and discussed. They therefore do not fit so well into a frame-
work where one expects to publish definite and unchallengeable
results.

3. CONCEPTS AND DISTINCTIONS

The concept of “open peer review” is presently being used for sev-
eral fairly different models of peer review. A basic distinction can
be made between open-names peer review which is similar to tradi-
tional peer review except that the identity of the reviewers is shown
openly, and open-process peer review where interested parties are
invited to join the peer review process that takes place before an
article is accepted for a journal or other similar venue. Hodkinson
(2007) uses the term community peer review for open-process peer
review and introduces additional distinctions.

One may notice that open-names and open-process approaches
may be combined in several ways, so that one may use open-
process peer review that does not operate with open-names, and
vice versa. The present article will only address open-process peer
review and will use the term open peer review as a synonym.

The ETAI used a two-stage peer review process (Sandewall,
1997b, 2006, 2009) that is based on both open-names and open-
process, and that works in the following steps. Submitted articles
are screened for relevance and if they pass this filter, they are posted
on the journal’s webpage and made available to the community of
researchers in the research area that the article addresses. This
begins a 3-month period of open, constructive critique: questions
are posed to the author, objections can be made and answered,
and so forth. This review process is entirely open, so the names of
all participants are seen openly (with rare exceptions). After the
open discussion period, the author is able to revise the manuscript
based on the feedback obtained, and resubmit it to the journal. It
is then sent for refereeing to two or three referees whose identity
is not divulged. The task of the referees is to only make a pass/fail
decision, and they are asked not to propose additional changes in
the article.

This separation of the peer review process into two stages
reflects the two major purposes of peer review, namely, to improve
the quality of submitted manuscripts, and to establish quality stan-
dard. Conventional peer review integrates these two goals, whereas
in our system they are separated so that the purpose of the first
stage is only for feedback to the author and for quality improve-
ment, and the second stage is only for maintaining the quality
standard. Therefore there is only one revision of an article, namely
between the first and the second stage, and the version of the arti-
cle that is submitted to the second stage becomes the final article
if it is accepted. (This is the principle, but in fact there were occa-
sional exceptions where a second round of minor revisions were
requested).

The concept of publication needs to be made precise in the con-
text of open-process peer review, in particular because of the very
peculiar way that this word is used in the scientific community.
The original and natural meaning of “publication,” in the sense of
an activity, is of course to “make public.” However, in the context
of scientific communication it is often considered to mean “pub-
lished after having been accepted in a peer review process.” This
terminology is problematic for us since open-process peer review
requires by definition that articles are made available to the sci-
entific community in its topic area for the purpose of starting the
peer review process.

It is interesting to notice how this peculiar terminology has
arisen in the first place. It can be led back to the establishment of
the Ingelfinger rule (see, e.g., Angell and Kassirer, 1991), a principle
developed by Franz Ingelfinger in the 1950s for use in the editorial
offices of the New England Journal of Medicine, stating that this
journal would not publish any articles whose contents were also
published elsewhere, and requiring authors of submitted manu-
scripts to abide by this rule. The effect of this rule was to establish
the journal as an archival one: if it is intended that annual volumes
of ascientific journal are to be preserved in university libraries then
it is inefficient to store several copies of the same article, whereas
for journals that are received, read, and discarded this is not much
of an issue.

The Ingelfinger rule was quickly adopted by many other jour-
nals at the time and has remained popular. Unfortunately however
it was established only a few years before the spread of afford-
able small-scale reproduction technology using mimeograph
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machines, and later on using large-volume copying machines.
These had the effect that researchers in some fields started to
prepare “departmental reports” for distribution to peers ahead
of journal publication.

Journal editors and publishers reacted to this technical devel-
opment in two different ways. In some areas, such as medicine, it
was correctly observed that such departmental reports were pub-
lications, and according to the established rule the existence of
such a report precluded publication of the same results in a jour-
nal, which of course effectively prevented the practice from being
adopted at all. In other fields, such as mathematics, physics, and
computer science, it was decided instead that departmental reports
was a valuable thing to have, but instead of retracting the Ingelfin-
ger rule one decided that a departmental report would not count as
a publication, thereby making it possible for journals to accept such
manuscripts. It is this game with the words that haunts us today.

This was an important issue when the ETAI was launched, in
particular since one of the critical questions that we heard when
we presented our novel peer review model was: if an article is dis-
tributed openly before being accepted to the journal, how can one
avoid that someone else “steals” the results and publishes them in his
own name? There was only one way of addressing this problem,
namely, to return to the original meaning of “to publish” and to
state as a terminological policy that an article was to be considered
as published exactly when it was made public to the members of
its peer community, which meant, well before it was accepted to
the journal, and without any guarantee whatsoever that it would
eventually be accepted. In this way, the priority for the results in
the article should count from the date when the article was first
made available.

This policy immediately led to a second question: if the article
was published before being accepted for the journal, then who was
the publisher? This led to the creation of the Linkédping Univer-
sity Electronic Press (LiU E-Press)? as an open access publisher
precisely for the purpose of having a publisher for submitted
articles.

Consequently, whereas the Ingelfinger rule says that the jour-
nal will not publish previously published articles, our procedure
implied that the journal would only publish previously published
articles, namely, after the successful peer review of an article that
had been published so that it could be peer reviewed.

These considerations concerning the concepts of publication
and of publisher were laid out in an article that was published
by the LiU E-Press in 1997 (Sandewall, 1997a). It was of course
important to obtain as broad acceptance as possible of these
unconventional ideas. I was therefore glad to have been invited
to a working group that had been asked by the Association of STM
Publishers (Science-Technology-Medicine) to find an answer to
the question: What should be considered as a publication in the elec-
tronic age? — the problem being of course that there is no obvious
original copy of a document that is produced and disseminated
electronically.

The working group’s report (Frankel et al., 2000) reflects some
of the ideas that have been described here, in particular insofar

Zhttp://www.ep.liu.se/

as it recognizes several successive versions of a publication, where
the peer reviewed version is designated as “final” but the earlier
versions are also recognized as “publications.”

However, in my opinion the group never answered the basic
question that had been posed, that is, how do you define the pub-
lication then? My own answer to this question was and is that
one must first define an electronic publisher as an organization
that is able to organize, preserve, and disseminate electronic doc-
uments persistently, and then define an electronic publication as an
item that has been published by such an electronic publisher. The
group did not however want to address this admittedly somewhat
philosophical issue.

4. CHALLENGES FOR A NEW PEER REVIEW MODEL
ETAT’s two-stage, open-process peer review model was easily
accepted in its own research community of Artificial Intelligence.
It was given particular strength since we secured the support of
two important parties: it was published under the auspices of the
Swedish Academy of Sciences and of the European Coordinat-
ing Committee for Artificial Intelligence, which is a federation of
national A.I. societies.

This does not mean that everything was easy. The challenges
were of several kinds:

e Doubts about the model by representatives of other disciplines,
which in turn caused some of our colleagues to stay away from
it.

e The problem of getting the flow of submissions to start initially.

e The problem of maintaining coherence in a journal that was
divided between a number of specialized areas.

e Insufficiency of the computational and administrative infra-
structure.

Any new journal of this kind is likely to face these questions, and
it is important to be clear how a particular model for open peer
review can handle them. I shall discuss them in turn.

4.1. DOUBTS ABOUT THE OPEN-PROCESS PEER REVIEW MODEL

A number of persons told us that the ETAI peer review model
simply would not work when it was first explained to them. Their
pessimistic predictions turned out to be incorrect. It is interesting
to note that the reason for the incorrect predictions was because
people extrapolated from their acquaintance with traditional peer
review but the extrapolation was not applicable.

In particular, one objection was that the model would not work
since no one was going to contribute critical comments to the
open peer review discussion for not risking to make enemies with
the authors. This analysis was incorrect because whereas a critical
comment in conventional peer review is to the author’s disadvan-
tage (at least in an immediate sense), in the two-stage peer review
scheme the author has a fair chance to respond to the critique, and
also to make a correction in the article if this is warranted.

In fact, several of our authors reported that they were glad to
receive critical comments since this made the discussion more
lively, and therefore they obtained more attention for their article.
This is like at a Ph.D. defense: a dull session is not appreciated, and
the best is if the candidate obtains difficult questions and is able
to answer them well.
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Another objection was that we would be overwhelmed by an
avalanche of so-called “junk” articles, since authors would see a
chance to have their articles published without peer review. This
did not happen exactly because of the openness in the system.
Under the conventional peer review scheme it does not “cost” any-
thing to submit a substandard article since only the reviewers will
know. In our model the quality of the article and the fact that it
was not eventually accepted would be clear to everyone.

Predictions of this kind have appeared repeatedly, e.g., in an
editorial of Editorial: Revolutionizing Peer Review (2005), but
repeated practical experiences seem to refute it. The experience
of the journal Atmospheric Chemistry and Physics (ACP) is similar
to ours in this respect (Koop and Poschl, 2006).

A complementary prediction was that we would not receive any
submissions at all since no one would want to risk the shame of
not having their article accepted. Fortunately it turned out that
authors were more wise than that. We did decline some contri-
butions and this did not have any noticeable effect on the flow of
contributions afterward. Conversations with actual and would be
authors suggested that this was not perceived as a problem.

Another objection concerned rejected articles. An article that
hasbeen rejected from a journal that uses conventional peer review
can be submitted to another journal, but in our case this might
not be possible, it was argued, since the article has been pub-
lished in the formal sense. This did not seem to be a problem in
practice, however, in particular since Computer Science is an area
where prepublication using departmental reports is widely used
and accepted, so journals tend to be generous in their interpre-
tation of “previously published.” It might have been different in
another field.

However, it should also be said that the practice where an author
of a rejected paper resubmits the same paper to another journal
without first acting on the reviewer feedback, is in fact a problem
for the research publication system. Under the ETAI system it is
still possible to submit repeatedly in this way, unless the second
journal has a principle against it, but since the negative reviews
from the ETAI are publicly available the author will have strong
incentives to address the critique before the new submission.

Yet another objection was that the delay of 3 months until
the acceptance of an article in the journal was too long. In the
AAAS/UNESCO/ICSU workshop in 1998, Parker (1998) of the
Royal Society of Chemistry stated?:

[This] contribution describes a very nice refinement to open
review. However, I think most chemists would be horrified
by the thought of peer review taking three months for the
initial phase plus a bit longer for the intensive phase. The
current average time from receipt to publication in RSC’s
flagship journal, Chemical Communications, is under 80 days
and decreasing! I think this raises the distinct possibility of
divergence of peer review policy among disciplines.

and later on:

Perhaps chemistry is less contentious and results less open to
multiple interpretation than other disciplines. Certainly the

3www.aaas.org/spp/sfrl/projects/epub/ses3/parker2.htm

vast majority of decisions as to acceptance or rejection are
very straightforward for chemistry articles using traditional
peer review.

The observation that different disciplines operate under so differ-
ent conditions that entirely different quality control schemes may
be appropriate should of course be taken seriously. However, with
respect to the time delay to “publication,” the question must be
whether the chemists in this case want a quick decision in order to
be able to disseminate the result to peers and obtain priority for it,
or if it is in order to be able to put this additional merit item into
his or her CV. If the former is the case then of course the delay time
in the ETAI model is zero, since the result is disseminated and pri-
ority is established at the point where the review discussion starts.
In the latter case, on the other hand, one will not be willing to
accept substantial discussion periods, in particular if the character
of the field is such that there is rarely much to discuss anyway.

In summary, we did have to work with explaining the two-stage
open peer review model, and the important message had to be: in
this system all the rules of the game are changed and all the habits
change; you must think of it as an entirely different publication
culture.

4.2. STARTING THE FLOW OF SUBMISSIONS AND DEBATE

Another type of problem involved starting the entire process: not
only getting the first submissions, but also getting the discussion
to start for each of these. This was a chicken-and-egg situation:
people were not likely to contribute to a discussion that no one
listened to, but people would only listen if there were already some
contributions.

The relatively unsuccessful experiment with community peer
review in Nature in year 2006 (Editorial Report: Nature’s Peer
Review Trial, 2006) may possibly be due to this problem.

Under the ETAI system, the interested community for an article
was notified using an email message when the article was presented
for review discussion. This was maybe sufficient for getting some
of these researchers to take a look at the article, but it did not
suffice for getting the discussion started.

Two measures were instrumental for dealing with this problem
in the ETAL. When the journal was entirely new, we presented
its review scheme as having some of the features of a confer-
ence presentation, besides being a journal. At a conference you
can present your work and get feedback on it, but in our journal
you could have 3 months of discussion instead of 5 min, and the
discussion was open to everyone in the research community in
question and not merely those that attended the conference, and
finally it was preserved and could be read (and continued) later
on. As a continuation of the same parabole we started panel dis-
cussions in the ETAL where a few panelists made initial statements
and then a discussion followed in our medium. This was effective
in demonstrating to our constituency that if you send in a debate
contribution then it is immediately seen by others, and this in turn
encouraged submissions and debate contributions.

A second measure was taken if the discussion about a partic-
ular article did not start spontaneously: in those cases we could
ask one or two colleagues to be discussion starters by making some
initial comments. The experience was that once the discussion had
started it tended to continue.
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4.3. MAINTAINING COHERENCE

Our peer review model depended strongly on having an identifi-
able community whose members were likely to participate in the
discussions. This was made possible by the fact that was mentioned
initially, namely, that the research field of Artificial Intelligence is
structured as a set of “virtual colleges” each having one or a few
hundred members internationally. The mailing lists for the partic-
ipants in these colleges were therefore essential for the functioning
of the journal. Please recall that this was done long before the exis-
tence of social media; all communication had to be done using the
journal’s website and communication by email.

The ETAI was therefore organized as a federation of specific
research areas, each with its own area editor, its membership list,
and so forth. Articles could only be submitted to a specific ETAI
area and if there was no area that matched a particular article
then it simply could not be submitted. Area editors were quite
independent and operated their own wings of the journal.

The coherence and uniformity of the journal therefore became
an issue. In retrospect I feel that I should have done more toward
building the team spirit in the group of area editors; this would
have made the journal stronger, it could have resulted in amore
uniform appearance in the websites of the respective areas, and
most importantly, it could have given help and support to the area
editors in their work.

At the same time I do not think it would have been possible to
work without the organization as a federation of areas. The task
of the area editor in this scheme requires expertise and recognized
standing in the area in question. It also demands much more work
than being an area editor in a conventional journal, in particular
because the area editor has to moderate the discussions about the
submitted articles.

4.4. INSUFFICIENT COMPUTATIONAL AND ADMINISTRATIVE
INFRASTRUCTURE

The publication and peer review scheme that was used by the

ETAI required a computational infrastructure for the following

purposes:

e For the publication of submitted articles, using the Linképing
University Electronic Press.

e For the dissemination of information about newly submitted
articles, and for the reception and dissemination of contribu-
tions to the discussion about an article. This was done using
both email messages to the area members and additions to the
area’s website.

e For the preparation of finally accepted articles in a form whereby
the successive issues of the journal would have a graphic
appearance that matched traditional journals.

e For the presentation of issues and volumes of the journal, con-
taining both the actual articles and the review discussion for
each of them.

These computational facilities were not ready when we started the
journal; they had to be built as we went along. It would of course
have been better to implement them first, but we had been eager
to get started, we certainly underestimated the amount of work
that was needed, and we did not know in advance what facilities

would be required. In any case, the requirement to build this soft-
ware and, at the same time, to do the editorial work using partly
improvised facilities led to a certain exhaustion on my part, and it
was probably one of the factors that led to the discontinuation of
the journal after a few years of relatively successful existence.

5. COMPARISON WITH CONVENTIONAL PEER REVIEW

An analysis of the advantages and disadvantages of a particular
model for peer review should start with an identification of the
goals that this process shall serve. Some such goals were mentioned
in the Introduction, but there are in fact some additional goals that
may be considered, as included in the following list.

o Availability of reviewers: insure that qualified reviewers will
agree to participate and that they will wish to spend enough
time and effort on the review assignment.

e Amelioration: improve the quality of a submitted article by
providing feedback to the author.

e Posterior use of reviews: are the reviews valuable after the end of
the peer review period?

e Selection: acceptance to the journal confirms that the article
meets a specific quality standard, which helps readers decide
which articles to read.

e Fairness: it is not merely in the interest of the readers, but also
in the interest of the authors that acceptance decisions are fair
and unbiased.

e Merit: acceptance of the article contributes to the author’s
scientific credentials.

e Attention: in the case of open-process peer review, the discus-
sion in that process gives attention to the article in the researcher
community of the article’s topic.

We shall use this list as a framework for comparing the ETAI model
for two-stage peer review with the conventional, blind review
model.

The Attention aspect is by definition not present for conven-
tional peer review. Authors in the ETAI reported that for them it
was an important and positive aspect of the review model.

Conventional peer review integrates the Amelioration and
Selection aspects into one single process. In two-stage peer review
the two stages are dedicated to the Amelioration goal and the
Selection goal, respectively.

The quality of the process with respect to Amelioration and
Selection depends of course entirely on the competence and the
efforts of the reviewers. I can only provide a subjective and qualita-
tive estimate of this, based on also having been co-Editor-in-Chief
of the journal Artificial Intelligence, AIJ (the most prestigious jour-
nal in its area) for a number of years, besides of course my general
experience of other journals. My experience is that the quality of
reviews varies enormously between journals, and that the quality
of reviews (i.e., contributions to the open review discussion) in
the ETAI was in the upper-middle range. It could not match the
AIJ, but it was as good or better than many others.

One way of estimating the Selection effect is to check the accep-
tance rate, with an assumption that a low acceptance rate in a
journal indicates that only articles with very high quality will be
accepted there. In the case of the ETAI, the number of declined
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articles was quite low. This might be an indication to its disadvan-
tage, but there are some considerations that should also be taken
into account. First of all, the numbers may not be comparable
due to the “shame” effect that was discussed above: it is likely that
authors thought carefully before submitting an article, in consid-
eration of the risk of having it declined, and if this is true then
the overall quality of submitted articles would tend to be higher.
I have no way of quantifying this, but the argument suggests that
one should be careful when comparing acceptance rates for the
two peer review systems.

Another question in this context is whether it is truly in the
interest of the scientific community that a journal is very restrictive
with acceptances? For example, if reviewers have widely different
assessments of an article and neither reviewer is willing to change
their opinion, is this then a reason for accepting the article or
for rejecting it? A strong emphasis on “quality” implies a reject
decision, but this may effectively stop new and truly important
contributions.

The usual argument in favor of a strict acceptance policy refers
to the Selection goal: readers have limited time at their disposal,
and the peer review process shall assist them by filtering out the
articles that are required reading. Notice, however, that this is one
more example of how the analysis departs from the character-
istics of the conventional peer review system, without taking the
effects of the alternative system into account. This is because in the
conventional system, the only information that is available to the
reader for his or her selection decision is the binary information
that the article was accepted, plus of course the information about
and by the author, such as the abstract. In the open-process model,
on the other hand, the would be reader may check the discussion
about the article as a first indication of whether the article is worth
reading or not for him.

In general, the more metainformation you have about an arti-
cle, the better. The abstract and the record of the discussion play
different and complementary roles. As a reader, the information
about the author and the author’s institution gives some cues about
quality and relevance. The title and the abstract are important for
identifying whether the topic is relevant for him. The record of
the discussion moderates these first impressions with respect to
both quality, relevance and novelty. Consequently, a journal with
open-process peer review may be somewhat more generous with
its acceptances, thereby reducing the risk of missing important
original developments, and still provide its readers with enough
information that they can select their reading menu efficiently.

Another argument with respect to acceptance policies is that
the acceptance of a marginal article tends to reduce the journal’s
impact factor. The argument goes as follows. It is known that the
distribution of citation counts is extremely skewed, so that a small
number of articles obtain very many citations, and most articles
obtain few. Since the impact factor for a journal is calculated as
the arithmetic average of the citation counts for all articles in the
journal, any article whose citation count is lower than the jour-
nal’s average will reduce its impact factor. Moreover, although one
must be sympathetic to the problems of getting groundbreaking
articles published, the hard fact is that they will only gain atten-
tion after a number of years, whereas impact factors are calculated
based on citation counts during only a few years after publication.

Therefore, publication of such (rare) articles does not contribute
favorably to the journal’s impact factor.

The only thing one can say about this argument is that it illus-
trates the irrational character of the use of impact factors, and its
detrimental effects on the scientific publication system.

The goal of Fairness is an important one. Benos et al. (2007)
expressed doubt that open-process peer review would represent
an improvement in this respect; they wrote:

Both of these journals (ACP and ETAI) do not unmask the
people who decide whether or not a paper is publication wor-
thy. .. .This does not remove any bias, perceived or real, by
referees or editors. Thus, these forms of open review, while
alleviating the delays and increasing transparency, will not
attenuate perceptions of bias at the actual acceptance step of
the process.

This analysis is incorrect, for two reasons. First, the transparency
of the review discussion and the attention that it provides for the
article before the acceptance decision is a significant safeguard
against malpractice in the refereeing stage. Secondly, even if an
article is declined in the refereeing stage in the ETAI, it will still
have the advantage of first publication with the ensuing citability
and the proof of priority of the results. This means that a mistaken
decision to decline or reject an article, should it occur, is much less
detrimental for the authors and the article than what it is when
the conventional peer review process is used.

A final remark concerns the Merit aspect of the peer review
process. One consequence of the rapid growth of science and of
scientific publication is that researchers and research projects are
increasingly evaluated based on numbers that represent their pub-
lication and citation scores, whereas in older times it was taken for
granted that in order to evaluate a person’s research you must read
and evaluate his or her publications. There are many voices to the
effect that the numerical evaluation is very unsatisfactory, but the
argument is anyway that we do not have any choice, in view of
not only the amount of reading that would otherwise be required,
but also the increasing specialization whereby reviewers are fre-
quently called on to assess and to compare candidates whose area
of research they do not themselves master. The persistent avail-
ability of the review discussion for an article may alleviate this
problem, since even an outsider may often get a good notion of
a researcher’s standing and the quality of her work by hearing or
reading an exchange of opinion between this person and his or her
peers.

This possibility requires however that the discussion about each
article is sufficiently extensive, which again adds to the reasons why
it is in the interest of an author to have as many contributions to
his review discussion as possible, including in particular a number
of critical contributions that it is a challenge to answer.

6. MAINTAINING LIVELINESS IN PEER REVIEW
DISCUSSIONS

As one can see from the ETAI webpage, some parts of the jour-

nal enjoyed lively peer review discussions, and in other parts the

discussion did not really get off the ground. As stated in the Intro-

duction, it is of great interest to understand the factors behind this

difference.
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6.1. PAST EXPERIENCE

Almost the first things that we learnt after starting the ETAI was
that discussions do not usually start by themselves. Merely posting
articles on the journal’s website and inviting contributions is not
very effective. I have described the methods that we used for start-
ing discussions, and some of the cases of failed discussions may
have been due to the insufficient use of these methods.

However, looking in retrospect at the ETAI experience it seems
that another factor was also important, namely the question of
reader fatigue and the related question of limited exposure. In those
cases where a reader of the journal was exposed with a consider-
able number of articles in the same short period of time, it seemed
that it was difficult to get the reader to engage herself or himself
in any of these articles, whereas if only a few articles were offered
and these were quite relevant to his interests, then it was much
more likely that he or she would write a debate contribution. The
partitioning of the journal and the readership into areas of limited
size insured that each reader of the journal received a sufficiently
limited exposure and a sufficiently focused set of new articles per
time unit for her or his consideration.

The hypothesis that a limited reader exposure was important
for insuring good participation in the discussions is not some-
thing that we can validate by hard data; it is only based on a
general understanding of how our readers operated. It is however
consistent with the actual discussion intensity in the ETAI, and in
particular with the outcome of our attempts to base special ETAI
“sections” on contributions at specialized workshops. The idea for
this was simple: such a workshop engages the same “virtual col-
lege” as is used for defining an Area within the ETAI, workshops
are used both for presentation of recent work and for discussions,
and the ETAI seemed to be a natural way of extending both those
aspects of the workshop activity. To begin with, we would invite
the workshop participants to write down their main comments at
the workshop and to contribute them to the ETAL

This worked very well in one case, and not very well in several
others. The Special Section on Knowledge and Reasoning in Practi-
cal Dialog Systems* is a case where it worked very well, but it also
required a considerable effort by the area editors for obtaining
and editing the debate contributions from the workshop partici-
pants. On the other hand, when individual articles were submitted
one at a time it was easier for an area editor to obtain a viable
discussion.

It is interesting to compare this experience with the situation
in the journal Atmospheric Chemistry and Physics (ACP; Koop and
Poschl, 2006)° which is arguably the most successful example of
two-stage open-process peer review at present, and which started
its operation in 2001. The peer review procedure in the ACP, as
described on its website, is in principle quite similar to the one used
by the ETAI, but with one major difference: the ETAI was organized
as a federation of areas and the discussion was primarily viewed as
an internal discussion within each area, but the ACP does not have
such a structure. All submitted articles are presented in a single,
chronological list on the ACP webpage, and the interested reader

*http://www.ida.liu.se/ext/epa/ej/etai/1999/D/
Shttp://www.atmos-chem-phys.net/

will see all of them. Furthermore, the publication volume of the
ACP is significantly higher than for the ETAL

It is against this background that one must read the statis-
tics about the participation in review discussions in the ACP. For
example, as observed on May 15, 2011, among the 41 submis-
sions that had been received between March 1 and March 15, 32
had obtained no or one contribution to the discussion. Six of
them had obtained 2 contributions, and 3 of them had obtained
4 contributions. Among the 24 discussion contributions in the
discussions with more than one contribution, only 5 where by
third-party persons and the other 19 were by a designated referee
or by the authors. These figures apply 2 months or more after the
beginning of the discussion. For the 39 articles received between
May 1 and May 15, only one of them had even one discussion
contribution.

It seems, therefore, that although the ACP is a very impressive
example of the use of open-process peer review, the most impor-
tant aspect of its model is that it advances the transparency of
the review process, and that it guarantees that articles are pub-
lished and citable from the very beginning of that process. On the
other hand, if one is interested in obtaining a real community dis-
cussion about submitted articles, then the ACP does not offer a
strong case.

As already mentioned, the approach used by the ETAI was rel-
atively labor intensive for each of the area editors, and it only
covered some parts of Artificial Intelligence. Consider, therefore,
the question how one would organize a journal that used open-
process peer review with lively discussions and that was anyway
able to publish several hundred articles per year. How would it be
organized, given what has been said about the need to both encour-
age and to moderate the discussions about each article. This is the
question that must be answered if the strong aspects of the ETAI
experiment is going to scale up.

6.2. AFIRST PROPOSAL

The first step toward answering this question must be to obtain
a clear understanding of the structure of the scientific discipline
that the journal would serve. Does it resemble the structure of
Artificial Intelligence where there are identifiable specialities with
their own problem statements, memberships, workshops, coop-
erations, and competitions, and is the difference only that the
number of such specialities is much larger? Alternatively, does it
instead have a more open structure where researchers continu-
ously monitor research articles and results that emanate from a
much larger population of fellow scientists?

In the former case I imagine that it should be possible to scale up
the approach that was used by the ETAI while using the Wikipedia
organization as a model. Concretely speaking, it would be nec-
essary to organize the resulting large number of areas and area
editors using a firm set of rules and guidelines for all aspects of
the journal’s operation, and to have a reliable and complete com-
putational infrastructure already from the start of the operation.
These were things that the ETAI did not have.

6.3. A SECOND PROPOSAL
In the latter case, it seems clear that the ETAI model would not
work: having a large number of members in an area for the journal
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would put an unreasonable workload on the area editor, and our
informal observations of the importance of reader fatigue sug-
gests that participation in the discussions would anyway be too
low. Moreover, the observations of actual debate participation in
the ACP suggests that its model will also not be able to support
lively discussions.

I will therefore offer the following proposal for how to orga-
nize a larger journal in this case: one may try using a system based
on ad-hoc discussion groups. For each article, or for a small set of
related articles, one would form a discussion group that should
last for the entire review period of the article(s) in question. Peers
should not be enabled to make discussion contributions randomly
in the full set of articles that are under discussion, but only by
joining a discussion group and staying with it. In order to insure
continuity and coherence in the discussion, a participant in the
journal’s discussion activities could be encouraged to engage in a
reasonable number of groups at each point in time, and to join a
new group when one that she is in has completed its work, i.e., the
acceptance decision has been made. The identification of a new
group to engage in could be made through invitation by another
group member (“Here’s an article that you'd find interesting”)
or by active search by the participant, or by a service where the
software system suggested relevant groups.

An important consideration would then be to strive for a good
mix of participants in each ad-hoc group, in particular, to engage
the entire range from Ph.D. students to senior researchers. In fact,
an advisor might find it worthwhile to require her or his students
to participate in a number of such groups as one part of their Ph.D.
study.

The purpose of organizing such ad-hoc discussion groups
would be to arrange a level of contact between reader and journal
where limited and focused reader exposure is obtained, and where
it should be possible to attract and retain the reader’s attention to
a limited number of articles. An obvious problem with this model
would be that some articles may attract a very large number of
discussants, and others may not attract any. The former problem
should not be handled by creating several groups, since it would
overburden the author; it would be better to simply let the system
enforce a limit on the number of discussants for each article. The
problem of no discussants or too few discussants is more difficult,
but one possibility would be to refer such articles to conventional
peer review.

Another possibility would be to decide that if no one is inter-
ested then the article is automatically declined for the journal.
Such a policy would not be as harsh as it may sound, since the
likely of effect of it would be that each author would try to engage
a certain number of discussants for her or his article. Hopefully
this would be sufficient for avoiding the situation where a perfect
paper is dropped because no one has anything critical to say about
it. The scheme might however bias the discussion in a too positive
and uncritical direction. This can only be determined by actually
experimenting with this policy as well as alternative ones.

7. ADDITIONAL ASPECTS OF TWO-STAGE PEER REVIEW

Although the question of maintaining liveliness of discussion even
in the case of scaling up is the most important issue, there are any-
way some other aspects of two-stage open-process peer review

that may be discussed in the light of the experiences that have
been described.

7.1. SHOULD OPEN-PROCESS PEER REVIEW USE AN OPEN-NAMES
POLICY?

With the experience from having operated the ETAI it is inter-
esting to read about other experiments with open-process peer
review as well as reading more general comments and proposals
in the same direction. It is striking that many of them make the
same extrapolations from the culture of conventional peer review
as we encountered when the ETAI was started. In particular, it is
frequently argued that the identity of the discussants must be kept
confidential because otherwise the comments will be very dull; see
e.g., Suls and Martin, 2009), or Khan (2010) for an editorial in the
British Medical Journal. Our experience was however contrary to
observations such as these, for the reasons that were stated above.

There was in fact one particular occasion when a discussant
requested that his name should be withheld, but for an interesting
reason: he had made similar, critical remarks to the same article
when it had previously been submitted to a conventional journal,
and rejected, and if his name were to be stated in the ETAI dis-
cussion then he feared that the author would be tired because of
the role he had played in the decision of that other journal. This
illustrates how it is the character of the conventional peer review
process that causes reviewer anonymity to be an issue, and not the
phenomenon of critique in itself.

To the extent that lively review discussion is considered as an
important goal, so that transparency of the review process is not
the only consideration, it is also plausible that an open-names pol-
icy with respect to all participants in the discussion will increase
the attention that is paid to the discussion, and therefore, will tend
to increase the number of further contributions to it. Knowing
who has written a contribution to a discussion adds to the reader’s
perspective on it and is likely to stimulate her or his opinions on
the matter. It follows also that an additional advantage of the open-
names policy is that it may help strengthening the community of
researchers in question, and in particular to help including those
that are not able to travel to the important conferences.

7.2. DURATION OF THE COMMENTARY PERIOD

Several proposals for open peer review suggest that the discussion
should go on for an unlimited time, and in some cases that there
should not be any strict acceptance decision but merely an initial
screening for relevance and appropriateness of a submitted article.
This means in effect that only the first stage of the ETAI two-stage
process is used, and it goes on indefinitely. However, even in the
two-stage process there is absolutely no reason why one should
not be able to add further comments to the discussion after an
article has been accepted, or after it has been declined, and in the
latter case this might also lead to the article being reconsidered for
acceptance®. On the other hand I still believe that there is a value in
having a limited period of time when particular attention is given

®This indicates in fact an additional advantage of open-process peer review: if an
article has been declined mistakenly then the mistake can be corrected later on and
the author can receive due credit. In the conventional peer review system it is very
difficult to correct such mistakes.
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to the article, so that one can obtain a coherent discussion about
it and not merely a number of occasional comments.

The question of what is the optimal duration of the commen-
tary period is an important one. If it is too short then it will not give
peers enough time to think and to react; if it is too long then peers
may be led to postpone making their contributions, which leads
to a loss of dynamism in the discussion. Moreover, the observa-
tion concerning reader fatigue suggests that commentary periods
should be kept short, so that the set of articles under discussion at
any one time is kept fairly small. Different journals and different
disciplines may strike this balance in different ways. In the case of
the ETAII think the 3-month period was reasonable, but 2 months
would probably also have worked well.

1.3. ARTICLE PUBLICATION STATUS DURING THE REVIEW PHASE

An additional difference between the peer review procedures in
the ETAI and the ACP concerns the publication of articles at the
beginning of the review debate. In the design of the ETAI pro-
cedure we were very concerned about the publication status of a
submitted article during its discussion period, and as explained
above we defined a mechanism whereby the article would count as
published on the date when it was advertised and made available
to its peer community for the purpose of discussion, in particu-
lar so that it would count for priority of results. We created the
Linkoping University Electronic Press for this purpose, and we
participated in the discussion at that time about what constitutes
an electronic “publication.”

The ACP has chosen another approach: concurrently with the
ACP journal there is the journal-like Atmospheric Chemistry and
Physics Discussions (ACPD) whose webpage is graphically similar
to its parent journal, but where it is made clear that articles are
included there prior to peer review and eventual acceptance in
the ACP.

The approach used by the ETAI was more elaborate. We chose
it because of a long-term consideration where we wanted research
articles to be associated with research data and with computa-
tional processes that illustrate and validate the contents of the
articles themselves. Such attachments to articles impose particu-
lar demands with respect to long-term maintenance, and it was
not possible to make such guarantees in our E-Press for all ETAI
authors that might wish to use such facilities. Instead, the strategy
was to encourage other institutions in our area to set up their own
counterparts of the E-Press, so that both the pre-review publica-
tion of the article itself and the definite publication of the attached
resources should be done in the author’s home institution, or in
an entity that was dedicated to this service — a kind of “web hotel”
for research articles and their related materials.

It turned out that no other institution reacted to this suggestion
during ETAT’s active period, so in practice the Linkoping E-Press
ended up doing the initial publication of all submitted articles, as
well as of course the ETAI journal itself. However, I still believe
that the proper organization of attached computational materials
is an important issue for the future, at least for our field of research
and probably for many others.

Another consideration with respect to publication status and
priority arises with respect to how we defined the date of pub-
lication of an article. Since we considered in principle that the

starting date of the discussion period was the date of publication
of the result, we used it for defining the date of publication of the
final article. Thus an article whose discussion started in October
of year X and that was accepted for the journal in February of year
X + 1 would appear in the journal issue for October-December of
year X. The logic behind this was clear, but it was not always easy
to explain it to authors and readers.

This design led in turn to another consideration, namely, a
restriction on what changes were permitted in an article between
the original submission and the final version for the journal. On
one hand we wished of course that the review discussion should
result in improvements, but on the other hand it would have been
unfair if the final version were to contain essential results that
had been obtained after the publication (in our sense) of the first
version. There was a rule, therefore, that the changes should be
restricted to improvement of presentation, without strengthening
the results as such.

In one concrete case, an author of a relatively theoretical article
reported during the discussion period that he had some additional
results that would fit well into the same article, and the question
was what to do with them. The solution was that his additional
results were written up as “short note” that was presented as an
addition to the original article, but with a later date of publication.
Such a separation of the results would have been inconvenient in
a paper-based journal, but in the electronic medium it was not a
big issue.

These considerations with respect to publication date may seem
unnecessary, but my view on this is that they should be viewed in
the same way as formal business contracts in one’s personal life: as
long as the relations between people are dominated by common
sense there is no need for formality, but if problems should arise
then they can be handled with less pain if there are clear rules
and clear data. Priority of research results is sometimes a topic of
considerably animosity, and it is worthwhile to design one’s publi-
cation system in such a way that one has a firm basis for resolving
conflicts at those rare occasions when they do arise.

14. INNOVATIVE SOFTWARE TECHNIQUES VS. CLASSICAL STYLE
Several of the measures that we took in order to make the ETAI
acceptable are no longer needed, and may be irrelevant for future
introduction of two-stage peer review. We organized our journal in
terms of annual volumes and issues, with consecutive page num-
bering throughout each volume, although in principle it would
have been more natural to consider an annual volume just as a
set of articles and to number the pages of each article from one
and up. We also produced a small supply of paper-printed copies
of each issue, with a nice-looking cover, so that we could show it
at conferences and archive it in major libraries. Measures such as
these are superfluous today, or will soon be.

The computational infrastructure that was used by the ETAI
seems antiquated by contemporary standards. Today we would
certainly use a more interactive implementation. It would be
natural to consider using wiki techniques and social-media
techniques.

At the same time I would be careful not to go overboard with the
use of modern software paradigms. For good and for bad, prestige
is an important factor for a scientific journal, which means it must
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inspire confidence and signal continuity. This applies not only for
the articles that are submitted, debated and eventually accepted,
but it applies as well for the discussion. In the case of the ETAI
we made sure that the discussion contributions were presented in
a correct fashion. In fact, one of the ETAI areas actually operated
a side-journal called an Electronic Newsletter that was dedicated
to presenting the discussion contributions, as well as other infor-
mation of interest, in a nicely formatted form that resembled the
format of the main journal. This was done in order to give pres-
tige, in a good sense, to the discussion contributions so that people
should feel that these discussions were valuable material: valuable
to read, and valuable to have written, something that you could
add to your C.V.

One other aspect of the prestige policy was to maintain a
high conversational standard in the review discussions, besides
of course a high scientific standard. The discussion was moder-
ated, no contribution appeared on the website until it had been
approved by the area editor, and the tone of critical comments
was monitored. In fact, it is not so uncommon that reviewers
in conventional peer review take advantage of their anonymity
for adopting a condescending tone vis-a-vis the author and the
submitted article. Some discussants retained the same haughty
attitude in their contributions to our discussion. We therefore
imposed a strict policy of asking the discussant in such cases to
revise the wording and to adopt a tone that he would use if he
talked to the author face to face and in a civil manner.

My suggestion for a contemporary open-process peer review
scheme would therefore be to carefully consider all that can be
offered by modern Internet-related technology, but to only adopt
it when it is compatible with a policy of consistently good style and
effective quality control of all aspects of the journal’s operation.

15. BEYOND CONVENTIONAL ARTICLES: PEER REVIEW IN NEW
ENVIRONMENTS

Innovation in the publication and communication of research
results is not confined to the well-known topics of electronic
publishing and open access, or to the current topic of changing
the peer review model. The present article has discussed alter-
native peer review but with an assumption that the character of
the articles themselves has not changed. This assumption will not
remain valid for long. There is an abundance of new topics when
other kinds of publications are considered, and here I can merely
indicate my own particular interests in this respect. One impor-
tant topic concerns the organization of evolving articles where the
author of an accepted article is made responsible for the update
and maintenance of the article during a period of time and is able
to amend it successively (Sandewall, 2010). I am also interested in
the question of publication of information modules whose con-
tents range from “facts” to “knowledge,” and how such modules
can be published, peer reviewed, cited, and so forth (Sandewall,
2008, see also the Common Knowledge Library”). Finally there
is an interesting issue concerning how to organize a publication
mechanism that is appropriate for publishing the results of large,
integrated, systems-oriented projects. All these new kinds of pub-
lications will require novel forms of peer review that are adapted to

7http://piex.publ.kth.se/ckl/

their peculiar characteristics.  am convinced that an open-process
peer review scheme will be appropriate in those cases as well, but
the basic setup will be different from what you need for peer review
of conventional articles.

1.6. COEXISTENCE BETWEEN PEER REVIEW SCHEMES

One of the most important observations from the ETAI exper-
iment is that open-process peer review creates and requires a
culture that differs from conventional peer review in important
ways. The change of rules and practices affects the expectations and
the behaviors of authors and of reviewers in ways whereby these
behaviors tend to gravitate to a new and different equilibrium, so
to say.

This raises the question as to what will happen when con-
ventional and alternative methods of peer review coexist. Several
scenarios are possible. One may imagine a polarization where some
research communities embrace the new methods wholeheartedly
and other communities reject them outright. One may also imag-
ine the emergence of intermediate models: a kind of “open peer
review light.” Finally one may imagine a kind of “survival of the
fittest” in the competitive world of research publication, namely,
if the disadvantages of belonging to the minority that uses a non-
standard scheme are so big that it can not survive in the long run.
For example, quantitative research assessment constructs such as
impact factors and acceptance rates are based in the culture of con-
ventional peer review, and furthermore they tend to favor existing
journals over new ones. If they are applied to publication venues
that use alternative peer review schemes then these may easily find
themselves at a disadvantage in several ways.

8. CONCLUSION
In this article I have discussed the experience from the Electronic
Transactions on Artificial Intelligence and made some suggestions
for what would be needed in order to scale up the size of a journal
with open-process peer review without sacrificing the liveliness of
the review discussion. An additional theme of the article has been
that the use of the combination of open-names and open-process,
two-stage peer review tends to change the researchers’ perceptions
and expectations in the review process in a multitude of ways, and
that it can easily be very misleading to try to predict what will
happen in such a scheme by extrapolation from what is the case
when conventional peer review is used.

This observation is in opposition to a suggestion made by
Stevan Harnad when he wrote as follows (Harnad, 1997):

Peer review is imperfect; it can no doubt be improved upon,
but alternatives should first be tested; and in testing, one is
well-advised to manipulate one variable at a time: Here we
are dealing with a change in medium (paper to electronic),
a change in economic model (subscription to author-side
payment) and a change in quality control mechanism (peer
review to open peer commentary).

As we have seen there is a number of other “variables” that are
also being changed, and the problem is that the effects of those
changes are not independent. There are clear indications that when
a change of one variable at a time is likely to have one set of conse-
quences, the effects of changing several of them together may have
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consequences that are quite different from the individual changes.
This is a reason why the topic of alternative methods for peer
review is so difficult to analyze, and such a fascinating challenge to

experiment with.
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Recent reports have suggested that many published results are unreliable. To increase the
reliability and accuracy of published papers, multiple changes have been proposed, such
as changes in statistical methods. We support such reforms. However, we believe that the
incentive structure of scientific publishing must change for such reforms to be successful.
Under the current system, the quality of individual scientists is judged on the basis of their
number of publications and citations, with journals similarly judged via numbers of citations.
Neither of these measures takes into account the replicability of the published findings,
as false or controversial results are often particularly widely cited. We propose tracking
replications as a means of post-publication evaluation, both to help researchers identify
reliable findings and to incentivize the publication of reliable results. Tracking replications
requires a database linking published studies that replicate one another. As any such data-
base is limited by the number of replication attempts published, we propose establishing
an open-access journal dedicated to publishing replication attempts. Data quality of both
the database and the affiliated journal would be ensured through a combination of crowd-
sourcing and peer review. As reports in the database are aggregated, ultimately it will be
possible to calculate replicability scores, which may be used alongside citation counts to
evaluate the quality of work published in individual journals. In this paper, we lay out a
detailed description of how this system could be implemented, including mechanisms for
compiling the information, ensuring data quality, and incentivizing the research community

to participate.

Keywords: replication, replicability, post-publication evaluation, open evaluation

IMPROVING THE QUALITY OF PUBLISHED RESEARCH

The current system of conducting, reviewing, and publishing sci-
entific findings — while enormously successful — is by no means
perfect. Peer review, the primary vetting procedure for publication,
is often slow, contentious, and uneven (Mahoney, 1977; Cole et al.,
1981; Peters and Ceci, 1982; Eysenck and Eysenck, 1992; Newton,
2010). Incorrect use of inferential statistics leads to publication
of spurious findings (Saxe et al., 2006; Baayen et al., 2008; Jaeger,
2008; Kriegeskorte et al., 2009; Vul et al., 2009; Wagenmakers et al.,
2011). Publication biases, such as the bias against publishing null
results (e.g., Easterbrook et al., 1991; Ioannidis, 2005b; Boffetta
et al., 2008), lead to distortions in the published record, hamper-
ing both informal reviews and formal meta-analyses. Numerous
valuable proposals have been offered as to how to improve the sys-
tem in order to enable researchers to better identify high-quality
research, including those in the present special issue.

There are many considerations that go into determining
research quality, but perhaps the most fundamental is replicability.
Recently, numerous reports have suggested that many published
results across a range of scientific disciplines do not replicate (Ioan-
nidis et al., 2001; Jennions and Magller, 2002b; Lohmueller et al.,
2003; Ioannidis, 2005a; Boffetta et al., 2008; Ferguson and Kilburn,
2010). However, because replication attempts are not tracked and
are often not reported, there is no systematic way for researchers
to know which results in the literature have been replicated.

In the present paper, we first discuss evidence that the rate of
replicability of published studies is low, including novel data from
a survey of researchers in psychology and related fields. We pro-
pose that this low replicability stems from the current incentive
structure, in which replicability is not systematically considered
in measuring paper, researcher, and journal quality. As a result,
the current incentive structure rewards the publication of non-
replicable findings, complicating the adoption of needed reforms.
Thus, we outline a proposal for tracking replications as a form of
post-publication evaluation, and using these evaluations to calcu-
late a metric of replicability. In doing so, we aim not only to enable
researchers to easily find and identify reliable results, but also to
improve the incentive structure of the current system of scien-
tific publishing, leading to widespread improvements in scientific
practice and increased replicability of published work.

WHY MIGHT WE EXPECT LOW REPLICABILITY?

Many aspects of current accepted practice in psychology, neuro-
science, and other fields necessarily decrease replicability. Some
of the most common issues include a lack of documentation
of null findings; a tendency to conduct low-powered studies;
failure to account for multiple comparisons; data-peeking (with
continuation of data collection contingent on current significance
level); and a publication bias in favor of surprising (“newsworthy”)
results.
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LACK OF PUBLICATION OR DOCUMENTATION OF NULL FINDINGS

Null results are less likely to be published than statistically sig-
nificant findings. This has been extensively documented in the
medical literature (Dickersin et al., 1987, 1992; Easterbrook et al.,
1991; Callaham et al., 1998; Misakian and Bero, 1998; Olson et al.,
2002; Dwan et al., 2008; Sena et al., 2010), with additional reports
in political science (Gerberg et al., 2001), ecology and evolution
(Jennions and Moller, 2002a), and clinical psychology (Coursol
and Wagner, 1986; Cuijpers et al., 2010). There appear to be fewer
comprehensive studies of publication bias in non-clinical psychol-
ogy, although evidence of this bias has been documented in a few
specific literatures (Field et al., 2009; Ferguson and Kilburn, 2010).

Preferential publication of significant effects necessarily biases
the record. Consider cases in which multiple labs all test the same
question, or in which the same lab repeatedly tests the same ques-
tion while iteratively refining the method. By chance alone, some
of the experiments will result in publishable statistically significant
effects; the likelihood that a finding may be spurious is masked by
the fact that the null results are not published.

The significance-bias also leads to the overestimation of real
effects. Measurement is probabilistic: the measured effect size in
a given experiment is a function of the true effect size plus some
random error. In some experiments, the measured effect will be
larger than the true effect, and in some it will be smaller. Suppose
the statistical power of the experiment is 0.8 (a particularly high
level of power for studies in psychology; see below). This means
that the effect will be statistically significant only if it is in the
top 80% of its sampling distribution. Twenty percent of the time,
when the effect is — by chance — relatively small, the results will
be non-significant. Thus, given that an effect was significant, the
measured effect size is probably larger than the actual effect size,
and subsequent measurements will find smaller effects due to the
familiar phenomenon of regression to the mean. The lower the
statistical power, the more the effect size will be inflated.

LOW-POWER, SMALL EFFECT SIZE

A number of findings suggest that the statistical power in psy-
chology and neuroscience experiments is typically low. According
to multiple meta-analyses, the statistical power of a typical psy-
chology or neuroscience study to detect a medium-sized effect
(defined variously as r = 0.3, r = 0.4, or d = 0.5) is approximately
0.5 or below (Cohen, 1962; Sedlmeier and Gigerenzer, 1989; Kosci-
ulek and Szymanski, 1993; Bezeau and Graves, 2001). In applied
psychology, power for medium effects is closer to 0.7, though it
remains low for small effects (Chase and Chase, 1976; Mone et al.,
1996; Shen et al.,, 2011). Nonetheless, many effects of interest in
psychology are small and thus typical statistical power may be
quite low. Field et al. (2009) report an average power of 0.2 in a
meta-analysis of 68 studies of craving in addicts and attentional
bias. In a heroic meta-analysis of 322 meta-analyses in social psy-
chology, Richard et al. (2003) report that the average effect size was
r=0.21. To achieve power of 0.8 would require the average study
to have 173 participants (in terms of medians: r =0.18, N =237),
already far larger than typical sample size. Nearly 1/3 of the effect
sizes reported were r =0.1 or less, requiring N =772 to achieve
power of 0.8.

All else being equal, low statistical power would increase the
proportion of significant results that are spurious. For instance,
suppose researchers are investigating a hypothesis that is equally
likely to be true or false (the prior likelihood of the null hypoth-
esis is 50%), using methods with statistical power =0.8. In this
case, 6% of significant results will be false positives (True pos-
itives: 0.5 x 0.8 =0.4; False positives: 0.5 x 0.05=0.025; Ratio:
0.025/0.425 = 0.059). If Power = 0.2, this increases to 20%. If the
prior likelihood of the null hypothesis is 90% (i.e., if an effect
would be surprising, or when data-mining), the false positive rate
will be 69% (for additional discussion, see Yarkoni, 2009; for other
problems associated with small power, see Tversky and Kahneman,
1971).

FAILURE TO ACCOUNT FOR MULTIPLE COMPARISONS

If one tests for 10 different possible effects in each experiment,
the chance of finding at least one significant at the p =0.05 level
even when no effect actually exists is 1 — 0.95'? = 0.4. Since exper-
iments with large numbers of comparisons are often entirely
exploratory, where there is no strong a priori reason to believe
that any of the investigated effects exist, the false positive rate may
approach 100% for data-mining studies with large datasets.

DATA-PEEKING AND CONTINGENT STOPPING OF DATA COLLECTION
Many researchers compile and analyze data prior to testing a full
complement of subjects. There is nothing wrong with this, so long
as the decision to stop data collection is made independent of the
results of these preliminary analyses, or so long as the final result is
then replicated with the same number of subjects. Unfortunately,
the temptation to stop running participants once significance is
reached — or to run additional participants if it has not been
reached — is difficult to resist. This data-peeking and contingent
stopping has the potential to significantly increase the false posi-
tive rate (Feller, 1940; Armitage et al., 1969; Yarkoni and Braver,
2010). Even if the null hypothesis is true, a researcher who tests for
significance after every participant has a 25% chance of finding
a significant result with 20 or fewer participants (if the under-
lying distribution is normal; the analogous numbers are 19.5%
for exponential distributions and 11% for binomial distributions;
Armitage et al., 1969). This issue may be mitigated by use of alter-
native statistical tests, such as Bayesian statistics (Edwards et al,,
1963), but such statistics have not been widely adopted.

NEWSWORTHINESS BIAS

Researchers are more likely to submit — and editors more likely to
accept — “newsworthy” or surprising results. Spurious results are
likely to be surprising, and thus are likely to be over-represented
in published reports. Consistent with this claim, there is some evi-
dence that highly cited papers are less likely to replicate (loannidis,
2005a) and that publication bias affects high-impact journals more
severely (Ioannidis, 2005a; Munafo et al., 2009).

HOW REPLICABLE ARE PUBLISHED STUDIES?

Several studies have found low rates of replicability across multi-
ple scientific fields. Ioannidis (2005a) found that of 34 highly cited
clinical research studies for which replication attempts had been
published, seven (20%) did not replicate. Boffetta et al. (2008)
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report a number of cases in which reports of significant cancer
risk factors did not replicate. Recent studies have reported that
relatively few genetic association links can be replicated (loannidis
et al., 2001, 2003; Hirschhorn et al., 2002; Lohmueller et al., 2003;
Trikalinos et al., 2004).

Likewise, several studies have found that initial reports of effect
size are often exaggerated. This has been noted in medicine (Ioan-
nidis et al., 2001, 2003; Trikalinos et al., 2004; Ioannidis, 2005a;
but see Gehr et al., 2006), with similar declines in effect size
reported in ecological and evolutionary biology (Jennions and
Moller, 2002a,b). In the most extreme example, Dewald et al.
(1986) reanalyzed the datasets underlying published studies in
economics and were unable to fully replicate the analyses for seven
of nine (78%).

Less is known about replication rates in psychology and neu-
roscience. In a series of five meta-analyses of fMRI studies, Wager
and colleagues estimated that between 10 and 40% of activation
peaks are false positives (Wager et al.,2007,2009). While there seem
to be few systematic surveys within psychology, some published
effects are known not to replicate, such as the initial finding that
violent video games increase violent behavior (Ferguson and Kil-
burn, 2010), various claims about the relationship between birth
order and personality (Ernst and Angst, 1983; Harris, 1998; but
see: Kristensen and Bjerkedal, 2007; Hartshorne et al., 2009), and a
range of gene/environment interactions (Flint and Munafo, 2009).

In order to add to our knowledge of replicability rates in psy-
chology and related disciplines, we surveyed 49 researchers in these
disciplines, who reported a total of 257 attempted replications of
published studies (for details, see Appendix). Only 127 (49%) fully
replicated the original findings. This low rate was not driven by a
small number of researchers attempting a large number of poor
quality replications: both the mean and median replication suc-
cess rates were 50%, with 77% of researchers reporting at least
one attempted replication. Thus, the results of this survey suggest
that replication rates within psychology and related disciplines are
undesirably low, in accordance with the low rates of replicability
found in many other fields.

INCENTIVES IN PUBLICATION

As reviewed above, a number of factors promote low replicability
rates across a range of fields. These problems are reasonably well
known, and in many cases solutions have been proposed, such as
use of different statistical methods and self-replication prior to
publication. However, in spite of these solutions, evidence sug-
gests that replicability remains low and thus that the proposed
solutions have not been widely adopted. Why would this be the
case? We propose that the incentive structure of the current system
diminishes the ability and tendency of researchers to adopt these
solutions. Namely, current methods of judging paper, researcher,
and journal quality fail to take replicability into account, and in
effect incentivize publishing spurious results.

QUANTIFYING RESEARCH QUALITY

There are three primary quantitative criteria by which researchers
are judged: their number of publications, the impact factor of the
journals in which the publications appear, and the number of cita-
tions those papers receive. These quantitative values are a major

consideration in the awarding of grants, hiring, and tenure. Jour-
nals are similarly judged in terms of citation counts, which are
compiled to calculate journal impact factors. Unfortunately, these
metrics of quality tend to disincentivize taking additional steps to
ensure the reliability of published findings, for several reasons.

Firstly, eliminating false positives means publishing fewer
papers, since null results are difficult to publish. Second, ensur-
ing that effect sizes are not inflated means reporting results with
smaller effect sizes, which may be seen as less interesting or less
believable. Third, as discussed above, spurious results are more
likely to be surprising and newsworthy. Thus, eliminating spuri-
ous results disproportionately eliminates publications that would
be widely cited and published in top journals.

These drawbacks are compounded by the fact that many of
the improved practices that ensure replicability take time and
resources. Learning to use new statistical methods often requires
substantial effort. Increasing an experiment’s statistical power may
require testing more participants. Eliminating stopping of data
collection contingent on significance level (data-peeking) also
means erring on the side of testing more participants. Perhaps the
best insurance against false positives is pre-publication replication
by the authors. All these strategies take time.

In addition, there is relatively little cost associated with publish-
ing unreliable results, as failures to replicate are rarely published
and not systematically tracked. As a result, knowledge of the
replicability of results mainly travels via word-of-mouth, through
specific personal interactions at conferences and meetings. There
are obvious concerns about the reliability of such a system, and
there is little evidence that this system is particularly effective. We
are aware of several cases in which a researcher invested months
or years into unsuccessfully following up on a well-publicized
effect from a neighboring subfield, only to later be told that it
is “well-known” that the effect does not replicate.

Moreover, even when a failure-to-replicate is published, the
results often go unnoticed. For example, a meta-analysis by
Maraganore et al. (2004) concluded that UCHLI is a risk-factor
for Parkinson’s Disease. Subsequent more highly powered meta-
analyses overturned this result (Healy et al., 2006). Nonetheless,
Maraganore et al. (2004) has been cited 70 times since 2007
(Google Scholar, May 10, 2011), much to the dismay of the senior
author of the study (Ioannidis, 2011). Even papers retracted by the
authors remain in circulation. In 2001, two papers were retracted
by Karen Ruggiero (Ruggiero and Marx, 1999; Ruggiero et al.,
2000). Nonetheless, 10 of the 22 citations to these papers were
made in 2003 or later (Google Scholar, April 25, 2011). Similarly,
though Lerner requested the retraction of Lerner and Gonzalez
(2005) in 2008, the paper has been cited five times in 2010-2011
(Google Scholar, April 25,2011).

It follows that researchers who take additional steps to ensure
the quality of their data will ultimately spend more time and
resources on each publication and, all else equal, will end up with
fewer, less-often-cited papers in lower-quality journals. In the same
way, journals that adopt more stringent publication standards may
drive away submissions, particularly of the surprising, newswor-
thy findings that are likely to be widely cited. Certainly, the vast
majority of researchers and editors are internally motivated to
publish real, reliable results. However, we also cannot continue
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practicing science without jobs, grants, and tenure. This situation
sets up a classic Tragedy of the Commons (Hardin, 1968): While
it is in everyone’s collective interest to adopt strategies to improve
replicability, the incentives for any individual researcher run the
other direction.

ESCAPING THE TRAGEDY OF THE COMMONS

Individuals can solve the Tragedy of the Commons by adopting
common rules or changing incentive structures. To give a recent
example, Jaeger (2008), Baayen et al. (2008 ), and others convinced
many language processing researchers to switch from ANOVAs to
mixed effects models, in part by convincing editors and reviewers
to insist on it. In this case, collective action motivated widespread
adoption of an improved method of analysis.

In a similar way, collective action is needed to solve the prob-
lem of low replicability: Because the incentive structure of the
current system penalizes any member of the community who is
an early adopter of reforms, an organized community change is
needed. Instead of maintaining a system in which individual incen-
tives (publish as often as possible) run counter to the goals of the
group (maintain the integrity of the scientific literature), we can
change the incentives by placing value on replicability directly. To
do this, we propose tracking the replicability of published stud-
ies, and evaluating the quality of work post-publication partly on
this basis. By tracking replicability, we hope to provide concrete
incentives for improvements in research practice, thus allowing
the widespread adoption of these improved practices.

REPLICATION TRACKER: A PROPOSAL

Below, we lay out a proposal for how replications might be tracked
via an online open-access system tentatively named Replication
Tracker. The proposed system is not yet constructed; our aim in
this proposal is to spur necessary discussion on the implementa-
tion of such a system. We first describe the core components of
such a system. We then discuss in more depth issues that arise,
such as motivating participation, aggregating information, and
ensuring data quality.

CORE ELEMENTS OF THE REPLICATION TRACKER

In a system such as Google Scholar, each paper’s reference is pre-
sented alongside the number of times that paper has been cited,
and each paper is linked to a list of the papers citing that target
paper. Replication Tracker would function in a similar manner,
except that it would be additionally indexed by specialized cita-
tions that link papers based on one attempting to replicate the
other. Thus, each paper’s reference would appear alongside not
only a citation count, but an attempted replication count and
information about the paper’s replicability.

Replication Tracker’s attempted replication citations are termed
Replication Links (henceforth RepLinks). Each RepLink is tagged
with metadata, answering the question: To what extent are these
findings strong evidence that the target paper does or does not
replicate? This metadata takes the form of two numerical ratings:
a Type of Finding Score, running from +2 (fully replicated) to —2
(fully failed to replicate); and a Strength of Evidence Score, run-
ning from 1 (weak evidence) to 5 (strong evidence). These ratings,
as well as the RepLinks themselves, could be produced through a

variety of methods; we suggest crowd-sourcing from the scientific
community, as outlined below.

For replications to be tracked, they must be reported. As dis-
cussed above, many replication attempts remain unpublished.
Thus, Replication Tracker would be paired with an online, open-
access journal devoted to publishing Brief Reports of replication
attempts. After a streamlined peer review process, these Brief
Reports would be published and connected to the papers they
replicate via RepLinks in the Replication Tracker.

This system will ultimately form a rich dataset, consisting of
RepLinks between attempted replications and the original find-
ings. Each RepLink’s ratings would indicate the type and strength
of evidence of the findings. These ratings would be aggregated, and
used to compute statistics on replicability. For instance, the system
could summarize the data for each paper in terms of a Replicabil-
ity Score [e.g., 15 attempted replications, Replicability Score: +1.7
(Partial Replication), Strength of Evidence: 4 (Strong)], much as
citation indices score papers based on citation counts (e.g., cited
by 15). These numbers would allow researchers to both get an ini-
tial impression of a finding’s replicability at a glance, and quickly
click through to the original sources for further detail. In addition,
Replicability Scores could be aggregated for each journal, which
could be used alongside the existing Impact Factor to evaluate the
quality of journals.

STRUCTURE AND CONTENT OF RepLiNKs

RepLinks must, minimally, link a replication attempt with its target
paper, note whether the finding was replication or non-replication,
and note the strength of evidence for this finding.

There are many factors that enter into these decisions. For
instance, a particular attempted replication may have investigated
all of the findings in the target paper, or may have only attempted
to replicate some subset. The findings may be more similar or
less similar as well: All effects may have successfully replicated, or
none; or some findings may have replicated while others did not.
In addition, whether a replication serves as strong evidence of the
replicability or non-replicability of the original finding depends
on the extent of similarity of the methods used, and whether the
attempt had high or low statistical power.

We propose capturing these issues in two ratings. The first rat-
ing, termed the Type of Finding rating, would take into account
two factors: Whether all or only a subset of the target papers’
findings were investigated; and whether all, none, or some of the
attempted replications were successful. On this Type of Finding
scale, —2 would denote a total non-replication (all findings investi-
gated; none replicated); —1 a partial non-replication (some subset
of findings investigated; none of those investigated replicated); 0
would denote mixed results (of the findings investigated, some
replicated, and others did not); 1 a partial replication (some sub-
set of findings investigated; all of those investigated replicated);
and 2 a total replication (all findings investigated; all replicated).

The second rating would be a Strength of Evidence rating,
scored on a 1-5 scale. This rating would take into account the
remaining two factors: the extent to which the methods are sim-
ilar between the target paper and the RepLinked paper, and the
power of the replication attempt. Thus a score of 5 reflects a
high-powered attempt with as-close-as-possible methods, while 1
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reflects a low-powered attempt with relatively dissimilar methods.
When a replication attempt is extremely low-power or uses sub-
stantially different methods, it would not be assigned a RepLink
atall.

WHO CREATES AND RATES REPLINKS?

The ratings described above involve a number of difficult deter-
minations. Given that no two studies can have exactly identical
methods, how similar is similar enough? How does one deter-
mine whether a study has sufficient statistical power, given that
the effect’s size is itself under investigation?

To make these determinations, we turn to those individuals
most qualified to make them: researchers in the field. Crowd-
sourcing has proven a highly effective mechanism of making
empirical determinations in a variety of domains (Giles, 2005; Law
etal., 2007; von Ahn and Dabbish, 2008; von Ahn et al., 2008; Bed-
erson et al., 2010; Yan et al., 2010; Doan et al., 2011; Franklin et al.,
2011). Researchers would form the user base of the system, and
any user could submit a RepLink, as well as a Type of Finding and
Strength of Evidence score for a RepLink. When submitting these
materials, users could also optionally comment on each RepLink,
providing a more detailed description of how the methods or
results of the RepLinked paper differed from the target paper, or
offering interpretations of discrepancies. These comments would
be optionally displayed alongside each users’ individual ratings,
for readers looking for additional detail (Figure 4).

The system also utilizes multiple moderators. These modera-
tors would take joint responsibility for tending the RepLinks and
Brief Reports (see below) on papers in their subfields. Moderators
would be scientists, and could be invited (e.g., by the founding
members), although anyone with publications in the field could
apply to be a moderator.

In submitting and rating RepLinks, researchers may disagree
with one another as to the correct Type of Finding or Strength
of Evidence ratings for a given RepLink, or may disagree as to
whether two papers are sufficiently similar as to qualify as a repli-
cation attempt. Users who agree with an existing rating may easily
second it with a thumbs-up, while users who disagree with the
existing ratings may submit their own additional ratings. Users
who believe that the papers in question do not qualify as repli-
cations may flag the RepLink as irrelevant (RepLinks that have
been flagged a sufficient number of times would no longer be
used to calculate Replicability Scores, though these suppressed
RepLinks would be visible under certain search options). These
ratings would be combined together using crowd-sourcing tech-
niques to determine the aggregate Type of Finding and Strength
of Evidence scores for a given RepLink (see below).

AGGREGATION, AUTHORITY, AND MACHINE LEARNING

Data must be aggregated by this system at multiple levels. First,
multiple ratings for a given RepLink must be combined into aggre-
gate Type of Finding and Strength of Evidence ratings for that
RepLink. Second, where a single target paper has been the sub-
ject of multiple replication attempts, the different RepLinks must
be aggregated into a single Replicability Score and Strength Score
for that target paper. In the same way, scores may be combined

across multiple papers to determine aggregate replicability across
a literature, an individual researcher’s publications, or a journal.

Aggregates need not be mere averages. How to best aggre-
gate ratings across multiple raters is an active area of research
in machine learning (Albert and Dodd, 2004; Adamic et al., 2008;
Snow etal.,2008; Callison-Burch, 2009; Welinder et al., 2010). Type
of Finding ratings for an individual RepLink may be weighted by
their associated Strength of Evidence scores, as well as how many
thumbs-up they have received.

In addition, ratings from certain users would be weighted more
heavily than others, as is done in many rating aggregation algo-
rithms (e.g., Snow et al., 2008). There are many mechanisms
for doing so, such as downgrading the authority of users whose
RepLinks are frequently flagged as irrelevant, and assigning greater
authority to moderators. The best system of weighting and aggre-
gating RepLinks is an interesting empirical question. We see no
reason it must be set in stone from the outset; the best algorithms
may be determined through new research in machine learning. To
that end, the raw rating dataset would be made available to those
working in machine learning and related fields.

A NOTE ON CONVERGING RESULTS

Only strict replications, not convergent data from different meth-
ods, will be tracked in the proposed system. This may seem
counter-intuitive, since tracking converging results is crucial for
determining which theories are most predictive. However, the goal
of the proposed system is not to directly evaluate which theories
are right, but to determine which results are right — that is, which
patterns of data are reliable. Consider that while converging results
may suggest that the original finding replicates, diverging results
may only indicate that the differences in the methodologies were
meaningful. For this reason, we focus solely on tracking strict
replications. We believe that evaluating the complex theoretical
implications of a large body of data is best handled by researchers
themselves (i.e., when writing review papers), and is likely not
feasible with an automated system.

AUTHENTICATION AND LABELING OF AUTHORS' RATINGS AND
COMMENTS

Registering for the system and submitting RepLinks would not
require authenticating one’s identity. However, authors of papers
could choose to have their identities authenticated in order to have
comments on their own papers be marked as author commentaries
(many RepLinks will almost certainly be submitted by authors, as
they are most invested in the issues involved in replication of their
own studies).

Identity authentication could be accomplished in multiple
ways. For instance, a moderator could use the departmental web-
site to verify the author’s email address and send a unique link
to that email address. Clicking on that link would enable the user
to set up an authenticated account under the users’ own name.
Moderator’s identities could be authenticated in a similar manner.

SELECTION OF MODERATORS

Although any user can contribute to Replication Tracker, modera-
tors play several additional key roles. First, they evaluate submitted
Brief Reports, and submit the initial RepLinks for any accepted
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Brief Report. Similarly, when new RepLinks are submitted, mod-
erators are notified and can flag irrelevant RepLinks or submit their
own ratings. Thus, it is important that (a) there are enough moder-
ators, and (b) the moderators are sufficiently qualified. In the case
of moderator error, the Replication Tracker contains numerous
ways by which other moderators and users can override the erro-
neous submission (submitting additional RepLink scores; flagging
the erroneous RepLink, etc.). In order to recruit a sufficient num-
ber of moderators, we suggest allowing existing moderators to
invite additional moderators as well as allowing researchers to
apply to be moderators. Moderators could be selected based on
objective considerations (number of publications, years of service,
etc.), subjective considerations (by a vote of existing moderators),
or both.

RETRACTIONS

The Replication Tracker system is also ideally suited to tracking
retractions. Retractions may be submitted by users as a spe-
cially marked type of RepLink, which would require moderator
approval before posting. Retracted studies would appear with
the tag RETRACTED in any search results, and automatically be
excluded from calculations of Replicability Scores. As a safeguard
against incorrect flags, any time a study is flagged as retracted, all
other moderators would be notified, and the flag could be revoked
if found inaccurate.

BRIEF REPORTS

The efficacy of Replication Tracker is limited by the number of
published replication attempts. As discussed above, both success-
ful replications and null results are difficult to publish, and often
remain undocumented. Thus, we propose launching an open-
access journal that publishes all and any replication attempts of
suitable quality.

Unlike full papers elsewhere, these Brief Reports would consist
of the method and results section only. This greatly reduces the
cost of either writing or reviewing the report. The Brief Report
must also be submitted with one or more RepLinks, specifying
what exactly is being replicated. Particularly for non-replications,
authors of Brief Reports can use the comments on the RepLinks
to discuss why they think the replication failed (low-power in the
original study, etc.).

Review of Brief Reports would be handled by moderators.
When a Brief Report is submitted, all moderators of that sub-
field would be automatically emailed with a request to review
the proposed post. The review could then be “claimed” by any
moderator. If no one claims the post for review within a week,
the system would then automatically choose one of the relevant
moderators, and ask if they would accept the request to review;
if they decline, further requests would be made until someone
agreed to review. Authors would not be able to be the sole mod-
erator/reviewer for replications of their own work. As in the PLoS
model, the moderator could evaluate the Brief Report alone or
solicit outside review(s).

The presumption of the review process would be acceptance.
Brief Reports would be returned for revision when appropriate, as
in the case of using inappropriate statistical tests; but would only
be rejected if the paper does not actually qualify as a replication

attempt (based on the criteria discussed above). In the latter case,
authors of Brief Reports could appeal the decision, which would
then be reviewed by two other moderators. On acceptance, the
Brief Report would be published online in static form with a DOI,
much like any other publication, and thus be part of the citable,
peer reviewed record. The appropriate RepLinks would be likewise
added to Replication Tracker. As with any RepLink, these could be
suppressed if flagged as irrelevant a sufficient number of times
(see above). Thus, while publication in Brief Reports is perma-
nent (barring retractions), incorporation into Replication Tracker
is always potentially in flux — as is appropriate for a post-review
evaluation process.

THE EXPERIENCE OF USING REPLICATION TRACKER: A STEP-BY-STEP
GUIDE

As in any literature database, users would begin by using a search
function (either simple or advanced) to locate a paper of inter-
est (Figure 1). This search would bring up a list of references, in
a format similar to Google Scholar. However, in addition to the
citation count provided by Google Scholar, the system would pro-
vide three additional values: The number of replication attempts
documented, the paper’s Replicability Score, and the Strength of
Evidence score (Figure 2). As described above, the Replicability
Score would hold a value from —2 to +2, with negative val-
ues denoting evidence of non-replication, zero denoting mixed
findings, and positive values evidence of successful replication.

The user would then click on a reference from the list to bring up
more detailed information about that target paper (Figure 3). The
target paper’s reference would appear at the top of the page, along
with the number of attempted replications documented, Replic-
ability Score for that paper, and the Strength of Evidence score.
Below these aggregate measures would be a list of the RepLinks,
represented by a citation of the RepLinked paper, the aggregate
Type of Finding score and Strength of Evidence score for that
RepLink, and the number of users who have rated that RepLink.
An additional button would allow users to add their own ratings
or flag the RepLink as irrelevant.

Information about each RepLink could be expanded, to show
each individual rating along with that users’ associated comments,
if any (Figure 4). Users could agree with an existing rating via a
thumbs-up button. Ratings and comments would be labeled with
the username of the poster; for authenticated accounts, they could
optionally be labeled with the individuals’ real name. Comments
by authors who have chosen to authenticate their account under
their real names would be labeled as such.

ISSUES FOR FURTHER DISCUSSION

The Replication Tracker would serve several functions. First, it
would enable a new way of navigating the literature. Second,
we believe it would motivate researchers to conduct and report
attempted replications, helping correct biases in the literature such
as the file-drawer problem. Third, it will vastly improve access to
and communication regarding replication attempts. Perhaps most
importantly, it would help incentivize and reward costly efforts to
ensure replicability pre-publication, helping to mitigate a Tragedy
of the Commons in scientific publishing.
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FIGURE 1 | Replication tracker: search window. Much like any other paper index, Replication Tracker would allow the user to search for papers by author,
keyword, and other typical search terms.
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The role of statistical regularities in visual working memory
IA Author, JQ Sample - JEP: General - 1999
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Working memory capacity for real-world objects
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1A Author JQ Sample Journal of Aging- 2001
Cited by

Replication Attempts

The effect of musical training on working memory capacity
ME Sample, UA Author - Musnc Perception - 2011
Cited by 1 - Replic npt

FIGURE 2 | Replication tracker: example search results. Results of a search
query list relevant papers, along with number of citations and information
about the paper’s replicability. This information consists of the number of
attempted replications reported to the system, a summary statistic of

whether the finding successfully replicates or fails to replicate (“Replicability
Score”), and a summary statistic of the strength of the evidence. These
numbers are derived from RepLinks, data which is crowd-sourced from users
and moderators (Figure 3).
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FIGURE 3 | Replication tracker: search results expansion,
showing RepLinks for a target paper. Each RepLink represents an
attempted replication. Again, the degree of success of the replication

(“replication type”) and strength of the evidence is noted. These are
determined by aggregating determinations made by individual users
(Figure 4).
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FIGURE 4 | Replication tracker: expansion of a RepLink, showing ratings by individual readers, which are summarized in Figure 3. Users are also able to
add comments, explaining their determinations, or flag posts as irrelevant, prompting review by moderators.
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However, in addition to these potential benefits, tracking, and
publishing replication attempts raises non-trivial issues, and has
the potential for unintended consequences. We consider several
such concerns below and discuss how these concerns may be
addressed or allayed.

GETTING THE SYSTEM OFF THE GROUND

The usefulness of the database for tracking replicability will be a
function of the amount of replication information added to it in
the form of RepLinks, metadata information, and Brief Reports.
This will require considerable participation by a broad swath of
the research community. Because researchers are more likely to
contribute to a system that they already find useful, an important
determiner of success will be the ability to achieve a critical mass of
such information. We have considered several ways of increasing
the likelihood that the system quickly reaches critical mass.

First, there should be a considerable number of founding mem-
bers, so that a wide range of researchers are engaged in the project
prior to launch. This will not only help with division of labor, but
will also help clarify the many design decisions that go into creat-
ing the details of the system. The more diverse the founding group
is, the more likely the final system will be acceptable to researchers
in multiple fields and disciplines. This paper serves as a first step
in starting the needed dialog.

Second, we suggest concentrating on first reaching critical mass
for a few select subfields of psychology and neuroscience, instead
of simultaneously attempting to obtain critical mass in all fields of
science at once. In order to reach critical mass within the first few
subfields, we suggest that prior to the public launch of Replication
Tracker, founding members conduct targeted replicability reviews
of specific literatures within those subfields, writing RepLinks and
soliciting Brief Reports during the process. These data would be
used to write review papers, which would be published in tradi-
tional journals. These review papers would be useful publications
in and of themselves and would help demonstrate the empirical
value of tracking replications. This would help recruit additional
founders, moderators and funding — all while major components
are added to the database. Only once enough coverage of the liter-
atures within those subfields has been achieved would Replication
Tracker be publically launched.

In addition to tracking published replications, the proposed
system attempts to ameliorate the file-drawer problem by allow-
ing researchers to submit Brief Reports of attempted replications.
Several previous attempts have been made to publish null results
and replication attempts (e.g., Journal of Articles in Support of the
Null Hypothesis; Journal of Negative Results in Biomedicine) often
with low rates of participation (JASNH has published 32 papers
since its launch in 2002). Nonetheless, we believe several aspects
of our system would motivate increased participation. Firstly, the
format of Brief Reports significantly decreases the time commit-
ment of preparation, as the Reports consist of the method and
results section only. Second, these Brief Reports will not only be
citable, but will also be highly findable, as they will be RepLinked
to the relevant published papers. Thus we expect these Reports
to have some value, perhaps equivalent to a conference paper or
poster. We believe that the combination of lesser time investment
and increased value will lead to increased rates of submission.

WHAT IS THE RIGHT UNIT OF ANALYSIS?

Because each paper may include multiple findings that differ in
replicability, there is a good argument to be made that what should
be tracked is the replicability of a given result. We propose tracking
the replicability of papers instead, for several reasons.

The first reason is one of feasibility. We believe that tracking
each finding separately would be infeasible, as what counts as an
individual finding may be subjective, and the vast number of units
of analysis even within a single paper becomes prohibitive. An
intermediate level would be to track individual experiments. How-
ever, publication formats do not always include separate headings
for each individual experiment (e.g., Nature, Current Biology), and
even a single experiment may include multiple components with
differences in replicability.

Secondly, even organizing the system at the level of experiment
will not allow an aggregated replicability score to capture every
nuance of the scientific literature. It will always be necessary for
the reader to examine written information for more detail, includ-
ing the full text of the RepLinked papers. For these detail-oriented
readers, the proposed system provides a novel way to navigate
through published work (by following RepLinks to find and read
papers with attempted replications) and an efficient way to view
comments on each of these papers (Figure 4). Such a system is
most intuitive and navigable when organized at the level of the
paper itself.

ARE SUFFICIENT NUMBERS OF REPLICATIONS CONDUCTED?

The rate of published replications appears to be low: For instance,
over a 20-year period, only 5.3% of 701 publications in nine man-
agement journals included attempts to replicate previous findings
(Hubbard etal., 1998). While we believe Replication Tracker would
lead to increased numbers of published replications, we must con-
sider whether Replication Tracker would be useful if the number
of published replications remains low. Certainly, many papers will
simply never be replicated, and many others will only have one
reported replication attempt.

We do not believe these issues undermine the utility of Repli-
cation Tracker for several reasons. First, the findings which are of
broadest interest to the community are likely the very same find-
ings for which the most replications are attempted. Thus, while
many low-impact papers may lack replication data, the system will
be most useful for the papers where it is most needed. Secondly,
even low numbers of replications are often sufficient: because
spurious results are unlikely to replicate, even only a handful of
successful replications significantly increases the likelihood that a
given finding is real (Moonesinghe et al., 2007). Finally, we note
that even sparse replicability data is useful when aggregating over
large numbers of papers, for instance, when producing aggregate
Replicability Scores for journals. Similarly, it would be possible to
aggregate across studies within individual literatures or using par-
ticular methods. For these aggregate scores, sparse data does not
present a problem.

WOULD TRACKING REPLICABILITY STIFLE NOVEL SCIENTIFIC FIELDS?

Commenters on the present paper have suggested that since new
fields may still be designing the details of their methods, and may
be less sure of what aspects of the method are necessary to correctly
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measure the effects under investigation, their initial results may
appear less replicable. In this case, using replicability scores as a
measure of paper, researcher, and journal quality — one of our
explicit aims — could potentially stifle new fields of enquiry.

This is an important concern if true. We do not know of any sys-
tematic empirical data that would adjudicate the issue. However,
we suspect that other factors may systematically increase replica-
bility in new lines of inquiry. For example, young fields may focus
on larger effects, with established fields focusing on increasingly
subtle effects over time (cf Taubes and Mann, 1995). Additionally,
in the case that subtle methodological differences prevent replica-
tion of results, Replication Tracker may actually aid researchers in
identifying the relevant issues more quickly, spurring growth of
the novel field.

We additionally note that it is not our intention that replicability
become the sole criteria by which research quality is measured, nor
do we think that is likely to happen. New fields are likely to generate
excitement and citations, which will produce their own momen-
tum. The goal is that replicability rates be considered in addition.

WOULD REPLICATION TRACKER UNDERESTIMATE REPLICABILITY?
Commenters on the present paper have also suggested several
ways in which Replication Tracker might underestimate replicabil-
ity. Underestimating the replicability of a field could undermine
both scientists’ and the public’s confidence in the field, leading to
decreased interest and funding.

Null effect bias

Researchers may be more motivated to submit non-replications
to the system as Brief Reports, while successful replications would
languish in file-drawers. We suspect that this problem would disap-
pear as the system gains popularity: Researchers typically attempt
replications of effects that are crucial to their own line of work
and will find it useful to report those replications in order to have
their own work embedded in a well-supported framework. More-
over, many replication attempts are conducted by the authors of
the original study, who will be intrinsically motivated to report
successful replications in support of their own work. Nonetheless,
this is an issue that should be evaluated and monitored as Repli-
cation Tracker is introduced, so that adjustments can be made as
necessary.

Unskilled replicators

Another concern is that if on average the researchers that tend to
conduct large numbers of strict replications are less skilled than
the original researchers, this could lead to non-replications due to
unknown errors. If this is the case, this issue could be compensated
for in two ways. First, as Replication Tracker and Brief Reports raise
the profile of replication, more skilled researchers may begin to
conduct and report more replications. Second, as discussed above,
there are numerous machine learning techniques to identify the
most reliable sources of information. These techniques could be
applied to mitigate this issue, by discounting replication data from
users that have not been reliable sources of information in the past.

Spurious non-replications
Since the statistical power to detect an effect is never 1.0, even
true effects sometimes do not replicate. High-profile papers in

particular will be much more likely to be subject to replication
attempts; since some replications even of real effects will fail,
high-profile papers may be unfairly denigrated. This issue is com-
pounded if typical statistical power in that literature is low, making
replication improbable.

These issues can be dealt with directly in Replication Tracker,
by appropriately weighing this probabilistic information. Recall
that Replication Tracker provides both a Replicability Score, indi-
cating whether existing evidence suggests that the target paper
replicates, as well as a Strength of Evidence Score. A single non-
replication — particularly one with only mid-sized power — is not
strong evidence for non-replicability, and this should be reflected
in the Strength Score. Replication attempts with low-power should
not be RepLinked at all. If 8 of 10 replication attempts succeed —
consistent with statistical power of 0.8 — that should be counted as
strong evidence of replicability.

WILL TYPE Il ERROR INCREASE?

Finally, we must consider whether the changes people will make
to their work will actually lead to an increased d’ (ability to detect
true effects) or whether these changes will simply result in a trade-
off: researchers may eliminate some false positives (Type I error)
only at the expense of increasing the false negative rate (Type II
error). It is an open question whether fields like psychology and
neuroscience are currently at an optimal balance between Type I
and Type Il error, and Replication Tracker would help provide data
to adjudicate this issue. Moreover, some of the potential reforms
would almost certainly increase d’, like conducting studies with
greater statistical power.

LIMITATIONS TO EVALUATION BY TRACKING REPLICATIONS
Replicability is a crucial measure of research quality; however, cer-
tain types of errors cannot be detected in by such a system. For
instance, data may be misinterpreted, or a flawed method of analy-
sis may be repeatedly used. Thus, while tracking replicability is an
important component of post-publication assessment, it is not the
only one needed. We have suggested presenting replicability met-
rics side-by-side with citation counts (Figure 2). Similarly, other
post-publication evaluations, such as those described within other
papers in this Special Topic, could be presented alongside these
quantitative metrics.

While it is tempting to try to build a single system to track mul-
tiple aspects of research quality, we believe that constructing such
a system will be extremely difficult, as different data structures are
required to track each aspect of research quality. The Replication
Tracker system, as currently envisioned, is optimized for tracking
replications: The basic data structure is the RepLink, a connection
between a published paper and a replication attempt of its find-
ings. In contrast, to determine the truth value of a particular idea
or theory, papers should be rated on how well the results justify
the conclusions and linked to one another on the basis of theoret-
ical similarity, not just strict methodological similarity. As such,
we think that such information is likely best tracked by an inde-
pendent system, which can be optimized accordingly. Ultimately,
results from these multiple systems may then be aggregated and
presented together on a single webpage for ease of navigation.
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CONCLUSION

In conclusion, we propose tracking replication attempts as a key
method of identifying high-quality research post-publication. We
argue that tracking and incentivizing replicability directly would
allow researchers to escape the current Tragedy of the Com-
mons in scientific publishing, thus helping to speed the adop-
tion of reforms. In addition, by tracking replicability, we will be
able to determine whether any adopted reforms have successfully
increased replicability.

No measure of research quality can be perfect; instead, we aim
to create a measure that is robust enough to be useful. Citation
counts have proven very useful in spite of the metrics’ many flaws as
measures of a paper’s quality (for instance, papers which are widely
criticized in subsequent literature will be highly cited). We do not
propose replacing citation counts with replicability measures, but
rather augmenting the one with the other. Tracking replicability

and tracking citations have complementary strengths and weak-
nesses: Influential results may not be replicable. Replicable results
may not be influential. Other post-publication evaluations, such as
those described within other papers in this Special Topic, could be
presented alongside these quantitative metrics. Assembling replic-
ability data alongside other metrics in an open-access Web system
should allow users to identify results that are both influential and
replicable, thus more accurately identifying high-quality empirical
work.
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APPENDIX
SURVEY METHODS AND RESULTS
We contacted 100 colleagues directly as part of an anonymous Web-based survey. Colleagues of the authors from different institutions
were invited to participate, as well as the entire faculty of one research university and one liberal arts college. Forty-nine individuals
completed the survey: 26 faculty members, 9 post-docs, and 14 graduate students. Thirty-eight of these participants worked at national
research universities. Respondents represented a wide range of sub-disciplines: clinical psychology (2), cognitive psychology (11), cog-
nitive neuroscience (5), developmental psychology (10), social psychology (6), school psychology (2), and various inter-subdisciplinary
areas.

The survey was presented using Google Forms. Participants filled out the survey at their leisure during a single session. The full text
of the survey, along with summaries of the results, is included below. All research was approved by the Harvard University Committee
on the Use of Human Subjects, and informed consent was obtained.

Part 1: Demographics
Your research position: graduate student, post-doc, faculty, other (26 faculty, 9 post-docs, and 14 graduate students).
Your institution: national university, regional university, small liberal arts college, other (38 national university, 4 regional university, 5
small liberal arts college, 2 other).
Your subfield (cognitive, social, developmental, etc.; There is no standard set of subfields. Use your own favorite label):

(11 cognitive psychology, 10 developmental psychology, 6 social psychology, 5 cognitive neuroscience, 2 school psychology, 2 clinical
psychology, 13 multiple/other).

Part 2: completed replications
In this section, you will be asked about your attempts to replicate published findings. When we say “replication,” we mean:

-a study in which the methods are designed to be as similar as possible to a previously published study. There may be minor differences in
the method so long as they are not expected to matter under any existing theory. However, a study which uses a different method to make a
similar or convergent theoretical point would be more than a replication. If you attempted to replicate the same finding several times, each
attempt should be counted separately.

Given this definition...

1) Approximately how many times have you attempted to replicate a published study? Please count only completed attempts — that is,

those with at least as many subjects as the original study.

Total: 257; Mean: 6; Median: 2; SD: 11

(3 excluded: “NA;” “too many to count,” “504")

2) How many of these attempts * fully* replicated the original findings?

Excluding those excluded in (1):

Total: 127; Mean: 4; Median: 1; SD: 7

3) How many of these attempts * partially* replicated the original findings?

Excluding those excluded in (1):

Total: 77; Mean: 2; Median: 1; SD: 5

4) How many of these attempts failed to replicate any of the original findings?

Excluding those excluded in (1):

Total: 79; Mean: 2; Median: 1; SD: 4

5) Please add any comments about this section here:

[comments]

Part 3: aborted replications
In this section, you will be asked about attempted replications that you did not complete (e.g., tested fewer participants than were tested in
the original study).
1) Approximately how many times have you started an attempted replication but stopped before collecting data from a full sample of
participants? ____
Total: 48; Mean: 1; Median: 0; SD: 3
[3 excluded: “a few,” “countless,” (lengthy discussion)]
2) Of these attempts, how many were stopped because the data thus far failed to replicate the original findings?
Excluding those excluded in (1):
Total: 38; Mean: 2; Median: 0.5; SD = 4
3) Of these attempts, how many were stopped for another reasons (please explain)? ___
[comments]
4) Please add any comments about this section here.
[comments]
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Part 4: file-drawers
1) Approximately how many experiments have you completed (collected the full dataset) but, at this point, do not expect to publish? _____
Total: 1312 (one participant reported “1000”); Mean: 31; Median: 3.5; SD: 154
(6 excluded: “many,” “ton,” “countless,” “30-50%2” 2 unreadable/corrupted responses)
2) Of these, how many are not being published because they did not obtain any statistically significant findings (that is, they were null
results)?
Excluding those excluded in (1):
Total: 656 (one participant reported “500”); Mean: 17; Median: 2; SD: 81
3) Please add any comments about this section here: ___
[comments]
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From an idealistic point of view, scientists aim to publish their
work in order to communicate relevant findings. If we could rely
on our own and individual judgment, review processes would not
be needed. We obviously do not rely on our own judgment since
more eyes see more and hence relevance and validity can be spec-
ified in a more objective way. Therefore, a system of peer review
has been established as the method of choice to control for scien-
tific relevance and methodological correctness/appropriateness.
In fact, journal editors decide via the peer review process what
is relevant and what in turn is communicated to other scien-
tists via publication. Peer review has been the method of choice
for many years, but scientists are concerned about the state of
the current publishing system. Editorial as well as review deci-
sions are not always fully transparent and vary between journals.
The quality of a review depends on the expertise of the reviewer
and the editorial office sometimes arbitrarily selects this expertise.
The arbitrary element is a natural consequence of the task of the
office and its realization in times of fast increase in submissions,
the increase of interdisciplinary topics, and the lack of individ-
ual review expertise necessary to cover all issues of a modern
science paper.

This discussion is not new at all. It has been stated before that
the metrics by which the possible impact of an article is mea-
sured in the editorial handling phase are not well defined and
leave a large degree of uncertainty about how decisions are made
(Kreiman and Maunsell, 2011). The system is amenable to politi-
cal as well as opportunistic biases playing a role in whether a paper
is accepted or rejected (Akst, 2010). Public communication about
an article and the review process to which it was subjected is very

The current publishing system with its merits and pitfalls is a mending topic for debate
among scientists of various disciplines. Editors and reviewers alike, both face difficult
decisions about the judgment of new scientific findings. Increasing interdisciplinary
themes and rapidly changing dynamics in method development of each field make it
difficult to be an “expert” with regard to all issues of a certain paper. Although unintended,
it is likely that misunderstandings, human biases, and even outright mistakes can play
an unfortunate role in final verdicts. We propose a new community-driven publication
process that is based on network statistics to make the review, publication, and scientific
evaluation process more transparent.

Keywords: network-based statistics, publishing system, scientific evaluation, peer review

limited, if possible at all. In addition, there is growing pressure
from grant agencies and local institutions to publish a high num-
ber of articles, thereby potentially compromising the scientific
quality of submitted papers, while the review process itself might
be compromised by increased load due to the increasing number
of submissions. Hence, we fear that the large increase in the num-
ber of publications in the field of neuroscience and other fields
may be accompanied by a decrease in overall quality. Moreover,
the explosion in numbers of publications makes it difficult to
follow the evolution of a specific topic even for experts of that
field. In the light of increasing financial pressure and importance
of external funds, the reform of the publishing system cannot be
viewed in isolation but has to take into account other parameters,
which interact with the publishing system. Here, we provide an
alternative to the current review and publishing system, which is
meant to be implemented in two steps. The idea we propose is
inspired by the development of social media. In the first step it
would function as an add-on to the existing scientific publishing
system, but in the second step may evolve to completely replace
it. It involves the quantification of interactions among scientists
using Network-Based Statistics (NBS), as done in social media, in
combination with search tools, as used by Google. The proposal
laid out below should act as an inspiration to where the future of
publishing might lead, and is not intended to be a fully detailed
roadmap.

CURRENT STATE OF THE PUBLICATION PROCESS

In general, scientists submit an article covering their latest results
and findings to a specific journal of interest (Figure 1, first stage,
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FIGURE 1 | lllustration depicting the three stages of our proposed
change in the current publishing system. In a first stage, the NBS system
acts as an add-on to our current publishing system and starts collecting data.
In a second stage, the NBS system takes over the peer review system by

third stage

second stage

auentlst

hand review
process to NBS

systems daabase system

decline / submission of
accept manuscript

scientist

automatically suggesting and collecting reviews of articles submitted by
the editorial offices. In a third stage, scientists directly submit articles to
the NBS system independent of the journal in which the article might be
published.

bottom part). In most cases, a preliminary editorial decision is
made whether the manuscript is of interest and of sufficient qual-
ity, after which the manuscript is either rejected or sent out for
review to a small number of scientists (typically 2-3) who pro-
vide anonymous reviews of the submitted paper. The editor then
faces a decision to accept the paper, to reject it, or to ask for
revisions. This decision is to be guided by the Editor’s own under-
standing of the topic, and the evaluation by the reviewers. If an
article is rejected, the scientist may use the reviewers’ concerns as
a guideline to revising the manuscript for future submission in a
different journal. If an article is accepted, the final version goes
into the publishing stream of the journal and can be accessed
by the community. In summary, the editorial and review deci-
sions and the platform on which an article is presented, is tied to
each individual journal and the accompanied publisher, and the
process itself is usually entirely shielded from any public scrutiny.

PROPOSED FUTURE STATE OF THE PUBLICATION PROCESS

We propose a new system that would initially accompany the
existing one (Figurel, first stage, top part), without generat-
ing excessive extra load for scientists and without increasing the
already overwhelming number of published articles. The system
would make use of modern technology to quantify the behavior
of individuals in networks (NBS). The NBS system would ini-
tially function as an add-on to the existing system, but it might
in a second stage lead to changes in the current system or to
its replacement, by showing it is a superior system for all con-
cerned. Evaluation of papers by NBS would be designed to be
transparent and controlled by the scientific community. In short,
the new system would quantify interactions among scientists pre-
and post-publication, introduce new ways of determining an arti-
cle’s impact and, in a future stage, NBS would decouple the review
process from individual journals and editors. The add-on NBS
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system will work similarly to current social networks and would
be built up of two types of general information; one being a
scientific expertise profile of individual experts and the second
being a database of publications (“entries”) with extended addi-
tional data (discussed below). Instead of maintaining scattered
institutional websites containing individual information about
publications, interests, and affiliations, scientists would subscribe
to a global network where most important information about
them is gathered. This information will include institutional affil-
iations, publications, and relationships to other collaborating
scientists, which can be derived from author lists on publications
and from statistical information about the behavior of scientists
toward others (see below). Moreover, publications associated with
member scientists would deliver information on the expertise
and interests of each individual. Thus, the information provided
can be used to extract metadata related both to expertise and
connections of each individual in the network of scientists, and
this information should be anonymously accessible by fellow
scientists, editors, and publishers.

NBS AS A PARALLEL ADD-ON EXISTING NEXT TO THE

CLASSICAL PUBLICATION PROCESS

The proposed system can be used as an add-on to the current
review system in the following way: when a new publication
appears and when it is entered into the database (feeding of exist-
ing databases like Google scholar etc., or direct input by journals,
thus having undergone traditional peer review), an editor asso-
ciated with the NBS system will forward invitations to other
scientists selected for their expertise and publication record to
write brief comments, longer evaluations, or even extensive blog-
like entries. This editor (or network administrator) will make
the selection based on parameters provided by the NBS system,
though the ultimate goal will be to generate the selection of
reviewers and commentators on an automatic basis (see below).
The quality and objectivity of a comment can be immediately
evaluated, based on the metadata that is present in the system. For
example, the position in the network relative to the authors on
the publication can be objectively quantified in terms of numbers
of common publications, overlap in (past and present) institu-
tional affiliation, overlap in expertise, and content of previous
comments (e.g., positive or negative), by algorithms accessing the
metadata available in the system. Further statistical procedures
could then be used (as in iTunes/Google) to find related com-
ments, all entries from the same commenter, related entries from
other commenters, etc. The combined results of such statistical
data mining may greatly increase the transparency of evaluations
and help scientists to weigh the importance of a paper versus its
associated comments. In this initial stage, the NBS system, there-
fore, acts completely independent of the existing publishing and
review system and adds an additional layer of information to
each publication listed. This additional information provides an
index to the reader about the relevance of a paper/topic within
the community based on vividness of ongoing discussions about
this paper. It is important to note, that the additional data should
not act to replace the relevance, content, and substance as foun-
dations of a given paper since those are not quantifiable in a
direct way. However, the additional data can act in navigating

through the complex scientific landscape of publications where
the final verdict on a paper should always be left to the critical
scientific reader.

In addition, once the NBS system starts working, thus hav-
ing gathered a sufficient amount of information, it may facilitate
information clustering and career development. With regard to
clustering, smart computer-driven clustering of comments in the
database can be carried out in several dimensions (i.e., quality,
quantity, type of author). They can then be used to visualize the
relevance of a given paper over time. In addition to the comments
left for a certain publication, usage of statistics such as views and
downloads can be logged and taken into consideration during
analysis of an articles history. This can be used as relevant ori-
entation (and data reduction) for the scientific community and
inherently contributes to scientific knowledge and quality. With
regard to career development, the NBS can highlight competent
and objective commentators on the basis of ratings and views.
By doing so, NBS adds details to a scientist’s career profile in
terms of impact (do people hear him/her) and vividness (quan-
tity and quality of actions within NBS). NBS hence forms a tool
to valorize scientific expertise via reviews as well as comments
in general.

Taken together, the statistical information available can be
used to provide measures that can promote more objective views
on an article’s impact than its mere number of citations or the
journals impact factor (Skorka, 2003; Simons, 2008; Franceschet,
2010), and provide a timeline of the importance it has on the
scientific community. By having an ongoing assessment of a pub-
lication, clustering algorithms can be used to view a research
topic and its related publications through the progression of time,
independent from a single article’s reference list, even indicat-
ing what contributions individual manuscripts made to a specific
domain of science. While substantive impact of a scientific idea is
based on more than statistical data, the NBS system goes beyond
the current standard metrics while making the process of judg-
ing impact more transparent. Proactive expertise contributions
receive direct incentives as they are valued by the community.
Since the NBS system relies on a large and valid amount of
data, scientific institutions should support such proactive input
by their scientists.

NBS AS AN ALTERNATIVE THAT CAN PARTLY OR COMPLETELY
REPLACE THE EXISTING PUBLICATION PROCESS

Initially, the NBS system would be based on the submission of
papers that were published in journals, as well as unpublished
papers, on which authors can comment in various formats simi-
lar to working papers which many disciplines are already familiar
with. However, the network statistics associated with submitted
articles and comments provide a parallel process that can be
more than a mere add-on (Figure 1, second stage); we expect
that the proposed system will be used to improve the current
journal-driven reviewing system. Importantly, the system we pro-
pose with the scientist’s ability to comment on articles freely does
not intend to replace the need for peer review in any way, only
to restructure the process. Any manuscript submitted to the NBS
system requires and should require a form of peer review, either
directed by journals and their editors or by the system itself.
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For example, the NBS system proposed here can be of imme-
diate help to editors searching for relevant reviewers for a new
article that has been submitted. A page rank algorithm, such as
used by Google for retrieving information sorted by relevance
to a keyword, could provide a relevant and, most importantly,
scientifically objective reviewer to an editor. Objectivity could
be defined as independent from the submitting scientists’ group,
affiliations, or personal preferences, but with overlapping exper-
tise. Personal preferences and opportunistic behavior could be
quantified based on an anonymous log of behavior among sci-
entists. For example, scientists can be ranked by the tendency
(quantified by appropriate metrics) to systematically reject papers
of specific authors or institutions, and when this ranking index is
too high, it should decrease their probability of being selected as a
reviewer. By implementing such procedures, an editor using the
proposed add-on system would enhance the review process by
counteracting opportunistic behavior by individuals. While this
system needs multiple occasions on which a reviewer is found
to show this type of behavior, it is likely that its mere existence
would reduce biases and make reviewers more aware of their
claimed objectivity.

Furthermore, editors and scientists might agree to not only
enter their papers into the NBS system, but also its anonymous
reviews. Initially, this can be done with reviewers selected by
a journal editor, who might have used the proposed system to
select the reviewers. Importantly, at the discretion of the scien-
tists authoring the paper and with permission of its reviewers,
this would be done as soon as a paper has been reviewed, also
if it is rejected. Each entry would, therefore, receive a history of
its own review process prior to its ultimate publication in a jour-
nal. Hence, even if an article has not been accepted in a certain
journal and ends up being published by another, the attached
reviews should contain the entire publication process. Having the
entire review process available for each article will make it more
transparent for readers to judge how the reported findings were
received as well as which problems (in terms of data acquisition,
analysis methods, or hypothesis) fellow scientists tackled while
getting published. Even for very good papers and positive reviews,
an openly accessible review process might be enlightening as com-
plementary additional ideas and background information would
be shared (like a review of a good book or movie).

We believe that when editors start using this add-on system, it
can influence journals and their editors to make better-informed
decisions on how to select papers for publication. As our pro-
posed NBS system would provide defined metrics of the success of
an article, irrespective of where it gets published, or even whether
or not it gets published, it would provide an alternative and more
transparent measure of impact. We are convinced that NBS will
provide more valuable measures of appreciation of a publication
in a research field than classical impact measures and the journal’s
name. When editors increasingly use NBS to select reviewers, and
when the view within the scientific field develops such that a sys-
tem is beneficial, then consensus may grow. As a consequence,
the current review process could be partly or entirely replaced
by NBS. Indeed, it is imaginable in a third stage (Figure 1, third
stage), that a system based on NBS would select reviewers for
articles automatically based on objective statistics, and that what

initially would be comments would become the actual reviews of
the submitted articles. In this way, a submitted article would gen-
erate its own review process that would be publically available, in
a way that is de-coupled from specific journals. Scientific jour-
nals would then be able to use the output of an NBS-based review
processes to select articles for publication. This would create an
inverse dynamic, in which journals will have to compete with each
other to publish the best articles, as scientists might be contacted
by several journals with requests for publication in print.

The scientific review and publication process we have sketched
here will provide a context in which truly good publications
will be labeled by favorable community-driven statistics and
ranked high, while publications that were released prematurely or
received poor ratings will also be recognized as such, and ranked
low. We suggest that this will create a transparent and content-
based competition among researchers and among institutions, so
that quality of research may become emphasized more in evalu-
ating an individual’s productivity than numbers of publications.
It can become a system that facilitates collaboration within the
digitized social network. Moreover, we believe the proposed sys-
tem will trigger a re-orientation of the effort of scientists from
anonymous review processes that remain unpublished to inter-
action in a more open and public arena. We suggest that the
more active and more publicly accessible communication style
among scientists proposed here will lead to better knowledge of
one another’s work, and therefore, will be a catalytic factor in
enhancing research quality.

POSSIBLE CAVEATS AND DOWNFALLS

Any given system will have its inevitable flaws and problems and
while we believe that our proposal aims at directly improving and
addressing many of those present in our current systems state, it
is important to note the possible problems our proposal could
encounter. Scientific work, the content it entails and the quality
associated with it is by its very nature not entirely quantifiable
by metrics of statistics. Therefore, the proposed NBS system will
never be independent of human evaluation instead we aim for
making the system more transparent in that regard. It is clear that
the system we propose has the possibility of generating excessive
work load for scientists if mechanisms are not in place to con-
trol for endless discussion cycles. One serious problem with a
more open system is the problem of danger of lobbyist tendencies.
While opportunism and lobbyism are problems already present
in the current publishing system and we hope to alleviate them
through means of the NBS system discussed above, it is impor-
tant that activism within the NBS system does not counteract
these efforts.

SUMMARY AND OUTLOOK FOR THE FUTURE

Although it is difficult to predict how the introduction of
the NBS-based publishing system would be received and thus
develop, the minimal goal we wish to achieve is that publishers
would increase the objectivity and transparency of the current
review and publication system by using NBS-based information.
This can be achieved by using NBS-based information for select-
ing reviewers, and scientists and editors agreeing to make the
entire anonymized review history public on a publicly accessible
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site (for a discussion on the problems associated with pub-
lic reviews see Anderson, 1994 and Kravitz and Baker, 2011).
However, in the long-term we suggest that a complete decou-
pling of the scientific review process from specific journals and
from their different, idiosyncratic review systems would tremen-
dously help the scientific objectivity of the review process. Indeed,
scientific reviews should not be biased by the fact that a review
is being handled for a high impact versus a lower impact jour-
nal, and it should not be biased by implicit histories or affini-
ties of an author with a specific journal or editor. Moreover, a
review system that is independent of individual editorial deci-
sions and, therefore, not directly related to a particular journal
would base the review process on a broader consensus-based
evaluation.

Starting off our proposed add-on NBS-based system involves
some, but minimal additional work by scientists (for a critical

view on electronic publications see Evans, 2008). It would involve
an effort to make published articles accessible from a common
webpage. Commenting/reviewing may be kicked-off by asking
leading scientists to submit a number of comments on a subset
of papers related to a topic of their competence. These comments
will attract the scientific community to visit the system and to
add further comments. This initial phase is essential in the devel-
opment of the system in its add-on phase, and will be highly
dependent on the effort of senior scientists. However, the over-
all benefits and possibilities of the new system should cover these
initial costs entirely. We strongly believe that it is time to leave
the sub-optimal reviewing and publication system that is available
right now behind, and reform it into a more transparent and open
system. Importantly, to make this transition effective, universities,
research organizations, and grant agencies have to be part of the
reform and support it.
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With the emergence of online publishing, opportunities to maximize transparency of scien-
tific research have grown considerably. However, these possibilities are still only marginally
used. We argue for the implementation of (1) peerreviewed peer review, (2) transparent
editorial hierarchies, and (3) online data publication. First, peerreviewed peer review entails
a community-wide review system in which reviews are published online and rated by peers.
This ensures accountability of reviewers, thereby increasing academic quality of reviews.
Second, reviewers who write many highly regarded reviews may move to higher editorial
positions. Third, online publication of data ensures the possibility of independent verifi-
cation of inferential claims in published papers. This counters statistical errors and overly
positive reporting of statistical results. We illustrate the benefits of these strategies by
discussing an example in which the classical publication system has gone awry, namely
controversial |1Q research. We argue that this case would have likely been avoided using
more transparent publication practices. We argue that the proposed system leads to better
reviews, meritocratic editorial hierarchies, and a higher degree of replicability of statistical
analyses.

Keywords: peer review, scientific policy, data sharing, scientific integrity

INTRODUCTION

It has been argued, most famously by Karl Popper, that the open-
ness of the scientific system is what makes it such a success-
ful epistemic project, compared to other methods of gathering
knowledge. The open character of scientific arguments allows
the error-checking mechanisms of science, such as replication
research, to work. In turn, this eradicates incorrect claims effi-
ciently so that, in science, falsehoods tend to die young. It seems
safe to say that openness is so central to the value system of the
scientific community, that occasions where we choose not to pur-
sue an open system should be as rare as possible. In principle, such
occasions should only arise when there are overriding concerns of
a higher moral status, such as concerns with regard to the privacy
of patients participating in research and similar factors. From this
point of view, it is remarkable that one of the most important parts
of the scientific process, peer review, takes place behind closed
curtains.

This hidden part of science has some undesirable consequences.
For instance, it means that essential parts of the scientific discus-
sion are invisible to the general audience. In addition, the peer
review system is liable to manipulation by reviewers and editors.
For example, editors can influence the system by selecting subsets
of reviewers who, given their track record, are practically certain
to provide positive or negative reviews. Reviewers can manip-
ulate the system by “bombing” papers; especially top journals
tend to publish papers only if all reviewers judge a paper pos-
itively, so that a single dissenting vote can nip a submission in
the bud.

These and other problems with the peer review system have
been widely debated (e.g., Godlee etal., 1998; Smith, 2006; Benos

etal.,, 2007), yet the system has been subject to little change.
One reason may be that the peer review system is a case where
we are both “us” and “them”: practicing scientists both bear the
adverse consequences of its problems and are responsible for its
faults. Moreover, the editorial secrecy itself precludes the reviewing
scandals that occur from becoming public and creating sufficient
outrage to provide adequate momentum for change. A final prob-
lem is that scientists have grown accustomed to the system; so even
though many see it as a wicked labyrinth, at least it is one in which
they know how to navigate.

So general are the problems of the peer review system and so
(seemingly) hard to remedy that some have likened peer review
to democracy, in being “a bad system, but the best we have” (e.g.,
Moxham and Anderson, 1992; Van Raan, 1996). However, as is
the case for democracy, the fact that peer review is both inherently
imperfect (as is any human endeavor) and likely to remain at the
heart of scientific publishing does not imply it cannot be improved.
In fact, we will suggest a simple improvement that may go a long
way toward solving the current problems; namely, to open up
the peer review system itself. In this context, we will propose a
new system that is based on three pillars: (1) the publication of
reviews, (2) the public assessment of the quality of those reviews,
and (3) mandatory publication of data together with a published
paper.

We argue that this system has several immediate payoffs. First,
it is likely to improve the overall quality of reviews, especially by
allowing the scientific community to discount reviews that are
clearly biased or which provide too little argumentation. Second,
the system remedies the lack of direct acknowledgment of the
work that goes into reviewing, which is a significant drawback
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of the current system, and one of the primary reasons that it is
becoming harder for editors to find reviewers. Third, making the
system public opens up further insights into the structure of the
scientific literature. Compared to current practices in scientific
publishing, the proposed system is based more strongly on the
key characteristics of the scientific enterprise: honesty, openness,
and rigor. As we illustrate in the next sections, current practice of
reviewing and dealing with research data do not always do well in
these regards.

We will delve more deeply into a specific example, but first
note that cases of controversial peer review decisions exist in
most if not all fields of science. In the last 2 years alone, there
have been several examples of high-profile research where peer
review has, seemingly, not functioned well. For instance, Sci-
ence accepted for publication a paper by Wolfe-Simon etal. (2011)
that claimed to have found evidence for arsenic-based life forms,
thereby overturning basic assumptions in (molecular) biology.
However, colleagues heavily criticized the paper almost instantly,
with several very critical commentaries appearing (e.g., Redfield,
2010). The paper was eventually published along with eight highly
critical comments and an editorial note (Alberts, 2011). Simi-
larly, Nature published a paper by influential theorists that argued
that kin selection is an outdated concept (Nowak etal., 2010). The
paper immediately sparked controversy, and was followed in a later
volume of the same journal by several critical replies, one of which
had 136 authors (Abbott etal., 2011). Arguably the most damag-
ing case of peer review gone awry was an article by Wakefield et al.
(1998) in The Lancet, allegedly demonstrating a link between vac-
cines and autism. The article, based on 12 patients, was ultimately
retracted, the lead author’s medical license revoked, and the claims
stricken from the academic record after an intensive investigation
revealed several cases of fraud. Although fraud cannot always be
detected by peer review, inspection revealed several grave errors
such as improper measures, lack of disclosure of conflicting inter-
ests, improper blinding procedures and a lack of controls that
could have been picked up by peer review (for an overview, see
Godlee etal., 2011).

The breadth of the critique in these controversial cases, gener-
ally representing the majority of scientists in the respective fields,
lends credence to the hypothesis that the reviewing process was, at
the very least, not as rigorous as is desirable. Several controversial
examples make clear that poorly reviewed papers, given the cur-
rent dearth of opportunity to correct such errors, can adversely
affect progress of science and in some cases (i.e., the Wakefield
paper) be damaging to the public. As science’s main method of
quality control, it is clear that all parties would benefit from a
peer review system that diminishes the chances of such errors
occurring.

We will illustrate the nature of the problems with current peer
review and our proposed solution on the basis of a case that, in
our view, represents the problems with the current system most
clearly. As the variety of examples above show, this particular case
is not of great importance. We chose it because (a) we are familiar
with its content and the context in which it appeared, (b) we feel
confident in judging the merits of the paper and the problems that
should have been picked up by reviewers, and (c) its problems
could have been solved in a more open system of peer review. If we

succeed in our goal, readers will be able to substitute our particular
case study with a relevant example from their field.

A CASE STUDY

THE CASE

On the basis of his theory of the evolution of intelligence
(Kanazawa, 2004), Kanazawa (2008) proposed that, during their
evolutionary travels away from the relatively stable and hence pre-
dictable environment of evolutionary adaptedness (EEA; i.e., the
African savanna of the late Pleistocene), the ancestors of Eurasians
encountered evolutionarily novel environments that selected for
higher intelligence. Therefore, Kanazawa (2008) predicted higher
average IQ scores in countries located farther away from the EEA.
Kanazawa (2008) tested this hypothesis against data gathered by
Lynn and Vanhanen (2006), who estimated so-called “national IQ-
scores,” 1.e., the average IQ of the inhabitants of nations in terms of
western norms. Kanazawa (2008) found a significant negative cor-
relation between countries’ national IQs and their distance from
three geographic locations in and around sub-Saharan Africa.

WHAT SHOULD HAVE HAPPENED?

We point to a number of indisputable issues that should have
precluded publication of the paper as constituted at the time of
review. First, Kanazawa’s (2008) computations of geographic dis-
tance used Pythagoras’ theorem and so the paper assumed that
the earth is flat (Gelade, 2008). Second, these computations imply
that ancestors of indigenous populations of, say, South America
traveled direct routes across the Atlantic rather than via Eurasia
and the Bering Strait. This assumption contradicts the received
view on evolutionary population genetics and the main theme of
the book (Oppenheimer, 2004) that was cited by Kanazawa (2008)
in support of the Out-of-Africa theory. Third, the study is based
on the assumption that the IQ of current-day Australians, North
Americans, and South Americans is representative of that of the
genetically unrelated indigenous populations that inhabited these
continents 10,000 years ago (Wicherts etal., 2010b). In related
work by others who share Kanazawa’s (2008) views on the nature
of race differences in IQ, the latter issue was dealt with by excluding
countries with predominantly non-indigenous populations (Tem-
pler and Arikawa, 2006). Thus, although Wicherts etal. (2010b)
raised additional issues that may the topic of debate (see below),
these three problems are beyond dispute.

WHAT DID HAPPEN?

The paper was accepted for publication in the journal Intelligence
3 weeks after first submission. Intelligence is the foremost jour-
nal on human intelligence and has an impact factor of 3.2!. The
editor normally asks three experts to review original and revised
submissions. Editorial decisions concerning rejection, acceptance,
or revision are based on the majority vote, although one critical
reviewer may be sufficient to let authors revise the manuscript
several times. The average time lag for research papers that were
published in 2008 was 228 days (median = 211) and so the
acceptance of Kanazawa’s (2008) paper was rapid.

!0ne of us (Jelte M. Wicherts) is proud to be a member of its editorial board
although he hastens to add he was not one of Kanazawa’s (2008) reviewers.
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AFTERMATH

Two of the authors of the present paper were involved in the prepa-
ration of a criticism that pointed out some of the undisputable
errors in the paper, and also raised doubts with respect to the
evidential relevance of present day correlations for evolutionary
theories of the kind Kanazawa (2004, 2008) proposed. After we
had submitted the critique to Intelligence we received the following
feedback from two anonymous reviewers. According to Reviewer 1
of our critique: “The history of science tells us that a strong theory
that explains numerous phenomena, like that of [. . .] Kanazawa, is
generally overturned by a better theory, rather than by the wholly
negative and nitpicking criticisms of the present paper.” Reviewer
2 of our comment wrote that: “Any explanation of IQ biodiversity
must address itself to the totality of the evidence and not depend
on highlighting small scale criticisms.” A third reviewer was more
positive, but the use of the majority vote resulted in rejection of
our criticism.

ANALYSIS OF THE CASE

Because we have no access to the reviews of Kanazawa’s (2008)
paper, we can only speculate on how the review process unfolded.
Havinga clear bearing on the controversial topic of race differences
in I1Q one would expect Kanazawa’s (2008) study to be met with
scrutiny by reviewers (Hunt and Carlson, 2007). This does not
appear to have happened. It is possible that the reviewers were
busy and each hoped for other reviewers to scrutinize the paper
in detail. In psychology, such processes have been studied in detail
under the headers of social loafing and diffusion of responsibility
(Darley and Latané, 1968), and are known to negatively influence
the quality of task performance.

Another possibility is that Kanazawa’s (2008) reviewers per-
formed poorly because they felt the need to counter the unpopular-
ity of views associated with genetic hypotheses of group differences
in IQ. Our view is that the current state of knowledge of the neuro-
physiological, evolutionary, genetic, cognitive, and psychometric
nature of individual differences in IQ is insufficient to arrive at
clear answers about the nature of group differences in 1Q. How-
ever, the topic is certainly a legitimate scientific endeavor, and we
take no issue with researchers who propose hypotheses that fea-
ture racial differences in genetic endowment for intelligence (as
long as these hypotheses are testable and consistent). Yet many
researchers consider those who hypothesize on such genetic dif-
ferences to be racist and not even entitled to publish their work
in a peer-reviewed journal. Dishonest reviews in this controversial
area are well documented on both sides of the debate (Hunt, 1999;
Gottfredson, 2010). Dishonest reviews are the atrocities in the
“wars of science” and their existence only sparks more dishonesty,
which does not really contribute to knowledge.

AN ALTERNATIVE HISTORY

The fate of our critique of Kanazawa’s (2008) paper (and of two
similar papers by others) is interesting, because it provides an alter-
native history by itself. The reason is that the journal Personality
and Individual Differences eventually published the paper, along
with a polite and open debate (Lynn, 2010; Rushton, 2010; Tem-
pler, 2010; Wicherts et al., 2010a,b) on the relevance of some of the
additional issues we had raised earlier (unfortunately Kanazawa

himself declined the invitation to comment). The exchange clearly
shows that opinions on Kanazawa’s (2008) findings differ. The dif-
ferences in tone and content between the negative reviews of our
earlier manuscript and the open exchange in the other journal
are striking. One likely reason is that the reviews were writ-
ten anonymously and in a system that is not sufficiently open
to scrutiny. Although editors play a moderating role in debates
between authors and reviewers (next to their main role in decid-
ing on publication), they are unlikely to disagree with reviewers
for several reasons. First, editors need to be able to fall back on the
reviewers’ assessments to make unpopular rejection decisions and
to be able to counter later criticisms of published work. Second,
the editors rely on these reviewers in the future to do more pro
bono reviewing. Similarly, it is impolite to ask busy scientists to
invest time to review a paper and subsequently downplay or ignore
the importance of their work. Writing peer reviews takes up valu-
able time but these writings are normally not published and so the
editors are unlikely to complain when the reviews are done hastily.

CONCLUSION

In our view the case study illustrates a major problem with current
publication practices. Namely that the selection of reviewers, edi-
torial decision making, and the treatment of critiques are all done
behind closed curtains and that reviewers are often anonymous,
and so hardly accountable for their writings. The general audience
may thus read the paper in Intelligence without recognizing that it
is based on several faulty assumptions, and without ever knowing
that a criticism of the paper was rejected. Nor can the audience
ever retrace the arguments that led to the acceptance of Kanazawa’s
(2008) paper and rejection of the criticism voiced against it. The
general audience has no way of finding out how three reviewers
who are knowledgeable in their field had missed the publication
of obvious errors they were supposed to help avoid and how two
reviewers later prevented an exposition of these errors in the same
outlet. Peer reviews represent some of the most valuable and inter-
esting reflections on other peoples’ work and putting them away
in a closed system is often a waste of energy and information. Also,
the payoffs for reviewers to write high quality reviews are currently
minor.

Let us then consider a new system, based on the premise of
complete openness, discuss its possible merits and drawbacks, and
finally examine a brief counterfactual history of the case study to
illustrate how the peer reviewing system might work, and why this
is a benefit for all concerned.

THE BROAD DAYLIGHT PUBLICATION MODEL

Fortunately, there is an effective cure for all of these diseases: day-
light. The Broad Daylight Publication Model (BDPM) that we
advance here incorporates openness at three levels: transparency
of the editorial process, accountability of reviewers, and openness
with respect to data. The BDPM is illustrated in Figure 1.

THE EDITORIAL PROCESS

The BDPM first involves a soft change to current policy. It merely
requires giving up secrecy and opening up the scientific system as
it exists now to public scrutiny. This means that scientific jour-
nals should disclose all information by default, unless there are

Frontiers in Computational Neuroscience

www.frontiersin.org

April 2012 | Volume 6 | Article 20 | 91


http://www.frontiersin.org/Computational_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Computational_Neuroscience/archive

Wicherts etal.

Transparency in science

Paper is submitted

the data supporting the

Stage 1 Stage 2
A novel A novel
Review 1
approach to approach to
Life, The Life, The What a great
7 Universe and papegiouiteg
Universe Fverythi research is
and }’:;’; E;”fl' needed.
Everything. : WY
Jane et al. I
g |mcaz2[x
g MCA2 | X 115 (42 13
89.5(3.14 |8
115 |42 13
90.7 |1.61 |5
89.5(3.14 |8
%0.7 [161 |5 Editorial Full reviews are
decision Paper is published in the ~ Published alongside
journal together with the paper and data,

including the names

to journal, including
the raw or pre-

findings. of the reviewers

Stage 3
36
43 29 \
A novel g MCA2 (X \ [ \\ [
approach to \‘ e !
Life, The 115 (42 |13 eview This paper isn’
Universe and |~ o great bad, but | could
N 89.5(3.14 |8 paper. No further .
Everything. e have made it even|
Jane et al. 907|161 |5 el bettes
7. Smith J. Doe

Ongoing comments
expand or critique on
the basis of new
findings, corrections
or insights. These
become part of the
history of a paper,
and give a more
detailed insight into
its reception in the
scientific community.

Signed reviews
garner ratings (e.g.,
ona 1-5 scale) from
the scientific
community. Over
time, reviewers

Data are available for
reanalysis. This may
lead either to
comments, or even

Paper becomes part
of the academic
literature, and is
judged both on its
content and the to which
reviewing process may be submitted '
independently, citing acquire data toward
the source of the a Reviewer Profile,
data. which becomes part
of all scientists CV.

processed data.

Reviewers are
selected. They
review the paper,
knowing that their
reviews will
ultimately be
published in a
signed format. The
reviews together
lead to an editorial
decision to accept
(possibly after
revision) or reject.

A novel approach to
Life, The Universe
and Everything.

Review 1
What a poor

paper. Further
research is
needed.

T. Smith

Jane et al.

The titles of rejected
papers are published
without the main text
(to enable authors to
seek other options), but
with titles, authors, and
abstracts.

Reviews of rejected
papers are published
alongside title of
rejected paper, and
may still be rated.

FIGURE 1 | lllustration of the Broad Daylight Publication Manual.

33 40 16 \
\,

A Bayesian|
approach to Profile
Life, The| 3 Reviewer name: T. Smith

Universe and| 'x;,’;“; 200, Number of reviews: 34

Everything. paper. Further Average review rating:
laacidh research s 39
needed. R-index: 124,8
Authors rewrite LSmith

paper and submit
elsewhere, or
abandon paper.

For rejected papers also, signed reviews garner ratings
from the scientific community. This ultimately leads to a
reviewer profile, which would be part of ones CV.

overriding concerns to preclude such practice. So journals should
minimally engage in the following steps:

1. Disclose submissions: All submissions should eventually be pub-
lished online, so that the public may see not only which papers
were accepted, but also which papers were rejected. Rejected
papers are published without the main text (to enable authors
to seek other options), but with titles, authors, and abstracts,
and full reviews.

2. Disclose reviews: All reviews of all papers, whether accepted or
rejected, should eventually be published online, along with all
editorial letters.

We think that the current secrecy regarding who submitted
what where and how the submission was evaluated is outdated.
Only rarely do authors have insurmountable reasons to remain
secret about their submitted work. Almost certainly, reviewers
would write their reviews differently if they knew that these reviews
will become public.

ACCOUNTABILITY OF REVIEWERS

A second step in promoting openness involves making reviewers
accountable for their actions and to give them due credit for their
hard reviewing work. This could be done by adding the following
elements:

3. Review the reviewers: All reviews of all papers can be rated by
the journal’s readership. Reviews are always signed.

4. Open up the editorial hierarchy: Reviewers who review often
and whose reviews get high ratings can ascend in the editorial
hierarchy.

We propose a system where every review can itself be rated by
the scientific community. We suggest some criterion that warrants

the ability to be able to rate reviews, such as “having at least one
published article in this journal.” Any person who fulfills this cri-
terion may then rate a review on a Likert scale that runs from, say,
1 to 5. These ratings represent the perceived quality, depth, exper-
tise of the review, and the extent to which it contributes to quality
control. After publishing the reviews alongside the manuscript,
these reviews will accumulate ratings. After some time, a review
may have scored an average of, say “4.2,” suggesting fairly high
average review quality. Similarly, a reviewer will start accruing
ratings and published reviews. We could think of some basic
metric (e.g., for instance an “R-index,” that summarizes “num-
ber of reviews written” times “average quality rating”) that reflects
both the amount and average quality of reviews someone has con-
ducted, which would be a relevant part of the resume of a working
scientist. This would allow the work that goes into reviewing to be
acknowledged more explicitly, and for funding agencies to judge
someone’s “presence” in the scientific community more accurately.
In this way, reviewing well will finally start to pay off for the
reviewers themselves. By writing many reviews that are published
alongside manuscripts, researchers may build their reputation in
the community. A good reputation as a reviewer should form the
basis for appointments in the editorial hierarchy (reviewing board,
editorial board, associate editors, and main editor).

Another important effect of opening up the review system
is that structure of the reviewing process can be analyzed. For
instance, it would become possible to examine patterns of friendly
reviewing and nepotism. In addition, reviewers can be statisti-
cally analyzed. It will be clear to everyone living in the scientific
machine that reviewers differ in how difficult it is to pass them.
Such differences can be analyzed and, in the future, it may even
be possible to account for them. In fact, the availability of such

Frontiers in Computational Neuroscience

www.frontiersin.org

April 2012 | Volume 6 | Article 20 | 92


http://www.frontiersin.org/Computational_Neuroscience/
http://www.frontiersin.org/
http://www.frontiersin.org/Computational_Neuroscience/archive

Wicherts etal.

Transparency in science

information enables a wealth of studies that contribute to sci-
entific self-reflection and improve the scientific practice, thereby
advancing knowledge.

Importantly, it is also possible to see who gave which ratings,
and if there are large discrepancies. All parties will benefit from
highly rated reviews: the authors of the original manuscript as their
paper has withstood high quality scrutiny, the reviewers themselves
because their contribution has been acknowledged and reported
upon, possibly leading to editorial promotion, and the journal and
its editor as they have, in the perception of the larger community,
succeeded in appointing appropriate reviewers. Altogether, peer
review of reviews will improve the quality of the published work.
We also feel that this will improve the quality of reviews of rejected
papers toward being more constructive.

Another benefit is that the quality of the journal may be assessed
also by the reviewing standards it sets. The impact factor of a jour-
nal is commonly used as the predominant indicator of its quality.
However, we could easily envisage a situation where a journal
increases in stature for the overall quality of the reviews upon
which it bases its decisions. This average rating would represent
the expertise, fairness, and scientific judgment of the editor. This
would be especially relevant for journals that are highly specialized
and therefore generally have a low impact factor, such as Psychome-
trika in our own field. This journal has low citation statistics, but
is highly regarded by both applied and theoretically oriented psy-
chometricians for its rigor and high quality standards. The rating
of the reviews may offer such journals a new metric, on which
the community can base its judgment: one that reflects the rigor
and quality of its reviewing standards, and therefore the presumed
quality of its academic content, not just the popularity of the arti-
cles it publishes. Journals with many highly regarded reviews are
also expected to receive more submissions.

As is the case for papers (in which other theories are often
critiqued), people should be accountable for their assessment of
a paper. Currently, scientists are quite comfortable praising or
discrediting theories or techniques within the confines of their
own papers and/or commentaries, so there should be no rea-
son why people will suddenly refuse to critique (or compliment)
work openly in reviews. Ultimately, it is the editor who makes the
decision; the reviewers merely give a recommendation.

Consistently writing highly regarded reviews, regardless of the
decisions that they lead to, could and should be used as the
basis of appointing editors of journals. A reputation for rigor-
ous and fair reviews is probably not easily earned, and should be
rewarded. Published reviews could be considered publications in
their own right. Currently, commentaries are considered to be sep-
arate publications, even though they are shorter than conventional
manuscripts.

OPENING UP THE DATA

Finally, as the BDPM requires opening up the scientific system, not
only the submissions and reviews should be disclosed, but the data
should be published as well. Although the ethical guidelines of for
example the American Psychological Association (2010) require
data sharing on request, the current practice holds that data are
not shared unless exceptional circumstances hold (Wicherts et al.,
2006; Savage and Vickers, 2009). The right policy is clearly to

publish the empirical data on which empirical claims are based,
unless exceptional circumstances apply (e.g., privacy issues, data
ownership). Thus, we argue that the research data of studies should
be submitted to the journal as a matter of scientific principle as
soon as a paper is accepted for publication (Wicherts and Bakker,
2012), which leads to our fifth principle:

5. Disclose the data: Data should be published online along with
the papers whose empirical claims they support.

Several practical issues need to be dealt with. First, the confi-
dentiality of the human participants needs to be protected. This
can be dealt with in several ways. Data can be anonymized and
release of particular data can be restricted to those who can be
held responsible for protecting the confidentiality. Exemption can
be requested when data are overly sensitive or when legal issues
preclude the release of proprietary data. Second, researchers who
collected the data may wish to conduct future research with the
data after the first results are published. This problem can be dealt
with at the researchers’ request by imposing, say, an 18-month
moratorium on the release of the data (or a moratorium pro-
portional to the cost of acquiring a given dataset). This should
give the original researchers a reasonable head start on their com-
petition. Third, data require proper documentation. Fortunately,
there are several successful data archives in numerous fields of
science. Quality standards of data archiving are well developed
(e.g., see http://www.datasealofapproval.org/). However, it is of
importance to develop guidelines on documenting and archiving
neuroscientific data, which present specific challenges.

Considering data as an integral part of any publication has
been proposed by many, including Hanson etal. (2011, p. 649)
in a recent editorial in Science: “As gatekeepers to publication,
journals clearly have an important part to play in making data
publicly and permanently available.” Although research data lie
at the core of science, they are normally published only in highly
condensed form as the outcomes of the statistical analyses that the
researcher happened to report. Quite often the raw data can tell us
considerably more than a single p-value, or a single brain image
showing pooled differential activity. Specifically, researchers may
disagree on how the data should be analyzed, new analyses may
provide new insights on the findings, and independent re-analyses
of the data may expose errors in the statistical analyses (Wicherts
and Bakker, 2012).

Straightforward checks on the basis of basic information in
papers show an alarmingly high prevalence of statistical errors,
even in the most prestigious journals (Rossi, 1987; Garcia-Berthou
and Alcaraz, 2004; Murphy, 2004; Berle and Starcevic, 2007;
Strasak etal., 2007; Kriegeskorte etal., 2009; Nieuwenhuis et al.,
2011). For instance, after a simple check of the consistency between
reported test statistics and p-values in a fairly representative sam-
ple of 257 papers published in psychology, Bakker and Wicherts
(2011) found that nearly half of these papers contained at least
one error in the reporting of statistical results. In roughly one
in seven papers they found a result that was unjustly reported as
being significant. In another study it was found that researchers
who report such erroneous results are less likely to share their data
for reanalysis (Wicherts etal., 2011). As these errors were identi-
fiable from just the information present in the published studies,
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they could have been prevented by sound statistical review. By
making reviews both public and accountable, more errors might
get identified (e.g., because spotting of such errors is likely to be a
straightforward way to gain a high profile as a statistical reviewer.)
However, these errors might just be the tip of the iceberg. Other
statistical errors can only be exposed with access to the raw data.
In addition, availability of the raw data may help prevent scientific
misconduct (Wicherts, 2011).

Apart from statistical errors, the details of statistical analyses
typically affect what can be concluded from the data. Results are
often dependent on decisions like how to transform the data, the
methods used in averaging across subjects or over time, or the iden-
tification of outliers. Analyzing neuroscientific data in particular
can be a complex task in which statistical decision making may lead
to published effects that appear to be inflated (Kriegeskorte et al.,
2009; Vul etal., 2009). On top of that, researchers often have a lot
to gain in finding and being able to report an interesting (and often
significant) result. Since in many scientific fields (with the notable
exception of some medical fields; ICH, 1996) statistical choices are
not explicated in advance in statistical protocols, the researcher
often has a lot of room to maneuver in doing the analyses. The fact
that many actually do capitalize on this freedom is evidenced by
the statistically unlikely (Sellke etal., 2001) overrepresentation of
p-values just below the typical 0.05 threshold for significance that
has been documented in various fields that involve traditional data
analyses (Ioannidis and Trikalinos, 2007; Ridley et al., 2007; Gerber
and Malhotra, 2008a,b). If contention exists about the decisions
and analyses, the only scientific way to resolve the issue is to have
the raw (or pre-processed) data available for anyone to examine.
At the end of the day, whether such re-analyses should be consid-
ered nitpicking or pertinent to the hypothesis of the paper is to be
judged by the scientific community.

Of course, data sharing will not only serve as a quality control
device (although this is a crucial aspect). There are many positive
incentives for the scientific community. One of those clear benefits
is the more efficient (re)use of existing data. Especially in fields that
rely on complex, computationally heavy analyses such as behav-
ior genetics, (cognitive) neuroscience, and global climate models,
sharing data will vastly increase the availability of data to vali-
date new techniques and uncover previously unnoticed empirical
phenomena in existing data. Examples of successful data sharing
programs are the Human Genome Project?, Neurosynth?, and the
BrainMap Project?. Data that have already been published could be
used for additional studies without much additional cost. Reusing
data will perhaps shift the focus away from “new data” (several
high-impact journals explicitly state that data should not have
been published before) and toward new findings.

THE FATE OF A PAPER IN THE BDPM

Given the above, what would happen if one submitted a paper
in the broad daylight paper system? A paper is submitted to the
desired journal, including the dataset (stripped of any identi-
fiers and pre-processed if necessary) on which the conclusions

2http://www.ornl.gov/sci/techresources/Human_Genome/home.shtml

Shttp://neurosynth.org

*www.brainmap.org

are based. This paper, including the dataset, is sent to a selection
of reviewers with the necessary expertise. After an appropriate
timeframe, they submit their reviews and the recommendations
(reject, revise and resubmit, accept) that follow from their reviews.
The editor then decides on the basis of these reviews whether or
not to accept the paper, possibly weighing the reviews on the basis
of previous reviewer quality ratings (i.e., one of the reviewers may
have a high average rating for his or her previous reviews). If the
paper is ultimately published, it is published on the website of the
journal. The website contains the manuscript, the editorial deci-
sion, the reviews, and the raw (or pre-processed) data. Colleagues
can then, after reading the manuscript and the reviews, rate those
reviews on a scale of 1-5 (based on the “at least one publication”
rule). These ratings represent a guide for a new reader of the
manuscript, both to its virtues and possible problematic compo-
nents. Finally, readers may comment on the manuscript and so
review the paper themselves after it has been published. Although
such later reviews play no role in decisions concerning acceptance
of the paper, they do allow the community to comment on it.
Like the original reviews, these later comments entail a manner to
make a career as a reviewer/commenter. After a period of time, this
would create a dynamic representation of the validity and quality
of the paper. Does it stand up to scrutiny? Are the reviews upon
which publication was based considered to be rigorous? Are any
potential flaws pointed out in the later comments? Let us now
re-examine the Kanazawa (2008) case from the perspective of this
new system, and how this is an improvement.

A COUNTERFACTUAL HISTORY OF THE CASE STUDY

What then, in our system, would have become of the case study,
and why is it an improvement? The paper would have been sub-
mitted to the same journal. We consider it quite likely that it would
have been met with more criticism and that the indisputable errors
discussed above would have been averted in earlier phases of the
review. Perhaps reviewers would have opposed publication, but let
us suppose that they would have recommended publication. Sub-
sequently, the paper and its reviews would have become available
for all to read. If the system works as we envisage it, several things
that we consider an improvement could happen.

Firstly, anyone (including journalists) will be able to read the
paper, but also the reviews on which the acceptance was based,
the ratings these reviews received, and whether they were suf-
ficiently critical. This will go a long way in judging whether to
accept the (possibly controversial) views put forth. On the basis
of this assessment, people may then rate those reviews in terms
of thoroughness, scientific credibility, and general quality. We
expect many readers of Intelligence to not have rated the reviews
of Kanazawa’s (2008) paper highly.

Secondly, readers may comment informally (and under their
own names) on the paper as much as is currently possible in jour-
nals like PLoS ONE. This would allow for instantaneous feedback,
both positive and negative, on the merits and possible flaws of the
manuscript and its reviews. Currently, it is no exaggeration to state
that the impact factor of the journal is often considered the most
important factor in judging the merits of an individual paper. This
is clearly a rather crude heuristic, better replaced by discussions
and feedback on the actual paper.
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Finally, readers may use the data (that was made available along-
side the manuscript) to evaluate the data, to consider alternative
hypotheses and perhaps to even be inspired to re-analyze the data
in a way that provides even more, or different, support of the the-
ory under consideration. Unlike many other instances in which
data are unavailable after publication (Wicherts et al., 2006, 2011),
Kanazawa’s (2008) data could be submitted to secondary analyses.
These analyses cast some doubt on his hypotheses (Wicherts et al.,
2010b; Hassal and Sherrat, 2011).

Over time, this would lead to a changing and dynamic con-
sideration of the merits of the paper, based on the quality of the
reviews (as judged by readers), the general tone of comments and
whether or not any convincing counterarguments are put forth
over time, possibly based on new analyses. Or, of course, some-
one might find a fatal flaw. Notably, the converse may also be
the case: if all the negative comments are only based on ideolog-
ical critiques, and not on substantive or scientific arguments, this
may be considered implicit support for the claims in the paper,
regardless of their (un)popularity. Of course, the best possible
scenario is that the open nature and dynamics of the BDPM cre-
ate a community where there are clear incentives for thorough
reviewing. We hope that all readers would consider this alterna-
tive history to be preferable over what actually happened in this
specific case.

FEASIBILITY OF THE BDPM

One could argue that our system may sound good in theory, but
that the reality of incentives and the sociological dynamics of
science are such that they are not compatible with a fully open
system. We think that although this has some superficial plausi-
bility, a closer inspection of specific problems shows that none are
insurmountable, and that these problems are outweighed by its
benefits.

OPENNESS

Will people be willing to review openly? Although the fear that
people will not be willing to sign their reviews openly seems rea-
sonable, empirically, this does not seem to be the case. Smith
(2009) has an interesting empirical finding: “Interestingly, when
we asked a sample of reviewers whether they would review openly
about half said yes and half no. When we conducted the trial, very
few people declined to review openly and when we introduced the
policy only a handful of reviewers in a database of around 5,000
refused to sign reviews.” Medical journals published by BioMed
Central have successfully introduced a system in which signed
reviews are published alongside the published papers. Although
Godlee etal. (1998) did not find clear benefits of having reviewers
sign their reviews, such benefits may well appear when the reviews
are published and subsequently rated by readers.

HONESTY

Will people be equally honest? Another fear may be that the visi-
bility of reviews will lead people to sugarcoat their reviews, where
they would have criticized sub-par work more harshly in the past.
One plausible fear may be the imbalance of power in the com-
munity. For instance, a young and upcoming researcher may not
want to make any enemies, thus “pulling punches.” This may be

the case, but we cannot envisage this to be a big problem. Even
a cursory glance at the literature shows that scientists are gener-
ally not reluctant to criticize one another. In fact, in our view it
is far more likely that the scientific community appreciates hon-
est, well-founded critique, regardless of whether someone is a
scientific veteran or a starting graduate student. And if someone
does tend to pull his or her punches, this will become appar-
ent in the BDPM as overly tame signed reviews from this person
accumulate. An “accept as is” from someone who is also occa-
sionally critical and regularly rejects papers may be more valuable
than an “accept as is” from someone who always recommends
publication.

PARTICIPATION

A glance at some of the existing online possibilities of post-
publication commenting (e.g., at PLoS ONE) shows that not all
papers will be heavily commented on. Perhaps not all reviews will
be rated. This is not a problem of the new system, but a simple
fact concerning the sheer volume of scientific production. Not all
papers will be widely read, not all papers will be cited, and not
all papers will have a large impact. This already applies to even
the highest impact-journals (e.g., Mayor, 2010). The greatest ben-
efit of the BDPM is that it offers the tools and opportunities for
correction, falsification and quality control, and gives increased
insight into the background of a paper. Moreover, by introducing
a system in which the ratings of reviews have an influence on the
selection of reviewers and even editorial positions, we expect a
stronger involvement by the community.

ABUSE

Some may fear that a reward system based on ratings is easily
exploitable. However, given that users can view ratings by name,
we think the simple fact of having traceable ratings will largely
diminish this problem. Everyone can see where the ratings of the
reviews come from. This may serve to expose an excessive degree of
nepotism. Although it is perfectly natural (and highly likely) that
people rate the work of their colleagues highly, insight into who
gave which votes will again allow people to judge what they think
of a manuscript. If, say, all the people with a statistics background
rate a review poorly, that may be an incentive to partly discount a
review that argues that inappropriate analyses were used.

LOGISTICAL ISSUES IN DATA SHARING

Although data files from many studies in the medical and behav-
ioral sciences are quite straightforward and are readily archived,
this does not apply to most multidimensional data files from neu-
roscience. There is a clear need for guidelines and best practices
of the sharing of such complex data files. The extensive pre-
processing of neuro-imaging data should be documented in ways
that enable replication on the basis of the raw data, whereas pre-
processed data that were used in the published analyses could be
submitted to the journal. Rigorous documentation of data han-
dling and the archiving of the raw data (even if these data are
submitted to more specialized repositories or simply stored at the
academic institution) is essential for replication and is required
by ethical guidelines. Major funding organizations increasingly
demand that data are shared (Wicherts and Bakker, 2012) and so
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the costs associated with sharing of data should become an integral
part of research funding. We are aware of previous failed attempts
of journals (like the Journal of Cognitive Neuroscience in the mid
1990s) to implement policies of data sharing, but we feel that the
times are changing. As the number of (high-impact) journals with
such policies increases so will researchers’ willingness to share.

CONCLUSION

In sum, we do not see insurmountable problems in setting up a
truly open scientific publication system. Our moral principle of
openness as a default mode of science, rather than as an exception,
thus suggests that we should simply start implementing such a sys-
tem. Increased transparency at various levels would, in our view,
eradicate a number of practices that arise under the current shroud

of secrecy. Editorial manipulation through choice of reviewers
would be exposed almost immediately. Low quality and/or biased
reviews would, in our view, quickly disappear under the pres-
sure of daylight. Accepting papers that include gross errors would
certainly become more difficult. Due to the possibility of earning
credits through good reviewing, reviewing itself would finally start
to pay off. Data would become publicly accessible, which not only
allows for replicating the statistical analyses, but also archives the
data for use by future generations of scientists. There is no system
without drawbacks. However, all things considered the proposed
ways of increasing transparency appear desirable. It remains to
be seen how researchers react to increased openness; it is entirely
possible that they will happily embrace it. There is only one way
to find out: just do it.
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Although many observers have advocated the reform of the scholarly publishing system,
improvements to functions like peer review have been adopted sluggishly. We argue that
this is due to the tight coupling of the journal system: the system’s essential functions
of archiving, registration, dissemination, and certification are bundled together and siloed
into tens of thousands of individual journals. This tight coupling makes it difficult to change
any one aspect of the system, choking out innovation. We suggest that the solution is the
“decoupled journal (Dcd).” In this system, the functions are unbundled and performed
as services, able to compete for patronage and evolve in response to the market. For
instance, a scholar might deposit an article in her institutional repository, have it copyedited
and typeset by one company, indexed for search by several others, self-marketed over
her own social networks, and peer reviewed by one or more stamping agencies that
connect her paper to external reviewers. The DcJ brings publishing out of its current
seventeenth-century paradigm, and creates a Web-like environment of loosely joined
pieces—a marketplace of tools that, like the Web, evolves quickly in response to new
technologies and users’ needs. Importantly, this system is able to evolve from the current
one, requiring only the continued development of bolt-on services external to the journal,

particularly for peer review.

Keywords: scholarly communication, peer review, publishing, models

INTRODUCTION

Why have we failed to reform peer review? It is certainly not for
lack of trying; the last few decades have seen growing awareness of
the institution’s glaring weaknesses, and a plethora of alternatives
suggested. We suggest that there are two reasons reform has been
lacking:

1. Changes to peer review are just patches on a fundamentally
broken scholarly journal system.
2. Proposals offer no smooth transitions from the present system.

In this paper, we suggest a reform of peer review that is built atop
areform of the entire publishing system. Importantly, though, we
also argue that this new system can evolve in incremental steps,
each viable on its own, from the present one. To guide us, we
borrow the idea of “refactoring.”

Refactoring is a programming practice in which we look at a
computer system, identify parts that are confusing, inefficient,
or redundant, and then systematically improve them—all while
making sure that the functions of the program do not change
(Hendler, 2007; Ding et al., 2009). We propose a refactoring of the
scholarly journal system. This starts with an analysis of the cur-
rent system, which we will do in the next section. We then proceed
to suggest a better system, the “decoupled journal (DcJ).” After
reviewing similar solutions proposed by others, we describe the
DcJ in detail, and give some examples of what it would look like
in practice. We close by considering advantages of our proposal,
particularly how scholars can smoothly transition to it from the
current model.

THE CURRENT SCHOLARLY JOURNAL SYSTEM
FUNCTIONS OF THE JOURNAL
Our first step in analyzing the scholarly journal system is to deter-
mine its functions. These are our constraints: whatever we change
about the system, we must make sure that it can still perform these
functions. Next we examine how the functions are currently being
performed—the structure of the system. Finally we look for ways
in which the current structure seems inefficient or redundant, and
propose improvements

An authoritative list of functions is well beyond our scope.
However, over the decades a consensus has emerged in the lit-
erature that journals have four “traditional functions” (Rowland,
2002):

e Archiving: permanently storing scholarship for later access.

e Registration: time-stamping authors’ contributions to establish
precedence.

e Dissemination: getting scholarly products out to scholars who
want to read them.

e Certification: assessing contributions and giving “stamps of
approval.”

Over the years many authors have suggested additional or alter-
nate functions (many are listed in Table 1). We will base our
analysis on the traditional functions, since they are as close to an
authoritative list as is available. However, observing that several
proposed functions seem to be sub-functions of the traditional
four, we incorporate them as well. We also add a few observed
sub-functions of our own, finally giving us the more detailed
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Table 1 | Functions of the journal outside the traditional four.

Filtration Clarke (2010)

Rewarding Clarke (2010) and Roosendaal and
Geurts (1997)

Marketing Smith (2003)

Cataloging Smith (1999)

Copyediting Rowland (2002) and Smith (1999)

Defining subject Donovan (1998) and Smith (1999)
and community
Democracy Hendler (2007)

Retrieval Casati et al. (2007)

stamping

feedback
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FIGURE 1 | Functions of the journal. Three of the four traditional
functions are split into sub-functions. Registration is considered a
by-product of proper archiving.

model of the journal’s functions show in Figure 1. This model
honors the consensus around the traditional four functions, while
at the same time allowing us to examine the diverse functions of
the journal in greater detail.

We note that certification, for example, does not just con-
sist of giving out seals of approval to worthy work—the feed-
back that authors get from reviews is also a valuable function.
Dissemination has the greatest number of sub-functions; it
requires some form of manuscript preparation (copyediting and
typesetting), marketing, and provision for search, in addition to
the actual publication. Archiving necessitates both persistent stor-
age and identification. We break a bit with tradition by collapsing
the registration function with archiving, as it seems clear that
any system meeting the needs of the latter will fulfill the func-
tion of the former as well. Likewise, we omit proposed functions
like “rewarding” that are supported by the journal system, but not
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FIGURE 2 | The current structure performing the four functions. There
are thousands of journals, each a self-contained silo that performs all of the
functions on its own.

actually one of its functions (the reward proper comes from one’s
peers, university or granting agency).

STRUCTURE OF THE JOURNAL

Our next step is to examine the structure of the journal system to
see how well it supports the performance of its functions. Again,
a full-scale analysis, such as Ware and Mabe’s (2009) is well out
of our scope. However, three particularly maladaptive features of
the current structure are readily apparent:

1. The market is split into around 25,000 individual journals
(Ware and Mabe, 2009), each one performing all four functions
more or less in isolation as seen in Figure2 (van de Sompel
et al., 2004).

2. The business model is dominated by the selling of content to
readers, and consequently tends to value secrecy and closed-
ness.

3. Peer review, the lynchpin of the entire system, shows remark-
ably little variation or innovation in practice—despite a trou-
bling opacity, observed bias (Peters and Ceci, 1982; Wenneras
and Wold, 2008), inefficiency, and lack of empirical support
(Jefferson et al., 2007).

The last two of these problems have seen sustained and high-profile
attention from policy-makers, thought leaders, and a growing
percentage of the academy’s rank and file. However, we argue that
while it might not be apparent at first glance, the first problem
is actually the most serious, and in fact leads to the other two.
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The Balkanization of the scholarly literature was not planned;
indeed, the journal was supposed to be a cure for just this prob-
lem. Oldenburg, creator of the first scientific journal in 1665,
realized that instead of mailing letters to one another, as was the
contemporary practice, scientists could communicate more effi-
ciently by mailing to a central location and then disseminating all
the letters together. Scholars today still care much less about the
journal than what it contains, and this sense grows as they increas-
ingly access literature through vast, flat indexes like PubMed and
Google Scholar. Ultimately, there is just one journal: the scholarly
literature (Gordon and Poulin, 2008), a conceptual space we dub
the metajournal.

The persistent fragmentation of the metajournal leads to
appalling diseconomies of scale. Perversely in this age of ever-
growing academic specialization, we have a system of journals
that are still technical generalists—an archipelago of self-
sufficient islands, each blithely performing all four functions in
splendid isolation. Journals as they now exist are jacks of all the
communication trades, but consequently masters of none.

More seriously, the bundling together of all the functions
in a single entity has stifled innovation by making it hard to
experiment with individual functions—like peer review, or open
access—without the expense and risk of creating whole new jour-
nals. I can choose a journal to publish in or read, but I cannot
in most cases ask the journal for a particular kind of review.
Bundling the functions together insulates any one function from
the market, allowing poor implementations to flourish and pre-
venting good ones from being directly rewarded. This explains
the slow change in business models and peer review models that
have perplexed many forward-thinking academics and publishers
(Greaves et al., 2006; Gotzsche et al., 2010; Schriger et al., 2011).
We suggest that no amount of activism or innovation aiming to
correct closed publishing models or broken certification mod-
els will succeed in the current system that closely bundles all the
functions together.

There is a good analogy here to another concept in pro-
gramming: that of separation of concerns (SoC) (Reade, 1989).
Concerns are the different sorts of things a program does: pre-
senting output, receiving commands, communicating over the
network, and so on. The idea is that if each of the concerns is
handled in relative isolation from the others, it is much easier
to maintain, repair, and improve its handling, because doing so
doesn’t disturb the rest of the system. If, on the other hand, SoC
is violated, improving a single feature requires modifying or even
rewriting the entire system. This is exactly the current problem
facing scholarly communication: the journal system has fused the
functions together in such a way that consumers have little choice
regarding individual functions, and innovators must tackle the
entire system in order to change a few pieces.

THE DECOUPLED JOURNAL: PROPOSITION AND HISTORY
THE DECOUPLED JOURNAL

Borrowing another programming term, we suggest that any solu-
tion to the problems of publishing must start with decoupling
(Stevens et al., 1974). In software this means making the pieces
of the systems as small, distinct, and modular as possible. This
can be done for the journal, as well. We know the functions of

the scholarly journal. Let’s make communication services that
pick just one of those functions; then, do it well. The basic
providers of scholarly publishing should not be publishers or
journals, but smaller, more specialized, more modular services.
This will let us assess different segments’ performance more
clearly, spot inefficiencies more quickly, and correctly them more
easily. The central virtue of a DcJ is, as in the case of a decou-
pled program, the system’s ability to adapt to change quickly and
relatively painlessly, because any given piece is as can easily be
replaced.

To use a metaphor outside computing, the current journal sys-
tem is like a fixed-price menu, in which a few sets of courses are
selected for diners in advance, and ordered as one item. This has
the benefit of simplicity. But its inflexibility means that diners
don’t get to exercise their creativity, and the chef may never realize
that the risotto isn’t any good—you just can’t get the quail without
it. We advocate scholarly communication a la carte—letting din-
ers combine courses as they please so they get the meal that is most
satisfying at the best price. Our goal is not to change the func-
tions of the journal, but to remix (or rather, un-mix) them, taking
advantage of profound technological change in the centuries since
the system was developed.

PREVIOUS IMPLEMENTATIONS

There are several publishing paradigms that partly decouple the
journal, and these deserve a closer look. Of these, we will examine
overlay journals, PLoS One, post-publication review services, and
Smith’s (1999) proposed Deconstructed Journal.

Overlay journals

Opverlay journals, as first suggested by Ginsparg (1997) are jour-
nals that only perform the certification function; they peer review
material already published, archived, and registered in an exter-
nal repository, and publish a simple link for each accepted article
(Moyle and Lewis, 2008; Brown, 2010). Repositories can be insti-
tutional repositories (IRs) or subject-area repositories like the
ArXiv.

There have been several interesting prototypes of tools for
creating and managing overlay journals, as well as a number
of function examples in the wild. The RIOJA project (Moyle
and Lewis, 2008) created an overlay journal system based on
Open Journal Systems, a popular application for managing open
access journals (Willinsky, 2003). Also in the UK, the Overlay
Journal Infrastructure for the Meteorological Sciences project cre-
ated a demo overlay journal. Rodriguez et al. (2006) created an
interesting prototype of an overlay journal system that uses the
co-authorship graph to automatically select appropriate reviewers
for articles in distributed repositories, then adds review informa-
tion as metadata using The Open Archives Initiative Protocol for
Metadata Harvesting (OAI-PMH). In addition to these demon-
stration projects, Table 2 lists examples of real journals that have
actually implemented the overlay model.

Overlay journals are promising because they could allow
experimentation in peer review and other functions without the
burden of managing entirely new journals. By offloading respon-
sibility for archiving, dissemination, and registration to external
repositories, overlay journals demonstrate that scholarly journals
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Table 2 | Overlay journals in the wild.

Journal name Journal URL

Listed as overlay in Currently overlay
(hosting articles

on repository server)

Journal of High Energy

Physics and+nuclear+physics/journal/13130
Logical Methods in http://www.Imcs-online.org
Computer Science

Geometry and Topology http://www.msp.warwick.ac.uk/gt

Journal of Nonlinear
Mathematical Physics

http://staff. www.ltu.se/~norbert/
home_journal/

Algebraic and Geometric
Topology

http://www.msp.warwick.ac.uk/a

Advances in Theoretical and
Mathematical Physics

http://www.intlpress.com/ATM

http://www.springer.com/physics/particle+

Brown (2010) No
Brown (2010) Yes
Brown (2010), UC Davis Front No

for the Archive list at
http://front.math.ucdavis.edu/

journals
Front for the ArXiv No
Front for the ArXiv No
Front for the ArXiv No

can indeed be decoupled and still succeed. However, the history
of the overlay journal is not particularly encouraging for propo-
nents of decoupling. The idea has existed some time, and has
apparently failed to ignite the imaginations of potential publish-
ers. Indeed, all but one of the journals in Table 2 have abandoned
the overlay model and returned to traditional, highly coupled
publishing.

What accounts for this disappointing reaction? It is impos-
sible to know for sure, and it would be interesting to pursue
research asking editors of journals who had switched to tradi-
tional publishing their reasons. However, one reason might be
technical: until recently, the available tools were optimized for tra-
ditional journals; simply archiving and publishing authors’ work
as a conventional journal may have been easier than managing an
overlay infrastructure, especially given the low cost of electronic
storage. However, perhaps a deeper problem is that overlay jour-
nals do not pursue the decoupling idea far enough: they split the
roles of the journal it two, but perhaps it needs to be split yet
further.

PLoS One
Another approach partly decoupling the journal comes from the
journal PLoS One. This is an unconventional title that publishes
work from any scientific discipline, provides free access for read-
ers, and uses a relatively novel approach to peer review: reviewers
are specifically told not to consider a work’s significance or poten-
tial impact, but only whether the work is methodologically sound.
PLoS have decoupled two functions traditionally bundled
together in the same journal. Specifically, they separate the assess-
significance part of certification from the assess-soundness part.
Methods and formal rigor are assessed conventionally. But the
assess-significance component is done in a novel way, after pub-
lication, by tracking a variety of “Article-level metrics” including
social bookmarking, blogging, and citation at the article level,
then displaying this with the article. This innovative approach to
part of assessment is only possible because PLoS One uncoupled

two certification sub-functions from one another, allowing the
functions to be performed by different structures.

PLoS One also decouples the copyediting function; its author
guidelines page warns that manuscripts “will not be subject to
detailed copyediting. Obtaining this service is the responsibility
of the author.” But PLoS does not simply assume articles will be
perfectly edited; instead, the guidelines give a list of 21 external
services that perform this function for a fee. As in the case of certi-
fication for importance, PLoS treats copyediting as a module than
can be decoupled and run independently.

This approach has been very successful for PLoS One; accord-
ing to figures available on their website, they published over 5000
articles in 2010, and the rate at which new articles are published
continues to grow. It has also been profitable, as authors (or their
funders) pay a publication fee of US$1350 per article. This suc-
cess has not gone unnoticed by other publishers, who—despite
early criticism (Butler, 2008)—have introduced similar “inclu-
sive journals” (Wager, 2011) like BMJ Open, Scientific Reports,
and Sage Open. However, this model still clings to some of the
flaws in the traditional journal structure. First, publishing in PLoS
One is exclusive; authors publish there, and only there. Neither do
authors have choices about what kind of review they will receive.
They may wonder if they could get better value for their money, as
PLoS publishes an article for $1350, while the ArXiv, which per-
forms a much more limited editorial review, spends about $7; as
Poynder (2011) asks, “is the additional work undertaken by PLoS
One 193 times more costly than ArXiv’s moderation process?”
Finally, one wonders whether a future scholarly journal ecosys-
tem dominated by a few inclusive megajournals will not become
as hidebound and oligarchic as the current system, dominated by
a few publishers. Again we must wonder: what if we started here
and then decoupled even more?

Post-publication review services
A third scholarly communication structure that that suggests the
potential of the DcJ is the post-publication review service. There

Frontiers in Computational Neuroscience

www.frontiersin.org

April 2012 | Volume 6 | Article 19| 101


http://www.frontiersin.org/Computational_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Computational_Neuroscience/archive

Priem and Hemminger

Decoupling the scholarly journal

are several of these in existence, but for the sake of space we will
focus on two: Faculty of 1000 and Mathematics Reviews.
Faculty of 1000 (F1000), according its website:

... identifies and evaluates the most important articles in biology
and medical research publications. The selection process com-
prises a peer-nominated global “Faculty” of the world’s leading
scientists and clinicians who rate the best of the articles they read
and explain their importance.

The goal of the service is to provide an additional filter, after
classical peer review, to help researchers manage their grow-
ing reading lists. In doing so, they provide another example of
a successful decoupled certification module. While some have
argued that F1000 ranking correlate strongly with Thomson’s
Journal Impact Factor (JIF) and are thereby of little value (Nature
Neuroscience, 2005), Allen et al. (2009) show that F1000 does
indeed spot valuable research overlooked by high-profile journals.

Mathematics Review is an abstracting service, but one that is
occasionally called into service as a post-publication peer review
venue when the traditional journals fail in their role as cer-
tifiers. In this case, abstracters may abandon objectivity and
attack papers and their reviewers directly. As Kuperberg (2002)
describes:

The community is often angry with the referees of [papers that
should not have passed review], but anonymity protects them
from the readers rather than the authors. Typically the Math
Review sets the record straight.

In this way, Mathematics Review acts as certification’s second line
of defense, a failsafe against the inevitable failures of the primary
system.

These services and others like them are the most successful at
decoupling the certification layer, because they do only that—
unlike PLoS One or even the overlay journals, they make few if
any attempts to perform other dissemination functions like mar-
keting, search, or manuscript preparation. However, they cannot
replace the current certification layer because they fail to suffi-
ciently provide the indirect function of rewarding authors; again
in Kuperberg’s (2002) words, “they are not designed to substitute
for journal names in the author’s list of publications” (264). That
is, they have decoupled part of the certification function, but not
enough to fulfill it entirely.

The deconstructed journal

This last example of decoupling is different from the other three
because it has not actually been implemented as a working system.
However, the Deconstructed Journal (Smith, 1999) is important
to discuss because it remains the most complete description of
the DcJ. Indeed, we see the DcJ as a way to implement Smith’s
earlier vision, making a few modifications and taking advantage
of advances in information technology over the last 12 years.

The Deconstructed Journal (DJ) is based on “three insights”:

1. We shouldn’t confuse the means (the journal) with the func-
tion.

2. Any replacement to journals must “satisfy the same needs” as
current system.

3. This can be achieved by cooperating agencies; there’s no need
for a central publisher.

The DJ decouples most of the functions of the journal, except
those gathered in a “Subject Focal Point” (SFP), which brings
together relevant literature and serves to as a portal for a commu-
nity of readers. Archiving, preparation, and certification are all
handled by specialist services. The SFP manages marketing and
serves as a focal point for community-defining. This is a remark-
ably prescient vision, as it predates widespread adoption of many
technologies that would greatly facilitate the DJ. Development
of DOIs, OAI-PMH, IRs, social media, and other technologies
makes this a significantly more practical and attractive frame-
work, as Smith points out in a 2003 follow-up article.

van de Sompel et al. (2004) suggest many of the same ideas
as Smith, using the ecosystem around the ArXiv subject repos-
itory as an example of a publishing value chain that is already
partly “decomposed” (van de Sompel, 2000). They point out that
a “loosely coupled” system has three major advantages: it encour-
ages innovation, adapts well to changing scholarly practices, and
democratizes the largely monopolized scholarly communication
market.

However, the DJ and decomposed models do still have some
weaknesses. Neither Smith’s nor van de Sompel’s proposals take
into account the power of social media to convey scholarship.
Today we can imagine collections of more diffuse social media
communities, like the ones that form around Twitter hashtags,
replacing Smith’s central SFPs. Second, and most importantly,
neither Smith nor van de Sompel et al. spend much time laying
out plans to gradually change from the present system to the ones
they propose. This is entirely appropriate for these early propos-
als, which are quite revolutionary in scope. However, without next
steps, the DJ will remain just a good idea.

THE FUNCTIONS OF THE DECOUPLED JOURNAL

The D¢J (to distinguish it from Smith’s DJ), is an updating
of Smith’s DJ, also incorporating similar suggestions from oth-
ers including (Ginsparg, 2004; van de Sompel et al., 2004;
Casati et al., 2007; Hendler, 2007; Cassella and Calvi, 2010).
It takes full advantage of the Web’s growing power and per-
vasiveness to give authors and readers complete control over
the scholarly objects they produce and consume, and gives ser-
vice providers unprecedented freedom to specialize, mutate, and
innovate.

The base unit of the DcJ is the scholarly object, which
can be anything from a dataset or annotation to an article or
monograph—anything scholars produce that they want to share.
Instead of simply landing in one of thousands of vertical jour-
nal bins, this object ricochets around a rich ecosystem of modular
services, acquiring new metadata, comments, stamps, links, cita-
tions, annotations, and edits as it goes. It is safely preserved and
identified in long-term storage, mirrored all over the planet. It is
indexed in general and specialized search engines and pushed to
specialist readers eager for its specific content. It, and millions like
it, forms a universal journal, but not one with any central pub-
lisher. This is a metajournal; like the web, it defines the smallest
possible set of central structures and standards, then opens the
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floodgates to the creativity and productiveness of thousands of
service providers and millions of users.

The best way to describe the DcJ, though, is to recall that
in refactoring, we must make sure the system continues to per-
form all the functions it did before. So in this section, we will
go through the functions of the journal one by one, describing
its provision in the Dc]J. First are the functions of archiving: per-
sistent storage and persistent identification. Because these are all
done at the same level, we will also discuss publication here. This
is followed by a discussion of other journal functions, includ-
ing preparation, search, marketing, and certification. We will
replace this final term with “assessment,” reflecting that quality
judgments in the Dc] will be subtler than simple binary yes/no
stamps.

Figures 3 and 4 describe the structure of the DcJ. In Figure 3,
we see that the vertical silos have been replaced by horizontal
bands of services, each performed by one or more independent
service organizations. Figure4 gives an example of one way a
given article might navigate this system.

THE BASE LAYER: PERSISTENT STORAGE, PERSISTENT
IDENTIFICATION, AND PUBLISHING

Definition: A permanent, open, web-accessible home for all
scholarly products.

Description: This module is special, because as the base layer, all
the others depend on it. In the DcJ, using a base layer service
is the least possible action a scholar can take toward in shar-
ing her work. The base layer is also special because it couples
three functions into a single service. This is because refactoring
is not about blindly decoupling every function in sight; rather,
it is meant to reduce coupling as far as practical but no further.
Long-term storage without persistent IDs means there is no sure
way to find the item again: it’s not storage, it’s disposal. Similarly,
there is no point in long-term identifiers if the identified object
goes away. Finally, in this age of cheap and widespread connec-
tivity, it is scarcely harder to store something online than off.

makouns I M1
scarc 1N
peparaton ||| 1

identity(DOI)
publishing
storage

FIGURE 3 | The decoupled journal. Although some vertical integration
remains in the base layer, most of the functions are performed
independently by a diverse ecosystem of service providers.

base layer

Moreover, making stored information objects networked is neces-
sary for making mirrored backups at other sites, a crucial practice
to safeguard data.

So the base layer publishes work, but we should not mistake
this for “publishing” as the term is used today: reaching the end
of a long submission, revision, and review process, then register-
ing and disseminating an article in a journal. The D¢J turns that
model on its head, making publication the first step in the process.
It is a trivial step as easy as clicking a button, but one required to
make further progress in meaningfully communicating a result of
scholarly work.

Who does it now: Today, commercial and non-profit publishers
handle storage and provision of a Document Object Identifier
(DOI), a persistent identifier. Libraries may provide distributed
backup storage in the form of paper copies, although this practice,
at any volume, is certainly coming to an end. Publishers handle
the electronic distribution of articles, and libraries (for now) dis-
tribute dead-tree copies. Growing number of articles are stored in
freely accessible institutional and subject-area repositories.
Options in the future: In the future, authors will be able to
choose where to deposit their work. In most cases, they will
likely chose free online repositories to store and publish their
work, since these will are reliable, easy, and support the impor-
tant other functions as well as their for-pay counterparts. They
may even have an institutional mandate (Bosc and Harnad, 2005)
to do so. However, if fee-based repository services can offer use-
ful additional functions, these may emerge as well. For instance,
a repository could support comprehensive versioning and “fork-
ing” of papers, making publishing more like open-source software
development (Casati et al., 2007). Identification will probably
continue, at least in the medium term, to be provided by the DOI
system, which has shown itself to be scalable and effective. The
biggest change in these functions is that authors will choose to
deposit a larger variety of materials as upstream services evolve to
add value to them. So, products like datasets, reviews, comments,
notes, blog posts, and even tweets will all find their way into being
persistently locatable and available on the Web.

Transitional stages: There is almost no transitional work needed
for services of this kind; hundreds of institutional and subject-
area repositories already exist, and continue to fill with articles.
One change is that many of these do not mint DOIs, although
they do provide relatively permanent identification with a URL
Another change is that authors will need convincing to deposit
non-article items in repositories; this is already beginning to hap-
pen with products like datasets. Once non-a