:' frontiers ‘ Research Topics

Arctic amplification:
Feedback process
Interactions and
contributions

Edited by
Patrick Charles Taylor, Peter L. Langen and lvy Tan

Published in
Frontiers in Earth Science



https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org/research-topics/13839/arctic-amplification-feedback-process-interactions-and-contributions
https://www.frontiersin.org/research-topics/13839/arctic-amplification-feedback-process-interactions-and-contributions
https://www.frontiersin.org/research-topics/13839/arctic-amplification-feedback-process-interactions-and-contributions
https://www.frontiersin.org/research-topics/13839/arctic-amplification-feedback-process-interactions-and-contributions

& frontiers | Research Topics

FRONTIERS EBOOK COPYRIGHT STATEMENT

The copyright in the text of individual
articles in this ebook is the property
of their respective authors or their
respective institutions or funders.
The copyright in graphics and images
within each article may be subject

to copyright of other parties. In both
cases this is subject to a license
granted to Frontiers.

The compilation of articles constituting
this ebook is the property of Frontiers

Each article within this ebook, and the
ebook itself, are published under the
most recent version of the Creative
Commons CC-BY licence. The version
current at the date of publication of
this ebook is CC-BY 4.0. If the CC-BY
licence is updated, the licence granted
by Frontiers is automatically updated
to the new version

When exercising any right under

the CC-BY licence, Frontiers must be
attributed as the original publisher
of the article or ebook, as applicable.

Authors have the responsibility of
ensuring that any graphics or other
materials which are the property of
others may be included in the CC-BY
licence, but this should be checked
before relying on the CC-BY licence
to reproduce those materials. Any
copyright notices relating to those
materials must be complied with.

Copyright and source
acknowledgement notices may not
be removed and must be displayed
in any copy, derivative work or partial
copy which includes the elements

in question

All copyright, and all rights therein,
are protected by national and
international copyright laws. The
above represents a summary only.
For further information please read
Frontiers” Conditions for Website Use
and Copyright Statement, and the
applicable CC-BY licence.

ISSN 1664-8714
ISBN 978-2-83251-753-6
DOI10.3389/978-2-83251-753-6

Frontiers in Earth Science

March 2023

About Frontiers

Frontiers is more than just an open access publisher of scholarly articles: it is
a pioneering approach to the world of academia, radically improving the way
scholarly research is managed. The grand vision of Frontiers is a world where
all people have an equal opportunity to seek, share and generate knowledge.
Frontiers provides immediate and permanent online open access to all its
publications, but this alone is not enough to realize our grand goals.

Frontiers journal series

The Frontiers journal series is a multi-tier and interdisciplinary set of open-
access, online journals, promising a paradigm shift from the current review,
selection and dissemination processes in academic publishing. All Frontiers
journals are driven by researchers for researchers; therefore, they constitute
a service to the scholarly community. At the same time, the Frontiers journal
series operates on a revolutionary invention, the tiered publishing system,
initially addressing specific communities of scholars, and gradually climbing
up to broader public understanding, thus serving the interests of the lay
society, too.

Dedication to quality

Each Frontiers article is a landmark of the highest quality, thanks to genuinely
collaborative interactions between authors and review editors, who include
some of the world's best academicians. Research must be certified by peers
before entering a stream of knowledge that may eventually reach the public
- and shape society; therefore, Frontiers only applies the most rigorous

and unbiased reviews. Frontiers revolutionizes research publishing by freely
delivering the most outstanding research, evaluated with no bias from both
the academic and social point of view. By applying the most advanced
information technologies, Frontiers is catapulting scholarly publishing into

a new generation.

What are Frontiers Research Topics?

Frontiers Research Topics are very popular trademarks of the Frontiers
Jjournals series: they are collections of at least ten articles, all centered

on a particular subject. With their unique mix of varied contributions from
Original Research to Review Articles, Frontiers Research Topics unify the
most influential researchers, the latest key findings and historical advances
in a hot research area.

Find out more on how to host your own Frontiers Research Topic or
contribute to one as an author by contacting the Frontiers editorial office:
frontiersin.org/about/contact

1 frontiersin.org


https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org/
https://www.frontiersin.org/about/contact
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

& frontiers | Research Topics March 2023

Arctic amplification: Feedback
process interactions and
contributions

Topic editors

Patrick Charles Taylor — Langley Research Center, National Aeronautics and Space
Administration, United States

Peter L. Langen — Aarhus University, Denmark

vy Tan — McGill University, Canada

Citation

Taylor, P. C., Langen, P. L., Tan, |., eds. (2023). Arctic amplification: Feedback process
interactions and contributions. Lausanne: Frontiers Media SA.

doi: 10.3389/978-2-83251-753-6

Frontiers in Earth Science 2 frontiersin.org


https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org/
http://doi.org/10.3389/978-2-83251-753-6

& frontiers | Research Topics

Table of o4

contents
06

30

42

59

77

94

109

128

157

Frontiers in Earth Science

March 2023

Editorial: Arctic amplification: Feedback process interactions
and contributions

Patrick C. Taylor, Peter L. Langen and Ivy Tan

Local and Remote Atmospheric Circulation Drivers of Arctic
Change: A Review

Gina R. Henderson, Bradford S. Barrett, Lori J. Wachowicz,

Kyle S. Mattingly, Jonathon R. Preece and Thomas L. Mote

The Nonlinear Radiative Feedback Effects in the Arctic
Warming
Yi Huang, Han Huang and Aliia Shakirova

Contributions to Polar Amplification in CMIP5 and CMIP6
Models

L. C. Hahn, K. C. Armour, M. D. Zelinka, C. M. Bitz and A. Donohoe

The Emergence and Transient Nature of Arctic Amplification
in Coupled Climate Models
Marika M. Holland and Laura Landrum

Summer Cyclones and Their Association With Short-Term Sea
Ice Variability in the Pacific Sector of the Arctic
Peter M. Finocchio and James D. Doyle

Understanding the Differences Between TOA and Surface
Energy Budget Attributions of Surface Warming

Sergio A. Sejas, Xiaoming Hu, Ming Cai and Hanjie Fan

A Cloudier Picture of Ice-Albedo Feedback in CMIP6 Models
Anne Sledd and Tristan S. L'Ecuyer

Process Drivers, Inter-Model Spread, and the Path Forward: A
Review of Amplified Arctic Warming

Patrick C. Taylor, Robyn C. Boeke, Linette N. Boisvert, Nicole Feldl,
Matthew Henry, Yiyi Huang, Peter L. Langen, Wei Liu, Felix Pithan,
Sergio A. Sejas and lvy Tan

Constraining Arctic Climate Projections of Wintertime
Warming With Surface Turbulent Flux Observations and
Representation of Surface-Atmosphere Coupling
Linette N. Boisvert, Robyn C. Boeke, Patrick C. Taylor and
Chelsea L. Parker

3 frontiersin.org


https://www.frontiersin.org/journals/earth-science
https://www.frontiersin.org/

& frontiers | Frontiers in Earth Science

’ @ Check for updates

OPEN ACCESS

EDITED AND REVIEWED BY
Hayley Jane Fowler,
Newcastle University, United Kingdom

*CORRESPONDENCE
Patrick C. Taylor,
patrick.c.taylor@nasa.gov

SPECIALTY SECTION
This article was submitted to
Interdisciplinary Climate Studies,
a section of the journal
Frontiers in Earth Science

RECEIVED 09 January 2023
ACCEPTED 02 February 2023
PUBLISHED 10 February 2023

CITATION
Taylor PC, Langen PL and Tan | (2023),
Editorial: Arctic amplification: Feedback
process interactions and contributions.
Front. Earth Sci. 11:1140871.

doi: 10.3389/feart.2023.1140871

COPYRIGHT
© 2023 Taylor, Langen and Tan. This is an
open-access article distributed under the
terms of the Creative Commons
Attribution License (CC BY). The use,
distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication
in this journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Frontiers in Earth Science

TypE Editorial
PUBLISHED 10 February 2023
pol 10.3389/feart.2023.1140871

Editorial: Arctic amplification:
Feedback process interactions
and contributions

Patrick C. Taylor'*, Peter L. Langen? and Ivy Tan?

'NASA Langley Research Center, National Aeronautics and Space Administration, Hampton, VA,
United States, 2Department of Environmental Science, IClimate, Aarhus University, Roskilde, Denmark,
*Department of Atmospheric and Oceanic Sciences, McGill University, Montreal, QC, Canada

KEYWORDS

arctic amplificaiton, arctic climate change, climate feedback, arctic seaice, arctic physical
processes

Editorial on the Research Topic
Arctic amplification: Feedback process interactions and contributions

The Arctic is a system in transition. In recent decades, we have witnessed rapid and
unprecedented changes within the Arctic that represent an early warning sign of global climate
change. Observed rapid Arctic climate change is considered indicative of a broader phenomenon
called Arctic Amplification. Arctic Amplification is most clearly described as greater surface
warming in the Arctic relative to the rest of the globe (roughly 2-4 times faster) in response to
increased CO, and is accompanied by other changes to the Arctic system, most visibly reductions
in the snow and ice cover. Despite the early awareness of this fundamental feature of the Arctic for
more than 100 years (e.g., Arrhenius 1896), projections of the Arctic climate system response to
increased CO, are more uncertain than in any other region.

The evolution of the Arctic climate, and hence the uncertainty in its projected change, is
of great societal relevance. The Arctic system affects the global climate through its influences
on sea level, atmosphere and ocean circulation patterns, carbon storage and release, and
extreme events. The societal relevance of the uncertainty in the Arctic warming rate is
exemplified by considering the 2°C Paris Climate Agreement warming target. A 2°C global
warming, considering present uncertainty levels, results in an Arctic warming range from +
3.5 to + 7.5°C. Substantially different degrees of land ice melt and permafrost thaw are
expected for a +3.5 vs. a +7.5°C warming. Key to reducing this uncertainty in Arctic
Amplification is improving our understanding of the processes driving Arctic Amplification.

The aim of this Research Topic is to focus research efforts on how local and remote
atmosphere, land, ocean, sea ice, and coupled physical processes drive Arctic Amplification.
By bringing together current understanding from multiple perspectives in a manner that
elucidates the influence of coupled processes, this Research Topic aims to accelerate
advances in our understanding of Arctic Amplification and make progress towards
reducing uncertainty in climate projections. This Research Topic contains original
research and review articles that expand our knowledge of Arctic Amplification.

Radiative climate feedback analysis is a key area discussed within this Research Topic as
it is a critical tool for understanding Arctic Amplification. Sledd and L’Ecuyer present
original research describing the interplay between the sea ice and clouds as it pertains to the
ice-albedo feedback. Their findings indicate that not only do clouds influence the magnitude
of the ice-albedo feedback, but they also change the ability to detect the emergence of the
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feedback above natural variability. Hahn et al. apply radiative
feedback kernels to investigate the hemispheric asymmetry in
observed and projected polar amplification in contemporary
climate models. This original research reveals differences between
the importance of poleward heat transport contribution to Arctic
and Antarctic Amplification.

Contributions from Huang et al. and Sejas et al. discuss the
shortcomings associated with current methods in quantifying
radiative feedbacks. Huang et al. investigate the fidelity of linear
radiative feedback methods for quantifying high-latitude feedbacks
and demonstrate the need to apply non-linear methods when
quantifying Arctic feedbacks. Sejas et al. tackle the inherent
differences between the top-of-atmosphere and surface perspectives
for quantifying climate feedbacks. This article demonstrates that the
discrepancies between these perspectives are linked to the definition of
the top-of-atmosphere lapse rate feedback.

Another major theme of this Research Topic is the importance of
remote processes and local feedback interactions. Contributions from
Finocchio and Doyle and Hendersen et al. provide perspectives on the
connections between the global atmospheric circulation and high-
latitude climate. Finocchio and Doyle shed light on the seasonal
variations of the impacts of cyclones on sea ice loss. Their results
indicate that early melt season cyclones tend to reduce sea ice melt
whereas late melt season cyclones tend to enhance sea ice loss. This
difference is tied to seasonal variations in cyclone properties and to
differences in the surface properties. Hendersen et al. review the local
and remote drivers of Arctic Amplification focusing on the role of high-
latitude atmospheric blocking, poleward moisture transport, and
tropical-high latitude sub-seasonal teleconnections. This review
stresses  the  importance of  capturing  tropical-to-Arctic
teleconnections to understanding Arctic Amplification.

Many papers within the Research Topic highlight the
importance of Arctic surface characteristics to the future
evolution of the Arctic. Holland and Landrum do this by
analyzing the emergence of forced climate change in Arctic sea
ice across seven coupled climate model large ensembles. Boisvert
et al. demonstrate the importance of surface properties through their
investigation of the surface turbulent fluxes across contemporary
climate models finding some promising observational constraints on
Arctic climate change and key biases.

Lastly, Taylor et al. contribute a comprehensive review of the
processes that have been studied as contributing factors to Arctic
Amplification. The review provides two key outcomes. First, Taylor
et al. construct a conceptual model of Arctic Amplification

Reference
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containing five fundamental processes. Second, the review closes
with a set of recommendations for actions needed to reduce
uncertainty in future Arctic Amplification. Clear from this review
is the need to account for local feedback and remote process
interactions within the context of the annual cycle to constrain
projected Arctic Amplification.

In the decade or so since the emergence of Arctic Amplification
in observations, our understanding of Arctic Amplification has
evolved considerably. Our scientific perspectives have changed
from considering Arctic Amplification as the consequence of
primarily a single feedback process, namely, the surface albedo
feedback, to acknowledging it as the result of an interplay
between the atmosphere, ocean, and sea ice at high and low
latitudes. The articles within this Research Topic further
demonstrate Arctic Amplification as a coupled atmosphere-
ocean-sea ice process. While this Research Topic actually raises
more questions than it solves, it advances our understanding of
Arctic Amplification by crystalizing the notion that focusing
scientific attention on measuring, modeling, and understanding
cross-scale energy exchanges between the atmosphere, ocean, and
sea ice is fundamental to reducing uncertainty in projections of
Arctic climate change.
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Arctic Amplification is a fundamental feature of past, present, and modelled future climate.
However, the causes of this “amplification” within Earth’s climate system are not fully
understood. To date, warming in the Arctic has been most pronounced in autumn and
winter seasons, with this trend predicted to continue based on model projections of future
climate. Nevertheless, the mechanisms by which this will take place are numerous,
interconnected. and complex. Will future Arctic Amplification be primarily driven by local,
within-Arctic processes, or will external forces play a greater role in contributing to changing
climate in this region? Motivated by this uncertainty in future Arctic climate, this review seeks to
evaluate several of the key atmospheric circulation processes important to the ongoing
discussion of Arctic ampilification, focusing primarily on processes in the troposphere. Both
local and remote drivers of Arctic amplification are considered, with specific focus given to
high-latitude atmospheric blocking, poleward moisture transport, and tropical-high latitude
subseasonal teleconnections. Impacts of circulation variability and moisture transport on sea
ice, ice sheet surface mass balance, snow cover, and other surface cryospheric variables are
reviewed and discussed. The future evolution of Arctic ampilification is discussed in terms of
projected future trends in atmospheric blocking and moisture transport and their coupling with
the cryosphere. As high-latitude atmospheric circulation is strongly influenced by lower-latitude
processes, the future state of tropical-to-Arctic teleconnections is also considered.

Keywords: blocking, greenland, arctic amplification, moisture intrusions, intraseasonal

INTRODUCTION: ARCTIC AMPLIFICATION-LOCAL AND REMOTE
CAUSES

Arctic-amplified near-surface atmospheric warming is a fundamental feature of past climate
warming periods, present-day warming trends, and modeled future changes to the Earth’s
climate system. However, the causes of this “Arctic amplification” are not fully understood
(Serreze and Barry, 2011). Amplified Arctic warming has been most pronounced during autumn
and winter, and model simulations project this will remain the case in future warming scenarios
(Serreze and Francis, 2006; Lu and Cai, 2009; Serreze et al., 2009; Screen and Simmonds, 2010;
Bintanja and van der Linden, 2013; Cohen et al., 2014; Dai et al., 2019). A number of interconnected
physical processes, occurring within and external to the Arctic and with distinct seasonal variability,
have been identified as contributing to Arctic amplification (Taylor et al., 2013; Yoshimori et al,,
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2014a; Kim and Kim, 2017; Lang et al., 2017; Goosse et al., 2018;
Park et al., 2018; Stuecker et al., 2018; Ding et al., 2019).

The earliest-identified cause of enhanced warming is the ice-
albedo (or surface-albedo) feedback, whereby some initial warming
reduces polar ice and snow cover and causes a greater fraction of
incoming solar radiation to be absorbed, which further accelerates
warming and albedo reduction (Budyko, 1969; Cess et al,, 1991;
Serreze et al, 2009). Other local feedback processes that may
contribute to enhanced warming in the absence of extra-Arctic
influence include the lapse rate and Planck feedbacks (Manabe and
Wetherald, 1975; Crook et al., 2011; Pithan and Mauritsen, 2014;
Hahn et al,, 2020; Previdi et al., 2020), as well as cloud and water
vapor feedbacks (Graversen and Wang, 2009; Cox et al., 2015; Kay
et al,, 2016; Sodergren et al., 2018; Huang et al., 2019; Feldl et al.,
2020; Middlemas et al.,, 2020) in an atmosphere moistened by sea ice
decline (Boisvert et al., 2015; Jun et al., 2016; Taylor et al., 2018; Rinke
et al,, 2019b). Extra-Arctic processes, in particular changes to large-
scale atmospheric and oceanic circulation and related changes in
poleward atmospheric moist and dry static energy transport (e.g.,
Yang et al,, 2010; Alexeev and Jackson, 2013; Zhang et al.,, 2013;
Graversen and Burtu, 2016; Gong et al., 2017; Yoshimori et al., 2017),
also contribute to Arctic amplification and are entangled with intra-
Arctic feedbacks in complex ways. For example, cyclones facilitating
poleward warm, moist air from lower latitudes may induce an initial
retreat of sea ice, which strengthens the local ice-albedo feedback.
This in turn amplifies the lapse rate feedback, which can be
understood as a manifestation of accentuated lower-tropospheric
warming dictated by the surface temperature change (Boeke et al,
2021). Feldl et al. (2020) and Boeke et al. (2021) argue that Arctic
amplification should be attributed to the physical processes that
establish the nonuniform vertical warming profile producing the
lapse rate feedback, rather than the lapse rate feedback per se.

Given this debate, in this review, we focus on several of the key
processes important to the ongoing discussion on Arctic
amplification, focusing primarily on processes in the
troposphere associated with blocking, moisture transport, and
subseasonal influences. Our focus in the next sections is as
follows: first, we review atmospheric blocking, including its
definition, current challenges to identify present and future
blocking, its relationship with moisture transport in the Arctic,
and the impacts from Arctic blocking and moisture intrusions.
We then review tropical-to-high latitude teleconnections that
exert critical control on Arctic processes on the subseasonal time
scale, both in the atmosphere and cryosphere. We conclude the
review with a forward-looking assessment of how these
interrelated topics are expected to evolve in future climate.

ARCTIC CIRCULATION FEATURES:
BLOCKING, MOISTURE TRANSPORT, AND
COUPLING WITH THE CRYOSPHERE

Blocking Definition, Identification, and
Northern Hemisphere Climatology

Blocking is broadly defined as a quasi-stationary anomalous
anticyclonic circulation pattern which disrupts the eastward
propagation of cyclones and other systems (AMS American

Atmospheric Circulation Drivers of Arctic Change

Meteorological Society, 2020). The formation of a blocking
flow pattern results from disruption of the background flow
interactions with Rossby wave dynamics (Woollings et al,
2018 and references therein). Mechanisms contributing to the
building and maintenance of blocked systems can include moist-
thermodynamic processes during cyclogenesis and transient
eddies (e.g., Pfahl et al., 2015; Steinfeld and Pfahl, 2019). More
recently, blocking has been described by the column budget of
Local Wave Activity, using an analogy to traffic congestion
(Nakamura and Huang 2018). Direct meteorological impacts
of long-lived blocks vary seasonally, primarily resulting in
extreme heat and cold airmasses (e.g., Brunner et al, 2018;
Schaller et al., 2018), as well as increased advection of heat
and moisture along the periphery of the anticyclones (e.g.,
Barrett et al., 2020; Mattingly et al., 2018) (Figure 1). In the
high latitudes, environmental consequences can include
significant loss of sea ice and ablation of land ice, as discussed
in detail in Tropical-High Latitude Subseasonal Teleconnections
(e.g., McLeod and Mote, 2016; Tedesco et al., 2016; Wernli and
Papritz, 2018).

The broad definition of blocking has led to a variety of
different methodological considerations for quantifying
blocking and its impacts in the mid- and high-latitudes,
particularly regarding spatial and temporal constraints and the
dynamic considerations, as explained further in Woollings et al.,
2018. The definition of atmospheric blocking has changed over
time, resulting in a variety of different blocking identification
methods used today. The earliest blocking detection studies, such
as Rex (1950), defined blocking as a split jet over a 45°
longitudinal span and persisting for 10 or more days. This
definition was later revised to include shorter minimum
durations, inclusion of latitudinal ranges, geopotential height
anomaly thresholds, or a combination of these (e.g., Geb 1966;
Charney et al., 1981; Treidl et al., 1981; Lejenas and ©@akland,
1983). This has resulted in several papers highlighting advantages
and disadvantages of differing methods (Barnes et al., 2012;
Woollings et al., 2018; Wachowicz et al., 2021). While we do
not intend to detail each separate metric available nor provide an
exhaustive list, we briefly discuss some metrics below.

Geopotential Height-Based Indices

Geopotential height-based blocking identification methods are
most common, given that geopotential height data is almost
universally available in atmospheric reanalysis products and
climate model intercomparisons. Consequently, metrics
measuring the reversal of the 500-hPa height gradient (e.g.,
Lejenas and @akland, 1983; Tibaldi and Molteni, 1990) are
most common (Figure 2A). These methods use a constant
reference latitude (e.g., 60° N) about which the gradient is
computed (Tibaldi and Molteni, 1990), but these approaches
may mischaracterize blocking in some regions (Pelly and
Hoskins, 2003; Dunn-Sigouin and Son, 2013).

Other height-based metrics calculate regional average
geopotential height, such as the Greenland Blocking Index
(GBI) (Figure 2B) (e.g., Fang 2004; Hanna et al,, 2014; Hanna
et al,, 2016) and Alaska Blocking Index (McLeod et al., 2018),
where positive regional anomalies typically indicate blocking
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conditions. While computationally straightforward, this anomaly
type of method may be sensitive to long-term increases in
geopotential heights due to climate change (Christidis and
Stott, 2015), and may require detrending of the height field
prior to calculation (Hanna et al, 2018a; Wachowicz et al,
2021). Similarly, the method described in Dunn-Sigouin and
Son, 2013-based on methods from Barriopedro et al. (2010)
and Dole and Gordon (1983)-calculates and tracks geopotential
height anomalies, which reduces errors in blocking classification
that occur when using a constant, reference latitude. Both height
reversal and anomaly methods have various spatial, temporal,
and amplitude constraints that vary by study, particularly
regarding what constitutes instantaneous, regional, and sector
blocking events and episodes (e.g., Tibaldi and Molteni, 1990;
Dunn-Sigouin and Son, 2013).

PV-© -Based Indices

Methods employing a potential vorticity-potential temperature
(PV-0) approach, which generally follow from Pelly and Hoskins
(2003), identify instances of a reversal in the meridional potential
temperature (®) gradient on a constant PV surface (Figure 2C).
An advantage to these methods stems from theory in that @ is
conserved in the absence of diabatic processes (Hoskins et al.,
1985; Hoskins 1997). These methods (e.g., Pelly and Hoskins,
2003; Tyrlis and Hoskins, 2008) consider the climatology of
annual transient eddy kinetic energy (TEKE) in establishing a
reference latitude, which varies with longitude. Moreover, the use
of seasonal TEKE may better identify blocking in some regions
(Tyrlis and Hoskins, 2008; Masato, et al., 2012; Wachowicz et al.,
2021). This method has been adapted to examine Rossby wave
breaking characteristics from blocking (e.g., Masato et al., 2012;
Masato et al., 2013a; Woollings et al., 2018).

Despite their theoretical advantages, shortcomings of these
methodologies include primarily the lack of isentropic variables,
primarily in global climate model (GCM) output. As a
consequence, others have been able to successfully apply
somewhat similar techniques to 500-hPa data to examine
blocking in these datasets (e.g., Barnes et al., 2012; Barnes,
et al., 2014; Masato et al., 2013b; Simpson et al., 2020). Barnes
et al. (2012) report that there is systematically little difference in
blocking representation in climate models when comparing the
methods, including Tibaldi and Molteni (1990) and Pelly and
Hoskins (2003).

While the geographical distribution and frequency of blocking
may vary depending on the blocking metric used, some common
themes do emerge. Broadly, blocking activity is greatest along the
climatological storm tracks—e.g., over the North Atlantic and Pacific
Basins or over Asia (Lejenas and (akland, 1983; Tibaldi and
Molteni, 1990; Pelly and Hoskins, 2003). Depending on the
method used, blocking occurs over preferred regions including
Greenland, Europe, the Central Arctic, Ural-Siberia, and the
North Pacific (e.g, Barnes et al, 2014; Horton et al, 2015;
Woollings et al., 2018). Furthermore, application of these metrics
typically shows blocking to be most common in winter and early
spring and least common in summer due to climatological cyclone
frequency (Woollings et al., 2018; Lupo 2020).

Atmospheric Circulation Drivers of Arctic Change

Stationary and transient eddies within Rossby waves increase
poleward moisture and heat transport, and act to enhance upper-
level ridges (Franzke et al., 2011; Baggett et al., 2016; Zhang and
Wang, 2018; Steinfeld and Pfahl, 2019), leading to blocking
conditions over a region (Kim and Kim, 2017; Yang and
Magnusdottir, 2017). Rossby wave breaking and diabatic
processes, such as latent heat release from moisture transport,
can both play an effective role in generating and maintaining
blocks (e.g., Masato et al., 2013a; Woollings et al., 2018; Luo et al.,
2019; Steinfeld and Pfahl, 2019; Steinfeld et al., 2020). Though the
average measured duration of blocking events is dependent on
identification methodology, identification efforts indicate that
individual blocking events typically last 4 to 9 or more days
(Pelly and Hoskins, 2003; Tyrlis and Hoskins, 2008; Lupo et al.,
2019). We direct the reader to Lupo (2020) for a more detailed
description of specific climatological characteristics of Northern
Hemisphere blocks. However, understanding high-latitude
moisture transport pathways in more detail is required to fully
quantify the impact of blocking within the Arctic climate system
and these connections to Arctic amplification more broadly.

Arctic Moisture Transport Pathways and

Climatology

The geographical setting of the Northern Hemisphere high
latitudes—with oceanic “gateways” in the Atlantic and Pacific
sectors opening to the partially confined Arctic Ocean basin, at
the downstream terminus of major extratropical storm
tracks—facilitates the coupling of Arctic climate with lower-
latitude processes. One of the primary ways lower-latitude
processes affect the Arctic is through direct poleward heat and
moisture fluxes in the atmosphere, which act to partially offset the
global radiative imbalance between the tropics and poles
(Trenberth and Solomon, 1994; Overland et al., 1996). The
major pathways for meridional sensible and latent energy
transport into the Arctic are through the North Atlantic
(including the Fram Strait and Barents-Kara seas to the east of
Greenland and the Labrador Sea/Baffin Bay pathway to the west
of Greenland), North Pacific, and Siberian sectors (Sorteberg and
Walsh, 2008; Woods et al., 2013; Woods et al., 2017; Dufour et al.,
2016; Vazquez et al., 2016; Xu et al., 2020; Mewes and Jacobi,
2019; Mewes and Jacobi, 2020). Most prior studies have focused
on meridional moisture rather than sensible heat transport, and
have found that moisture transport into the Arctic is greatest
during summer and minimized during winter (Dufour et al,
2016). During winter (DJF), poleward moisture transport is
mainly confined to the Barents-Kara seas and, to a lesser
extent, the Labrador/Baffin Bay and North Pacific transport
pathways (Naakka et al, 2019; Nygard et al, 2020). During
summer (JJA), mean moisture transport is directed poleward
through the North Pacific, Siberian, and Labrador/Baffin Bay
pathways, with moisture transport in the North Atlantic sector
tending to be diverted zonally over Eurasia and onward into the
Siberian pathway (Naakka et al., 2019 - see their Figure 1). Spring
(MAM) and autumn (SON) exhibit a mixture of winter and
summer characteristics, likely because these averaging periods
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capture transitions between the maximally frozen and thawed
Arctic seasons (Tilinina et al., 2014; Dufour et al., 2016).

Moisture transport into the Arctic does not occur in a
temporally uniform manner, but rather is primarily
accomplished through intense, short-lived events that are
typically linked to cyclones (Sorteberg and Walsh, 2008;
Dufour et al., 2016; Rinke et al., 2017; Villamil-Otero et al,,
2018; Fearon et al., 2020) and Rossby wave breaking (Liu and
Barnes, 2015). These events are often termed “moisture
intrusions” (e.g., Doyle et al., 2011; Woods et al., 2013; Woods
et al,, 2017; Johansson et al., 2017; Yamanouchi, 2019; Ali and
Pithan, 2020) and may resemble the narrow “atmospheric rivers”
found in the mid-latitudes (Hegyi and Taylor, 2018; Komatsu
et al., 2018; Nash et al., 2018; Vazquez et al., 2018).

Greenland Blocking: Impacts on Ice Sheet
Surface Mass Balance and Relationships
With Moisture Transport

Research efforts during the era of Arctic amplification have
placed specific attention on atmospheric blocking and
associated moisture transport over Greenland due to its
impact on the surface mass balance (SMB) of the Greenland
Ice Sheet (GrIS). Greenland blocking events encourage surface
melt through a variety of mechanisms that will be discussed below
and, as such, are strongly associated with increased GrIS surface
melt and runoff over synoptic to decadal timescales (Hanna et al.,
2013; Hékkinen et al., 2014; Hermann et al., 2020). This amplified
runoff from the ice sheet can impact the climate system in several
ways, including through contributions to global sea level rise.
GrIS mass loss has contributed approximately 14 mm of sea level
rise since the 1970s (Mouginot et al., 2019)-exceeding the upper
end of estimates from GCM projections (Slater et al., 2020)-while
continued runoff is expected to contribute from 5 to over 30 cm
by the end of the century, and complete melt of the ice sheet
would raise sea level by over 7 m (Aschwanden et al., 2019).
From a synoptic perspective, Greenland blocking events
encourage melt by transporting moist, potentially warm air
from unusually low latitudes poleward within the amplified
ridge of the blocking anticyclone (Oltmanns et al, 2019;
Steinfeld and Pfahl, 2019; Hermann et al., 2020), causing
widespread, positive surface temperature anomalies across the
ice sheet (Hanna et al., 2014; McLeod and Mote, 2016) (Figure 2).
Advection from lower latitudes is greatest along the upstream side
of the ridge. A common pattern involves southerly winds tracking
the western coast of Greenland and curving anticyclonically to the
north of the high-pressure center, transporting warm, moist air
poleward through the Labrador Sea/Baffin Bay pathway (Baggett
and Lee, 2019; Akers et al., 2020) described in Arctic Moisture
Transport Pathways and Climatology (see Figure 1). This results
in onshore flow over the ice sheet—a synoptic setting conducive
to meltwater production (Mote, 1998b; Fettweis et al, 2011;
Fettweis et al., 2013; McLeod and Mote, 2016). This transport
of warm, moist air from lower latitudes along with the associated
cloud cover anomalies produce widespread surface melt via a
spatially varying surface energy balance (SEB) response
(Cullather and Nowicki, 2018). However, this exact blocking
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and moisture transport pattern is not observed during all
major GrIS melt events, and the most recent such event in
July 2019 involved an unusual blocking pattern transiting
westward from Europe to Greenland (Cullather et al., 2020).

The strong advection of heat and moisture during Greenland
blocking plays a crucial role in augmenting melt over the steep
margins of the ice sheet by mixing warm, moist air to the surface
from above the stable boundary layer that typifies the near surface
atmosphere, thus enhancing sensible and latent heat flux and
increasing the net SEB (Duynkerke and van den Broeke, 1994;
van den Broeke and Gallée, 1996; Mattingly et al., 2020).
Turbulent heat flux associated with Greenland blocking has
been shown to dominate the SEB response during intense melt
across much of the ablation zone (Fausto et al., 2016a; Fausto
et al., 2016b).

The cloud-radiative effects associated with Greenland
blocking are reflective of the interaction between the large-
scale synoptic setting and the topography of the ice sheet. As
the flow is directed inland to the north of the high-pressure
center, anomalously warm and moist air ascends the windward
side of the ice sheet, cooling adiabatically (Hahn et al., 2020). This
generates an increase in cloud cover and attendant downward
longwave radiation while reducing incoming shortwave radiation
over northern Greenland and higher elevations of the ice sheet
(Hahn et al., 2020; Ward et al., 2020). Conversely, the southern
part of the ice sheet is more frequently embedded within the ridge
and, consequently, experiences cloud-suppressing subsidence
that causes a reduction in downwelling longwave radiation
and an increase in incoming shortwave radiation (Hofer et al.,
2017; Noél et al., 2019; Hahn et al., 2020; Ward et al., 2020).

The importance of these cloud-radiative effects to the SEB
varies geographically as dictated by surface albedo. In locations of
high surface albedo, such as northern Greenland and the high-
elevation accumulation zone, the SEB is resilient to changes in
incoming shortwave radiation and, rather, longwave cloud-
radiative effects dominate (Wang B. et al, 2018, Wang et al,
2019; Lenaerts et al., 2019 and references therein). In locations of
lower surface albedo, such as southern Greenland and the low-
elevation ablation zone, there is a greater sensitivity to changes in
incoming shortwave radiation and, consequently, shortwave
cloud-radiative effects dominate (Wang W. et al., 2018, Wang
et al, 2019; Lenaerts et al., 2019 and references therein; Izeboud
et al.,, 2020). This physical framework explains the seemingly
disparate observational results showing that suppressed cloud
cover over southern Greenland during frequent blocking events
drives GrIS mass loss (Hofer et al., 2017) while also pointing to
the critical role of moisture transport and the presence of low-
level clouds in generating surface melt at high elevations during
extensive melt events (Nghiem et al., 2012; Bennartz et al., 2013;
Neff et al., 2014; Van Tricht et al., 2016; Gallagher et al., 2018;
Tedesco and Fettweis, 2020).

The impact of each radiative term on the SEB is further
complicated by the fact that the surface albedo of the ice sheet
is not static with time. In what is referred to as the ice-albedo
feedback, surface melt lowers albedo of ice sheet, first by
accelerating snow metamorphism, then, in locations of
seasonal snowpack, by uncovering lower-albedo glacial ice
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(Tedesco et al., 2011; Box et al., 2012; Lenaerts et al., 2019 and
references therein). Consequently, the influence of incoming
shortwave radiation on the SEB increases following Greenland
blocking onset (Tedesco et al., 2011; Tedesco et al., 2013; Tedesco
etal,, 2016) and the efficacy of shortwave cloud radiative effects is
maximized at the heart of the melt season (Wang et al., 2019).
A related mechanism whereby Greenland blocking impacts
the GrlIS is by inhibiting snowfall that would otherwise act to
increase both accumulation and surface albedo, thus driving
below-normal SMB across portions of the ice sheet that are
located within the ridge (Tedesco et al., 2011; Box et al., 2012;
Tedesco and Fettweis, 2020). However, the anomalous moisture
transport that accompanies Greenland blocking (e.g., Barrett
et al, 2020; see also Figure 1) can also cause significant
positive SMB anomalies in some situations. Mattingly et al.
(2018) show that while strong moisture transport to western
Greenland during the melt season is associated with increased
melt in the ablation zone, these losses are partially compensated
by snowfall in the accumulation zone, while anomalous moisture
transport during non-summer months typically produces
anomalous snowfall throughout the GrlS, especially in
southeast Greenland. This demonstrates that the orientation of
blocking anticyclones relative to the topography of the GrIS and
their seasonal timing exert critical controls on SMB response.

Arctic Moisture Intrusions: Impacts on Sea
Ice and Relationships With Blocking

Numerous studies have found that Arctic moisture intrusions
cause sea ice melt or impeded growth. During the cold season,
moisture intrusions trigger transitions from the “radiatively
clear” to “opaquely cloudy” atmospheric states observed in
Arctic field campaigns (Stramler et al, 2011; Woods and
Caballero, 2016; Graham et al, 2017b; Cohen et al, 2017;
Kayser et al, 2017; Ali and Pithan, 2020). Downwelling
longwave radiation is enhanced by anomalous cloud cover and
elevated water vapor amounts during subsequent days, which,
along with the insulating effect of enhanced snow accumulation
during the storms, reduces sea ice growth and may cause the sea
ice edge to retreat (Park et al., 2015b; Merkouriadi et al., 2017;
Merkouriadi et al., 2020; Persson et al., 2017; Graham et al., 2019).
During summer, cyclones are less intense and the warming effect
of moisture intrusions may be tempered by their associated
negative shortwave cloud radiative effect, but episodes of
warm, moist air advection have nevertheless been shown to
force sea ice melt (Graversen et al., 2011; Rinke et al., 2019a),
with case studies demonstrating the formation of a moist
inversion and fog layer over sea ice that enhances
downwelling longwave radiation and turbulent heat flux
(Tjernstrom et al., 2015; Tjernstrom et al., 2019; You et al,
2020). Synoptic storms and moisture intrusions have been
found to coincide with the initial melt of sea ice in early
summer (Persson, 2012; Else et al, 2014; Hegyi and Deng,
2017) and the period of rapid warming during the Arctic
springtime transition (Long and Robinson, 2017). Several
studies have found correlations between enhanced winter and
spring poleward moisture transport, increased longwave
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radiation from cloud cover, earlier sea ice melt onset, and
decreased sea ice cover during the subsequent September
annual minimum (Kapsch et al., 2013; Kapsch et al, 2014;
Kapsch et al., 2016; Kapsch et al., 2019; Park et al., 2015a; Cox
et al., 2016; Mortin et al., 2016; Cao et al., 2017), although Choi
et al. (2014) and Sedlar (2018) find that absorbed shortwave
radiation absorption likely plays an important preconditioning
role in spring and early summer as well. Winter and spring
moisture intrusions are most frequent through the Atlantic sector
of the Arctic (Yang and Magnusdottir, 2017; Messori et al., 2018;
Hao et al,, 2019; Hong et al.,, 2020; Papritz and Dunn-Sigouin,
2020).

The frequent recent occurrence of atmospheric blocking
patterns alongside moist intrusions and warm extremes in the
Atlantic and Pacific sectors shows that these circulation features
are often closely related, and that blocking also influences sea ice
evolution. Anticyclonic flow patterns over the Arctic have been
linked to anomalously low summer minimum sea ice extent (Ogi
and Wallace, 2012; Bellefamme et al., 2015; Ding et al., 2017;
Wernli and Papritz, 2018; Rinke et al., 2019a), to extreme early sea
ice melt in the Baffin Bay-Davis Strait-Labrador Sea sector in
spring 2013 (Ballinger et al., 2018), and to negative sea ice extent
anomalies around Alaska in all seasons (McLeod et al., 2018).

Several recent studies have detailed the complex circulation
features and thermodynamic processes that produce episodes of
extreme Arctic warmth, including interactions between cyclones,
blocking, and moisture transport as well as the coupling between
transport from lower latitudes and intra-Arctic thermodynamic
processes. Papritz and Dunn-Sigouin (2020) analyzed a
climatology of all extreme moisture transport events during
winter, finding that planetary-scale anticyclones and synoptic-
scale cyclones interact to produce the most extreme events, as
blocks deflect the tracks of cyclones poleward and establish a
strong poleward transport in the interaction zone between the
block and upstream cyclones. During summer, Wernli and
Papritz (2018) found that episodic upper-level Arctic
anticyclones enhance sea ice reduction, and that extratropical
cyclones injecting extratropical air masses with low potential
vorticity into the Arctic are responsible for the formation of these
anticyclones (in agreement with the extratropical-to-polar
transport along moist isentropes described by Laliberté and
Kushner (2014)). Binder et al. (2017) examined the dynamic
and thermodynamic evolution of a winter 2015-16 extreme
Arctic warm event in detail, finding that three air streams
with distinct origins and warmed by different processes
contributed to the warm episode: warm low-level air of
subtropical origin, initially cold low-level air of polar origin
heated by surface fluxes, and descending air heated by
adiabatic compression. These airstreams were transported
poleward by a low-level jet positioned between an anticyclone
and a series of cyclones, with further warming by latent heating in
a region of continuous warm conveyor belt ascent into the upper
part of the anticyclone. Papritz (2020) extended this type of
Lagrangian air mass evolution analysis to all Arctic lower-
tropospheric warm (and cold) extreme events and found that
blocking plays a critical role in generating warm extremes in both
summer and winter. Subsidence from the Arctic middle
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troposphere in blocking anticyclones was found to be the most
important warming process, with anomalous blocking in the
Barents, Kara, and Laptev Seas favoring warm extremes during
winter and blocks located in the high Arctic during summer,
when subsidence within blocks is particularly important for
warming. Poleward transport of already warm air masses
contributes around 20% to warming during both summer and
winter, while about 40% of the air masses originate from the
Arctic during winter and are heated diabatically by ocean-
atmosphere fluxes in marine cold air outbreaks.

These recent studies expand upon and complicate the
traditional view that cyclonic moisture intrusions directly
transport already warm, moist air from lower latitudes to
warm the Arctic and impact sea ice. It instead appears likely
that lower latitude atmospheric processes contribute to Arctic
warm events through complex planetary- and synoptic-scale
dynamics that involve two-way interactions between the Arctic
and lower latitudes in response to initial extratropical forcing,
with critical contributions to final warming from intra-Arctic
coupling between ocean and land surfaces, the atmospheric
boundary layer, and the middle and upper troposphere. A
further question concerns the vertical distribution of moisture
transport in the Arctic atmosphere and its impact on
amplification and near-surface warming. Corridors of direct
moisture advection from the mid-latitudes to the Arctic tend
to ascend from the surface to the middle troposphere along moist
isentropes (Laliberté and Kushner, 2014; Wernli and Papritz,
2018; Hao et al.,, 2021), and Feldl et al. (2020) find that greater
warming and moistening of the upper troposphere does not
directly contribute to Arctic amplification as it does not affect
the near-surface lapse rate feedback. However, transport of moist
air masses from the mid-latitude near-surface layer to the Arctic
middle and upper troposphere likely still contributes to Arctic
warming indirectly, as latent heat release aids the formation of
blocking anticyclones (Pfahl et al, 2015 Grams and
Archambault, 2016; Zhang and Wang, 2018; Sinchez et al,
2020) that deflect cyclones poleward (Papritz and Dunn-
Sigouin, 2020) and warm the lower troposphere through
subsidence (Laliberté and Kushner, 2014; Ding et al, 2017;
Wernli and Papritz, 2018; Papritz, 2020).

Further research is needed to clarify the complex
interrelationships between cyclone-driven moisture intrusions,
blocking, and sea ice in a rapidly changing Arctic, along with the
contribution of these phenomena to overall Arctic amplification.
These investigations should address the seasonality of cyclonic
moisture intrusions and blocking and their role in Arctic
warming, as Arctic-amplified warming is most pronounced
during winter, while the warming contribution of subsidence
within anticyclones is maximized during the summer according
to Papritz (2020). Arctic blocking is less studied than in the mid-
latitudes, and future studies should ensure that any blocking
detection algorithms employed in this emerging area of research
are suitable to detect Arctic blocks, which are generally weaker
than their mid-latitude counterparts and may not be detected by
geopotential height-based algorithms (see Blocking Definition,
Identification, and Northern Hemisphere Climatology), that
require poleward westerlies (Tyrlis et al., 2020). The vertical
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structure of moisture transport should be carefully examined
in relation to blocking and influences on warming, as Arctic
moistening in lower levels likely contributes directly to the lapse
rate feedback, while middle- and upper-tropospheric moisture
transport may contribute to warming through more indirect
pathways including latent heat release and blocking
development, and/or may act to dampen Arctic amplification
due to a negative upper-level lapse rate feedback (Feldl et al,
2020; Hao et al, 2021). The relative importance of and
relationships  between lower-latitude and  within-Arctic
processes during Arctic warming events should also be further
investigated. Recent studies reviewed here show that a large
proportion of air masses originate from within the Arctic
during these warm events, but the thermodynamic processes
occurring within local and remote air masses to produce
warming are linked to extra-Arctic atmospheric circulation
features, thus the interactions between variability in the
extratropical storm tracks and Arctic circulation extremes are
an important avenue for future research. These questions
regarding local and remote drivers of episodes of anomalous
Arctic warming mirror the broader debate over local and remote
influences on Arctic amplification, and future research should
assess the overall significance of remotely forced cyclonic
moisture intrusions and blocking to Arctic-amplified warming,
including their interactions with mechanisms that have
traditionally been conceptualized as intra-Arctic processes
such as the ice-albedo, lapse rate, and cloud and water vapor
feedbacks.

TROPICAL-HIGH LATITUDE
SUBSEASONAL TELECONNECTIONS

Intraseasonal Influences on Extratropical

Rossby Waves

In order to understand the potential future evolution of high-
latitude circulation and its association with Arctic amplification,
it is critical to understand lower-latitude and tropical processes.
Tropical upper-tropospheric heating produced by thunderstorms
in the convectively active region of the leading mode of
atmospheric  subseasonal variability, the Madden-Julian
Oscillation (MJO; Madden and Julian, 1971; Madden and
Julian, 1972; Madden and Julian, 1994), has been found to be
an effective source of Rossby wave generation to the extratropics
and Arctic (Hoskins and Karoly, 1981; Sardeshmukh and
Hoskins, 1988; Bladé and Hartmann, 1995; Jin and Hoskins,
1995; Hendon and Salby, 1996). To generate these Rossby waves,
diabatic heating produced by MJO deep convection leads to a
divergent component of the upper-tropospheric tropical and
subtropical wind field. That divergent wind then advects
absolute vorticity toward the poles and leads to the formation
of a wave train (Kiladis and Weickmann, 1992; Knutson and
Weickmann, 1987; Sardeshmukh and Hoskins, 1988; Hendon
and Salby, 1994; Higgins and Mo, 1997; Matthews et al., 2004;
L’Heureux and Higgins, 2008; Lin et al., 2009; Seo and Son, 2012;
Riddle et al., 2013) that can be traced (Seo and Lee, 2017; Barrett,
2019). The Rossby wave train’s subtropical origins depend on the
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3. Arctic circulation
response

1. Subseasonal
tropical
convection

FIGURE 3 | Schematic representing the sequence of processes by which subseasonal tropical convection can influence the poleward and eastward propagation
of Rossby waves, resulting in an Arctic circulation response.

longitude of the MJO convection, and the origin of the wave = Northern and Southern Hemispheres (Schwendike et al,
train can move east, in tandem with the diabatic heating source ~ 2021).

(Johnson and Feldstein, 2010; Hamill and Kiladis, 2014; Stan Because of this important influence, predicting the future state
et al., 2017). The Rossby wave source region can extend across  of high-latitude circulation, precipitation, temperature, and
nearly the entire tropical Indian Ocean and the Pacific Ocean  cryosphere (snow and ice) depends on the correctly capturing
west of 180° (Lukens et al., 2017), and that allows the MJO to  the temporal evolution and geographical distribution of tropical
modulate tropical cyclones in the Atlanitc Ocean (Barrett and convection of the MJO (Jones et al., 2004; Marshall et al., 2011;
Leslie, 2009). One proposed physical mechanism for Rossby ~ Riddle et al., 2013; Rodney et al., 2013; Goss and Feldstein, 2015;
wave generation is as follows: when the MJO convectionisover ~ Tsengetal, 2018; Lin and Brunet, 2018; Zheng et al., 2019; Zheng
the Indian Ocean, horizontal convergence in the tropics and  and Chang, 2019; Zheng and Chang, 2020; Tseng et al., 2020).
the advection of absolute vorticity in the subtropics developsa  Indeed, the broader topic of polar amplification of surface
cyclonic anomaly over southeast Asia. As MJO convection  temperature and precipitation has been linked to poleward-
moves eastward, a Rossby wave train departs the subtropics in ~ propagating Rossby waves excited by MJO-related tropical
the exit region of the subtropical Pacific jet (Lukens et al., convection (Figure 3) (Lee et al., 2011). Furthermore, there is
2017). Another proposed physical mechanism for Rossby wave  evidence that many of the blocked atmospheric circulations in the
generation involves modulation of the local Walker and  Arctic that were reviewed in Blocking Definition, Identification,
Hadley cell circulations (Schwendike et al., 2014) over the  and Northern Hemisphere Climatology are have connections to
Pacific. The subtropical jet over the Pacific is enhanced in  tropical convection on the subseasonal time scale (Henderson
regions of anomalous upper-tropospheric (anticyclonic; et al, 2016; Henderson and Maloney 2018), and even the
Roundy, 2012) divergence located poleward of MJO  moisture pathways and atmospheric rivers reviewed in
convection (Matthews and Kiladis, 1999; Moore et al,  Blocking Definition, Identification, and Northern Hemisphere
2010). This jet shifts eastward with the MJO propagation,  Climatology and Arctic Moisture Intrusions: Impacts on Sea Ice
and regions of enhanced convection strengthen the local  and Relationships With Blocking may also have connections to the
Hadley circulation, and as upper-tropospheric flow  MJO on the subseasonal time scale (Mundhenk et al., 2016).
accelerates poleward due to pressure gradient forces, It remains an open question whether the extratropical Rossby
geostrophic adjustments yield troughing downstream of  wave train depends more on characteristics of the source region
ridging, thereby producing midlatitude Rossby waves that  or either the tropical or extratropical flow (Roundy, 2021).
propagate poleward across the Pacific Ocean in both the  Regardless, the Rossby wave response seems to be strongest
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when the MJO diabatic heating structure resembles a dipole but
with asymmetries that are not yet fully understood (Lin and
Brunet, 2018). Moreover, stronger MJO events do not necessarily
produce stronger extratropical responses or in the same location
as weaker MJO events (Lafleur et al., 2015). Another uncertainty
comes in the timing of the lagged response, with studies
suggesting the lag can be anywhere from 1 to 3 weeks
(Higgins et al., 2000; Lin and Brunet, 2009; Riddle et al., 2013;
Rodney et al., 2013; Schreck et al., 2013; Matsueda and Takaya,
2015; Seo et al.,, 2016; Hu et al.,, 2019).

Approximately 30% of the variability of the subseasonal
upper-tropospheric extratropical circulation can be linked with
M]JO-induced teleconnections (Figure 3) (Matthews et al., 2004;
Seo and Son, 2012; Seo et al., 2016). One of the critical
consequences of the diabatic heating of the MJO is that it is
able to produce long-lasting responses in the high latitudes that
last much longer than their tropical forcing (Matthews et al,
2004; Kim et al., 2006; Branstator, 2014; Franzke et al., 2019). This
suggests the low-frequency evolution of the MJO in the future will
affect many of the processes responsible for Arctic amplification.
One other important open question regarding MJO-linked
Rossby waves centers on seasonality. There is much research
that suggests the MJO is strongest in extended boreal winter
(November-May; see reviews by Zhang, 2005 and Zhang et al.,
2013). However, in extended boreal summer months (June-
September), the tropical intraseasonal oscillation exhibits
multiple propagation characteristics: east and north over the
Indian monsoon region (Murakami and Nakazawa, 1985;
Hartmann and Michelsen, 1989; Gadgil and Srinivasan, 1990)
and northwest over the western North Pacific Ocean (Murakami,
1980; Lau and Chan, 1986; Chen and Murakami, 1988). This
change in propagation has led to the MJO being referred to as the
boreal summer intraseasonal oscillation (BSISO; Krishnamurti
and Subrahmanyam, 1982; Yasunari, 1979). The ability of the
BSISO to act as a Rossby wave source into the midlatitudes
remains significantly understudied when compared to the MJO
(Wang et al., 2020a; Wang et al., 2020b). Thus, studies of Arctic
amplification in summer months should also consider the
teleconnected influence from the BSISO in the tropics, just as
studies of Arctic amplification in winter should consider the
influence from the tropical MJO.

Despite the remaining questions on the seasonality and
strength of the MJO-driven Rossby wave trains, it is very clear
that the MJO modulates a wide range of weather phenomena
located in the tropics, the mid-latitudes and even in the high
latitudes.

Subseasonal Influence on Mid-to-High
Latitude Circulation and Surface Variables

In addition to the Rossby wave pathways discussed in
Intraseasonal Influences on Extratropical Rossby Waves,
another primary way by which the MJO influences surface
variables is by strongly modulating the extratropical North
Atlantic Oscillation (NAO) and Pacific-North American
(PNA) pattern. The PNA and NAO are two of the leading
modes of Northern Hemisphere extratropical variability
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(Blackmon et al., 1984; Hurrell et al., 2001). Over the Pacific,
the PNA pattern has been found to be related to the MJO. The
MJO’s modulation of the PNA pattern is caused by two Rossby
wave sources: a negative source north of MJO-enhanced
convection over the Indian Ocean and a positive source north
of the MJO-enhanced convection over the western Pacific Ocean
(Seo and Lee, 2017). When the MJO convection is in the Pacific
Ocean, it tends to excite the positive PNA phase, which translates
into above-normal geopotential heights over western North
American, below-normal heights over eastern North America
(Higgins and Mo, 1997; Mori and Watanabe, 2008; Franzke et al.,
2011), and colder-than-normal temperatures over the
northeastern United States (Leathers et al., 1991).

Flatau and Kim (2013) noted that the MJO forces the annular
modes (the AO and NAO) on intraseasonal time scales. The MJO
and NAO have a statistically significant time-lagged relationship.
Between 7 and 10 days after MJO convection is over the Indian
Ocean (phases 2-3), the probability of a positive NAO is
increased significantly from the background climatology.
Similarly, between 7 and 10 days after MJO convection is over
the western Pacific Ocean (phases 6-7), the probability of a
negative NAO is increased significantly (Cassou, 2008; Lin
et al.,, 2009; Yadav and Straus, 2017). This pathway, called by
Barnes et al. (2019) the “tropospheric pathway”, is one way that
the MJO can influence the NAO. Another mechanism is via the
polar stratosphere, and that is not reviewed here, beyond noting
that the tropospheric pathway may depend on the prevailing
direction of tropical stratospheric winds of the quasi-biennial
oscillation (QBO) (when QBO is westerly, the MJO-NAO
tropospheric pathway is more robust; Barnes et al., 2019; Feng
and Lin, 2019). A positive NAO is associated with anomalous
ridging over the eastern United States and North Atlantic Ocean
and thus with warmer surface air temperatures and less
precipitation (Hurrell et al, 2001; Hurrell et al, 2003).
Conversely, a negative NAO 1is associated with anomalous
troughing over the eastern United States and North Atlantic
Ocean and thus colder surface air temperatures and more
precipitation. Thus, above-average surface temperatures and
below-normal precipitation can be expected over the eastern
United States after MJO convection is over the Indian Ocean.
Similarly, colder temperatures and above-normal precipitation
can be expected after MJO convection is over the western Pacific
Ocean.

The MJO’s impacts on surface weather can be explained by the
extratropical circulation anomalies forced by the tropical MJO
convection (Figure 3). Zheng et al. (2018) noted that impacts on
extratropical sea-level pressure, and thereby cyclone activity, may
be greatest over the eastern North Pacific, the southeastern
United States, Canada, and the north-central Atlantic Ocean.
Temperature impacts, however, could be more significant over
the eastern U.S. (Zheng and Chan, 2019). The anomalies in
pressure and temperature have been definitively linked to the
Rossby wave trains excited by the MJO, given that the upper-
tropospheric circulation anomalies are equivalent barotropic
(Zheng and Chan, 2019), thereby allowing any enhancement
or suppression of the wind field to cause temperature advection.
Zheng and Chan (2019) conclude: “the upper-level Rossby wave
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train is very important as it connects the MJO and extratropical
surface weather anomalies.”

One of the most important ways in which the MJO’s
influence extends to the Northern Hemisphere high
latitudes is via its influence on surface air temperature (Lin
and Brunet 2009; Yao et al., 2011; Yoo et al., 2011; Yoo et al.,,
2012; Zhou et al., 2012; Rodney et al., 2013; Johnson et al,,
2014; Yoo etal., 2014; Lin 2015; Oliver 2015) and precipitation
(Bond and Vecchi 2003; Jeong et al., 2008; Lin et al., 2010;
Beckeretal.,, 2011; He et al.,, 2011; Baxter et al., 2014; Jones and
Carvalho 2014). Vecchi and Bond (2004) found that
geopotential height, specific humidity, and surface air
temperature in the Arctic varied by phase of the MJO, while
Lin and Brunet (2009) confirmed a similar response of surface
air temperature in Canada. Modulation of the Arctic
atmosphere specifically, by phase of MJO has also been
documented (L'Heureux and Higgins 2008; Yoo et al,
2011), while Yoo et al. (2012) further confirmed the MJO-
driven, poleward propagating wave train drove changes in the
Arctic overturning circulation, heat flux, and downward
infrared radiation. Barrett et al. (2015), Klotzbach et al.
(2016), Henderson et al. (2017), and Barrett (2019) noted
that the MJO’s influence on circulation and temperature
extends to snowfall, and that for the eastern parts of North
America, snowfall, snow depth change, and snow water
equivalent change all tended to be above normal (or
snowier) after MJO convection in phases 8 and 1. This
relationship between the MJO and NAO appears to be
strongest when the El Nifio-Southern Oscillation (ENSO) is
in negative (La Nifia) phase (Roundy et al., 2010), and as
discussed above, when the stratospheric QBO is in its easterly
phase (Yoo and Son, 2016).

In addition to documented relationships between MJO and
high-latitude temperature and precipitation tendencies via
modulation of large-scale circulation, the MJO’s influence has
already been found to extend to Arctic sea ice (Henderson et al.,
2014), by projecting onto the Arctic atmosphere in both boreal
winter and summer seasons. Indeed, sea ice concentration is
lower in both the Barents and Kara Seas one to two weeks after
convection over the Maritime Continent, as a result of stationary
wave interference and subsequent Arctic warming (Goss et al,,
2016). Variability in sea ice concentration by phase of MJO was
supported by corresponding lower troposphere atmospheric
anomalies, with evidence of sea ice modulation occurring
regionally. Daily changes in Northern Hemisphere (NH)
spring snow depth by phase of MJO was explored by Barrett
et al. (2015), with statistically significant depth anomalies found
in March, april and May for both North America and Eurasia. In
October, correlations between patterns of snow water equivalent
(SWE) variability Eurasia and mid-tropospheric
geopotential heights were largest during MJO phases 4-7,
indicating that tropical convection anomalies over the Indian
Ocean and Maritime continent had the most impact on October
circulation and snow variability (Henderson et al., 2017). These
studies therefore provide additional evidence for connections
between the tropics and the extratropics on subseasonal
timescales.

over
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FUTURE IMPLICATIONS FOR BLOCKING,
MOISTURE TRANSPORT, SUBSEASONAL
VARIABILITY, AND ARCTIC
AMPLIFICATION

Arctic Amplification & Northern Hemisphere
Blocking

There are several working hypotheses for how Arctic
Amplification may influence mid-latitude weather extremes,
and we refer the reader to existing reviews of the subject for a
more thorough examination of the mechanisms behind both
winter (Cohen et al,, 2014; Cohen et al.,, 2020) and summer
(Coumou et al,, 2018) circulation response to Arctic change.
Here, we briefly summarize some of these theoretical frameworks
as they pertain to blocking. One prominent hypothesis to explain
changes in mid-to high-latitude atmospheric circulation follows
from the observation that Arctic amplification weakens the near-
surface meridional temperature gradient, thus reducing the
strength of the jet stream aloft (Francis and Vavrus, 2012;
Francis and Vavrus, 2015; Cvijanovic and Caldeira, 2015;
Deser et al, 2015; Vavrus et al, 2017). It is proposed that,
under a weaker jet, Rossby waves become more amplified, and
their westward progression slows, creating conditions that are
conducive to blocking (Francis and Vavrus, 2012). It has also
been argued that changes in snow cover or sea ice extent can exert
an influence on blocking by altering the stationary wave pattern,
thus bringing the background state of the atmosphere in certain
regions closer to blocked conditions (Matsumura and Yamazaki,
2011; Wu et al,, 2013; Cohen et al., 2014; Kim et al., 2014;
Nakamura and Huang, 2018). Regarding winter circulation
response, research efforts have also placed focus on a
stratospheric pathway, where reduced sea ice along the
Siberian coast may work in concert with increased snow cover
over Eurasia in fall to elicit an increase in the upward propagation
of Rossby waves that then disrupts the stratospheric polar vortex
and exerts a downward influence on the troposphere, causing a
negative AO by late winter (Cohen et al., 2007; Kim et al., 2014;
Sun et al, 2015; McKenna et al., 2018; Henderson et al., 2018,
Siew et al., 2020). This is relevant to blocking as the negative AO is
associated with increased blocking throughout the Northern
Hemisphere (Thompson and Wallace, 1998; Hassanzadeh and
Kuang, 2015). In summer, it is thought that the enhanced thermal
contrast between land and ocean under Arctic amplification
increases the formation of wave guides that can encourage
wave-amplifying resonance between free and forced Rossby
waves, in turn promoting high-amplitude, persistent weather
patterns such as those associated with atmospheric blocking
(Coumou et al.,, 2018 and references therein).

Observed and Projected Trends in Northern
Hemisphere Blocking, the Greenland Ice

Sheet, and Poleward Moisture Transport

Documenting observational support of the theoretical linkages
between Arctic amplification and blocking outlined above is an
active area of research. While there is no current consensus about
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observed trends in overall Northern Hemisphere blocking
(Woollings et al, 2018), regional trends have been
documented despite differences among both blocking metrics
and datasets (Barnes et al., 2014).

An analysis of Local Wave Activity has suggested increases in
such activity correspond to increases in blocking (Martineau
et al.,, 2017), where cyclonic events are most influential for the
development of high-latitude blocks (e.g., Woollings et al., 2018).
Martineau et al. (2017) show an increase in local wave amplitudes
(i.e, waviness) over East Asia, noting, however, trends in
teleconnections such as El Nino/Southern Oscillation (ENSO),
the Arctic Oscillation (AO)/North Atlantic Oscillation (NAO),
and Pacific-North American teleconnections (PNA) may explain
this connection (e.g., Cohen et al., 2012; Kosaka and Xie 2013). In
particular, the negative phase of the AO/NAO is associated with
both an increased frequency and higher latitude of blocking highs
throughout the Northern Hemisphere (Thompson and Wallace,
1998; Hassanzadeh and Kuang, 2015).

Belleflamme et al. (2015) and Ballinger et al. (2014) show that
increased anticyclonic activity over the Beaufort Sea and
Greenland regions from 1980-2014 may have both
contributed to and been the result of Arctic sea ice loss. In
particular, the period of 2007-2012 experienced significant
anticyclonic circulation anomalies in these regions, which
cannot be attributed to either natural climate variability or
anthropogenic climate change (Belleflamme et al, 2015;
Ballinger et al., 2014; and references therein). In their review
paper, Woollings et al. (2018) indicate historical increases in JJA
blocking, depending on the metric used, particularly over
Greenland and the North Atlantic as well as the Bering Sea
during the 1958-2012 period.

GCMs included in the Coupled Model Intercomparison
Project phase 3 (CMIP3) and phase 5 (CMIP5)
intercomparisons have suggested an overall decrease in
blocking frequency in response to climate change in the
Northern Hemisphere (e.g., Barnes et al., 2012; Dunn-Sigouin
and Son, 2013; Matsueda and Endo, 2017). Most CMIP5 models
qualitatively simulate the blocking climatology locations, but
underestimate blocking frequency under the RCP8.5 scenario
(Dunn-Sigouin and Son, 2013). However, the trends appear to
vary both regionally and seasonally. Kennedy et al. (2016) show a
decrease in blocking over Eurasia, which is consistent with
findings from other studies (e.g., Masato et al., 2013a; Hanna
et al., 2018a); Woollings et al., 2018. Under the RCP8.5 scenario,
there will likely be a decrease in blocking frequency in both the
North Atlantic and North Pacific in fall and winter (Dunn-
Sigouin and Son, 2013). Dunn-Sigouin and Son (2013) also
show an increase in Ural blocking in future scenarios,
although this result is not robust, as described in Woollings
et al. (2018). Interestingly, they suggest an increase in European
blocking. Additionally, the spatial extent of blocking events is
expected to increase, where this increase is greatest for summer
blocking (Nabizadeh et al., 2019).

More recently, there has been significant improvement in
blocking representation from CMIP5 to CMIP6, though the
extent of this improvement still remains dependent on
individual models, selected blocking metrics, regions, and
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seasons (e.g., Davini and D’Andrea, 2020; Schiemann et al,
2020; Simpson et al, 2020). For example, Simpson et al
(2020), Supplementary Information report that overall CMIP6
models appear to better represent the observed spatial
climatology compared to CMIP5 although systematic biases in
the mean climate state maybe the cause of readily apparent
underestimation of wintertime European blocks, and under-
(over-)estimation of summer Ural (Eastern Russia) blocking
frequency. Similarly, Davini and D’Andrea (2020) confirm the
improved overall representation compared to CMIP3. Current
CMIP6 projections suggest an overall decrease in blocking more
generally in winter and summer, with possible increases in the
(summer) Ural and (winter) western North American blocking
(Davini and D’Andrea, 2020). Schiemann et al. (2020) report that
the regional CMIP6 blocking bias magnitude is sensitive to the
blocking metric used.

Given the impact on GrIS SMB, there is a clear motivation to
understand long-term variability in Greenland blocking
frequency. On an interannual basis, blocking frequency over
Greenland has been shown to be strongly related to the North
Atlantic Oscillation (NAO). The frequency of blocking highs over
Greenland is greater when the NAO is in its negative phase,
i.e., when the difference between its two pressure centers, the
Azores and Iceland, is minimized (Hanna et al.,, 2014; Hanna
etal, 2015; Hanna et al., 2018a; Hofer et al., 2017). As such, both
the NAO and Greenland blocking have been linked to GrIS melt
variability, with the latter explaining more of the variance in
surface melt (Mote, 1998a; Hanna et al., 2013; McLeod and Mote,
2016).

A growing body of work has highlighted an increase in
summer Greenland blocking over the past 2 decades,
particularly as measured by the GBI (e.g., Hanna et al., 2016;
Hanna et al., 2018a; Hanna et al., 2018b; McLeod and Mote, 2016;
Barrett et al., 2020; Wachowicz et al., 2021). Wachowicz et al.
(2021) confirmed this summer increase using a 5-years running
mean of blocking frequency as measured using both geopotential-
height-reversal-based and potential-vorticity-based blocking
indices. As one might expect given relationship outlined
above, this increase in blocking frequency has coincided with a
period of a more negative NAO conditions (Fettweis et al., 2013;
van Angelen et al., 2014; Bevis et al., 2019), all of which has
occurred against a backdrop of dramatic sea ice and snow cover
loss (Derksen and Brown, 2012; Cohen et al., 2014; Pithan and
Mauritsen, 2014; Stroeve and Notz, 2018). The coincident nature
of these events has spurred interest in the possibility that the
change in circulation may be a feature of arctic amplification.

Several studies have invoked either declining sea ice or snow
cover as a potential explanation for anomalous anticyclonic
conditions over Greenland. A collection of modeling and
observational studies has demonstrated anomalous anticyclonic
conditions over Greenland in years of low sea ice extent (Screen,
2013; Wu et al., 2013; Petrie et al., 2015; Liu et al., 2016),
suggesting the additional heat flux from the ice-free ocean
may act to enforce the ridge aloft. Supporting this theory, Wu
etal. (2013) tied the summer circulation response to sea ice in the
seas west of Greenland by tracking a stationary wave that
originates at the surface in spring then persists into summer.
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1950-2,100 as simulated by NCEP/NCAR Reanalysis 1 (red line), by 20CRv2c reanalysis (green ling), and by ERA-20C reanalysis in blue as well as by all the CMIP5
models (gray lines) for which both RCP4.5 and RCP8.5 scenarios are available. For the CMIP5-based time series, the historical scenario is used over 1900-2005 and
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Alternatively, Overland et al. (2012) pointed to the observed
decline in Northern Hemisphere snow cover extent as a potential
explanation for a recent shift in Arctic circulation that features
positive pressure anomalies spanning the Arctic coastline of
North America, including all of Greenland. Later work
demonstrated a possible physical mechanism for this theory
where low spring Eurasian snow cover extent increases the
poleward propagation of Rossby waves which acts to
decelerate the polar jet and encourage a negative AO
(Matsumura et al., 2014)—conditions that are associated with
increased blocking frequency (Thompson and Wallace, 1998;
Hanna et al., 2014; Hanna et al, 2015; Hanna et al, 2018b;
Hassanzadeh and Kuang, 2015).

Collectively, GCMs from CMIP3 through CMIP6 have
consistently projected a decline in North Atlantic blocking in
both winter and summer under future climate scenarios (Davini
and D’Andrea, 2020; Masato et al., 2013b; Hanna et al., 2018a).
However, GCMs generally fail to adequately represent blocking
frequency and duration (Vial and Osborn, 2012; Woollings et al.,
2018) and, critically, historical GCM simulations fail to capture
the recent positive trend in summertime Greenland blocking,
undermining confidence in projections of future blocking in this
region (Davini and D’Andrea, 2020; Hanna et al, 2018a)
(Figure 4). This underrepresentation carries significant
implications, as accurate representation of regional circulation
over Greenland is essential for GrIS SMB projections. Indeed,
underestimation of GrIS SMB loss is a primary contributor to the
negative bias in GCM projections of sea-level rise to date (Slater
et al., 2020). Furthermore, a recent idealized modeling analysis
found that a continuation of the recent increase in Greenland
blocking would cause SMB losses to be more than twice than what
is currently estimated from GCM projections (Delhasse et al.,
2018).

An increasing trend in episodes of warm and moist air
intrusion into the Arctic has been observed. Several episodes

of extreme winter warmth have extended latitudinally to the
North Pole in recent years (Park D. S. R. et al., 2015; Cullather
et al., 2016; Moore, 2016; Lee H. J. et al., 2017; Graham et al,,
2017a; Binder et al., 2017; Kim et al., 2017; Kohnemann et al.,
2017), and southerly winds contributed to the appearance of
anomalous polynya north of Greenland during February-March
and August-September 2018 (Moore et al., 2018; Ludwig et al.,
2019; Lei et al., 2020). These extreme warm events are often
coupled to Ural and Scandinavian blocking patterns (Luo et al.,
2017; Rinke et al.,, 2017; Luo et al., 2019), and their frequent
recurrence in recent winters may be linked to the increased
incursion of warm, salty Atlantic Water—known as
“Atlantification”—in the Atlantic sector of the Arctic Ocean
(Alexeev et al, 2017; Polyakov et al., 2017; Polyakov et al,
2020a; Polyakov et al., 2020b; Barton et al., 2018; Tsubouchi
et al., 2021). Dramatic sea ice decline and ocean warming have
also been observed in the Pacific sector of the Arctic during recent
years, alongside persistent atmospheric blocking and southerly
moisture intrusions (Lee S. et al., 2017; Overland et al., 2018;
Ballinger et al, 2019; Tachibana et al., 2019; Polyakov et al,
2020a; Huntington et al., 2020; Kodaira et al., 2020; Thoman et al.,
2020).

Model simulations of future climate states indicate that
poleward moisture transport into the Arctic will increase in
the future, while dry static energy transport will decrease due
to a decreased temperature gradient between the Arctic and lower
latitudes (Hwang et al., 2011; Yoshimori et al., 2014b; Yoshimori
et al,, 2017; Graversen and Burtu, 2016; Feldl et al., 2017; Feldl
et al., 2020; Graversen and Langen, 2019). In general, increased
poleward water vapor flux can be expected to contribute to
amplified Arctic warming through the greenhouse effect of
water vapor and clouds as well as latent heat release from
condensation. However, recent studies reviewed in Arctic
Circulation ~Features: Blocking, Moisture Transport, and
Coupling With the Cryosphere suggest that the warming
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impact of increasing moisture flux will not be spatially and
temporally uniform, and will depend on the vertical structure
of water vapor transport as well as its interaction with the
atmospheric circulation. Further, changes in water vapor
transport from outside the Arctic will likely interact in
complex ways with changing within-Arctic hydroclimatological
conditions resulting from sea ice loss and ocean warming. The
influence of declining sea ice on cyclones, moisture transport, and
blocking, and in turn the feedbacks of these atmospheric
processes into sea ice and oceanic conditions, should be
studied further. For example, (2017)
hypothesized that the increasing open water fraction from sea
ice decline will reduce the ocean-atmosphere temperature
gradient and suppress turbulent heat flux into the atmosphere,
which will serve to slow Arctic warming and enhance the role of
atmospheric heat and moisture transport from lower latitudes in
Arctic climate.

Kim and Kim

Future Trends in Tropical-To-Arctic

Teleconnections

High-latitude atmospheric circulation is strongly influenced by
lower-latitude processes, including those from the tropical and
subtropical Pacific, through the poleward propagation of Rossby
wave trains (e.g., Ding et al., 2014; Feng et al., 2017; Jiménez-
Esteve and Domeisen, 2018). In order to understand the potential
future evolution of the high-latitude circulation and its
association with Arctic amplification, it is necessary to
understand the future evolution of those lower-latitude
processes. Some studies suggest that recent Arctic
amplification could be at least partially attributed to enhanced
warm-air advection and moisture transport by Rossby waves
associated with an increase in the frequency of MJO activity over
the western Pacific and Maritime Continent (Lee et al., 2011; Yoo
et al,, 2011; Yoo et al,, 2012; Seo et al., 2016; Jiang et al., 2020).
However, there are more studies that examine changes in the
MJO (both historical and future) than changes in MJO-driven
teleconnections to the high latitudes. Here, we review aspects of
both changes to the MJO and its teleconnections.

The MJO is strongly influenced by the atmospheric mean state
in the tropics (Maloney and Hartmann, 2001; Inness and Slingo,
2003; Zhang and Dong, 2004; Maloney and Xie, 2013). Thus,
changes in tropical sea-surface temperatures, wind shear,
moisture availability, and stability driven by anthropogenic
global warming all have the potential to influence the MJO,
and by association, Arctic amplification. Some studies suggest
that the amplitude of the MJO may intensify and its variance
increase with increasing warming (Takahashi et al.,, 2011; Liu
etal., 2013; Schubert et al., 2013; Subramanian et al., 2014; Arnold
et al., 2015; Wolding et al., 2017; Haertel, 2018; Rushley et al.,
2019). Others suggest the MJO may become spatially more
expansive in the zonal direction, with greater surface
convergence, enhanced deep convection, faster eastward
propagation, and more heating (Caballero and Huber, 2010;
Arnold et al.,, 2013; Liu, 2013; Liu et al., 2013; Chang et al,
2015; Song and Seo, 2016; Adames et al., 2017; Cui and Li 2019).
While most studies suggest a more intense MJO over the 21st
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century, some suggest that an increase in tropical static stability
may weaken the MJO’s generation of Rossby waves (Bui and
Maloney, 2018; Bui and Maloney, 2019a) by weakening the wind
response. This weakening would have important implications for
Arctic amplification, since the divergent flow anomalies produced
by the MJO’s anomalous heating are the source for Rossby wave
generation into the extratropics (Sardeshmukh and Hoskins,
1988; Wolding et al, 2017; Maloney et al, 2019). Some
modeling results suggest that teleconnected impacts in the
Arctic may be weaker per unit of MJO precipitation anomaly
over the next several decades (Jiang et al., 2020). This is further
complicated because the MJO-Arctic link depends strongly on
complex, nonlinear changes in extratropical static stability, storm
track, North Pacific jet stream, and other aspects of the general
circulation that all impact the receivership state of the Arctic to
MJO teleconnections (Kang and Tziperman, 2018; Bui and
Maloney, 2019b; Jiang et al., 2020).

Given all this, many questions remain unanswered regarding
the role of tropical teleconnections and their impact on Arctic
amplification. The extent to which MJO can influence
atmospheric blocking is relatively understudied; however,
preliminary work suggests that not only does MJO affect
blocking frequency in particular at higher latitudes
(Henderson et al., 2016), the relationship is also influenced by
ENSO phase (Henderson et al., 2018). Future implications of this
tropical-to-Arctic Amplification linkage are further complicated
as studies disagree on projections of increased MJO precipitation
under warmer climates (e.g., Schubert et al., 2013; Rushley et al.,
2019). Moreover, few studies have examined either MJO
teleconnections, in general, or MJO-Arctic linkages in warmer
climates (e.g., Maloney et al, 2019; Jiang et al., 2020). More
research is needed to fully understand the complex, multi-layered
and non-linear processes that connect tropical and extratropical
atmospheric circulation, its interaction with atmospheric
blocking and moisture transport, and subsequent impacts on
and amplification of changing Arctic atmospheric and surface
variables.

Summary and Discussion

Arctic amplification is a fundamental feature of past, present, and
modeled future climate. However, the causes of this amplification
within Earth’s climate system are not fully understood. To date,
warming in the Arctic has been most pronounced in autumn and
winter seasons, with this trend predicted to continue based on
model projections of future climate. The intra-Arctic feedbacks
by which this is taking place are numerous and interconnected,
while extra-Arctic processes, in particular changes to large-scale
atmospheric circulation and moisture transport, are entangled
with these internal feedbacks in complex ways.

A question we pose is whether external forcing from the
tropics is appropriately considered in a discussion of Arctic
amplification. If one defines Arctic amplification in a manner
in which the Arctic specifies both the region in which the
enhanced warming is observed and also all feedbacks
involving amplification occur, then consideration of tropical
forcing would fall outside the discussion. However, if we
broaden the discussion to include mechanisms that import
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sensible and latent heat into the Arctic and thereby enhance local
longwave forcing, in addition to mechanisms that modulate
Arctic  atmospheric circulation, triggering within-Arctic
feedbacks (e.g., ice-albedo, lapse rate), then inclusion of
forcing from lower latitudes becomes critical. We therefore
have reviewed forcings acting within and external to the Arctic
that lead to enhanced warming and cryospheric impacts in this
region.

We have anchored our discussion of Arctic atmospheric
circulation features on atmospheric blocking and moisture
transport, as these phenomena have been widely studied and
are interrelated mechanisms by which lower-latitude processes
can couple with high-latitude Arctic climate. Blocking can
broadly be defined as a quasi-stationary anomalous
anticyclonic circulation pattern which disrupts the eastward
propagation of cyclones and other systems, analogous to traffic
congestion within the atmosphere (Nakamura and Huang, 2018).
Poleward moisture transport into the Arctic is primarily
accomplished by short-lived intrusion events associated with
cyclones, which preferentially occur in certain regions and
seasons as detailed in Arctic Moisture Transport Pathways and
Climatology. Blocking and moisture transport are closely related,
as poleward moisture transport is favored along the upstream
flank of a blocking anticyclone, and latent heat release within the
moisture plume often helps maintain or strengthen the block.
These phenomena have important regional and global climate
implications due to their influence on Greenland Ice Sheet surface
mass balance and Arctic sea ice variability (Greenland Blocking:
Impacts on Ice Sheet Surface Mass Balance and Relationships With
Moisture Transport and Arctic Moisture Intrusions: Impacts on
Sea Ice and Relationships With Blocking). Greenland blocking and
episodes of extreme moisture transport into the Atlantic and
Pacific sectors of the Arctic have shown increasing trends in
recent years, highlighting the importance of further research to
clarify the complex interrelationship between cyclone-driven
moisture intrusions, blocking, and sea and land ice in a
rapidly changing Arctic, along with the contribution of these
phenomena to overall Arctic amplification.

With the nature of these Arctic moisture intrusions being
associated with short-lived, intense events linked to cyclones
(Sorteberg and Walsh, 2008; Dufour et al., 2016; Rinke et al.,
2017; Villamil-Otero et al., 2018; Fearon et al., 2020) and Rossby
wave breaking (Liu and Barnes, 2015), we have also reviewed the
role of tropical subseasonal atmospheric variability in forcing
extratropical and polar atmospheric circulation (Tropical-High
Latitude Subseasonal Teleconnections). The MJO has been found
to be an effective source of Rossby wave generation to the
extratropics (Hoskins and Karoly, 1981; Sardeshmukh and
Hoskins, 1988; Bladé and Hartmann 1995; Jin and Hoskins,
1995; Hendon and Salby, 1996), with poleward-propagating
Rossby waves excited by MJO-related tropical convection
being linked to polar amplification of surface air temperature
(Lin and Brunet, 2009; Lee et al., 2011; Yao et al., 2011; Yoo et al.,
2011; Yoo et al, 2012; Zhou et al,, 2012; Rodney et al.,, 2013;
Johnson et al., 2014; Yoo et al., 2014; Lin, 2015; Oliver, 2015),
precipitation (Bond and Vecchi, 2003; Jeong et al., 2008; Lin et al.,
2010; Becker et al., 2011; He et al., 2011; Baxter et al., 2014; Jones
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and Carvalho 2014), sea-level pressure, snow depth (Barrett et al.,
2015; Henderson et al.,, 2017), and sea ice (Henderson et al.,
2014).

Although our focus in this review is on subseasonal extra-
Arctic forcing originating in the tropical Pacific and Indian
Oceans, we also note that a number of studies have shown
that Atlantic Ocean variability can influence Northern
Hemisphere high latitude climate on interannual to
multidecadal time scales (e.g., Kwon and Joyce, 2013; Hahn
et al,, 2018; Kwon et al., 2018; Kwon et al., 2020; Joyce et al,,
2019; Athanasiadis et al., 2020). Future studies should examine
the relative importance and characteristic time scales of these
Indo-Pacific and Atlantic influences on Arctic climate in a
coherent framework.

When considering future Arctic climate, a great deal of
uncertainty exists due to rapid, and in some cases
unprecedented, changes that have already occurred in recent
decades. Here, we have focused on within- and extra-Arctic
process drivers, specifically high-latitude atmospheric blocking,
poleward moisture transport, and tropical-high latitude
subseasonal teleconnections, and the role they have on the
Arctic atmosphere, surface variables and amplification of
changes in this region. Remaining questions arise from 1) the
theoretical linkages between Arctic amplification and blocking, 2)
the future evolution of poleward moist and dry static energy
transport, and 3) future change in tropical subseasonal variability.
Observed blocking trends are dependent on the metrics used to
quantify such events and there are inconsistencies in current
climate models’ abilities to fully capture blocking. Poleward
moisture transport is projected to increase in a warming
climate, but the vertical structure of moisture transport will
likely determine the magnitude of its contribution to Arctic
surface warming (Arctic Moisture Intrusions: Impacts on Sea
Ice and Relationships With Blocking), and decreasing dry static
energy transport due to sea ice loss may limit increases in total
atmospheric heat transport to the Arctic (Audette et al., 2021).
Similarly, divergent consensus on future trends of tropical
subseasonal variability under a warmer climate makes
projections of MJO-Arctic linkages under such climates
challenging, and warrants more research to understand this
complex and highly non-linear connection between the tropics
and Arctic amplification.
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The analysis of radiative feedbacks requires the separation and quantification of the
radiative contributions of different feedback variables, such as atmospheric temperature,
water vapor, surface albedo, cloud, etc. It has been a challenge to include the nonlinear
radiative effects of these variables in the feedback analysis. For instance, the kernel method
that is widely used in the literature assumes linearity and completely neglects the nonlinear
effects. Nonlinear effects may arise from the nonlinear dependency of radiation on each of
the feedback variables, especially when the change in them is of large magnitude such as
in the case of the Arctic climate change. Nonlinear effects may also arise from the coupling
between different feedback variables, which often occurs as feedback variables including
temperature, humidity and cloud tend to vary in a coherent manner. In this paper, we use
brute-force radiation model calculations to quantify both univariate and multivariate
nonlinear feedback effects and provide a qualitative explanation of their causes based
on simple analytical models. We identify these prominent nonlinear effects in the CO,-
driven Arctic climate change: 1) the univariate nonlinear effect in the surface albedo
feedback, which results from a nonlinear dependency of planetary albedo on the surface
albedo, which causes the linear kernel method to overestimate the univariate surface
albedo feedback; 2) the coupling effect between surface albedo and cloud, which offsets
the univariate surface albedo feedback; 3) the coupling effect between atmospheric
temperature and cloud, which offsets the very strong univariate temperature feedback.
These results illustrate the hidden biases in the linear feedback analysis methods and
highlight the need for nonlinear methods in feedback quantification.

Keywords: arctic, surface albedo feedback, cloud feedback, feedback coupling, radiative feedback, climate
sensitivity, global warming

INTRODUCTION

Radiative forcing and feedbacks strongly influence the Arctic climate. The warming in the Arctic has
occurred in a faster pace than the global average, due to greenhouse gas forcing and amplifying
feedbacks (Stocker et al., 2013). It requires accurate quantification of the radiative effects of
associated feedback variables (surface albedo, atmospheric temperature, water vapor, cloud, etc.,)
in order to ascertain their contributions to the climate change of interest. For instance, based on the
energy budget balance with regard to the Top-of-Atmosphere (TOA), surface or atmospheric budget
and assuming the warming induced thermal radiation (Planck effect) balances the radiation changes
caused by feedbacks, one can infer how much global or regional warming, e.g., the Arctic warming
amplification, can be attributed to individual feedbacks (Held and Soden 2000; Lu and Cai 2009;
Pithan and Mauritsen 2014).
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Often assumed in feedback analysis is linear additivity of the
radiative effects of different feedback variables. For instance, the
widely adopted kernel method (Soden and Held 2006) measures
the radiation change caused by a feedback variable (X) by
multiplying a pre-calculated radiative kernel (38) with the
climate response (dX). Due to its simple concept and
computational efficiency, a large number of studies have been
conducted using this method (e.g., Soden and Held 2006; Zelinka
et al., 2012; Vial et al.,, 2013; Zhang and Huang, 2014) and pre-
computed kernels based on different atmospheric datasets,
including climate models, reanalyses and satellite data (e.g.,
Soden et al., 2008; Yue et al., 2016; Huang et al., 2017).

The nonlinear effects, however, are often too large to ignore.
When individual feedback terms are independently measured,
such as the non-cloud feedbacks in the clear-sky case in the
kernel method, the ignored nonlinear effects may lead to a
non-closure of the radiation budget, i.e., the sum of the
individual terms cannot reproduce the overall radiation
change (e.g., Huang 2013; Vial et al, 2013). In the Arctic,
where climate perturbations are of large magnitudes, e.g., in
the case of sea ice melt, the non-closure issue is especially
noticeable (e.g., Shell et al., 2008; Block and Mauritsen 2013;
Zhu et al,, 2019). Besides the large perturbations in surface
albedo, the Arctic is also noted for its strong and unique lapse
rate (e.g., Pithan and Mauritsen 2014) and cloud (e.g., Kato
et al,, 2006) feedbacks. It should be noted that although some
methods exhibit a seemingly good radiation closure, the
nonlinear effects are not treated but hidden in the feedback
term(s) measured as a residual, e.g., the cloud feedback term in
the typical kernel method, including the adjusted cloud
radiative forcing (aCRF) technique (Shell et al., 2008; Soden
et al., 2008).

Although the existence of the nonlinear effects has been
recognized (e.g., Zhang et al, 1994; Colman et al, 1997), their
impacts were seldom isolated and quantified. Some recent works
have specifically addressed the nonlinearity issue in the radiative
feedback analysis. Zhu et al. (2019) for the first time used a neural
network model (a nonlinear diagnostic method without linearity
assumption) to assess the radiative feedbacks and identified a few
strong nonlinear effects, including a strong cloud-water vapor
coupling effect in the tropical climate variations and a strong
nonlinear dependence of radiation flux on the surface albedo.
Using Partial-Radiative-Perturbation (PRP) experiments and
brute-force radiation model-based computations, Huang and
Huang (2021) verified the cloud-water vapor coupling effect and
offered an analytic estimation of this effect on the longwave
radiation. Shakirova and Huang (2021) advanced the neural
network model of Zhu et al. and demonstrated its advantages
particularly for quantifying the albedo feedback.

In this paper, we aim to give an overview of the nonlinear
radiative feedback effects in Arctic climate change. Based on a
heuristic climate change scenario of broad interest: the abrupt
quadrupling of atmospheric CO, (4xCO,), we investigate how the
nonlinear radiative effects arise from the univariate and
multivariate variations of the feedback variables, such as
atmospheric and surface temperature (f), water vapor (g),
surface albedo (a) and cloud (c), and measure how the

Nonlinear Radiative Feedback

nonlinear effects compare to the linear effects in terms of
magnitude and pattern. We note that in this paper we are not
concerned with how the changes in these variables are resulted,
which if nonlinearly related to the surface warming may also cause
nonlinearity in climate feedbacks, but focus on how their changes,
as projected by the GCM, lead to nonlinear changes in the TOA
longwave (LW) and shortwave (SW) radiation energy fluxes. In the
following sections, we will define, demonstrate and discuss the
various feedback effects of interest in order.

METHOD: FEEDBACK DEFINITIONS

Here, we define a radiative feedback as the (partial) radiation
change, in the units of W m™2, due to one or multiple feedback
variables. This should be distinguished from a feedback
parameter, which is normalized by surface temperature change
and is in the units of W m™ K"

Consider the radiation field of interest, e.g., the TOA or surface
radiation flux, as a function of the feedback variables:
R = R(x, y, z), where the letters (x, y, z) are generic notations
of the feedback variables. The total radiation change in a given
climate change scenario can thus be expressed by a Taylor
series as

AR(X) 2) = R(Xb Y2 Zz) *R(Xh Y1 Zl)

_0R OR OR

=5 —Ax aAy t= Az (univariate linear effects)
'R R 2 - .
+— —(A )y a—(Ay) +—2(Az) (univariate nonlinear effects)
az S AxAy +2—— IR AyAz +2 — IR AxAz| (multivariate nonlinear effects)
ultivari
2oy M 255, A 255,
+0(A%)

1

where the subscripts 1 and 2 denote two different climate states, e.g.,
those before and after quadrupling CO, (noted as 1xCO, and 4xCO,,
respectively from now on); such terms as Ax = x, — x; denote the
climate responses. The terms on the righthand side of Eq. (1) illustrate
three types of radiative effects that we aim to elucidate here:

1) The univariate linear effects, such as ax R Ax, which we denote
as AR;

2) The univariate nonlinear effects, such as % ?;7}} (Ax)?, which we
denote as AR,,;

3) The multivariate nonlinear effects, such as £ (-f AxAy, which
we denote as AR,

To avoid confusion, we denote a univariate feedback, i.e., the
overall radiation change due to a single variable, as AR (), which
consists of both univariate linear (AR,) and univariate nonlinear
(AR,,) effects:

ARGy = R(x2, y1,...) = R(x1, y15-..)
_OR 1 o°R s @)
=S Axro S IR a9+ o)
= AR, + AR,
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Equation (2) is written following the PRP concept (Wetherald and
Manabe 1988) and measures the univariate feedbacks by simply
evaluating the radiation flux twice: first with an unperturbed profile,
R(x1, y1,...), and then perturbing x only, R (x3, ¥, ...). Note that
other unperturbed independent variables than y are omitted in these
expressions. If not otherwise stated, unspecified independent
variables all take the unperturbed values when the radiation fluxes
are evaluated in the following. The evaluation of the radiation fluxes
can be done using a physical model, ie., a radiative transfer model
(RTM) (Huang and Huang 2021), or a statistical model, e.g., a neural
network model that emulate the radiation fluxes (Zhu et al., 2019).
Similarly, a bivariate feedback can be expressed as:

AR,y =R(x2, y2) = R(x1, 1)
_OR oR 10°R 1 0°R o’R
T Ax+—A Ax) += o (Ay)? + —— AxA N
o Tty zaz( Y t3a W )+ oy X0y + O(&)

= AR, + AR, + AR, + AR, + AR,,
®)

From Eq. 2 and Eq. 3, the bivariate coupling effect AR,, can be
obtained as

ARy = AR () ~ ARgy — AR )
= R(x2, y2) = R(%x2, y1) = R(x1, 2) + R(x1, y1)

Based on the above equations and following Huang and Huang
(2021), we evaluate the radiation fluxes and isolate the respective
feedback effects (AR,, ARy, ARy, etc.), using the Rapid Radiative
Transfer Model (RRTM, Mlawer et al., 1997). Using this RTM, the
TOA and surface radiation fluxes are computed offline from
instantaneous atmospheric profiles generated by the Community
Earth System Model, CESM1.2, in a quadrupling CO, experiment
(Wang and Huang, 2020). More details of the flux computation can be
found in Huang and Huang (2021); we note that the radiative transfer
computations, including the PRP computations, are based on
instantaneous (3-hourly, as opposed to monthly mean) profiles at
the original horizontal resolutions (1.9 ° x 2.5 °) of the CESM and then
averaged monthly or annually in all the results presented in the
following section.

Note that we use a one-sided PRP, starting with the
unperturbed climate and then prescribing the change(s) in the
variables of interest, to define feedbacks, i.e., how much radiation
change is caused by the change of the feedback variable(s) of
concern. Some studies opt to use two-sided perturbations (e.g.,
Colman and McAvaney 1997). In contrast to Eq. (2), one may
evaluate the feedback of x as

4
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which, as shown in the above expansion, effectively includes
nonlinear coupling effects such as § ai Elf AxAy in 6R(y. When
individual feedbacks are evaluated this way, their sum can better
reproduce the overall radiation change, ie., achieving a better
radiation closure. However, it should be noted these "individual"
feedbacks 0R ) differ from the univariate feedbacks AR ) as R ()
contains coupling effects. To disclose these coupling effects, we adopt

the one-sided formulations as exemplified by Eq. 2, Eq. 3, and Eq. 4

RESULTS

In this paper, we use the climate change in an abrupt 4xCO,
experiment of CESM (Wang and Huang, 2020) to provide a
context for examining the linear and nonlinear radiative
feedbacks. As illustrated in Figure 1 for a few selected
variables, this scenario represents strong perturbations in the
Arctic climate, including reduction in surface albedo due to sea
ice melt, surface warming and atmospheric moistening. The
feedback quantifications presented in the following are based
on the two months exemplified in Figure 1 if not
otherwise noted.

Univariate Linear Effects

The univariate linear effect AR, can be measured, following its
definition, by multiplying the radiative linear sensitivity kernel
K, = % with the climate response Ax: R, = K, Ax. This is the core
idea of the kernel method (Soden et al., 2008). The kernels are
usually pre-computed, again, following the PRP idea, by
prescribing small perturbations to the individual variables, e.g.,
1-K in atmospheric and surface temperatures, several percent
change in water vapor concentration, or 0.01 increment of surface
albedo (e.g., Shell et al., 2008):

R(x1 + Axg, 31)
AX()

= R(x1, 1)

AR,
T AX() -

(6)

so that the kernel method is in essence to scale up the radiation

change due to an infinitesimal (small) perturbation, R,, to

estimate the radiation change due to a finite (large) perturbation:
Ax

AR, = K.Ax = ARy—
AXO

™)

It is worth noting that when defining and applying the kernels,
it is advisable to choose a scaling scheme appropriate to the
radiation dependency on the feedback variable. For instance, in
the case of such greenhouse gases as carbon dioxide and water

1 vapor, their radiative effects are logarithmically dependent on
ORy = ER[ (%2, y1) = R(x1, 1) + R(x2, y2) = R(x1, 32)] their concentrations (e.g., Bani Shahabadi and Huang., 2014), so
1lar R 1lar R that it is common to define the water vapor kernel with respect to
ax Ax + M ZAX *3lox IAX *\ox ) the change in the logarithm of the specific humidity,
g g g ie, K;= %, or, in an approximate form, using the

0 (OR Av A fractional change in ¢ in the denominator, i.., K; = ¢ AAqI}"q)O
* dy \ ox . Vo |2x shown by Figure 2, using the logarithmic scahng scheme, the
; radiation change caused by water vapor perturbations, even when
BR 1 O°R Ay (5) the perturbations are of large magnitudes (about 200% increase of

Bx 2 axay TCWYV), can be well approximated according to Eq. (7).
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FIGURE 1 | Changes in climate variables in the 4xCO, experiment, exemplified by two months a January (left column) and a June (right column). (A,B) Suface
albedo; (C,D) sea ice fraction; (E,F) surface skin temperature; (G,H) column-integrated water vapor; (1,J) total cloud fraction. The numbers on the upper right corner of
each panel are the Arctic mean values, averaged over the latitude range of 70-90°N. Shaded in grey are regions with no data, for instance, due to no solar insolation to
infer surface albedo in (A).
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FIGURE 2 | Clear-sky univariate water vapor LW feedback. (A) RTM-computed (truth) overall univariate feedback, AR q); (B) kernel-estimated univriate linear

-0.42Wm?
1500, %‘Fu- 150E
20 5
18 4
16 120w k\« 1208 3
14 d Wy 2
12 1
10 oW \éfk% 90E —{ 0
8 »% -1
[ 72} Llj Krrf 2
4 soW 3
2 ‘tj -4
0 30W . &/‘9305 N
0

feedback, ARy, based on logarithmic scaling; (C) the residual (A-B), i.e., the univariate nonlinear feedback, ARqq. Shown here is the clear-sky TOA LW radiation flux
change due to the water vapor change in January in the 4xCO, experiment (as illustrated in Figure 1E). The kernel used in (B) is computed from the GCM instantaneous
atmospheric profiles of the same month and is not subject to the bias discussed in Eq. 8.
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FIGURE 3 | All-sky univariate surface albedo SW feedback. (A) RTM-computed (truth), AR )
residual (A-B), i.e., the univariate nonlinear term AR,,. Shown here is the all-sky TOA SW radiation flux change due to the surface albedo change in June in the 4xCO,
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; (B) kernel-estimated univariate linear feedback, AR,; and (C) the

The validations against RTM-computed truth in Figures 2, 3 AR - oR Ax
show that the non-cloud univariate radiative feedbacks AR(y), * 7 Oxlg g
even in the case of large climate perturbations, can be reasonably R X X
approximated by the linear term AR,. This is the basis of the oR 'R - oR ly + oR dz \Ax
kernel method (Soden et al., 2008). Nevertheless, the biases, OXlx gz OX Xy 0x0y P 0x0z X191,z
i.e., the univariate nonlinear effects AR,, may amount to non- )

.. . . = AR, + bias

negligible extent: in the case of the univariate water vapor )

feedback and the surface albedo feedback, the biases can
amount to more than 10% in terms of Arctic mean (averaged
over 70-90°N).

It should be cautioned that the kernel itself has a dependency
on the atmospheric conditions (x, y, z, . . . ) and such dependency
should be recognized when interpreting the kernel-diagnosed
feedbacks. The kernels appropriate to evaluating the linear
feedbacks in Eq. 1, Eq. 2, and Eq. 3, and used to compute
AR, in Figure 2 and AR, in Figure 3, are computed from the
GCM atmopsheric profiles in the unperturbed (1xCO2) climate,

ie, K, = g—f , where (x1, y1, z1) denotes the 1xCO, climate. If

computed from different atmospheric states, the kernel values
may quantitatively differ (e.g., see the kernel comparisons in
Huang et al, 2017; Smith et al.,, 2020 and others). If a kernel
computed from a different atmospheric state (x1, y1, z1) is used to
measure the linear feedback, a bias is resulted:

Equation (8) shows that the bias can be considered one type of
nonlinear effect in that it, like the nonlinear effects analyzed
below, results from the nonlinear dependency of the radiation on
the feedback variables (e.g., é’;—a‘}). For the simplicity of the
expressions, we omit the notation (...)l,,,, in the following,
where the conditioned states can be inferred from the context.

The magnitude of the feedback bias caused by kernel bias is
proportional to the discrepancies in the atmospheric states
(dx,, dy’, and dz in Eq. (8)), which may introduce noticeable
quantitative differences in the kernels. For example, one may
see from Fig. S3 of Huang et al. (2017), as well as the
discussions of Sanderson and Shell (2012), the temperature
kernel discrepancies due to the ubiquitous discrepancies in
the cloud distribution in different atmospheric datasets used
for kernel computation. Here, as a sanity check, we recalculate
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FIGURE 4 | Clear-sky water vapor feedback bias due to kernel bias. (A) Like Figure 2B, but using the kernels computed from different atmospheric profiles (Huang
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the Arctic mean clear-sky water vapor feedback shown in
Figure 2 using the clear-sky kernels of Huang et al. (2017) and
obtain an Arctic mean AR, of 5.79 W m™? (Figure 4). This,
compared to the RTM-computed truth value of 3.05 W m™,
representes a 90% bias and is much larger than the bias when
the correct (GCM 1xCO, climate based) kernels are used
(3.47 W m™2, as shown by Figure 2B). The results indicates
that, contradictory to common belief, there may be large
biases, especially in regional (e.g., Arctic) feedbacks,
resulting from kernel biases.

Lastly, we note that cloud feedback is difficult, if not impossible,
to be approximated by linear kernels. This is because cloud
variations involve multiple radiative properties, including cloud
fraction, droplet concentration and size distribution, etc., each of
which may experience large, discrete perturbations and strongly
affect the radiative sensitivity to each other. The cloud radiative
effects measured in the cloud property histogram method (Zelinka
et al,, 2012) illustrate how the radiative sensitivity to cloud varies
strongly with the cloud properties. Among other issues, a notable
challenge is the vertical masking effect: for instance, the increase of
upper-level clouds greatly reduces the sensitivity of the TOA fluxes
to the lower-level clouds.

In summary, the non-cloud univariate feedbacks in general
can be approximated well by the kernel method, although one
should be mindful about the biases introduced by kernel
discrepancies. One most noticeable univariate nonlinear effect
in the Arctic is the surface albedo feedback. We further analyze
this and other nonlinear effects in the following subsections.

Univariate Nonlinear Effects

Because radiative transfer is a complex nonlinear process (e.g., see
Goody and Yung 1989), atmospheric radiation fluxes generally
have a nonlinear dependency on the feedback variables and thus
the univariate nonlinear effects generally exist.

Temperature
With regard to the univariate temperature feedback, a well-
recognized cause of the nonlinearity is the Planck function,

although this nonlinearity is weak at the terrestrial
temperatures. Based on the Stefan-Boltzmann Law,
R=ot' )

Given the constant o = 5.67 x 10°* W m~> K™%, one may find
that the nonlinear effect & 1; is only about 1% of the hnear effect & Sp
for a 1-K perturbatlon around the equivalent blackbody
temperature of Earth (¢ 255K). Another cause of the
nonlinearity is the dependence of the gas absorptivity on the
temperature, which also has a minor impact (Huang et al., 2007).
This explains why the temperature feedback in the case of large
perturbations can still be very well approximated by the linear
kernels (not shown).

Water Vapor

The univariate water vapor feedback is generally well
estimated when the logarithmic scaling scheme is used,
although Figure 2C shows that the bias (i.e., the univariate
nonlinear effect, ARy;) can be non-negligible. A notable
reason that causes the feedback to deviate from the
logarithmic behavior is the unsaturated atmospheric
absorption in the mid-infrared window around 10 um
wavelength. Here, the surface emission strongly
contributes to the OLR and thus the water vapor feedback
cannot be interpreted simply as the elevation of the
atmospheric emission level, which gives rise to the
logarithmic dependence (Bani Shahabadi and Huang,
2014). Figure 5 suggests that the water vapor feedback
estimation may be improved if different scaling schemes
are used for different spectral bands: logarithmic in the
absorption bands (where atmospheric optical depth is
large) and linear in the window bands (where optical
depth is small):

AR,y = K*A(In(q)) + K["Aq (10)

where the logarithmic kernel Kéag accounts for the logarithmic
response of the radiation flux in the absorption bands to water
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FIGURE 5 | Spectral breakdown of the clear-sky univariate water vapor feedback. (A) RTM-computed (truth) broadband univariate feedback, AR q); (B) kernel-
diagnosed broadband feedback, ARy, using the hybrid scaling (Eq. 10); (C) residual, ARyq. (D-F) Window band (700-1,180 cm™") feedback, computed by RTM and
estimated by linear and logarithmic scaling. (G-I) Like (D-F), but for the non-window (absorption) bands.

vapor perturbation and the linear kernel Kéi" accounts for the
linear response in the window band. Further research is required
to develop and validate a global hybrid kernel set.

Surface Albedo

The univariate surface albedo feedback shows especially strong
nonlinear dependence on the surface albedo a (Figure 6). This is
because the multiple scattering of radiation between the surface
and atmosphere renders a nonlinear dependency of planetary
albedo on surface albedo. Following Stephens et al. (2015), the
planetary albedo a, can be expressed as

ar?

(11)

G=r+—

Here r and 7 denote atmospheric reflectance and
transmittance respectively; they are related as 7+r+e=1,
where ¢ denotes atmospheric absorptivity. This relation means
that a, and thus the net shortwave radiation flux at TOA has a
nonlinear dependency on a:

2
oa, _ T

da  (1-ra) (12)

That the radiative sensitivity to surface albedo continuously varies
with the albedo value makes it difficult for any linear methods
such as the kernel method to accurately measure the albedo
feedback. It is interesting to notice from Eq. (12) that the radiative
sensitivity decreases with a. This means that if the surface albedo
kernel is computed with relatively larger albedo values under the
unperturbed climate (1xCO,), it will overestimate the univariate
albedo feedback in a warming scenario (4xCO,). This is clearly
seen from Figure 6. If the kernel method is used to estimate the
feedback when sea ice completely melts, the intercepts on y-axis
indicate the overestimate can be serveral dozens of W m 2. This
overestimation issue was also noted in the previous studies (e.g.,
Block and Mauristen 2013; Zhu et al., 2019). It is also interesting
to notice that although the analytical model qualitatively captures
the change of radiative sensitivity to albedo, it does not accurately
predict it. The neural network method proposed by Zhu et al.
(2019) and Shakirova and Huang (2021) may be better suited for
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FIGURE 6 | All-sky univariate surface albedo SW feedback

corresponding to different albedo values. By perturbing the surface albedo to
values from 0 to 1, the TOA SW feedback is computed by three different
methods: RRTM-computed truth, kernel-estimation and the single-layer
analytical model (Eq. 11). The results are compuated based on one arbitrarily
chosen grid box at (78°W, 82°N), where the intial surface albedo is 0.85.

the albedo feedback quantification and deserves further
development and more extensive validations.

Multivariate Nonlinear Effects

Besides the univariate nonlinear effects, Eq. (1) indicates that
multivariate nonlinear effects, represented by such terms as
aa;—aRyAxAy, may also strongly contribute to the radiative flux
variations. Such terms are often referred to as the coupling
effects because they result from concerted variations of the
involved variables; otherwise, if their covariance were small,
the average of this term over time or region would be
negligible. In reality, this necessary condition is usually met
because the variations of the feedback variables of concern
tend to be strongly correlated. For instance, temperature
warming and sea ice melt may expose more open water,
which in turn leads to more evaporation, atmospheric
humidity and cloudiness.

Nonlinear Radiative Feedback

Due to large computational expenses of the brute-force RTM-
based feedback calculation, we base our discussions on two
representative months in the 4xCO, experiment: January
(winter) for the longwave feedbacks and June (summer) for
the shortwave feedbacks, because the two types of feedbacks are
the most prominent in the two respective seasons. Figures 7,8 show
the radiative feedbacks corresponding to the changes in the feedback
variables illustrated in Figure 1. Table 1 summarizes their Arctic
mean values. These results disclose two strongest multivariate
feedback effects in the Arctic: the coupling effect between
temperature and cloud, ARy, in the longwave and the coupling
effect between albedo and cloud, AR, in the shortwave.

In the longwave, we find that the multivariate (bivariate)
feedback is dominated by the coupling effect between
temperature and cloud, AR,. The pattern of this coupling
effect resembles, but strongly offsets, the
temperature feedback, AR, which is the dominant feedback
that controls the overall LW feedback in the Arctic. This coupling
effect can be explained by a simple analytical model. Consider a
single-layer atmosphere, with temperature f, and emissivity
(absorptivity) €, and assume the surface to be a blackbody
with temperature f:

univariate

OLR = (1 —s)atf+sat;* (13)
Hence, the coupling effect AOLR,. is found to be
; ; de
AOLR, = 40 (£At, — £ At) — Ac (14)

dc

Because the warming in the Arctic is capped in near-surface
layers, At, < < At;. This leads to reduction in OLR, offseting the
increase of OLR by temperature warming. The coupling effect
between temperature and water vapor can be understood in the
same way. Becaue water vapor affects OLR also by affecting the
atmospheric emissivity; the coupling effect AOLRy, is thus also
affected by the factor (£At, — t?Af;) in Eq. (14). Although this
nonlinear effect arises from the nonuniform vertical structure of
temperatuure warming and thus share the physical cause of the
temperature lapse rate feedback, this nonlinear effect should be
distinguished from the lapse rate feedback, which is part of the
univariate temperature feedback, AR,. Note that the sign of AR,
and AR is positive in Figure 7 because the fluxes are defined to
be downward positive.

In the shortwave, the dominant multivariate effect is found to
be the albedo-cloud coupling, which offsets the univariate albedo
feedback. From the simple model described above (Eq. 11 and Eq.
12, this can be understood as cloud-caused reduction in the
atmospheric transmittance and thus reduction in the radiative
senstivity to surface albedo.

It is interesting to note that the patterns of some coupling
feedback effects are correlated with the change patterns of the
associated feedback variables. For example, the LW cloud-
temperature coupling effect is correlated with surface
temperature change, with a correlation coefficient of 0.86; the
LW cloud-water vapor coupling effect is correlated with total
water vapor (TCWYV) at 0.62; the SW albedo-cloud coupling
effect is correlated with the surface albedo change at 0.89. Such
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FIGURE 7 | All-sky LW feedback effects in January. Units: W m~2, Shown here are the total and component all-sky feedbacks in the 4xCO, experiment evaluated
according to Eq. 2, Eq. 3, and Eq. 4 by using an RTM. t: atmospheric and surface temperatures; g: atmospheric water vapor; c: cloud; a: surface albedo; res: residual.
The Arctic mean values are noted on the top right corner of each panel.

L
30E

0.83Wm*

1~ 150E

=
k=]

120E

90E 0

GOE

& b N e o @

-
o

120E 120E

90E 90E

Frontiers in Earth Science | www.frontiersin.org

38 August 2021 | Volume 9 | Article 693779


https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles

Huang et al.

Nonlinear Radiative Feedback

A ARpge 112.24 W m*?
180
v FL- 1S0E

90E

&0E

90E

FIGURE 8 | Like Figure 7, but for the all-sky SW feedback effects in June. Units: W m™2.

120E

120E

°. [iA

b
-37.45Wm?

120E

-
l
-
L]
-
-
L
L
=l
—
B

relation suggests that it may be possible to estimate these  cloud-water vapor coupling effect and found it to be the
nonlinear effects using analytical or statistical models. Huang ~ dominant multivariate longwave feedback effect in the
and Huang (2021) used such an model to explain the  tropics. Although this coupling effect is not as strong
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TABLE 1 | Arctic mean all-sky feedbacks in the 4xCO2 experiment for the two selected months. Units: W m-2. Area-weighted averages are taken for the region 70-90°N.
Two sets of radiative kernels have been used to measure the univariate linear feedbacks: Ker1 is computed from the GCM instantaneous profiles in this work and thus is
of no kernel bias; Ker2 is the kernel computed by Huang et al. (2017) from the ERA-interim reanalysis profiles, which leads to biases in diagnosed univariate feedback as

explained by Eq. 8.

LW AR tq.0) AR AR(qg) AR(¢) ARcq ARgt res ATs (K)

(ian Global Arctic
mean mean

RTM -38.21 -55.18 2.73 3,52 0.83 8.23 -3.07 7.95 29.71

- - AR AR, AR: _ _ _

Ker1 - ~48.98 3.08 7.68 - - -

Ker2 - ~44.53 5.35 0.97 - - -

sw ARago) AR AR ARg AReq ARga res L ATsK

(Wun,) Global Arctic
mean mean

RTM 112.24 14573 10.05 _2.06 ~0.69 -6.22 2.09 6.97 9.20

- - AR, AR, AR: - - -

Ker1 - 159.85 12.26 -50.88 - - -

Ker2 - 117.04 8.14 12.95 - - -

compared to the temperature-related coupling effects in the Arctic,
we find that adopting the same estimation method of Huang and
Huang, 2021, Eq. 19 and using a parameter value appropriate to the
Arctic (A = 0.04 kg"' m?), we can very well predict the cloud-water
vapor coupling effect (spatial correlation = 0.99, RMSE = 041 W
m?). Future works are warranted to identify methods for
explaining and predicting the other coupling effects.

Lastly, for comparison, we include in Table 1 the respective
feedbacks analyzed from the kernel method, i.e., the univariate
linear effects for non-cloud feedbacks and the cloud feedback
(AR?) obtained as a residual of total radiation change
decomposition. Besides the biases in the univariate feedbacks
as noted above, it is worth noting that the kernel-based
estimations may also greatly bias the cloud feedback, mainly
due to its negligence of the coupling effects.

CONCLUSIONS AND DISCUSSIONS

In this paper, we present an overview of the nonlinear effects in both
longwave and shortwave radiative feedbacks in the CO,-driven Arctic
warming. Based on brute-force radiation model calculations we
disclose the most prominent nonlinear feedback effects and based
on simple analytical models we offer explanations of their physcial
causes. Although the presentation and discussion are focused on the
Arctic feedbacks, the diagnostic framework (Eq. 1) and the theoretical
explanations are applicable to global feedback analyses.

We identify these important nonlinear feedback effects:

1) The univariate nonlinear effect in the surface albedo feedback
in the shortwave. This nonlinearity can be understood from a
simple analytical model [Eq. (11)] that accounts for the coupling,
due to multiple-scattering, between the surface and atmosphere
(clouds). This coupling makes the radiative sensitivity to surface
albedo decrease with the surface albedo value (Figure 6). Because
of this effect, it generally leads to an overestimate of the surface
albedo feedback when albedo kernels computed from the current

climate are used to quantify the albedo feedback in a warming
climate (Figure 3; Table 1).

2) The bivariate surface albedo-cloud coupling effect in the
shortwave. This effect is attributable to the masking effect of cloud
increase that damps the radiative sensitivity to surface albedo. This
effect is the most prominent in the summer when solar insolation is
strong, as illustrated by Figure 8 for the month of June.

3) The multivariate temperature-cloud feedback in the
longwave. This effect is attributable to the fact that the
Arctic warming is much stronger at and near the surface
than in the upper air, which leads to a damping effect on
the temperature feedback. This nonlinear effect should be
distinguished from the temperature lapse rate feedback and
is found to be the strongest in the winter as illustrated by
Figure 7 for the month of January.

4) Although the univariate water vapor feedback largely scales
logarithmically with water vapor changes, it is found that the relation
deviates from the logarithmic scaling, especially in the window band.
This is due to the unsaturated atmospheric absorption in this band
and suggests that a hybrid scaling method as proposed by Eq. (10)
may improve the accuracy of the kernel-diagnosed water vapor
feedback (compare Figure 2C and Figure 5C).

It should be noted that the large nonlinear effects discovered here is
not limited to the 4xCO, experiment. As shown by Huang and Huang
(2021) for the longwave feedbacks and Shakirova and Huang (2021)
for the shortwave feedbacks, similar, strong nonlinear effects exist even
also interannual climate variations. It is noted that the nonlinear effects
may quantitatively differ in different forcing experiments, thus
requiring them to be assessed more comprehensively in future work.

The strong nonlinear effects as disclosed here call into question
the accuracy of linear methods currently used in the feedback
analysis. Nonlinear methods are needed to improve the accuracy
of feedback quantificaiton when RTM-based PRP experiments are
not feasible due to its forbidding computational demands. Especially
in need are replacement of the linear kernels for the surface albedo
feedback and cloud feedback quantification. Although a handful of
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studies have touched this topic, for instance, using quadratic fitting
(Colman et al., 1997), histogram (Zelinka et al., 2012) and neural
network (Zhu et al, 2019) methods, this challenging problem
demands devoted research programs to further develop, test and
mature the candidate methods.
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As a step towards understanding the fundamental drivers of polar climate change, we
evaluate contributions to polar warming and its seasonal and hemispheric asymmetries in
Coupled Model Intercomparison Project phase 6 (CMIP6) as compared with CMIP5.
CMIP6 models broadly capture the observed pattern of surface- and winter-dominated
Arctic warming that has outpaced both tropical and Antarctic warming in recent decades.
For both CMIP5 and CMIP6, CO, quadrupling experiments reveal that the lapse-rate and
surface albedo feedbacks contribute most to stronger warming in the Arctic than the
tropics or Antarctic. The relative strength of the polar surface albedo feedback in
comparison to the lapse-rate feedback is sensitive to the choice of radiative kernel,
and the albedo feedback contributes most to intermodel spread in polar warming at both
poles. By separately calculating moist and dry atmospheric heat transport, we show that
increased poleward moisture transport is another important driver of Arctic amplification
and the largest contributor to projected Antarctic warming. Seasonal ocean heat storage
and winter-amplified temperature feedbacks contribute most to the winter peak in
warming in the Arctic and a weaker winter peak in the Antarctic. In comparison with
CMIP5, stronger polar warming in CMIP6 results from a larger surface albedo feedback at
both poles, combined with less-negative cloud feedbacks in the Arctic and increased
poleward moisture transport in the Antarctic. However, normalizing by the global-mean
surface warming yields a similar degree of Arctic amplification and only slightly increased
Antarctic amplification in CMIP6 compared to CMIP5.

Keywords: CMIP6, CMIP5, polar amplification, climate feedbacks, Arctic, Antarctic

INTRODUCTION

Observations (Serreze et al., 2009; Screen and Simmonds, 2010a) and climate model projections
(Manabe and Stouffer, 1980; Holland and Bitz, 2003) consistently exhibit a pattern of enhanced
surface warming in the Arctic compared to the rest of the globe. This so-called Arctic
amplification peaks during winter and is at its minimum during summer (Manabe and
Stouffer, 1980; Holland and Bitz, 2003; Screen and Simmonds, 2010b; Deser et al., 2010).
There is also a strong warming asymmetry between the poles: Antarctic amplification has yet
to be observed and is projected to be much weaker than Arctic amplification (Marshall et al., 2015;
Smith et al., 2019). Multiple processes contribute to polar amplification, making it a robust feature
of the long-term climate response to forcing while at the same time making polar warming
inherently more uncertain than global-mean warming (e.g., Holland and Bitz, 2003; Roe et al,,
2015; Bonan et al., 2018; Stuecker et al., 2018). Further investigation into the causes of polar
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warming and its seasonal and hemispheric asymmetry is thus
needed to develop reliable projections of future polar change.

Studies examining a suite of climate models in the Coupled
Model Intercomparison Project phase 5 (CMIP5; Block et al.,
2020; Goosse et al., 2018; Pithan and Mauritsen, 2014) have
quantified key contributors to the magnitude and intermodel
spread of polar amplification, motivating the direction of further
research with a refined focus. These studies suggest that the
largest contributor to Arctic-amplified warming is the lapse-rate
feedback, which is more positive in the Arctic than elsewhere.
Unlike in the tropics, where deep convection causes surface
warming to be amplified with height, in polar regions, a stable
lower troposphere inhibits vertical mixing and contributes to
stronger warming near the surface than aloft (Cronin and Jansen,
2015; Payne et al,, 2015; Hahn et al.,, 2020). This surface-trapped
warming leads to a positive lapse-rate feedback by producing less
longwave emission to space than a vertically uniform heating of
the atmospheric column.

While the positive surface albedo feedback associated with sea-
ice loss plays a key role in polar warming (e.g., Hall, 2004; Dai
et al, 2019), Pithan and Mauritsen (2014) suggest that its
contribution to Arctic amplification is secondary to that of the
lapse-rate feedback. However, the strength of the lapse-rate
feedback itself is highly dependent on the degree of surface
warming and sea-ice loss (Graversen et al., 2014; Feldl et al.,
2017; Feldl et al., 2020; Boeke et al., 2021). The albedo feedback
additionally contributes most to intermodel spread in polar
warming among CMIP5 models, followed by the lapse-rate
feedback (Pithan and Mauritsen, 2014).

Another substantial contribution to Arctic amplification is
made by the Planck feedback (Pithan and Mauritsen, 2014).
Following the Stefan-Boltzmann law, a given surface warming
at initially colder temperatures produces a weaker increase in
emitted longwave radiation, causing a less-negative Planck
feedback in the Arctic than the tropics. Finally, poleward
atmospheric heat transport (AHT) into the Arctic increases
only a small amount under climate warming within CMIP5
models, suggesting that AHT makes only a small contribution
to Arctic amplification (Pithan and Mauritsen, 2014; Goosse
et al., 2018). However, many studies highlight increased latent
heat transport into the Arctic as a primary driver of polar
warming and note that the small change in total AHT reflects
compensating changes in latent and dry heat transports (e.g.,
Alexeev et al., 2005; Armour et al., 2019). Other processes such as
water-vapor and cloud feedbacks, Arctic surface heat fluxes
(i.e., ocean heat uptake), and the meridional structure of CO,
forcing contribute more to tropical than polar warming (Pithan
and Mauritsen, 2014; Goosse et al., 2018).

Assessments of polar warming in CMIP5 highlight key drivers
not only of Arctic amplification, but also of seasonal and
hemispheric asymmetry in polar warming. Summer ocean heat
storage and its release to the atmosphere in winter contributes
most to the winter peak in Arctic warming, and drives substantial
intermodel spread in Arctic amplification (Pithan and Mauritsen,
2014; Boeke and Taylor, 2018). As a result of enhanced vertical
stability in winter, the winter-peaking lapse-rate feedback makes
an additional contribution to the winter maximum in Arctic

Polar Amplification in CMIP6 Models

warming (Pithan and Mauritsen, 2014). The lapse-rate feedback
is also the largest contributor to greater warming in the Arctic
than Antarctic in CMIP5 models (Goosse et al., 2018) due to the
elevation of the Antarctic ice sheet and resulting shallower and
weaker base-state Antarctic inversions (Salzmann, 2017; Hahn
et al,, 2020). Goosse et al. (2018) also confirm a large role for
Southern Ocean heat uptake (Marshall et al., 2015; Armour et al.,
2016) and a more-negative cloud feedback in weakening transient
Antarctic warming compared to the Arctic.

The Coupled Model Intercomparison Project phase 6
(CMIP6) offers an opportunity to reexamine the processes
contributing to polar amplification in a new model ensemble
and evaluate the evolution of relevant processes between model
generations. The higher effective climate sensitivity in CMIP6
than CMIP5, on average, has been traced to less-negative
extratropical cloud feedbacks within many CMIP6 models
(Zelinka et al, 2020), suggesting that extratropical cloud
feedbacks may also contribute more to polar warming in
CMIP6. To explore how cloud and other feedbacks contribute
to polar amplification in CMIP6 models, we apply a ‘warming
contribution’ analysis (Pithan and Mauritsen, 2014; Goosse et al.,
2018) to CMIP6 and compare with the same analysis applied to
CMIP5. We evaluate the drivers of Arctic amplification, weaker
Antarctic amplification, and seasonal asymmetry in polar
warming, considering also the spread in warming contributed
by model differences. We note that Cai et al. (2021) have
previously examined Arctic and Antarctic warming
contributions in CMIP6, but here we expand this analysis
from 15 to 42 CMIP6 models (Supplementary Table S1), add
a comparison to CMIP5, consider climate feedback sensitivity to
the choice of radiative kernel, and consider more closely the role
of AHT in driving polar amplification by partitioning its changes
into moist and dry components. We also apply the warming
contribution analysis to Atmospheric Model Intercomparison
Project phase 6 (AMIP6) models to estimate contributions to
historical modelled warming in comparison to warming
projected by fully-coupled CMIP6 models. By quantifying key
contributors to polar warming and its asymmetries in CMIP6, we
hope to assess previously established mechanisms of Arctic
amplification as well as identify open questions in support of
future polar research.

HISTORICAL POLAR AMPLIFICATION IN
OBSERVATIONS AND MODELS

Before quantifying contributions to projected surface warming in
CMIP6, we compare historical near-surface and atmospheric
temperature trends over 1979-2014 from fully-coupled CMIP6
models with reanalysis data and observations (Figures 1, 2). We
use the European Centre for Medium-Range Weather Forecasts
Interim Re-Analysis (ERA-Interim; Dee et al., 2011) which, in an
evaluation of seven reanalyses over the Arctic, has been found to
perform best in simulating observations of near-surface air
temperature, surface radiative fluxes, precipitation, and wind
speed (Lindsay et al, 2014). Limitations of this and other
reanalyses in the Arctic include a positive near-surface

Frontiers in Earth Science | www.frontiersin.org

43

August 2021 | Volume 9 | Article 710036


https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles

Hahn et al. Polar Amplification in CMIP6 Models

A HadCRUT5

-0.9-0.8 -0.7 -0.6 -0.5-0.4 -0.3-0.2-0.1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Temperature Trend 1979-2014 (°C decade™)

FIGURE 1| Annual-mean near-surface temperature trends (C decade") for 1979-2014 from (A) HadCRUTS5 observations, (B) the ERA-Interim reanalysis, and (C)
the historical CMIP6 multimodel mean.

temperature bias over sea ice in winter, with a slightly smaller bias ~ lowest observed near-surface temperatures over Antarctica, it
for ERA-Interim than its successor, ERA5 (Graham et al., 2019;  correlates relatively well with Antarctic observations of near-
Wang et al., 2019). Although ERA-Interim also overestimates the surface temperatures (Gossart et al., 2019) and their trends
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FIGURE 2 | Near-surface temperature trends (C decade™) for 1979-2014 for (A,D) the annual- and zonal-mean, (B,E) the Arctic seasonal cycle, and (C,F) the
Antarctic seasonal cycle in the ERA-Interim reanalysis (solid black line), HadCRUT5 observations (dashed black line), and the historical CMIP6 (A-C) and AMIP6 (D-F)
multimodel means (solid orange line). The dark orange shading shows the 25th to 75th percentiles, and the light orange shading shows the full intermodel spread. The
dashed orange lines (A-C) show the CMIP6 mean + 2 standard deviations across ensemble members in the CESM2-LE.

(Wang et al, 2016). We also show historical near-surface
temperature trends for HadCRUT5, an observational dataset
which combines CRUTEMS5 near-surface air temperature over
land with HadSST4 sea-surface temperatures, with statistical
infilling where observations are unavailable (Morice et al,
2021). Throughout this study, we define the Arctic as 60 to
90°N and the Antarctic as 60 to 90°S, and define polar
amplification as the near-surface warming poleward of 60° in a
given hemisphere divided by global-mean near-surface warming.

The ensemble mean of fully-coupled CMIP6 models (hereafter
called the CMIP6 mean) for historical simulations reproduces the
observed pattern of amplified Arctic warming and weaker
warming in the Antarctic, but exceeds the observed warming
at all latitudes except in the Arctic (Figures 1,2A). As a result, the
CMIP6 mean produces too little Arctic amplification and too
much Antarctic amplification over this historical period: the
degree of Arctic and Antarctic amplification in the CMIP6
mean is 2.6 and 0.9, respectively, compared to 3.5 and 0.4 in
HadCRUTS5 observations. Figure 2 also shows the CMIP6 mean
near-surface temperature trend with + 2 standard deviations of
trends calculated across the first 90 ensemble members of the
Community Earth System Model version 2 Large Ensemble
(CESM2-LE) as a reference for the range of internal variability
within a single climate model in CMIP6. The CESM2-LE uses
identical time-varying external forcing for its ensemble members,
but begins each with a combination of different oceanic and

atmospheric initial conditions (Rodgers et al., 2021). With the
exception of the Southern Hemisphere mid-latitudes, zonal-mean
warming trends in HadCRUTS5 fall within the range of CMIP6
intermodel spread and the range of internal variability for
CESM2-LE, suggesting that CMIP6 models may be largely
consistent with observations when internal variability is taken
into account.

CMIP6 models capture the seasonality of near-surface
warming in the Arctic, with a peak in warming during early
winter (Figure 2B). While the CMIP6 multimodel mean excludes
a second peak in warming in April found in observations and
reanalyses (Screen et al., 2012), this April maximum falls within
the intermodel spread for CMIP6 and the ensemble spread for
CESM2-LE, suggesting that it may be explained by internal
variability. Model underestimation of observed reductions in
spring snow cover extent over land may also contribute to a
low bias in modeled Arctic springtime warming (Screen et al,,
2012; Brutel-Vuilmet et al, 2013). In the Antarcticc, CMIP6
models on average simulate year-round warming with a winter
maximum (Figure 2C) whereas the observations and reanalysis
show near-zero warming or slight cooling. Both the intermodel
spread and spread due to internal variability in historical near-
surface warming are largest in polar regions and during winter.

In addition to considering historical trends from fully coupled
models in CMIP6, we show historical near-surface and
atmospheric temperature trends from models in the
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Atmospheric Model Intercomparison Project phase 6 (AMIP6;
Supplementary Table S1). These models prescribe time-varying
monthly sea-surface temperatures and sea-ice concentrations
based on observations, while still including atmosphere-land
coupling, along with time-varying historical forcing agents
(Eyring et al., 2016). The ensemble mean of AMIP6 models
aligns more closely than the CMIP6 mean with observed near-
surface atmospheric temperature trends in the tropics and
Antarctic  (Figures 2D-F). Despite having prescribed
observational ~ sea-surface  temperature  and  sea-ice
concentration changes, the AMIP6 mean underestimates
observed Arctic warming over both land and sea-ice surfaces.
This may result from differences between models and
observations in sea-ice thickness and the near-surface air
temperature response to sea-ice loss. Underestimated Arctic
amplification in both the CMIP6 and AMIP6 means is also
shown in Supplementary Figure S1, with historical
temperature trends normalized by global-mean near-surface
warming.

Consistent with previous modelling and observational studies,
the vertical and seasonal pattern of Arctic warming for both ERA-
Interim and CMIP6 is amplified near the surface during winter
and is more vertically-uniform during summer (Figures 3A,C).
For both summer and winter, mid-tropospheric warming trends
are stronger for CMIP6 than ERA-Interim, which may reflect
stronger increased poleward AHT due to overestimated mid-
latitude surface warming (Fajber et al., 2018; Feldl et al., 2020;
Kosaka and Xie, 2013). Consistent with this hypothesis, AMIP6
models, which simulate mid-latitude near-surface temperature
trends closer to observations, show weaker warming aloft than
CMIP6 (Figure 3E). AMIP6 models still demonstrate stronger
mid-tropospheric summer warming than ERA-Interim, which
may be related to AHT differences contributed by surface
temperatures over land, or to enhanced atmospheric shortwave
absorption by water vapor in these models (Donohoe and Battisti,
2013).

In contrast to CMIP6 models, which propagate Arctic winter
surface warming further aloft than the ERA-Interim reanalysis,
CMIP3 and CMIP5 models simulate excessively surface-trapped
Arctic warming as a result of overestimating mean-state inversion
strength (Medeiros et al., 2011; Pithan et al., 2014; Screen et al.,
2012). This overestimated stability in earlier models has been
attributed to a low bias in the supercooled liquid fraction of
mixed-phase clouds, which allows for too much surface radiative
cooling (Pithan et al., 2014). While CMIP6 models also tend to
overestimate winter surface inversion strength in the Arctic
(Supplementary Figure S2), increased supercooled liquid
fraction in some CMIP6 models may have reduced these
biases in inversion strength and surface-trapped warming
compared to earlier models. A weaker ice-to-liquid transition
in CMIP6 models with more mean-state supercooled liquid may
also lead to a smaller increase in downward longwave radiation
under warming, additionally causing weaker surface-trapped
warming in CMIP6 (Tan and Storelvmo., 2019).

In both models and observations, Antarctic temperature
trends are much weaker than those in the Arctic (Figures
3B,D,F; note the reduced colorbar range for the Antarctic).

Polar Amplification in CMIP6 Models

CMIP6 models demonstrate a small surface-amplified
warming during winter, while ERA-Interim shows surface-
amplified cooling particularly for December-May, as observed
in near-surface temperature trends. In summary, although
differences exist between observed and modeled Antarctic
temperature trends, CMIP6 models generally agree with
observations in producing winter- and surface-amplified
warming in the Arctic, with much weaker trends in the
Antarctic. Next we investigate the drivers of this Arctic-
amplified warming and its hemispheric and seasonal
asymmetry in CMIP5 and CMIP6 models.

CONTRIBUTIONS TO POLAR WARMING IN
CMIP5 AND CMIP6 MODELS

Warming Contribution Methodology
Following previous studies (Lu and Cai, 2009; Crook and Forster
2011; Feldl and Roe 2013; Taylor et al, 2013; Pithan and
Mauritsen, 2014; Goosse et al, 2018), we calculate
contributions to projected polar warming based on an energy
budget analysis. To do so, we use CMIP5 and CMIP6 output from
pre-industrial control (piControl) and abrupt CO, quadrupling
(abrupt4xCO2) experiments, in which CO, concentrations are
quadrupled from piControl conditions and then held fixed for
150 years. As in Zelinka et al. (2020) and Caldwell et al. (2014), we
apply a 21-year running average to piControl experiments to
account for model drift before computing anomalies between
abrupt4xCO2 and piControl during corresponding time periods
(i.e., after branching to abrupt4xCO2, year-100 in piControl is
compared to year-100 in abrupt4xCO2). With the assumption of
similar model drift in the abrupt4xCO2 and piControl
experiments, this approach isolates anomalies due to CO,
forcing rather than model drift. We calculate the effective
radiative forcing (ERF) as the y-intercept of the regression
between top-of-atmosphere (TOA) radiation anomalies at each
grid point against the global-mean near-surface temperature
anomalies for the first 20 years after CO, quadrupling
(Gregory et al., 2004). Smith et al. (2020) demonstrate that
this 20-year regression yields ERF values which closely match
methods using fixed sea-surface temperatures (Hansen et al,
2005) under CO, quadrupling in CMIP6 models, while regression
over the full 150-year abrupt4xCO2 period instead
underestimates ERF as a result of time-varying feedbacks in
models (Andrews et al., 2015; Dong et al., 2020).

To calculate temperature anomalies, climate feedbacks, and
heat transport anomalies under CO, quadrupling, we use
monthly climate variable anomalies averaged over 31 years
centered on year-100 of the abrupt4xCO2 experiments. We
calculate climate feedbacks using the radiative kernel method
(Shell et al., 2008; Soden et al., 2008), in which relevant climate
variable anomalies are multiplied by monthly- and spatially-
resolved radiative kernels, which quantify the change in
radiative flux per unit change in a given climate variable.
Vertically integrating this product throughout the troposphere
gives the contribution of each feedback to TOA radiation
anomalies. Temperature feedbacks are separated into the effect
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of surface temperature changes propagated throughout the
troposphere (the Planck feedback) and the effect of departures
from this vertically uniform temperature change (the lapse-rate
feedback). Cloud feedbacks are calculated using the change in
cloud radiative forcing (ACRF), equal to the change in all-sky
minus clear-sky TOA radiation, minus a cloud masking term.
This cloud masking term is defined as the effect of noncloud
variables (temperature, water vapor, and surface albedo) on
ACREF, calculated using all-sky and clear-sky radiative kernels.
While our method is consistent with Goosse et al. (2018), one
caveat of using year-100 feedback energetic contributions divided
by year-100 temperature anomalies as opposed to linear
regression of these fields (as in Zelinka et al. (2020)) is that
the resulting feedbacks include both the true temperature-
mediated feedbacks and rapid adjustments that occur
immediately upon quadrupling CO,. Resulting differences
from the regression method used in Zelinka et al. (2020) for
cloud feedbacks are discussed at the end of the section Warming
Contributions in CMIP5 and CMIP6.

We primarily show feedbacks calculated using the Huang et al.
(2017) kernels, which are based on ERA-Interim reanalysis data
and give the smallest residual terms between the modelled TOA
radiation anomalies and the sum of feedback and forcing
radiative contributions (Zelinka et al., 2020). However, we
additionally consider sensitivity to kernel choice, including
kernels from Soden et al. (2008) (based on GFDL AM2), Shell
et al. (2008) (based on NCAR CAM3), Block and Mauritsen
(2013) (based on MPI ECHAMS), Pendergrass et al. (2018)
(based on NCAR CAMS5), and Smith et al. (2018) (based on
HadGEM2). For comparison with the kernel-derived surface
albedo feedback, we also compute the surface albedo feedback
using the approximate partial radiative perturbation (APRP)
method (Taylor et al., 2007).

As in Pithan and Mauritsen (2014), we calculate the annual
AHT convergence as the difference between surface and net TOA
fluxes. We further partition this into a moist component using the
difference between precipitation and evaporation multiplied by
the latent heat of vaporization (with the latent heat of fusion for
solid precipitation neglected), and a dry component calculated as
the residual between total and moist AHT convergence. To
calculate the seasonal cycle of AHT convergence, we
additionally subtract atmospheric energy and moisture storage
terms following Donohoe et al. (2020a). Anomalous surface heat
fluxes (referred to here as ocean heat uptake) implicitly include
both ocean heat transport and ocean heat storage, on both
seasonal and annual timescales.

We use a local energy budget (Eq. 1 below) to convert these
energetic contributions of climate feedbacks and heat transport
anomalies surrounding year-100 of the abrupt4xCO2
experiments into contributions to near-surface warming (AT)
in the tropics, Arctic, and Antarctic, as in previous studies (Lu
and Cai, 2009; Crook and Forster, 2011; Feldl and Roe, 2013;
Taylor et al., 2013; Pithan and Mauritsen, 2014; Goosse et al.,
2018). Equation 1 includes the ERF, energetic contributions of
climate feedbacks (AL;AT) and the Planck response (A,AT),
anomalies in AHT convergence (AAHT) and ocean heat

uptake (AO), and a residual term (AR,;), all in units of Wm™%

Polar Amplification in CMIP6 Models

ERF + (Ap Y! )AT +AAHT +AO + AR, =0 (1)

In addition to computing annual-mean warming
contributions, we calculate contributions during winter
(December-January-February for the Arctic and June-July-
August for the Antarctic) and summer (June-July-August for
the Arctic and December-January-February for the Antarctic)
seasons. For each region and season, warming contributions are
defined by dividing each term in Eq. 1 by the global- and annual-
mean Planck feedback (E) in Wm2 K%

_ERF LAT Y AAT AAHT AO ARy
D

AT = (2)

where A, = A, — A, is the difference between the regional, seasonal
Planck feedback, A,, and its annual- and global-mean value, A.

Warming Contributions in CMIP5 and
CMIP6

Near-surface temperature anomalies centered around year-100 of
the abrupt4xCO2 simulations in CMIP5 and CMIP6 are shown in
Figure 4A. Consistent with observed and modelled historical
temperature trends (Figures 1, 2), both CMIP5 and CMIP6
models project transient warming under CO, quadrupling that
is amplified in the Arctic compared to the tropics, with weaker
Antarctic amplification. CMIP6 models exhibit large intermodel
spread in the Arctic, with an interquartile range of up to 8°C in
Arctic warming compared to about 4°C in the Antarctic and 2°C in
the tropics. In the multimodel mean, Arctic warming has increased
from 10.1°C in CMIP5 to 11.5°C in CMIP6, while Antarctic
warming has increased from 5.1°C in CMIP5 to 64°C in
CMIP6. This increase in polar warming is greater than the
increase in tropical warming from 4.3°C in CMIP5 to 4.8°C in
CMIP6. However, normalizing by the global-mean surface
warming in each model (Figure 4B) demonstrates a similar
degree of Arctic amplification and only slightly increased
Antarctic amplification in CMIP6 compared to CMIP5.

To investigate the drivers of polar amplification and
hemispheric asymmetry in CMIP6 as compared to CMIP5, we
calculate contributions to polar warming from feedbacks, AHT
changes, and ocean heat uptake following Eq. 2. We use the Huang
et al. (2017) kernels for climate feedbacks in Figures 4C,D, and
investigate the sensitivity to kernel choice in Figure 5. Consistent
with Pithan and Mauritsen (2014) and Goosse et al. (2018), key
contributors to Arctic amplification in both CMIP5 and CMIP6
are the lapse-rate, albedo, and Planck feedbacks (Figure 4C). In
contrast to the secondary role of the albedo feedback found in
Pithan and Mauritsen (2014) using the Block and Mauritsen (2013)
radiative kernels, use of the Huang et al. (2017) kernels yields lapse-
rate and albedo feedbacks of almost equal importance for
polar amplification in CMIP5, and equivalent importance in
CMIP6. Partitioning AHT into moist and dry components
illustrates that while reduced dry AHT opposes Arctic
amplification, increased moist AHT is a large contributor to
Arctic amplification.
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(A, water-vapor (WV), and cloud (C) feedbacks, the variation in the Planck response from its global-mean value (P’), effective radiative forcing (CO,), change in moist and
dry AHT convergence (AAHT,; AAHT4) and ocean heat uptake (Ocean), and residual term (Res). Dashed grey line shows a 1-to-1 slope through the lapse-rate feedback

Arctic warming ('C)

Stronger Arctic warming in CMIP6 than CMIP5 is mainly
contributed by more-positive albedo and less-negative cloud
feedbacks. Less-negative Arctic cloud feedbacks in CMIP6
result from less-negative shortwave low cloud amount and
scattering feedbacks, likely due to updated treatment of
supercooled liquid fraction in mixed phase clouds (Zelinka
et al, 2020). The lapse-rate feedback, Planck response, and
moist AHT changes also contribute to stronger Arctic
warming in CMIP6, while increased ocean heat uptake and
equatorward dry AHT more strongly oppose Arctic warming
in CMIP6. Normalizing Arctic warming contributions by the
global-mean warming yields contributions which sum to the total
Arctic amplification in CMIP5 and CMIP6 (Supplementary
Figure S3A, vertical axis): less-negative cloud and more-
positive albedo feedbacks support greater Arctic amplification
in CMIP6, while most other contributions support weaker Arctic
amplification in CMIP6 due to normalizing by the larger global-
mean warming in CMIP6 than CMIP5. This results in a similar
degree of Arctic amplification in CMIP5 and CMIP6 (Figure 4B).

Consistent with Goosse et al. (2018), the largest contributor to
stronger warming in the Arctic than Antarctic is the lapse-rate
feedback for both CMIP5 and CMIP6 (Figure 4D). In fact, all
factors except for CO, forcing and moist AHT changes support
greater warming in the Arctic than Antarctic, with an additionally
large contribution from the albedo feedback in CMIP5 and
CMIP6. This feedback asymmetry between the poles is
supported by the elevation of the Antarctic ice sheet
(Salzmann, 2017), which primarily weakens the Antarctic
lapse-rate feedback through reducing the average strength of
mean-state inversions (Hahn et al., 2020). We note that the
Planck feedback (in W m™ K™') is slightly less negative in the
Antarctic than Arctic, likely due to colder and drier initial
conditions, but that the Planck warming contribution is larger
in the Arctic due to a larger Arctic AT resulting in a larger
contribution A AT in Eq. 2. This illustrates one limitation of
the warming contribution framework: a warming contribution
from one feedback is influenced by all other feedbacks through
their influence on AT.
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Moist AHT is the largest contributor to Antarctic warming in
both CMIP5 and CMIP6. Combined with initially colder
Antarctic temperatures and Clausius-Clapeyron nonlinearity,
weaker warming in the Antarctic under CO, quadrupling
produces a weaker moisture increase compared to the Arctic.
As aresult, the equator-to- Antarctic latent heat gradient increases
more than the equator-to-Arctic gradient, contributing to a
stronger  increase moist AHT to the Antarctic
(Supplementary Figure S4). Moist AHT changes are also
sensitive to climate feedbacks which alter the equator-to-pole
moist static energy gradient, particularly shortwave cloud
feedbacks (Hwang and Frierson, 2010; Zelinka and Hartmann,
2012; Shaw and Voigt, 2016; Chen et al., 2021). More-negative
shortwave cloud feedbacks in the Antarctic may therefore also
contribute to larger increased moist AHT to the Antarctic than
Arctic by enhancing the equator-to-pole moist static energy
gradient in the Southern Hemisphere.

Most warming contributions change similarly for the Arctic
and Antarctic from CMIP5 to CMIP6 (i.e., on a one-to-one slope
in Figure 4D), including the lapse-rate, water-vapor, Planck, and
albedo feedbacks, as well as ocean heat uptake and dry AHT. The

in

two warming contributions that change differently for the Arctic
and Antarctic from CMIP5 to CMIP6 are the cloud and moist
AHT contributions. While the cloud contribution primarily
increases in the Arctic, the moist AHT contribution primarily
increases in the Antarctic. Stronger Arctic than Antarctic changes
in cloud feedbacks result from shortwave cloud feedback changes
(Supplementary Figure S5), and this polar difference appears to
be amplified by the use of year-100 feedbacks rather than the 150-
year regression method of Zelinka et al. (2020). Still, the year-100
feedbacks are generally consistent with the 150-year regression
method in demonstrating less-negative polar cloud feedbacks in
CMIP6 compared to CMIP5 (Supplementary Figure S5).

Dependence on Choice of Kernel and Feedback
Definition

While most feedbacks are relatively insensitive to the choice of
radiative kernel, polar surface albedo and cloud feedbacks
particularly for the Arctic show substantial kernel sensitivity in
both CMIP5 and CMIP6 (Figure 5). This is consistent with
evidence that the radiative sensitivity to albedo changes (the
albedo radiative kernel) varies by a factor of two across climate

Frontiers in Earth Science | www.frontiersin.org

50

August 2021 | Volume 9 | Article 710036


https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles

Hahn et al.

models in the Arctic and Southern Ocean due to intermodel
differences in mean-state cloudiness (Donohoe et al., 2020b).
Kernel sensitivity in the albedo feedback also contributes to
kernel sensitivity in the cloud feedback, which is calculated
using radiative kernels to compute and subtract the cloud
masking effect of noncloud variables, including surface albedo,
from the total ACRF. The APRP method gives an albedo feedback
near the bottom of the range in kernel-derived albedo feedbacks.
This may result from using the average of a forward- and
backward-radiative substitution in the APRP method, whereas
the kernels rely solely on a forward calculation. The surface
albedo feedback derived from the APRP method versus
radiative kernels are thus conceptually different quantities, as
the APRP method allows cloud changes to impact the surface
albedo feedback while the kernel method does not.

Of the model-derived surface albedo kernels, the Smith et al.
(2018) kernels come closest to simulating the radiative sensitivity
to albedo changes derived from satellite observations in the Arctic
(Donohoe et al., 2020b). The Smith et al. (2018) kernels also
produce an Arctic albedo feedback similar to the Huang et al.
(2017) observationally-derived kernels (Figure 5A). This suggests
that the observed mean state is consistent with a stronger Arctic
albedo feedback than previously found, on par with the lapse rate
feedback in its contribution to Arctic amplification.

An important result of kernel sensitivity in the albedo
feedback is that the relative importance of the albedo versus
lapse-rate feedback depends on the choice of kernel. However, for
all kernels the lapse-rate and albedo feedbacks remain key
contributors to Arctic amplification and hemispheric
asymmetry in polar warming. Additionally, because the albedo
and cloud feedbacks have compensating sensitivity to kernel
choice, the total polar feedback remains relatively insensitive
to kernel choice, as evidenced by the small kernel sensitivity in
the residual term.

In addition to the traditional feedback framework applied
here, alternative feedback definitions can be used, including a
framework which quantifies the effect of warming and
moistening at constant relative humidity (RH) separately from
the effect of RH changes (Held and Shell, 2012). We compare the
traditional feedback framework with the fixed-RH method, where
the lapse-rate and Planck feedbacks are calculated at constant RH,
an RH feedback is calculated, and all other feedbacks are identical
to the traditional feedbacks (Supplementary Figure S6).
Consistent with Held and Shell (2012), the magnitude of the
fixed-RH Planck, fixed-RH lapse-rate, and RH feedbacks is
reduced compared to the traditional Planck, lapse-rate, and
water-vapor feedbacks. Although the other feedbacks are
unchanged, division by a weaker global Planck feedback
contributes to larger fixed-RH warming contributions for these
feedbacks. Applied to the tropics, the fixed-RH framework gives a
less-negative lapse-rate feedback than in the traditional
framework: while amplified warming aloft promotes a large,
negative lapse-rate feedback, amplified moistening aloft to
maintain constant relative humidity offsets this negative
feedback. In the Arctic, the fixed-RH framework produces a
less-positive lapse-rate feedback: while weaker warming aloft
compared to the surface supports a large, positive lapse-rate

Polar Amplification in CMIP6 Models

feedback, weaker moistening aloft to maintain constant
relative humidity reduces the magnitude of the positive fixed-
RH lapse-rate feedback. As a result, the relative contribution of
the lapse-rate feedback to Arctic amplification is weakened in the
fixed-RH framework, with stronger contributions from the
albedo feedback and poleward moisture transport. While
feedback definition choice can impact the relative roles of
contributions to Arctic warming, we note that moist AHT and
the albedo and lapse-rate feedbacks remain important
contributors to Arctic amplification for both the traditional
and fixed-RH frameworks.

Intermodel Spread

Following Pithan and Mauritsen (2014), we also investigate what
factors contribute to substantial intermodel spread in polar
warming by analyzing intermodel spread in CMIP6 warming
contributions in both the Arctic and Antarctic (Figure 6). The
albedo feedback is the single largest contributor to increased
intermodel spread in both Arctic and Antarctic warming. While
the dry AHT term itself exhibits substantial intermodel spread, it
contributes more cooling to models with stronger polar warming
and thus reduces intermodel spread in polar warming, as shown
in Hwang et al. (2011). In contrast, changes in moist AHT
generally increase with total polar warming and contribute to
intermodel spread. Relationships between total polar warming
and each warming contribution are similar for CMIP6 and
CMIP5 (Supplementary Figure S7) with the exception of
ocean heat uptake changes. In CMIP5, the ocean term
becomes more negative (greater ocean heat uptake) in models
with greater Arctic warming, while in CMIP6, models with
weaker ocean heat uptake simulate greater Arctic warming. In
the Antarcticc, CMIP5 models with weaker ocean heat uptake
simulate greater warming, while there is no correlation between
ocean heat uptake and Antarctic warming across different models
in CMIP6.

Intermodel spread in polar warming is contributed not only by
individual warming contributions, but also by their covariances;
to quantify both, we show covariance matrices of the
contributions to Arctic and Antarctic warming in Figure 7,
following Caldwell et al. (2014). Each term has been
normalized by the total warming variance (10.2 K? in the
Arcticc 49K? in the Antarctic) to illustrate fractional
contributions to warming variance in each region. To avoid
showing redundant information in these symmetric matrices,
covariance terms below the diagonal are omitted and those above
the diagonal are multiplied by two. Consistent with Figure 6, the
main diagonal in Figure 7 shows large variances contributed by
the albedo feedback and dry AHT at both poles. However, strong
negative covariance between these two terms leads to a large
damping of intermodel spread. Negative covariances between dry
AHT and almost every other warming contribution suggest that
dry AHT responds to polar warming, with stronger polar
warming weakening the equator-to-pole temperature gradient
and reducing dry AHT to polar regions. In contrast, large positive
covariance between the albedo and lapse-rate feedbacks magnifies
the intermodel spread in polar warming. In the Antarctic,
variance in moist AHT and its covariance with the albedo
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feedback also contribute strongly to total warming variance.
Although the total warming variance is smaller in the
Antarctic than the Arctic, the albedo feedback constitutes a
larger fraction of the total variance in Antarctic warming.
These results support previous suggestions that constraining
the albedo feedback may reduce intermodel spread in polar
warming contributed both directly by this feedback and by
covariances with other feedbacks (e.g., Feldl et al., 2020; Boeke
et al,, 2021).

Seasonality in Polar Warming Contributions

Lastly, we consider what drives seasonality in warming for the
Arctic and Antarctic. As seen in historical CMIP6 trends, polar
warming under CO, quadrupling peaks during winter (Figures
8A,B). Compared to the Antarctic, stronger seasonality in Arctic
warming largely stems from stronger winter warming, while
summer warming is more similar between the poles.
Contributions to Arctic seasonality in warming in CMIP6 are

consistent with CMIP5 results (Supplementary Figure S8 and
Pithan and Mauritsen, 2014): while the albedo and water-vapor
feedbacks support stronger summer warming, summer ocean
heat storage and its release to the atmosphere in winter
contributes to stronger winter warming. In addition, the lapse-
rate and Planck feedbacks contribute to winter-amplified Arctic
warming. While similar factors contribute to Antarctic
seasonality in warming, weaker winter warming in the
Antarctic compared to the Arctic results from weaker
temperature feedbacks and seasonal ocean heat storage.

Comparison With Historical Warming

Contributions in AMIP6

Applying the above methodology to historical AMIP6
simulations allows us to evaluate polar warming contributions
within models that use the observed patterns of sea-surface

temperatures and sea-ice concentrations as boundary
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conditions, which may produce some differences from the fully-
coupled CMIP6 results under CO, quadrupling shown above. To
calculate feedbacks in AMIP6, we compute monthly anomalies in
climate variables with respect to the 1979-2014 climatology, and
regress radiative contributions of feedbacks against near-surface
air temperature anomalies for this period. We then calculate
warming contributions again using Eq. 2, where A now indicates
the trend in each variable from 1979 to 2014, multiplied by the
period of 36 years.

Unlike the idealized CO, quadrupling experiments, AMIP
simulations have time-evolving effective radiative forcing (ERF)
that must be accounted for. Previous studies have derived the
historical ERF in AMIP6 models using experiments from the
Radiative Forcing Model Intercomparison Project (RFMIP,
Pincus et al., 2016) with time-varying forcing applied on top of
constant pre-industrial sea-surface temperature and sea-ice
concentrations (e.g.,Zhang et al., 2020). However, these REMIP
experiments are only available for 7 CMIP6 models. To increase
our model sample size, we estimate ERF using kernels in each
model as follows. Because clear-sky TOA radiation anomalies are
equal to the sum of clear-sky feedback energetic contributions, the
clear-sky ERF, and a residual term arising from errors in the kernel
approach, we estimate the clear-sky ERF as the difference between
TOA radiation anomalies and the sum of kernel-derived clear-sky
feedback energetic contributions. The neglect of kernel residual
terms is justified by the fact that 1) kernel-derived and REMIP-
derived estimates of clear-sky ERF are in excellent agreement and
2) kernel residuals are very close to zero in amip-piForcing
experiments from the Cloud Feedback Model Intercomparison
Project (CEMIP, Webb et al,, 2017) in which forcings are held
constant at pre-industrial levels while sea-surface temperature and
sea-ice concentration fields are prescribed to follow time-varying
observations (not shown). Following standard practice, we then
estimate the all-sky ERF by dividing clear-sky ERF by 1.16 (Soden
et al., 2008). This method allows us to include 38 AMIP6 models in
this analysis (Supplementary Table S1).

As in CMIP6 CO,-quadrupling experiments, historical
AMIP6 experiments show strong contributions to Arctic
amplification from increased moist AHT and the lapse-rate,
Planck, and albedo feedbacks, while the water-vapor feedback,
Arctic ocean heat uptake, longwave forcing, and changes in dry
AHT oppose Arctic amplification (Figure 9A). Despite
differences in the vertical structure of warming between
CMIP6 and AMIP6 models, their lapse-rate contributions to
Arctic amplification appear relatively similar and consistently
on par with respective surface albedo contributions. As
suggested by Boeke et al. (2021), this may indicate the strong
dependence of the lapse-rate feedback on the surface albedo
feedback and surface temperature changes, more so than the
vertical structure of warming. Differences in warming
contributions between AMIP6 and CMIP6 include a
relatively larger Planck contribution to Arctic amplification
in AMIP6 and an Arctic-amplified SW ERF contribution in
AMIP6. This positive SW forcing may be driven by reduced
European  sulfate  emissions  since 1980,  which
disproportionately warmed the Arctic compared to the rest
of the globe (Acosta Navarro et al., 2016).

In both AMIP6 and CMIP6, the lapse rate, water vapor,
Planck, and albedo feedbacks contribute to weaker warming in
the Antarctic than Arctic, while increased poleward moisture
transport contributes more strongly to Antarctic warming
(Figure 9B). In contrast to CMIP6 projections, negative
Antarctic warming contributions in AMIP6 for the albedo
feedback and Planck feedback deviation from its global-mean
value reflect historical cooling and sea-ice expansion over the
Southern Ocean. As a result, the albedo feedback contributes
most to stronger Arctic than Antarctic warming in AMIP6, while
the lapse-rate feedback makes the largest contribution to this
hemispheric asymmetry in CMIP6 projections. Weaker historical
than projected Antarctic warming also weakens the equatorward
dry AHT opposing Antarctic warming in AMIP6. These
differences between AMIP6 and CMIP6 illustrate the strong
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dependence of Antarctic feedbacks on changes in Southern
Ocean sea-surface temperature and sea ice.

Even with identical prescribed sea-surface temperature and
sea-ice concentration changes for all models in AMIPG6, there is
still considerable intermodel spread in polar warming
contributions (Supplementary Figure S$9). Consistent with
Crook and Forster (2011), intermodel spread in polar ocean
heat uptake outweighs intermodel spread in most polar
feedbacks for this modelled historical period, while intermodel
spread in the albedo feedback plays a relatively larger role under
CO,; quadrupling.

DISCUSSION

Analysis of polar warming in CMIP6 reveals key contributors to
polar amplification and their changes from CMIP5. While CMIP6
models overestimate historical Antarctic warming, they generally
capture the observed pattern of strong Arctic amplification and
weaker Antarctic warming. As in reanalysis data, Arctic warming
in CMIP6 models is both surface- and winter-amplified, although
CMIP6 shows stronger mid-tropospheric warming than the ERA-
Interim reanalysis and previous climate models.

Our quantification of contributions to polar warming in
CMIP6 is largely consistent with previous results for CMIP5
(e.g., Pithan and Mauritsen, 2014; Goosse et al., 2018). As in
CMIP5, abrupt CO, quadrupling experiments in CMIP6
demonstrate that the lapse-rate and albedo feedbacks are the
largest contributors to both Arctic amplification and weaker
warming in the Antarctic than Arctic. The albedo feedback
also contributes most to intermodel spread in polar warming,
while the lapse-rate feedback and seasonal ocean heat storage
contribute most to seasonal asymmetry in warming at both poles.

Novel results in comparison to existing literature include our
assessment of the sensitivity of polar warming contributions to the
choice of radiative kernel. While most feedbacks are relatively
insensitive to kernel choice, the Arctic albedo warming
contribution in CMIP6 varies by almost a factor of two for
different kernels. This vyields an Arctic albedo warming
contribution in CMIP6 of equal or greater importance than the
lapse-rate feedback for half of the kernels considered, while the
other half suggest that the lapse-rate feedback contributes more to
polar amplification. However, the kernels most consistent with
observations produce a stronger Arctic albedo feedback than
previously found, on par with the lapse-rate feedback in its
contribution to Arctic amplification. We also add a partitioning
of AHT changes into moist and dry components, which
demonstrates that increased moist AHT contributes to stronger
Arctic amplification, and is the largest contributor to warming in
the Antarctic. We find that increased polar warming in CMIP6
versus CMIP5 is explained by a stronger albedo feedback at both
poles, combined with a less-negative cloud feedback in the Arctic
and a larger increase in moist AHT to the Antarctic. Lastly, similar
factors contribute to historical Arctic amplification in AMIP6
models compared to CMIP6 CO,-quadrupling experiments,
although the albedo feedback plays a larger role in weakening
Antarctic warming in AMIP6 compared to CMIP6.

Polar Amplification in CMIP6 Models

A limitation of using warming contribution methods to
diagnose the mechanisms of polar amplification is that it
implicitly includes interactions between feedbacks, making
mechanistic interpretation difficult. For example, the strength
of the lapse-rate feedback may be impacted by the amount of
surface warming contributed by the albedo feedback (Graversen
et al,, 2014; Feldl et al.,, 2017) and mixed-phase cloud changes
(Tan and Storelvmo, 2019), but the warming contribution
method diagnoses the contributions of surface albedo, cloud,
and lapse-rate changes separately. Others have argued that a
strong winter lapse-rate feedback additionally requires seasonal
ocean heat storage and sea-ice insulation loss in order to increase
surface turbulent heat fluxes and upward longwave radiation,
promoting warming in the lower-troposphere (Dai et al., 2019;
Feldl et al., 2020; Chung et al., 2021). As demonstrated by these
studies, experiments isolating specific mechanisms in climate
models are needed to fully address the interconnected
feedbacks promoting polar amplification.

While this study applies a TOA feedback framework, analysis
from a surface perspective (e.g., Lu and Cai, 2009; Taylor et al,,
2013; Pithan and Mauritsen, 2014; Boeke and Taylor, 2018) can
provide additional insight on warming mechanisms in polar
regions, where the surface and tropospheric responses to
forcing are decoupled. Surface albedo and temperature
feedbacks remain important contributors to  Arctic
amplification from a surface perspective in CMIP5 models,
while the water vapor feedback and ocean heat uptake
continue to oppose Arctic amplification (Pithan and
Mauritsen, 2014). One key difference between surface and
TOA frameworks in CMIP5 is that cloud feedbacks oppose
Arctic amplification from a TOA perspective but slightly
promote Arctic amplification from a surface perspective:
changes in low-level clouds increase longwave radiation to the
surface but have little impact on TOA longwave radiation,
yielding a negative TOA cloud feedback due to shortwave
radiative effects (Pithan and Mauritsen, 2014). Further analysis
from a surface perspective may also be useful for understanding
physical drivers of the surface-trapped warming that supports the
positive Arctic lapse-rate feedback (Boeke et al., 2021).

Our analysis both confirms and updates previous results in
consideration of CMIP6, while also highlighting several open
questions about the mechanisms driving polar amplification,
such as: 1) What controls the vertical profile of Arctic
warming in CMIP6 models? Compared to reanalyses, stronger
mid-tropospheric warming in CMIP6 models may be driven by
shortwave atmospheric absorption (Donohoe and Battisti, 2013)
or by overestimated midlatitude surface temperatures and
poleward AHT (Laliberté and Kushner, 2013; Fajber et al.,
2018; Feldl et al., 2020). Weaker surface-trapped warming in
the lower troposphere may also be influenced by updated mixed-
phase clouds and surface inversions in CMIP6 (Tan and
Storelvmo, 2019). 2) Which kernels or other methods should
be used to calculate the albedo feedback? Our kernel sensitivity
analysis demonstrates the importance of evaluating and
standardizing radiative kernels or alternative methods used to
compare albedo and cloud feedbacks across models and studies.
3) Why does increased moist AHT contribute more to Antarctic
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than Arctic warming? While this may be explained by Clausius-
Clapeyron nonlinearity and more-negative Antarctic cloud
feedbacks, other possible mechanisms include any process
(e.g., ocean heat uptake, water vapor feedback) that leads to a
stronger equator-to-pole moist static energy gradient in the
Southern Hemisphere than Northern Hemisphere under CO,
quadrupling. Further investigation of these polar warming
asymmetries may highlight key processes for constraining both
Arctic and Antarctic amplification.
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The Emergence and Transient Nature
of Arctic Amplification in Coupled
Climate Models

Marika M. Holland * and Laura Landrum

Climate and Global Dynamics Laboratory, National Center for Atmospheric Research, Boulder, CO, United States

Under rising atmospheric greenhouse gas concentrations, the Arctic exhibits amplified
warming relative to the globe. This Arctic amplification is a defining feature of global
warming. However, the Arctic is also home to large internal variability, which can make the
detection of a forced climate response difficult. Here we use results from seven model large
ensembles, which have different rates of Arctic warming and sea ice loss, to assess the
time of emergence of anthropogenically-forced Arctic amplification. We find that this time
of emergence occurs at the turn of the century in all models, ranging across the models by
a decade from 1994-2005. We also assess transient changes in this amplified signal
across the 21st century and beyond. Over the 21st century, the projections indicate that
the maximum Arctic warming will transition from fall to winter due to sea ice reductions that
extend further into the fall. Additionally, the magnitude of the annual ampilification signal
declines over the 21st century associated in part with a weakening albedo feedback
strength. In a simulation that extends to the 23rd century, we find that as sea ice cover is
completely lost, there is little further reduction in the surface albedo and Arctic amplification
saturates at a level that is reduced from its 21st century value.

Keywords: arctic amplification, climate change, sea ice, climate modelling, time of emergence (TOE)

INTRODUCTION

Surface-based Arctic amplification is a well-known phenomenon in which the Arctic surface
temperature warms more than the global average when the climate is subject to increased
atmospheric greenhouse gas concentrations (or other similar external forcing). Climate models
consistently simulate surface-based Arctic amplification in climate change projections (e.g., Manabe
and Stouffer, 1980; Holland and Bitz, 2003) and it is also apparent in observations of the warming
climate (e.g., Serreze et al., 2009; Screen and Simmonds, 2010). However, there are large uncertainties
in projected Arctic warming across models primarily as a consequence of differences in model
structure (e.g., Cai et al., 2021).

Numerous factors contribute to the amplified warming in the Arctic, including both radiative and
non-radiative feedbacks (e.g., Goosse et al., 2018). These feedbacks are often a consequence of unique
conditions in the Arctic, such as the presence of snow and ice, the relatively cold temperatures, and
the prevalance of a stably stratified atmosphere. The feedbacks influencing Arctic amplification can
also be interrelated. For example, both the surface-albedo feedback and the positive Arctic lapse rate
feedback are strongly influenced by the loss of sea ice (e.g., Boeke et al., 2020; Feldl et al., 2020).
Evidence from coupled climate models suggests that feedbacks local to the Arctic are the dominant
drivers of amplification (e.g., Stuecker et al., 2018) although interactions with lower latitudes through
changing atmospheric and oceanic heat transport for example can play some role (e.g., Mahlstein and
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TABLE 1 | Information on the SMILE simulations used in this study and their Arctic ampilification. Properties are shown for annual ensemble mean values. Values in

parenthesis indicate the standard deviation across ensemble members.

Model Number of ToE 70-90N Warming

members at ToE

(°C)

CanESM2 50 1997 3 (0.3
CESM1-CAM5 40 1994 0 (0.3
CSIRO-Mk3-6-0 30 2005 3 (0.3
GFDL-CM3 20 1999 7 (0.5
GFDL-ESM2M 30 2004 7 (0.4)
MPI-ESM 100 2002 6 (0.3
EC-EARTH 16 1998 5(0.4)

Knutti, 2011). There are considerable discrepancies across models
in the magnitude and relative importance of various feedbacks
which contributes to uncertainty in Arctic warming (e.g., Pithan
and Mauritsen, 2014; Bonan et al., 2018; Hu et al., 2020).

The amplified warming signature has a seasonal and spatial
dependence. Even early climate models exhibited that amplified
surface warming in the Arctic would primarily occur in fall and
winter with much smaller warming in summer months (Manabe
and Stouffer, 1980). This is due to a surface heat gain in summer
associated primarily with reduced albedos and increased solar
heating that warms the ocean and melts sea ice but has a small
effect on air temperatures. This heat is then released to the
atmosphere during fall and winter, causing a large
amplification at that time. More recent studies (e.g., Deser
et al, 2010; Dai et al., 2019) confirm that the seasonality of
Arctic warming is associated with sea ice loss and seasonal
variations in the oceanic storage and release of energy. Further
work (Boeke and Taylor, 2018) suggests that the efficiency with
which this localized seasonal heat exchange is dispersed across the
Arctic are important for explaining inter-model spread in Arctic
warming.

Much of this past work has considered Arctic warming and/or
amplification at a certain point in time or for a certain increase in
CO, concentrations. Here we focus on the transient nature of
surface-based Arctic amplification in 20th-21st century climate
projections. We address several questions: 1.) When does Arctic
amplification emerge from the background noise of the climate
system? 2.) How does the Arctic amplification evolve over the
21st century? 3.) How is this evolution related to sea ice
conditions? and 4.) How robust are these properties across
climate models? We address these questions using the multi-
model large ensemble (Deser et al., 2020) which includes seven
climate models that have performed a large ensemble of
simulations subject to historical and future forcing. The use of
large ensemble simulations allows us to address questions of
emergence of the anthropogenic signal.

DATA AND METHODS

We use models from the multi-model large ensemble (MMLE;
Deser et al., 2020) to assess the time of emergence and transient
nature of Arctic amplification. The MMLE includes data from

Ampilification factor

21st century References

at ToE amplification factor
change
2.4 (0.4) -0.1 Kirchmeier-Young et al. (2017)
3.3(0.7) -05 Kay et al. (2015)
2.7 (0.4) -0.7 Jeffrey et al. (2013)
3.5 (0.9) -0.7 Sun et al. (2018)
2.6 (0.5) -0.3 Rodgers et al. (2015)
2.8 (0.5 -0.3 Maher et al. (2019)
3.0 (0.5) -0.3 Hazeleger et al. (2010)

seven single model initial-condition large ensembles (SMILEs)
(Table 1). Differences in the ensemble members within a SMILE
arise from internal variability as simulated by a particular model.
Differences across the SMILEs provide a measure of model
structural uncertainty. Thus, we are able to assess the
influence of both factors, albeit with relatively few models.

The SMILE simulations are run using CMIP5 historical
forcing to 2005 and the RCP8.5 forcing scenario from
2006-2100 (Meinshausen et al., 2011). The minimum number
of simulations from an individual model is 16 and the latest start
year for the integrations is 1950. Because of this, we assess
conditions over the 1950-2100 period for all of the SMILEs to
enable intercomparison. Previous work has assessed the
uncertainty in projected sea ice (Bonan et al., 2021) and the
emergence of some metrics of Arctic climate conditions
(Landrum and Holland, 2020) within these simulations. As
noted by Bonan et al. (2021), these simulations are generally
representative of the CMIP5 inter-model spread in Arctic sea ice
and have considerably different representations of Arctic climate
conditions. To further assess transient changes in amplification,
we also analyze a single CESM1-CAMS5 simulation that has been
extended to 2300 (Meehl et al., 2013). This simulation is forced
with an extension to the RCP8.5 scenario in which the CO, level
stabilizes in the mid-2200s. It reaches year-round ice-free
conditions in the Arctic in the later part of the 22nd century.

As a metric of Arctic amplification, for each ensemble
member, we define an amplification factor as the ratio of the
running decadal mean 70-90N surface air temperature change
relative to the running decadal mean global surface air
temperature change. The change is computed relative to the
1950-1969 mean for each ensemble member within a SMILE
(i.e., for a particular model) and for the CESM1-CAMS5 extension
simulation. We choose a 20-years base period here to reduce the
effects of any potential decadal memory that is present for the
simulations that are initialized in 1950 with a small initial
perturbation error. 10-year running mean changes are used to
allow us to assess how Arctic amplification evolves over time
given the rapid decadal scale changes present in the Arctic.

To determine an Arctic amplification Time of Emergence
(ToE), we quantify the time at which the decadal Arctic
warming is larger than that of the global warming. In
particular, for each SMILE model, we assess the year at which
the decadal average centered on that year of the 70-90N surface
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FIGURE 1 | The annual ensemble mean surface air temperature change for the 2050s relative to the reference period for different SMILEs including (A) CanESM2,
(B) CESM1-CAMS5, (C) CSIRO-Mk-3-6-0, (D) GFDL-CM3, (E) GFDL-ESM2M, (F) MPI-ESM, and (G) EC-EARTH.

GFDL-CM3 2050 Change

F MPI-ESM 2050 Change

air temperature change in all individual ensemble members is
larger than the maximum ensemble member global mean decadal
temperature change. This metric provides an estimate of when
the anthropogenic signal of amplified Arctic warming emerges
from the internal climate noise. By considering that the ensemble
envelope of Arctic warming is outside the envelope of global
change, it accounts for internal variability in both the Arctic and

global temperature change. Note that this metric is sensitive to the
choice of averaging length (which is chosen here to be decadal)
and the choice that the Arctic warming is outside the range of
global warming (instead of greater than a standard deviation
metric or greater than the warming of an individual ensemble
member for example). However, the choices made here are
reasonable given the rapid change underway in the Arctic, the
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FIGURE 2| (A) The zonal mean change in surface air temperature for the
2050s relative to the reference period and (B) The ampilification factor of that
warming, defined as the zonal temperature change relative to the global mean
change. The diamonds shown to the left indicate the ensemble mean
70-90N values for each model with the whiskers indicating one standard
deviation.

internal variability in both Arctic and global warming, and
the fact that the real system only has a single climate
realization. It also provides a reasonable means to compare
across models.

We also compare the transient Arctic warming and
amplification signal to various metrics of sea ice. For this
analysis, we process the ice data following Landrum and
Holland (2020) to obtain time series of Northern Hemisphere
monthly ice area. The sea ice data was not available from the EC-
EARTH model and so that model is excluded from any analysis
involving sea ice.

We also assess the changing surface albedo feedback from the
individual ensemble members of the various models using the
radiative kernel method (e.g., Shell et al., 2008; Soden et al., 2008).
This quantifies the surface albedo feedback as:

R da
*" Qa dT

Where R is the net top of atmosphere (TOA) radiative flux, « is
the surface albedo, and T is the global mean surface air
temperature. We use a monthly and spatially resolved
radiative kernel that quantifies the sensitivity of the TOA flux
to surface albedo change (g—ﬁ) from CESM1-CAMS5 (Pendergrass
et al, 2018). While radiative kernels do differ somewhat

Arctic Amplification Emergence

depending on the climate model from which they are
computed, Soden et al. (2008) found that the quantification
of feedbacks using the radiative kernel method is generally
robust to the particular kernel that is used and so we use only a
single kernel in our analysis. For each model that had
shortwave flux data available, this kernel is then
interpolated to the appropriate model grid and multiplied
by the monthly and spatially resolved decadal change in
surface albedo relative to the decadal global temperature
change. The surface albedo is computed from the monthly
averaged surface upward solar flux divided by the surface
downward surface flux. We then compute a decadal
timeseries of regional averages of the feedback values and
also assess the spatial structure of the feedback change from
maps of the feedback values. The solar flux data were not
available for the MPI-ESM and EC-EARTH models and so
those models are excluded from the albedo feedback analysis.

RESULTS
Conditions in 2050

To illustrate the general properties of Arctic temperature change,
Arctic amplification and the differences across the models, we
assess ensemble mean changes for 2050-2059 relative to the
1950-1969 base period. The decadal ensemble mean surface
air temperature change at 2050 relative to 1950 is shown in
Figure 1. All the models exhibit amplified warming in the Arctic.
However, the magnitude of warming, both globally and
regionally, and the location of maximum warming differ
across the models. In some models (GFDL-CM3, CESM1-
CAMS5), the maximum warming is centered over the Arctic
Ocean; whereas in others (CanESM2, GFDL-ESM2M, MPI-
ESM, EC-EARTH) the maximum warming occurs in the
Barents Sea. The maximum zonal mean temperature change
(Figure 2A) also differs considerably across the models with a
maximum high latitude warming of just over 4°C in GFDL-
ESM2M and CSIRO-Mk3-6-0 and over 12°C in GFDL-CM3.
Models with larger Arctic warming typically also have a larger
amplification factor (Figure 2B) although there are some
discrepancies which are related to the differences in global
warming across the models. Across the models, the maximum
zonal mean Arctic warming ranges from about 2 to 4 times the
global average warming at 2050.

The 2050 temperature change and temperature amplification
have a distinct seasonal structure (Figure 3). All models exhibit
reduced Arctic amplification during the summer months from
June through August, which occurs as the surface ocean gains
heat and there is limited coupling with the atmosphere. Indeed,
for these months, several models simulate less warming in the
Arctic than for the globe as a whole and so have an amplification
factor less than one during these months (Figure 3H). Amplified
Arctic warming is generally most apparent during the fall months
as heat gained by the surface during summer is fluxed back to the
atmosphere. The maximum amplification factor in 2050 typically
occurs in November although this timing does vary somewhat
across the models. The warming extends into the winter and an
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FIGURE 3 | The zonal monthly ensemble mean amplification factor at 2050 as a function of month and latitude for the different models including (A) CanESM2, (B)
CESM1-CAMS, (C) CSIRO-Mk-3-6-0, (D) GFDL-CM3, (E) GFDL-ESM2M, (F) MPI-ESM, and (G) EC-EARTH and (final panel) the 70-90N Ampilification factor at 2050 as
a function of month. The lined contour interval is one. The dotted line on the final panel shows a value of one for reference.
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amplified Arctic warming (amplification factor greater than one)
occurs for all but the summer (JJA) months in all models. These
properties of the seasonality of the surface-based amplified
warming agree with results from previous modeling studies
(e.g, Manabe and Stouffer, 1980; Holland and Bitz, 2003;
Deser et al,, 2010; Dai et al., 2019) and are consistent with
observed Arctic amplification (e.g., Serreze et al., 2009).

Emergence of Surface Amplified Arctic

Warming

Many of these features of Arctic amplification have been
documented in previous work. Large internal climate
variability has also been noted for the Arctic. Because of
this, the signal-to-noise ratio of surface air temperature
change is small in the Arctic relative to other parts of the
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FIGURE 4 | Timeseries of decadal running mean surface air temperature change relative to the reference period for the 70-90N average in black and the globe
average in red for the different models including (A) CanESM2, (B) CESM1-CAM5, (C) CSIRO-Mk-3-6-0, (D) GFDL-CM3, (E) GFDL-ESM2M, (F) MPI-ESM, and (G) EC-
EARTH. The ToE of an amplified Arctic warming signal is indicated by the vertical line.
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globe that have a modest change in temperature but also
modest internal variability noise (e.g., Hawkins et al., 2020).
Previous work indicates that an Arctic surface air temperature
signal emerges from the noise in the first half of the 21st
century, although it differs by season and by the metric used
for emergence (Hawkins and Sutton, 2012). However, there is
limited information on when the signal of amplified Arctic

warming emerges from the background climate noise. Here we
build on this previous work by assessing the emergence of
Arctic amplification.

Figure 4 shows the timeseries of running decadal annual mean
surface air temperature change for the 70-90N region and the
globe. Based on our definition, the time of emergence of Arctic
amplification occurs when the range of Arctic warming across the
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ensemble members is outside the envelope of the global mean
warming. This timing differs across the models by approximately
a decade, with the earliest emergence in 1994 in CESM1-CAM5
and the latest in 2005 in CSIRO-Mk3-6-0. The timing for the
annual mean emergence is similar to that of a fall amplification
emergence (not shown) because the annual mean warming

is dominated by warming in the fall. At the ToE, the
magnitude of the ensemble mean Arctic warming ranges
from 1.0 to 1.7°C across the models and the 70-90N
amplification factor varies from 2.4 to 3.5 (Table 1). From
GISTEMP observations (GISTEMP Team, 2021), the observed
70-90N amplification factor for the 2000-2009 decadal
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average relative to the 1950-1969 base period is about 2.2 and
it increases to 2.9 for the 2010-2019 average period, indicating
large decadal variability in this property from the observations.
The simulated values at ToE are generally consistent with
the observations given the internal variability uncertainty.
The GFDL based models, GFDL-CM3 and GFDL-ESM2M,

are an interesting case study given that they are from the
same model lineage and are quite close within the climate
model “family tree” (Knutti et al, 2013), but differ
considerably in their ToE amplification factor with a value
of 3.5 in GFDL-CM3 and 2.6 in GFDL-ESM2M. These
models also differ in their equilibrium climate sensitivity
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FIGURE 7 | The ensemble mean annual mean amplification factor for the different SMILES over the 21st century as a function of year and latitude for (A) CanESM2,

(B) CESM1-CAMS5, (C) CSIRO-Mk-3-6-0, (D) GFDL-CMB, (E) GFDL-ESM2M, (F) MPI-ESM, and (G) EC-EARTH. The lined contour interval is 0.5. Panel (H) shows the
21st century change in the latitude at which doubled amplification occurs relative to the change in the 70-90N amplification factor for the ensemble means from different
SMILES. The 21st century change is computed as the ensemble mean values in 2099 minus that in 2000.
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which is likely due to different atmospheric moist physics
(Winton et al., 2013). Our results suggest that these (and
possibly other) aspects of model uncertainty between GFDL-
CM3 and GFDL-ESM2M also influence the magnitude of
Arctic amplification.

Notably, even at the time of emergence, there is a large
variation in the amplification factor across ensemble
members that is often larger than the across-model spread
in the ensemble mean amplification (Table 1). This indicates
large uncertainty in this metric due to internal climate
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variability (Figure 5). The spread in amplification is
primarily related to across-member spread in the decadal
Arctic temperature change. This is consistent with previous
work which has indicated large internal-variability
uncertainty in decadal Arctic temperature variations
(Hodson et al, 2013). The spread in the amplification
factor across ensemble members within a SMILE at the
time of emergence 1is correlated to the Northern
Hemisphere annual mean sea ice area. Members with
higher = Arctic warming and consequently higher
amplification typically exhibit lower sea ice. The
correlation between the ensemble member values of ToE

annual average ice area and their ToE amplification is
similar for the different models at about R = —-0.5, except
in the two GFDL models where the relationship between ice
area and amplification is weaker at R = 0.2 (for GFDL-CM3)
and R = -0.3 (for GFDL-ESM2M).

Evolution of Arctic Amplification Over the
21st Century

Projected change in the amplification of annual mean Arctic
warming over the 2lIst century is shown in Figure 6. The
uncertainty associated with internal variability, as quantified by
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the spread across ensemble members, declines over the 21st century.
This arises because the change in temperature since the mid-20th
century for both the Arctic and the globe become large relative to the
internal variability uncertainty in that change. It is an indication that
as time progresses the ensemble members have a similar Arctic
temperature change relative to the global change. Note that this does
not necessarily represent a change in the internal variability of Arctic
or global temperatures over the 21st century. Indeed, the within-
model spread in the annual mean Arctic air temperature changes
little over time and in most models, the spread in global
temperatures also exhibits little change (not shown).

The annual ensemble mean amplification factor declines over
the 21st century in the models (Table 1). This is largely related to
a reduced amplification in the southern portion of the Arctic
domain as is evident by the time series of the zonal mean
amplification factor (Figure 7) when considering the values
near 70N. We expect that this is associated with the location
of sea ice loss which will contribute to a warming of the overlying

atmosphere and which transitions northward over time. In some
models, such as CanESM2 and EC-Earth, the change in 70N
temperatures is relatively small and compensated in part by an
increased warming amplification near the pole, leading to only a
small reduction in the 70-90N amplification. Other models such
as CESM1-CAMS5 and GFDL-CM3, have a 21st century reduction
in the amplification across the entire Arctic domain.

Sea ice both responds to and affects Arctic surface warming. At
the end of the 21st century, models with larger annual mean
amplification (and typically larger Arctic warming) have larger
annual mean sea ice loss (Figure 6H). Interestingly, there is no
consistent relationship between the 21st century amplification
and historical ice conditions, including 1950s sea ice area and
volume (not shown). Within an individual model, the
amplification factor declines over the 21st century with
increasing ice loss. In response to global warming and as a
consequence of snow and ice loss, the Arctic surface albedo
declines over the 21st century. The magnitude of this decline
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is influenced by the amount of ice and snow loss, the simulated
albedo of those surfaces which can differ considerably across
models (e.g., Holland and Landrum, 2015), and the interaction of
those changing albedos with the large annual cycle in solar
radiation. It is possible that with continued warming, the
albedo changes can saturate (for example, with complete sea
ice loss in a particular month), and since the global temperature
will continue to increase, the albedo feedback can weaken and
thus contribute to a declining amplification. To assess this, we
have computed the annual albedo feedback from decadal averages
over the 21st century relative to the 1950-1969 base period for the
models with available fields. Figure 8 shows the timeseries of
feedback strength for the 70-90N region. For this region, three of
the five models (CESM1-CAMS5, CSIRO-Mk3-6-0, GFDL-

ESM2M) show a declining feedback strength, CanESM2 has
little change, and GFDL-CM3 shows an increase in strength.
However, if we assess conditions for 60-90N (Figure 9), we find
that all models have a declining feedback strength, except for
CanESM2, which has little change. On the global scale, all models
simulate a weakened albedo feedback by the end of the 21st
century (not shown).

To better understand these disparate results, we assess the
regional structure of the changing albedo feedback (Figure 10).
This indicates that, in all models, there are ocean regions of
reduced feedback strength, suggesting an albedo saturation.
These are likely associated with regional sea ice loss that has
largely maxed out in these areas for the sunlit time of year. In
most models (except CSIRO-Mk3-6-0), there are also sizable
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ocean regions of increasing feedback strength often in the central
Arctic where ice is still being lost during the spring and summer
months. Interestingly, reductions in the Arctic ocean feedback
strength in CSIRO-MK3-6-0 happen despite low sea ice loss
(shown and discussed below in reference to Figure 11),
suggesting a possible role for the snow on sea ice. Changing
terrestrial snow also appears to be important in some models,
leading to a weakened feedback indicative of an albedo saturation
effect over land. This is most notable in GFDL-CM3 where the
weakened feedback in high latitude terrestrial regions
compensates for the strengthened feedback over the Arctic
ocean and explains the discrepancy for the 60-90N versus
70-90N average feedback strength change in that model.
Overall, the reduced high latitude feedback strength in most of
the models will tend to reduce Arctic amplification but there is
obviously considerable complexity in the interplay of regional

changes in the ice and snow and the solar insolation annual cycle.
Note that our results appear in conflict with Schneider et al.
(2018) who found an increase in the global surface albedo
feedback in the 21st century. However, there are differences in
our analysis that we expect are responsible. Most notable are the
use of large ensembles in this study and an analysis that computes
decadal changes relative to the same base period of 1950-1969. In
contrast, Schneider et al. (2018) computed the albedo feedback
using temperature and albedo changes over 23 years periods at
the beginning and end of the 21st century (rather than decadal
mean changes from the 1950-1969 base period), used single
simulations from multiple models, and focused on global rather
than Arctic surface albedo feedbacks.

With further and finally complete ice and snow loss in the
sunlit season, we would expect that further reductions in the
surface albedo would be negligible and that the albedo feedback
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would saturate across the northern high latitudes. This state is not
yet reached in the SMILE climate simulations considered here.
However, CESM-CAM5 runs extended to 2300 simulate
complete Arctic ice loss (Meehl et al, 2013), and show that
further Arctic albedo changes are minimal after about 2150
(Figure 12B), the albedo feedback weakens after 2150
(Figure 12C), and Arctic amplification declines from
2000-2300 (Figure 12A). Interestingly, this decline is not
linear and the albedo feedback actually strengthens in the
early part of the 22nd century (Figure 12C). There are
indications that this is associated with the evolving seasonality
of sea ice loss (Figure 12D). In these simulations, sea ice in July-
September shows large declines in the 21st century and reaches an
area less than one million km? by 2100. However, an acceleration
of May and June ice loss occurs around 2100 (Figure 12D).
Because May and June are a time of high solar insolation, there is
a consequent acceleration in the annual albedo reduction
(Figure 12B). This contributes to a brief reversal in the
declining albedo feedback and Arctic amplification. Thus, to
understand the evolving amplification of Arctic warming, we
must consider variations in the rate of ice and snow loss over both
time and season. Notably, the strengths of other Arctic feedbacks
are also likely to change in the warming climate and affect the
transient amplification signal across the models. For example, the
lapse rate feedback is also tightly tied to sea ice loss (e.g., Boeke
et al., 2020; Feldl et al., 2020) suggesting that its strength will also
be impacted by the changing rate of seasonal ice loss.

Consistent with changes in seasonality of ice loss, the
seasonality of Arctic warming also changes over the 21st
century (Figure 13). Most models simulate that the maximum
warming trends are initially largest in fall (October-November)
but shift to winter (or even spring in the case of GFDL-CM3) over
the 21st century. As noted, the changing seasonality of warming
and how it differs across the models is related to their simulated
ice loss rates (Figure 11). In the late 20th-early 21st centuries, the
highest ice loss rates are in September and the surface heat gained
over the melt season is then fluxed to the atmosphere resulting in
maximum warming rates a month or so later. However, as ice-
free conditions are reached in September, the maximum sea ice
loss rates shift to later in the fall and winter. This indicates a
longer melt season, a shift in when the surface loses its
accumulated summer heat, and a later freeze up. In models
with lower ice loss rates, such as CSIRO-Mk3.6 and GFDL-
ESM2M, there is only a minimal seasonal shift in atmospheric
warming in the 21st century.

CONCLUSION

Arctic amplification is a hallmark of the climate response to
changing external forcing. It arises from multiple positive
feedbacks that are related to the unique climate conditions of
the Arctic (e.g., Pithan and Mauritsen, 2014). Among the most
important of these are the surface albedo feedback, associated
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with the loss of high-albedo surfaces, and the positive lapse
rate feedback, associated with variations in the vertical
structure of temperature changes (e.g., Goosse et al., 2018).
Both these feedbacks are strongly related to sea ice loss (e.g.,
Boeke et al., 20205 Feldl et al., 2020) and are both driven by
and reinforce surface-based amplified warming in the Arctic.
Notably, the positive Arctic feedbacks also lead to large
internal variability in the region. Because these feedbacks

are dependent on the climate state within the Arctic, it
follows that their strength may vary with conditions such
as the sea ice area and albedo.

Here we have considered the emergence and transient
nature of amplified warming in the Arctic. We have used
simulations from the multi-model large ensemble (Deser
et al., 2020) which includes seven climate models that have
performed initial-condition large ensembles that include the
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period from 1950-2100. The availability of large ensembles
allows us to diagnose when amplified Arctic warming in
response to rising greenhouse gases emerges from the
internal variability of the climate system. Assessing this
across multiple models provides information on the
influence of model structural uncertainty on the
characteristics of Arctic amplification.

We find that amplified Arctic warming emerges between
1994 and 2005 across all of the large ensembles and so the
detection and timing of an anthropogenic signal in the
amplified Arctic warming differs by about a decade across
the models. The emergence of other characteristics of Arctic
climate from these simulations is discussed in Landrum and
Holland (2020). While an anthropogenically-driven Arctic
amplification emerges near the transition of the 20th-21st
centuries, the magnitude of that amplification remains quite
uncertain at that time due to the influence of internal
variability. It also varies considerably across the models,
with the ensemble mean amplification factor ranging from
2.4 in CanESM2 to 3.5 in GFDL-CM3.

Over the course of the 21st century, the uncertainty in
amplification magnitude that is associated with internal
variability declines. However, the range in the amplification
factor across the models remains similar, varying in 2,100 from
a factor of 2.0 in CSIRO-Mk3-6-0 to 3.0 in EC-EARTH. This
indicates that structural model uncertainty in the amplification
magnitude remains high. In all models, the amplification
factor declines over the 21st century, although in some
(CanESM2 and EC-EARTH), the change is small. Analysis
suggests that the 21st century reduction in Arctic amplification
is associated in part with a declining surface albedo feedback
strength. This is consistent with a possible “albedo saturation”
effect in which the globe keeps warming as greenhouse gas
concentrations rise, but ongoing reductions in surface albedo
become limited due to complete sea ice or terrestrial snow loss
during the sunlit season. However, in considering spatial maps
of the 21st century albedo feedback change, we find that while
this mechanism appears present in some high latitude
locations in all the models with available data in the 21st
centuries, other regions simulate a strengthening feedback as
further ice (and snow) loss occur. Thus, for the 21st century,
there are considerable complexities in the changing Arctic
surface albedo feedback that are associated with spatial
variations in the sea ice and terrestrial snow loss and the
seasonality of that loss.

To assess how these factors play out with continued warming, we
have also considered a CESM1-CAMS5 simulation that has been
extended to 2300 using RCP8.5 extension forcing (Meehl et al,
2013). This model reaches complete loss of the Arctic sea ice by
the end of the 22nd century. We find that with total Arctic sea ice loss,
the albedo reductions max out. This results in a saturation of the
albedo feedback and further reductions in the amplification factor in
the 22nd and 23rd centuries. However, reversals in the declining
amplification occur in the early 22nd century when there is accelerated
ice loss in May and June; a time of year with high solar insolation. This
results in a temporary increase in the albedo feedback strength and
Arctic amplification before complete ice loss occurs.

Arctic Amplification Emergence

The characteristics of the transient nature of the amplification
factor highlight the importance of seasonality in ice loss and
albedo changes. Previous work (e.g., Manabe and Stouffer, 1980)
has shown that amplified Arctic warming is a seasonal
phenomenon and is highest in falll. We find that the
seasonality of this signal transitions in the 21st century. In
particular, the maximum rate of surface air temperature
change transitions from the fall months in the early 21st
century to winter or even spring by 2100. This transition and
how it varies across the models is related to the seasonal timing of
sea ice loss and the consequences that this has for the seasonality
of increased air-sea heat exchange.

Taken together, our results show that while Arctic
amplification is a defining characteristic of global
warming, its magnitude and seasonality are likely to
change with the changing climate. This has implications
for comparisons across models and suggests that
differences in models for a particular time period should
consider that the amplification signal within a model may not
be static over time. It also has implications for using
paleoclimate records to constrain the magnitude of
amplification in a future climate (e.g., Miller et al., 2010)
given that the strength of feedbacks and consequent
amplification are dependent on the particular features of a
given climate state.
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We investigate the effects of summer cyclones on sea ice within the Pacific sector of the
Arctic by analyzing the surface energy flux and wind forcing from a large sample of
cyclones. Consistent with recent studies, we find that cyclones earlier in the melt season
tend to be associated with less 1-5 day sea ice loss than what occurs in the absence of
cyclones. In contrast, cyclones later in the melt season slightly accelerate the 1-day seaice
loss. The reduced ice loss following cyclones in June is primarily due to increased cloud
cover reducing the net shortwave flux at the surface. Clouds associated with cyclones in
July and August also reduce the net shortwave flux at the surface, but only over high-
concentration sea ice. Southerly winds associated with August cyclones increase both the
negative local sea ice advection and the surface heat flux, particularly for the low
concentration sea ice that is prevalent in August. Sea ice advection and surface heat
flux are the only two factors we examined that can explain the enhanced ice loss on
cyclone days in August. We also examined two cyclone cases that impacted sea ice in the
East Siberian Sea in June 2012 and August 2016, and found for both cyclones that the
sensible heat flux is the largest positive anomalous forcing and the shortwave radiative flux
is the largest negative anomalous forcing. Similar to the large sample of cyclones, the
shortwave flux has a stronger relationship to local changes in SIC in June than in August.
Part of the reason for this is that the cloud shortwave radiative forcing during the August
cyclone is 26% weaker than during the June cyclone. In an area averaged sense, the
anomalous surface energy and wind forcing of both cyclone cases is similar in magnitude,
yet the August cyclone is followed by a greater reduction in both seaice area and mean sea
ice concentration than the June cyclone. This result emphasizes how the underlying seaice
characteristics largely determine cyclone impacts on sea ice on short time scales.

Keywords: sea ice, marginal ice zone, melt season, arctic, cyclone

INTRODUCTION

Arctic summer sea ice cover is decreasing at such a rate that ice-free summers are projected to occur
by the middle of this century (Stroeve et al., 2012; Overland and Wang 2013). This remarkable loss of
sea ice is a result of the significant warming of the Arctic atmosphere and ocean that has taken place
in recent decades. Whether transient Arctic cyclones during the summer months have contributed to
the accelerating loss of sea ice remains unclear. There has been no significant increase in Arctic-wide
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cyclone frequency or intensity that would suggest stronger or
more frequent cyclones during the summer are responsible for
accelerating summer ice loss (Screen et al.,, 2011; Koyama et al.,
2017; Semenov et al., 2019). However, cyclones are likely having a
larger effect on sea ice cover as young and thin sea ice becomes
more widespread in the Arctic (Rampal et al.,, 2009; Maslanik
etal., 2011; Spreen et al., 2011; Lindsay and Schweiger 2015; Itkin
et al., 2017). Despite uncertainty in whether cyclones are a
significant source of seasonal or interannual variability in pan-
Arctic sea ice cover (Rae et al., 2017), numerous studies have
demonstrated that cyclones are indeed a source of local and short
term variability in sea ice cover and concentration (Zhang et al.,
2013; Stern et al., 2020; Lukovich et al., 2021), and these short-
term changes in sea ice are critical for navigability within the
Arctic region. This study examines how the surface winds and
atmospheric energy flux from recent Arctic summer cyclones
affects sea ice concentration on synoptic weather time scales of
1-10 days.

The strong surface winds associated with summer cyclones
affect sea ice in several ways. Wind-induced drift is a key source of
short term sea ice variability—particularly where the sea ice cover
is thinner, farther from the coastline, and primarily composed of
floes (Thorndike and Colony 1982; Hakkinen et al., 2008; Spreen
et al, 2011; Vihma et al., 2012). Whether the wind-induced
advection of sea ice increases or decreases sea ice
concentration at a given location, however, depends on the
direction of the surface winds relative to the local gradient in
ice concentration. Cyclonic surface winds enhance sea ice
divergence, which locally reduces sea ice concentration in the
vicinity of a cyclone (Maslanik and Barry 1989; Kriegsmann and
Briimmer, 2014; Lukovich et al., 2021). In addition, strong surface
winds later in the summer are increasingly capable of mixing
relatively warm sub-surface sea water upward toward the surface,
which causes substantial melting along the ocean-facing side of
sea ice (Steele et al,, 2010; Zhang et al., 2013; Stern et al., 2020).

Cyclones also contribute to the short-term variability in sea ice
concentration by changing the local energy balance on the
atmosphere-facing side of sea ice. Clouds associated with
cyclones reflect solar radiation that would otherwise melt the
top surface of sea ice and/or heat the open water areas around sea
ice (Finocchio et al., 2020; Schreiber and Serreze 2020). Finocchio
et al. (2020) found this cloud shading effect was particularly
strong in the Arctic marginal ice zone (MIZ) in June, when
shortwave radiation reaches its annual maximum and when
clouds have a strong cooling effect at the surface (Kay and
L’Ecuyer 2013). Schreiber and Serreze (2020) showed that the
cloud shading effect of cyclones temporarily decelerates the
seasonal reduction in sea ice concentration near the ice edge
during summer. Although cloud cover also increases the
downward longwave flux at the surface, which can have
important implications for sea ice change in the winter and
spring months (Shupe and Intrieri 2004; Persson 2012),
Finocchio et al. (2020) found that the average reduction in
shortwave radiation due to early summer cyclones more than
compensates for the increased longwave radiation from clouds in
their sample of cyclone cases, resulting in a net decrease in the
atmospheric energy flux at the surface due to cyclones. Although

Summer Cyclones and Sea Ice

Arctic cyclones tend to decelerate the seasonal loss of sea ice early
in the melt season, the strong sensible and latent heat fluxes
within the warm sector of cyclones later in the melt season can
locally accelerate sea ice loss. For example, Stern et al. (2020)
showed that the sensible heat flux in the warm sector of an
exceptionally strong cyclone in August 2012 (frequently referred
to as the “Great Arctic Cyclone”) contributed to anomalous
surface energy forcing that locally accelerated ice loss in the
Beaufort Sea.

Cyclone impacts on sea ice vary from case to case not only
because of variability in the cyclones themselves, but also because
of differences in the underlying sea ice cover. Lukovich et al.
(2021) compared the impacts of similarly intense Arctic cyclones
in August 2012 and August 2016 on the sea ice. They found that
the August 2012 cyclone had a more destructive effect on sea ice
primarily because it affected thinner, lower-concentration sea ice
than the August 2016 cyclone. The apparent dependency of
cyclone impacts on the characteristics of the underlying sea ice
motivates a new approach to analyzing the relationship between
cyclones and sea ice loss that involves stratifying cyclone impacts
based on the underlying sea ice concentration.

Similar to Finocchio et al. (2020), this study adopts a statistical
approach to analyzing the effects of Arctic cyclones on sea ice
within the marginal ice zone. We focus here on the Pacific sector
of the Arctic, which experiences high interannual variability in
summer sea ice cover and frequent summer cyclones. Within this
region, we stratify the effects of cyclones on sea ice by the sea ice
concentration in order to gain a more detailed understanding of
the relationship between cyclone impacts and short-term sea ice
changes. A description of the methods and data used for this
study appears in Methods and Data. The Results section describes
the results of the statistical analysis of cyclones located within the
Pacific sector of the Arctic from June-August in the years
1999-2018, as well as a comparison of two Arctic cyclones
that occurred at the beginning and the end of the melt season.
The Discussion and Conclusions section contains a discussion of
the results and some concluding remarks.

METHODS AND DATA

The primary data used for this study includes sea ice
concentration and atmospheric fields from the European
Centre for Medium Range Weather Forecasts (ECMWF) ERA-
5 Reanalysis (Hersbach et al., 2020). All ERA-5 fields are available
on a common 0.25-degree (~31km) grid and the atmospheric
fields are updated hourly, though we only use 6-hourly data in
this study. Sea ice concentration (SIC) in ERA-5 is updated once
daily at 00Z based on the real-time European Organisation for the
Exploitation of Meteorological Satellites (EUMETSAT) Satellite
Application Facility on Ocean and Sea Ice (OSI-SAF) product
(Eastwood et al., 2014; Hirahara et al, 2016). The OSI-SAF
product is generated from an algorithm that estimates SIC
using corrected brightness temperature observations from
passive microwave satellites.

The geographic focus of this study is on the marginal seas in
the Pacific sector of the Arctic, defined here as the region from 70
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to 80N and from 120E to 130W. Because this region encompasses
the East Siberian, Chukchi, and Beaufort Seas, we henceforth refer
to it as the ECB region. We focus on this region for multiple
reasons. First, the sea ice within the ECB region is frequently
impacted by cyclones during the summer months that develop
within a low-level baroclinic zone along the northern coast of
Siberia (Crawford and Serreze 2016). In addition, this region
features high interannual variability in SIC (Figures 1A-C) and
large average 5-day losses of SIC (Figures 1D-F) during the
summer months. Part of the reason for the large reductions in SIC
within this region is that it encompasses a large portion of the
summertime MIZ, defined by sea ice concentrations between 15
and 80% (Strong et al.,, 2017). The MIZ primarily consists of
young, thin, and broken sea ice that is more apt to drift in
response to surface winds and ocean currents than the more
consolidated pack ice. Finally, from a seasonal perspective, the sea
ice cover within the ECB region is often what differentiates years
with anomalously low and high pan-Arctic sea ice cover.
Although the melt season typically begins in May and ends in
September (Persson 2012), we restrict our analysis to the core
months of the melt season (June, July, and August) in which each
day is climatologically associated with sea ice loss and a sizeable
fraction of the study area is covered by the MIZ. We also only

consider cyclone cases that occurred during the recent period of
1999-2018 in order to capture the effects of cyclones on the
younger and thinner sea ice that has come to characterize the
“New Arctic” regime (Landrum and Holland 2020).

We use a database of Arctic cyclone tracks generated from the
cyclone tracking algorithm of Sprenger et al. (2017) in order to
identify Arctic cyclones that occur within the ECB region during
the study period. This algorithm identifies local minima in ERA-5
sea level pressure and tracks the positions of these local minima
through time using the method of Wernli and Schwierz (2006,
their Section 2D), but using hourly ERA-5 fields rather than 6-
hourly ERA-interim data. For this study, we only consider
cyclones that achieve a minimum sea level pressure <995 hPa
and which are tracked continuously for at least 48 h. We define
cyclone days as days in which a valid cyclone is located within
300 km of the latitude-longitude box outlining the ECB region
defined above. This buffer distance around the ECB region is
based on the average cyclone radius from Kriegsmann and
Briimmer (2014), and is included to account for cyclone cases
whose impacts are felt within the ECB region while the cyclone is
located outside of the region. The left panels of Figure 2 show the
00Z positions of the valid cyclone cases and the SIC averaged over
the cyclone days in each month. Consistent with Crawford and
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FIGURE 2| (A,C,E) Cyclone cases (red dots) and the average SIC on cyclone days in each month (shading). The black contour is the 80% SIC contour denoting the
poleward extent of the marginal ice zone, and the black box outlines the ECB region. The size of the dots corresponds to the cyclone minimum sea level pressure (see
legend). The values printed in the lower left are the number of cyclone cases (n) and the number of unique cyclones in parentheses (as multiple cases can correspond to a
single cyclone), and the average minimum sea level pressure of all cyclone cases in each month (0,,,s); (B,D,F) probability density of monthly averaged SIC within the
outlined ECB region. Bars are colored according to the SIC bins, with grey bars denoting SIC<20% or SIC>80%. The vertical dashed line denotes the mean SIC within
the ECB region in each month.

Serreze (2016), there are more valid cyclone cases in July and
August compared to June. Cyclones in June primarily occur in the
western half of the region, while cyclones in July and August are
more evenly distributed throughout the region.

The cyclone impacts on sea ice that can be estimated from the
uncoupled ERA-5 include SIC advection by the surface winds and
the surface energy flux from the atmosphere. Sea ice advection is
part of the dynamic contribution of the atmosphere to local
changes in SIC. We compute sea ice advection using the 10-m

wind vector and the local gradient in SIC at each grid point, and
assume that sea ice drifts at 2% of the surface wind speed (Spreen
et al,, 2011). The net surface energy flux from the atmosphere is
the direct thermodynamic contribution that influences melting
on top of the sea ice. We believe ERA-5 is the first reanalysis
product that is suitable for this analysis because it has been shown
to have smaller biases in surface winds and atmospheric surface
energy fluxes in the Arctic than previous reanalysis products
(Graham et al, 2019). However, ERA-5 does not contain
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FIGURE 3 | Average change in total sea ice area (SIA) within the ECB region (A-C) and the average change in SIC at each grid point in the ECB region and within
each 10%-wide bin (D-F) from 1-10 days after a given day in each month. The error bars extend + 1 standard deviation from the average SIA or SIC change at each
lag day.

sufficient information about the upper ocean for a detailed
analysis of the indirect thermodynamic contributions of the
atmosphere to sea ice loss, which involve upper ocean heating
due to vertical mixing that results in lateral and basal ice melt
(Steele et al., 2010; Zhang et al., 2013).

The right panels in Figure 2 show the distribution of the
monthly average SIC within the ECB region. June features
predominately high-concentration sea ice with an average
concentration of ~80%, while August features predominately
low-concentration sea ice with an average concentration of
~30%. This distributional shift in SIC over the course of the
melt season has important implications for the amount of sea ice
loss that can be expected to occur in response to a cyclone. The
net shortwave radiative flux at the surface, for example, varies
strongly with SIC due to differences in the average surface albedo.
Consequently, the cloud shading effect of cyclones is expected to
be greater in regions of low-concentration sea ice where more
shortwave radiation is absorbed rather than reflected at the
surface (Perovich 2018). Furthermore, low concentration sea
ice has weaker internal forces than high concentration sea ice,
which allows such sea ice to drift more easily in response to the
surface wind forcing (Spreen et al., 2011). Therefore, the advective
effects of surface winds on sea ice will also tend to be larger in
areas with low SIC. In order to account for these ice concentration
dependencies in the ensuing analysis, we compute sea ice
advection and atmospheric energy flux at the surface
separately for grid points categorized by their SIC into six
10%-wide bins ranging from 20 to 80% ice concentration.

RESULTS

Climatology of Short-Term Sea Ice Changes

During Summer

We begin by examining the climatological change in SIC and
total sea ice area (SIA) during the summer months within the
ECB region. We compute SIA by taking the sum across the ECB
region of the product of SIC and the area of each grid point.
Figure 3 shows the average change in SIA (A-C) and SIC (D-F)
from 1-10 days after all days in each month in the 20-year study
period of 1999-2018. Error bars represent + 1 standard
deviation of the change in SIA or SIC at each lag day. As
expected during the melt season, both SIA and SIC decreases on
average from 1-10 days after a given day in June, July, and
August. The 10-day reductions in SIA are largest in June and
July (Figures 3A,B), and the 10-day reductions in local SIC are
largest for low-concentration sea ice in July (Figure 3E).
Specifically, grid points with SIC between 20 and 40% in July
experience more than 15% SIC reduction after 10 days on
average, indicating almost a complete loss of sea ice at these
grid points (Figure 3E). The rate of SIC loss in the 20-40% SIC
bins starts to level off after about 5 days in both July and August
due to the limited amount of possible SIC loss that can occur
within these bins (e.g., the SIC loss for a grid point with 20% SIC
cannot exceed 20%). The remainder of this analysis focuses on
the 1-5 day changes in sea ice in order to exclude the longer lag
times when the rate of SIC loss begins to level off in the low
SIC bins.
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In order to get a statistical sense for the extent to which each
dynamic and thermodynamic forcing is associated with
climatological SIC loss in each month, Figure 4 shows the
correlation between 3-day SIC loss in each bin and the SIC
advective tendency by the 10-m wind (“adv”), the net
shortwave (“SW”) flux at the surface, the net longwave (“LW”)
flux at the surface, the surface sensible heat flux (“SH”), the
surface latent heat flux (“LH”), and the sum of all four surface
fluxes (“net”). Red (blue) colors in Figure 4 indicate that a forcing
term is statistically associated with more (less) local SIC loss (we
multiply the advective tendency by —1 in order for this to be the
case). In June, stronger SIC advection and, to a lesser extent, SW
flux is associated with enhanced local SIC loss, while stronger
LW, SH, and LH fluxes are associated with less SIC loss in June.
This is likely due to a strong anticorrelation between the SW flux
and each of the LW, SH, and LH fluxes (not shown), and does not
actually mean that stronger LW, SH, or LH fluxes cause SIC to
increase at a location. In July and August, SIC advection has the
strongest relationship to local SIC loss, with larger positive
correlations at lower ice concentrations. The relationship

between SIC loss and each of the different atmospheric energy
fluxes in July and August is similar to June for high concentration
sea ice. However, for SIC between 20 and 40%, stronger LW, SH,
and LH fluxes start to be weakly associated with more SIC loss
later in the melt season. Nevertheless, the net atmospheric energy
flux explains no more than about 2% of the variance in local SIC
changes throughout the melt season. Among the forcing terms
considered here, the wind-induced SIC advection has the
strongest and most consistent relationship to local SIC loss

during the summer months.

If we instead compute correlations between the loss of total
SIA within the ECB region and area-averages of each forcing term
(Figure 5), we find somewhat different statistical relationships
than for local SIC loss. In June and July, SIC advection has a
moderate correlation with 1-day SIA loss and a much weaker
correlation with 5-day SIA loss. By August, SIC advection has a
stronger correlation to 4-5 day SIA loss than in June and July.
This statistical signal of a near-instantaneous response of sea ice
cover to wind-induced advection of sea ice early in the melt
season, followed by a more lagged response later in the melt
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season is consistent with the findings of Finocchio et al. (2020).
Similar to the SIC correlations shown in Figure 4, increased SW
flux is associated with more SIA loss in June and July. Because the
SW flux is the largest component of the surface atmospheric
energy balance during the summer months, correlations between
SIA loss and the net flux closely reflect those for the SW flux in all
3 months. In June and July, the magnitude of the correlation
between the SW flux and SIA loss increases at longer lag times,
indicating that SIA exhibits a lagged response to anomalous
surface energy forcing from the atmosphere. This is in
contrast to the near-instantaneous response of SIA to the
surface wind forcing (i.e., advection), suggesting that surface
energy forcing affects sea ice on longer time scales than
surface wind forcing during June and July. By August, both
the SW flux and the net flux are anti-correlated with SIA loss
at all lag times. This negative correlation between SW flux and
SIA loss in August suggests that the SW flux is no longer the key
component of the surface atmospheric energy budget for
understanding short-term SIA changes later in the melt season.

Physically speaking, an increase in any of the surface energy
forcing terms should result in enhanced ice loss because an
increase in the energy flux from the atmosphere into the sea
ice will increase surface melt. Similarly, stronger negative sea ice
advection should locally decrease SIC. Therefore, any instances of
negative correlations in Figures 4, 5 are most likely due to
covariances between the forcing terms and do not reflect a

causal link to sea ice loss, while positive correlations are more
likely to indicate the factors that actually cause ice loss. By this
reasoning, the advective tendency and the SW forcing are the
most likely forcing terms to cause SIA loss in June and July, while
the advective tendency and the combination of LW, SH, and LH
fluxes are the most likely forcing terms to cause SIA loss in
August. Advection and SW flux (for high concentration sea ice)
appear to be the only two terms that consistently have a potential
causal link to local SIC loss (Figure 4).

Statistical Analysis of Summer Cyclone

Effects on Sea Ice

The statistical relationships between each forcing term and both
local (Figure 4) and regional (Figure 5) changes in sea ice provide
context for understanding how cyclones affect sea ice, as cyclones
locally change the surface energy balance in sea ice-covered areas
and induce anomalous wind forcing on sea ice. Figure 6 shows
the differences in the average 1-5 day change in SIA (A-C) and
SIC (D-F) between cyclone and non-cyclone days in each month
during the study period, where non-cyclone days are simply the
days in which there is no valid cyclone case inside or within
300 km of the ECB region boundary. The presence of a cyclone is
associated with an average of about 3 x 10* km” less SIA loss over
a 5-day period in June and July compared to days without
cyclones. In August, however, the presence of a cyclone is
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associated with about 1 x 10*km® more 1-day SIA loss, on
average. The smaller amount of SIA lost from 1-5day after
cyclones in June is greater than the climatological variability in
SIA changes (represented by the error bars in Figure 6A
extending + 1 standard deviation from the mean values).
Similarly, the increased 1-day SIA loss in August that is
associated with cyclones is also outside of the range of
climatological variability in SIA changes in August.

The presence of a cyclone in June and July is also associated with
less local SIC loss, while cyclones in August are associated with
slightly more local SIC loss (Figures 6D-F). Cyclones decelerate
SICloss by about 1% in the 20-30% SIC bin in June, and by slightly
more than 1% in the 20-50% SIC bins in July. Cyclones in July and
August, however, are also associated with an accelerated SIC loss by
about 1% for higher concentration sea ice (Figures 4D-F). The
differences in local SIC changes between cyclone and non-cyclone
days are rarely outside the range of climatological variation of SIC
changes in each month, indicating that cyclones have a less
significant effect on 1-5 day changes in local SIC than they do
on the 1-5 day changes in the region-wide SIA.

The key takeaways from Figure 6 are that 1) cyclone days in
June and July have less local and region-wide ice loss compared to
days without cyclones, 2) cyclone days in August have slightly
more local and region-wide ice loss compared to days without
cyclones, and 3) the greater ice loss following August cyclones
only persists for about 1 day after the cyclone day. The remainder
of this section focuses on the cyclone days in order to understand
the cyclone-related surface forcings that are responsible for the
reduced 1-5 day ice loss in June and July and the accelerated 1-
day ice loss in August.

Figure 7 shows differences in the average 1-5 day change in
SIC between grid points in the upper and lower quartiles of each
component of the surface atmospheric energy flux on cyclone
days. In June, grid points in the upper SW flux quartile experience
significantly more 1-5 day SIC loss than grid points in the lower
SW flux quartile, regardless of the initial SIC (Figure 7A). In
contrast, grid points in the upper quartiles of both LW flux
(Figure 7D) and the surface heat flux (Figure 7G) experience
significantly less SIC loss than grid points in the lower quartiles of
each flux. This unintuitive relationship in which larger surface
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heat fluxes and LW fluxes are associated with decreased SIC loss
suggests that these fluxes do not drive the local changes in SIC,
but co-vary with other surface forcings that do. For example, the
cloud radiative forcing at the surface is negative in the shortwave
and positive in the longwave. Because the negative SW anomalies
due to clouds in June tend to be larger in magnitude than the
positive LW anomalies (e.g., Finocchio et al., 2020), cloudy grid
points frequently end up having less ice loss despite having
positive LW flux anomalies.

In July and August, the difference in SIC change between the
upper and lower quartiles of SW flux depends on the SIC; strong
SW fluxes are associated with less 1-5 day SIC loss for initially
low-concentration sea ice, and more SIC loss for initially high-
concentration sea ice (Figures 7B,C). This suggests that as the
melt season progresses, stronger SW fluxes continue to be an
important factor in accelerating the local SIC loss for initially high
ice concentrations, while other factors begin to play a greater role
in accelerating local SIC loss at lower ice concentrations. One of
those factors is the surface heat flux. Low ice concentration
(SIC<40%) grid points in the upper quartile of surface heat
flux in July and August experience 1-2% more 1-day SIC loss
on average than grid points in the lower quartile of surface heat
flux (Figures 7H,I). The surface heat flux is a function of both the
surface wind speed and the surface temperature and moisture
disequilibrium. We find that the 2-m air temperature
differentiates grid points in the upper versus lower quartiles of
the surface heat flux better than the 10-m wind speed; grid points
with ice concentration <40% that are in the upper heat flux
quartile in July and August are consistently 2°C warmer, on

average, than grid points in the lower heat flux quartile, while the
average 10-m wind speed of grid points in each quartile differs by
less than 1 m s™'. This indicates that the warm air masses that
Arctic cyclones transport poleward into the Arctic (e.g., Fearon
etal,, 2020) are capable of accelerating the short-term loss of low-
concentration sea ice later in the melt season by locally increasing
the surface heat flux over sea ice.

Figures 8A-C shows the differences in each term in the
surface energy budget between grid points in the upper versus
lower-quartiles of 3-day SIC change on cyclone days, where the
upper quartile here represents the largest local SIC loss. We note
that in all 3 months, differences in each flux are never larger than
the climatological variability of each term (indicated by error bars
extending + 1 standard deviation from the mean values), which
indicates that factors other than the local surface energy flux from
the atmosphere also contribute to local SIC variability during the
summer. Nevertheless, these differences are still useful for
understanding the relative contributions of each atmospheric
flux to local SIC loss. In June, the net flux is ~19W m™
larger on average for grid points in the upper quartile of SIC
loss in the 20-30% SIC bins. This larger net flux is due to a larger
SW flux that is only partially offset by a smaller LW and sensible
heat flux. For the grid points with SIC between 30 and 60%,
however, the larger SW fluxes are completely offset by reduced
LW and surface heat fluxes. In July and August, differences in the
average LW and surface heat fluxes between grid points in the
upper and lower quartiles of SIC loss are generally less than 5 W m ™2,
and differences in the net flux are due primarily to differences in the
SW flux. Low-concentration sea ice grid points that experience the
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most SIC loss have net and SW fluxes that are 10-15 W m™> smaller
than grid points that experience the least SIC loss. For higher
concentration sea ice in July and August, however, the largest
SIC loss is associated with 10-15W m™> larger SW fluxes. This
is consistent with Figures 7B,C, which showed that larger SW fluxes
in July and August are only associated with enhanced sea ice loss for
high concentration sea ice.

Figures 8D-F shows differences in the 10-m wind speed, the
10-m meridional wind, the mid-level (800-450 hPa) cloud
fraction, and the 2-m air temperature between grid points in
the upper versus lower quartiles of SIC loss on cyclone days. We
only consider mid-level clouds because of their relatively large
SW radiative forcing and because their variability is more closely
tied to cyclones than the fog and low-level stratiform clouds that
are prevalent in the Arctic during summer (Eastman and Warren
2010). Similar to the surface fluxes, differences in each of the
variables shown in Figures 8D-F are never larger than the
climatological variability, but are still useful for understanding
the relative contributions of each variable to anomalous local SIC
loss. In June, surface winds tend to be slightly weaker and less
southerly on average at grid points with the most SIC loss. The
SIC advection by the 10-m wind is more negative by about 1.5%
per day for low concentration sea ice. Furthermore, the 2-m
temperature is cooler by up to 1.5C and the mid-level cloud
fraction is 5-8% lower at grid points with the most SIC loss,
which is consistent with a larger SW flux (Figure 8A). Together,
these results suggest that the largest 3-day reductions in local SIC
during June tend to occur where conditions are calmer, clearer,
and cooler. By July and August, the surface wind speed and
surface temperature are strikingly similar between grid points
with the largest and smallest 3-day SIC loss, but the meridional
wind component tends to be more southerly for the largest SIC
loss. The differences in the mid-level cloud fraction have more of
a dependence on the SIC than in June. For high-concentration sea
ice, large local SIC loss is associated with reduced mid-level cloud
fraction (Figures 8E,F) and increased SW flux (Figures 8B,C), as
in June. However, the largest local reductions in low-
concentration sea ice in July and August are associated with a
larger cloud fraction and smaller SW fluxes. This combined with
the increased southerly wind and more negative SIC advection by
about 2% per day on average for low-concentration sea ice in July

and August suggests that cloudy, southerly flow regimes
increasingly accompany large local SIC loss events in the
Arctic as summer progresses.

Certain surface wind regimes may promote the strong,
negative SIC advection that is frequently associated with large
reductions in low-concentration sea ice. To further explore this,
we compute differences in the total wind speed and each
component of the local wind vector between cases in the
upper versus lower quartiles of SIC advection (Figure 9). In
all 3 months, grid points that experience strong SIC advective
tendencies have an average total and zonal wind speed that is
similar to grid points that experience weak SIC advection.
However, the average meridional wind speed is up to 1.5m s
larger (i.e., more southerly) at grid points with the largest negative
SIC advection. The more southerly wind component associated
with strong negative SIC advection also becomes more apparent as
the melt season progresses. Thus, the meridional wind component
is what determines how much negative SIC advection occurs
within the ECB region—particularly later in the melt season
when low concentration sea ice is prevalent. The preference for
large negative SIC advection under southerly wind conditions
likely relates to the primarily northward-directed SIC gradient
within this region of the Arctic (Figure 2).

Comparison of an Early and a Late Season

Cyclone

A key result from the previous section is that the surface forcings
that differentiate large from small local and regional ice loss
events vary over the course of the melt season and depend to
some extent on the initial ice concentration. In this section, we
further explore the seasonal dependence of cyclone impacts on
sea ice by comparing two cyclone cases that impacted the same
region of the Arctic early and late in the melt season. As in the
previous section, the analysis of cyclone impacts focuses on the
surface wind and energy forcing.

The two selected cyclones occurred in June 2012 and August
2016. Both cyclones reached a similar maximum intensity and
affected sea ice in the East Siberian Sea. The June 2012 cyclone
emerged from Siberia on 19 June and intensified as it moved
toward the northeast, reaching a maximum intensity of 970 hPa
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contour indicating the sea ice edge. Sea level pressure contours are drawn every 5 hPa less than 1,000 hPa. (C,D) Sea ice concentration (shading), cyclone track (red
line) and daily averaged surface wind vectors on June 20, 2012 (C), and August 15, 2016 (D). (E,F) Probability density of SIC within the white outlined region in A-D
on each date colored according to SIC bins as in Figure 2. The vertical dashed line in 10E,F denotes the average SIC within the outlined region.

at 12Z on 20 June. The August 2016 cyclone was located further
north and translated eastward from the Laptev Sea, reaching a
maximum intensity of 968 hPa at around 12Z on 15 August and
maintaining that intensity for several hours as it made a loop into
the central Arctic. Figures 10A,B show the cyclone tracks and the
sea level pressure contours at 12Z on the day when the cyclones
were near their peak intensity. The color shading denotes the net
surface energy flux anomalies relative to the 1999-2018 average.
Both cyclones have areas where the net flux over sea ice is more

than 20 W m™2 higher than the 20-year average. In both cases, the
positive net flux anomalies are primarily associated with positive
anomalies in the net longwave, sensible, and latent heat fluxes,
while the negative net flux anomalies are associated with negative
anomalies in the net SW flux (not shown). The middle panels
(10C,D) show SIC and daily averaged 10-m wind vectors, and
reveal that positive surface flux anomalies tend to coincide with
where the surface winds are directed off of the Eurasian continent.
The bottom panels (10E,F) show the distributions of SIC within
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black line is the total sea ice area and the dotted black line is the 20-year average sea ice area in the region (right y-axis).

the boxes outlined in Figures 10A-D. The June cyclone primarily
affected sea ice with concentrations >60%, much of which was
adjacent to the Siberian coast. Consequently, internal ice forces
were likely to be considerably stronger in this case than in August,
greatly reducing the wind-induced drift of sea ice. In contrast, the
August 2016 cyclone affected lower-concentration sea ice that
was further from the Eurasian coastline. This made the sea ice
more susceptible to drifting in response to the surface winds of
the cyclone.

Figures 11A,B show times series of the area-weighted average
within the outlined regions in Figure 10 of the surface energy flux
and the mid-level cloud fraction anomalies (relative to the 20-

year average) for each cyclone. Quantities are only averaged over
grid points covered by sea ice or open water (i.e., land points are
excluded). Figures 11C,D show time series of the maximum 10-
m wind speed, 2-m temperature, and SST averaged in the same
region as in Figures 11A,B. During both cyclones, the largest
positive anomaly in the net surface energy flux occurs about 6 h
after the largest positive anomaly in mid-level cloud fraction.
During the June cyclone, surface flux anomalies reach a local
maximum about 12 h before the peak 10-m wind speeds occur,
while the peak wind speed and surface flux anomalies roughly
coincide during the August cyclone. In both cyclones, the sensible
heat flux is the largest positive anomalous energy forcing, which is
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likely due to the combination of strong surface winds and above
average 2-m temperature. The largest negative anomalies in the net
SW flux associated with the cloud cover from each cyclone case
occur at local noon (~00Z) on 20 June and 15 August, respectively.
Despite clouds reducing the downward SW flux by a larger amount
in June, the magnitude of the negative anomalies in the net SW flux
is similar during the June and August cyclones, which is likely
because the area-averaged surface albedo in June (0.55 on 20 June)
is so much larger than in August (0.18 on 15 August).

Figures 11E,F show times series of the SIC distributions. In
August, the initial SIC distribution has a much higher frequency
of low-concentration sea ice compared to in June. Furthermore,
the sea ice area in August 2016 (thick black line in Figure 11F)
was already 30-50% lower than the 20-year average ice area

Summer Cyclones and Sea Ice

TABLE 1 | Average values of each surface energy flux and SIC advective tendency
over different sets of grid points shown in Figures 12A,C,E,G during the June
2012 cyclone: All grid points (“All”), only grid points with 5-day SIC loss (“Ice
Loss”), grid points in the upper decile of total cloud fraction (“Cloudy”) and grid
points in the lower decile of total cloud fraction (“Clear”).

June 2012 SwW LW Heat Net SIC Adv.
Wm?) Wm?) Wm?) Wm? (%day™)
All 111 -24 8 95 -0.2
Ice Loss 157 -40 34 150 -1.1
Cloudy 73 -5 -3 65 0.5
Clear 178 -48 31 161 -1.6

TABLE 2 | As in Table 1, but for the grid points shown in Figures 12B,D,F,H
during the August 2016 cyclone.

August 2016 sSwW LW Heat Net SIC Adv.
Wm?) Wm?) Wm?) Wm? (%day’)
All 63 -10 4 57 -0.2
Ice Loss 60 -10 4 54 -1.3
Cloudy 52 -5 9 56 0.5
Clear 82 -22 -4 56 0.4

within this sub-region (dotted black line). As a result, both the
reductions in sea ice area and the shift toward lower
concentration sea ice associated with the August 2016 cyclone
are more apparent than for the June 2012 cyclone. The June 2012
cyclone also induces a distributional shift toward lower
concentration sea ice, but has almost no effect on the total sea
ice area (Figure 11E). Moreover, the distributional shift in SIC
during the June cyclone is only temporary, as the SIC distribution
begins to resemble the pre-cyclone distribution 2 days after the
passage of the cyclone. These differences in the apparent sea ice
impacts of two cyclones that have similar intensity and similar
effects on the surface energy balance emphasize the importance of
the initial sea ice state for anticipating how cyclones will affect sea
ice on short time scales (Lukovich et al., 2021).

Figure 12 shows scatter plots of the 5-day change in SIC versus
the various surface forcing terms computed from ERA-5 within
the boxed region outlined in Figures 10A,B, and for grid points
with SIC between 20 and 80%. The surface energy fluxes in
Figures 12A-F and the winds used to compute the advective
tendencies in Figures 12G,H are averages of ERA-5 fields at four
6-hourly time steps in each day. In order to increase the sample
size, the scatter plots include data from 2 days for each cyclone
case during which there were positive net surface flux anomalies
in Figures 11A,B (19 and 20 June for the 2012 cyclone, and 15
and 16 August for the 2016 cyclone). Points in Figure 12 that
correspond to grid points in the upper decile of total cloud
fraction are outlined in black.

The relationship between the SW flux and changes in SIC
varies considerably between the June and August cyclones. For
the June cyclone, the relationship between local SIC change and
SW flux (Figure 12A) is negative (r = -0.59), indicating that
stronger SW flux is associated with enhanced local SIC loss. The
sign of the relationship is consistent with climatology
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(Figure 4A), but the magnitude is much larger. In contrast, the
relationship between local SIC change and SW flux for the August
cyclone is weakly positive (r = 0.24, Figure 12B). Tables 1 and 2
list the average values of each flux over all the grid points shown
in Figure 12 (“All”), grid points with 5-day SIC loss (“Ice Loss”),
and grid points in either the lower decile of total cloud fraction
(“Clear”) or the upper decile (“Cloudy”). Only a small fraction of
the grid points in June experience SIC loss, but among those, the
average SW flux is 41% larger than the average SW flux over all
grid points in Figure 12A (Table 1). In contrast, the SW flux
among the much larger number of grid points that experience SIC
loss in August (60 W m™?) is similar to the overall average (63 W
m?), suggesting that the SW flux plays less of a role in local SIC
changes in August. The smaller role of the SW flux in modulating
sea ice variability in August may relate to a weaker cloud SW
radiative forcing during the August cyclone. We estimate the
cloud SW radiative forcing by comparing the downward component
of the SW flux between the clear and cloudy grid points for each
cyclone case. In June, the average downward SW flux is 371 W m™>
for clear grid points and 135 W m ™ for cloudy grid points, so clouds
reduce the downward SW flux at the surface by 64%. During the
August cyclone, clouds only reduce the downward SW flux by 38%
relative to clear skies. Thus, the cloud SW radiative forcing is 26%
smaller for the August cyclone than for the June cyclone. Because the
average surface albedo is similar for clear and cloudy grid points in
June and August, the reduced cloud SW radiative forcing in August
means that clouds associated with the August cyclone have a
significantly smaller impact on how much SW radiation is
absorbed at the surface than clouds associated with the June cyclone.

In terms of the LW flux, we find a strong positive relationship
between SIC change and LW flux in June (Figure 12C) and a
weak negative relationship in August (Figure 12D). The positive
relationship in June, in which stronger (or less upward) LW fluxes
are associated with less SIC loss, is consistent with the climatology
in this region (Figure 4A and Figure 5A) and, as discussed
earlier, is likely a result of strong covariances between the LW and
SW flux. The average LW flux in clear conditions is more negative
than in cloudy conditions by 43 W m2 in June (Table 1), which
on its own would favor less ice loss, but the 105 W m ™ increase in
SW flux in clear conditions compared to cloudy conditions more
than compensates for the reduced LW flux. In August, the
averages of both the SW and LW fluxes over ice loss grid
points are similar to the respective averages over all grid
points. In addition, the net radiative flux (SW + LW) in
cloudy conditions is only about 13 W m™ larger than in clear
conditions in August (Table 2), providing further support for the
idea that clouds associated with the June cyclone are much more
likely to affect sea ice by changing the surface energy balance than
clouds associated with the August cyclone.

Although the surface sensible and latent heat fluxes contribute
substantially to the positive surface energy flux anomalies
associated with the cyclones (Figures 11A,B), the surface heat
flux on its own has only a weak relationship to local SIC loss in
both the June and August cyclones (Figures 12E,F). This is
because the magnitude of the heat flux is generally much
smaller than that of the net radiative flux (Table 1 and
Table 2). Nevertheless, the average heat flux for ice loss grid

Summer Cyclones and Sea Ice

points in June is 26 W m > larger than the average over all grid
points, indicating a supporting role of stronger heat fluxes in local
SICloss. The average heat flux is larger at clear grid points for the
June cyclone (Table 1), and at cloudy grid points for the August
cyclone (Table 2). However, the increased heat flux in cloudy
conditions during the August cyclone does not appear to be the
main cause of local SIC loss within the region of interest, as the
average heat flux for ice loss grid points during the August
cyclone is the same as the average over all grid points (Table 2).

Figures 12G,H show the relationship between 5-day SIC
change and the SIC advective tendency from the 10-m winds.
For both the June and August cyclones, the sign of the
relationship is positive and significant at the 98% confidence
level. In addition, higher concentration sea ice tends to be
associated with the weakest advective tendencies, while lower
concentration sea ice is associated with stronger advective
tendencies. Because the June cyclone primarily impacts higher
concentration sea ice, the positive relationship between SIC
advection and the local change in SIC is somewhat weaker
than that for the August cyclone (r = 0.43 in June vs 0.53 in
August). This is consistent with Figure 4, which shows that the
magnitude of the correlation between SIC loss and the negative
SIC advection is largest for low concentration sea ice in August.
Nevertheless, the average advective tendency over ice loss grid
points for both of the cyclone cases is more negative than the
average over all grid points by about 1% per day (Tables 1 and 2).
Unlike the surface energy fluxes, whose contributions to local SIC
loss vary considerably between the June and August cyclones, sea
ice advection has a consistent relationship to the local changes in
SIC for both cyclone cases.

DISCUSSION AND CONCLUSION

This study quantifies the effect of cyclone winds and surface
energy forcing on sea ice within the Pacific sector of the Arctic
during the melt season months of June, July, and August. We
consider the climatology of sea ice change during these months,
as well as the statistics of cyclone effects on sea ice for a large
sample of cyclone cases and for two individual cyclone cases that
impacted sea ice in the East Siberian Sea near the beginning and
end of the melt season.

From the statistical analysis of the large set of summer
cyclones, we find that cyclone days in June and July have less
local SIC loss and less region-wide SIA loss compared to days
without cyclones. In contrast, cyclone days in August tend to be
followed by slightly more SIC and SIA loss than non-cyclone
days, although the relative enhancement of ice loss only persists
for about 1 day. Although this analysis is limited to the Pacific
sector of the Arctic, these results are broadly consistent with the
localized effects of cyclones on sea ice cover throughout the Arctic
marginal ice zone (Finocchio et al., 2020; Schreiber and Serreze
2020).

The SW flux has the largest influence of all terms in the surface
energy budget on both local and regional ice loss during the
summer. In June and July, larger SW fluxes are associated with
more short-term ice loss than smaller SW fluxes. Consequently, the
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largest reductions in local SIC in June tend to occur when skies are
clear, indicating that the cloud radiative forcing is a key mechanism
by which cyclones affect sea ice on short time scales early in the
melt season. Calm and slightly cooler conditions in June also tend
to be associated with larger local SIC loss, possibly because such
conditions frequently accompany the clear skies that result in
stronger SW fluxes at the surface. Later in the melt season, this
correspondence between stronger SW fluxes and accelerated ice
loss is only apparent for initially higher concentration sea ice. By
August, cloudier conditions with more southerly surface winds are
associated with slightly more local SIC loss. This suggests that the
increased surface heat fluxes and enhanced sea ice advection in the
warm sector of August cyclones enable these late-summer cyclones
to be statistically associated with slightly enhanced local sea ice loss.

The advective tendency of SIC due to the 10-m wind is one of the
most consistent predictors of both local and regional ice loss for the
large sample of cyclones in the ECB region. We find the strongest
relationship between advection and sea ice loss for low concentration
sea ice in August. This supports previous studies arguing that the
reduced mechanical strength of lower concentration sea ice makes it
more susceptible to wind-induced drift and deformation (Hakkinen
et al,, 2008; Rampal et al., 2009; Spreen et al., 2011). The magnitude
of the SIC advection within the ECB region is primarily controlled by
the meridional component of the wind, with southerly winds
favoring stronger negative sea ice advection. It is worth noting,
however, that wind-driven advection only affects sea ice cover at a
particular location, but does not affect the total sea ice volume across
the Arctic.

We also analyzed two cyclones that reached a similar
maximum intensity and affected a similar area in the East
Siberian Sea, but at different times during the melt season.
The early season cyclone that occurred in June 2012 primarily
affected high concentration sea ice that extended from the
central Arctic to the Siberian coast, while the late season
cyclone that occurred in August 2016 affected an area of
lower concentration sea ice located farther from the coast. In
both cyclones, positive anomalies in the net surface energy flux
are primarily a result of positive sensible heat flux anomalies,
while negative anomalies in the net surface energy flux are due
to negative SW flux anomalies. The magnitude and duration of
positive anomalies in the net surface energy flux and surface
wind speed are comparable between the two cyclones, yet the
changes in the underlying sea ice distributions that followed the
two cyclone cases are quite different. The August 2016 cyclone
was followed by a reduction in sea ice area and a shift toward
lower concentration sea ice (Figure 11F). Meanwhile, there was
only a temporary shift toward lower SIC and no change in sea
ice area (Figure 11E) following the June 2012 cyclone. This
temporary shift to lower SIC may be an artifact of melt ponds
being misclassified as open ocean (e.g., Meier et al., 2015), and
this requires further investigation. Nonetheless, these apparent
differences in the sea ice impacts of the two cyclones, despite
their similar surface wind and energy forcing anomalies on sea
ice, underscore the importance of the initial sea ice state and
coupled upper ocean processes for determining the extent to
which a cyclone impacts sea ice on short time scales (Lukovich
et al., 2021).

Summer Cyclones and Sea Ice

A more detailed analysis of the surface energy balance and sea
ice advection confirms many of the findings from the large set of
cyclones regarding the evolving nature of how each forcing
contributes to local sea ice changes during the melt season.
For instance, SIC loss has a close relationship to the SW flux at
each grid point during the June cyclone, and a relatively weaker
relationship to SW flux during the August cyclone. The sign of
the relationship between SIC loss and the LW flux is the
opposite of that between SIC loss and the SW flux, which is
not surprising given the strong anti-correlation between SW
and LW fluxes. The different magnitudes of each radiative flux
in June versus August ultimately determine which flux is most
influential in the net. In June, the SW fluxes are so strong and
the modulation of SW fluxes by clouds so large that variability in
the SW flux is the most influential term in the surface energy
budget in terms of local sea ice loss. Specifically, the decreased
SW flux at the surface due to clouds reflecting sunlight far
outweighs the increased LW flux at the surface due to clouds in
June, such that clouds in June appear to behave more like an
umbrella than a blanket (Perovich 2018). By August however,
clouds behave like neither an umbrella nor a blanket in the net
because the amount by which clouds decrease the SW flux at the
surface, on average, is comparable to the amount by which they
increase LW flux at the surface. As a result, the difference
between clear and cloudy conditions is more likely to
determine how much local SIC loss occurs during the June
cyclone than during the August cyclone.

Although we generally find that larger surface heat fluxes are
associated with enhanced ice loss in both the large sample of
cyclones and for the two cyclone cases, this relationship is weaker
than what was expected based on previous studies. Zhang et al.
(2013) and Stern et al. (2020), for example, found that the
anomalous sensible heat flux was the primary cause of the
enhanced surface ice melt that occurred during the Great
Arctic Cyclone of August 2012. The August 2016 cyclone
analyzed in this study is comparable in many ways to the
Great Arctic Cyclone, except that it was located further north
and, perhaps as a result, was not associated with as much warm
air advection from the Eurasian continent over sea ice. Based on
our analysis in this study, the surface heat flux during the August
2016 cyclone was too small to explain the enhanced local SIC loss
that followed. Instead, the SIC advection due to the surface wind
forcing has a stronger statistical relationship to the local SIC loss
following the August 2016 cyclone. This difference from the
Great Arctic Cyclone in August 2012 highlights how the
cyclone location relative to both land and the sea ice edge, and
the underlying characteristics of the sea ice critically determine
how a given cyclone will affect sea ice. Whether processes such as
upper-ocean mixing, which was found to be a key cause of ice loss
during the Great Arctic Cyclone, also contribute to the sea ice loss
following the August 2016 cyclone requires further investigation.
Fully coupled simulations of a diverse sample of Arctic summer
cyclones spanning multiple decades would provide a richer
understanding of the many ways in which cyclones affect sea
ice, and could offer important clues as to how decadal variability
and the rapidly evolving Arctic environment affect cyclone
impacts on sea ice.
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Energy budget decompositions have widely been used to evaluate individual process
contributions to surface warming. Conventionally, the top-of-atmosphere (TOA) energy
budget has been used to carry out such attribution, while other studies use the surface
energy budget instead. However, the two perspectives do not provide the same
interpretation of process contributions to surface warming, particularly when executing
a spatial analysis. These differences cloud our understanding and inhibit our ability to shrink
the inter-model spread. Changes to the TOA energy budget are equivalent to the sum of
the changes in the atmospheric and surface energy budgets. Therefore, we show that the
major discrepancies between the surface and TOA perspectives are due to non-negligible
changes in the atmospheric energy budget that differ from their counterparts at the
surface. The TOA lapse-rate feedback is the manifestation of multiple processes that
produce a vertically non-uniform warming response such that it accounts for the
asymmetry between the changes in the atmospheric and surface energy budgets.
Using the climate feedback-response analysis method, we are able to decompose the
lapse-rate feedback into contributions by individual processes. Combining the process
contributions that are hidden within the lapse-rate feedback with their respective direct
impacts on the TOA energy budget allows for a very consistent picture of process
contributions to surface warming and its inter-model spread as that given by the
surface energy budget approach.

Keywords: lapse-rate feedback, climate feedbacks, surface warming, feedback decomposition, inter-model
spread, air temperature feedback, TOA energy budget, surface energy budget

INTRODUCTION

The Intergovernmental Panel on Climate Change (IPCC) Assessment Report (AR) five states that the
warming of the climate system is unequivocal [IPCC, 2013]. There is a clear globally averaged
combined land and ocean surface warming of ~0.85 K with a 90% confidence interval of 0.65-1.06 K,
calculated by a linear trend over the period 1880-2012 (Hartmann et al., 2013). Over the same time
period there has also been a pronounced increase in well-mixed greenhouse gases, particularly carbon
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dioxide (CO,), due to human activities (Hartmann et al., 2013).
This anthropogenic increase in CO, is the primary driver of the
surface warming, which is corroborated by simple climate models
and complex coupled global climate models demonstrating that
increasing the CO, concentration leads to a warming of the surface
(Manabe and Wetherald 1975; Robock 1983; Washington and
Meehl 1984; Schlesinger and Mitchell 1987; Manabe et al., 1991).
Increased CO, triggers not only an increase of surface
temperature but influences many other climate variables
through the complex interactions of the climate system. These
perturbed climate variables, including surface and air
temperatures, atmospheric water vapor, clouds, ice coverage,
feedback on each other leading to the observed or simulated
response of the climate system to an increase of CO,. A particular
emphasis has been placed in the climate literature on
understanding the surface warming response to an increase of
CO,, and thus understanding how the different climate feedbacks
triggered by the CO, increase contribute to the surface
temperature response. With this purpose in mind, many
climate feedback analysis methods have been developed to
attribute and understand the contributions of individual
climate feedbacks to surface warming (Wetherald and Manabe
1988; Cess et al., 1996; Aires and Rossow 2003; Gregory et al.,
2004; Soden et al., 2008; Lu and Cai 2009a; Lahellec and Dufresne
2013). The advantages and disadvantages of these methods have
been previously discussed (Aires and Rossow 2003; Soden et al.,
2004; Stephens 2005; Bony et al., 2006; Bates 2007; Cai and Lu
2009; Klocke et al., 2013; Lahellec and Dufresne 2013, 2014).
The most commonly applied methods use a top-of-atmosphere
(TOA) energy budget analysis to attribute the different climate
feedback effects on surface temperature. The TOA serves as a
natural reference point as it determines the total energy budget of
Earth’s climate system. An advantage of using a TOA point-of-
view is that radiative processes dominate the TOA energy budget.
In a global-mean analysis, at equilibrium, all that has to be analyzed
is the insolation, outgoing solar radiation, and outgoing longwave
(LW) radiation (OLR), while oceanic and atmospheric heat
transport must also be taken into account in a spatial analysis.
Due to the extensive spatial coverage and reliability of recent
satellite measurements of outgoing solar and LW radiation
compared to surface measurements of radiative fluxes, latent
and sensible heat fluxes, and dynamic transport, the TOA
perspective is the favored method when performing
observation-to-model feedback comparisons (e.g., Thorsen et al,
2018; Kramer et al., 2021). The TOA energy budget is thought to be
a proper tool to evaluate surface temperature change, as moist
convection in the Tropics leads to a vertical temperature profile
that follows the moist lapse rate; this makes tropical atmospheric
warming proportional to the surface warming (Hansen et al., 1997;
Sobel et al., 2001; Goosse et al., 2018). Since moist convection only
connects the surface to the troposphere, stratospheric adjustment is
typically carried out, such that the radiative equilibrium response
in the stratosphere is included in the radiative forcing at the TOA,
or alternatively the analysis is carried out at the tropopause instead
of the TOA (Hansen et al., 1997). Strong static stability at high
latitudes, however, suppresses deep convection decoupling the
surface from most of the troposphere. Thus, the applicability of

Comparing TOA and Surface Perspectives

using the conventional TOA feedback analysis to evaluate surface
temperature change at high latitudes has been brought into
question (Pithan and Mauritsen 2014; Payne et al, 2015
Goosse et al,, 2018). The simplicity of the TOA perspective is
also a limitation, as studies indicate the TOA lapse-rate feedback is
a reflection of multiple processes (including non-radiative and
non-local processes) that establish the non-uniform vertical
warming pattern (Cai and Lu 2009; Cronin and Jansen 2016;
Feldl et al., 2020; Boeke and Sejas, 2021). To avoid some of the
limitations in the conventional TOA feedback analysis, recent
studies have used the surface energy budget to analyze climate
feedback effects on surface temperature (Andrews et al., 2009; Lu
and Cai 2009b; Pithan and Mauritsen 2014; Lainé et al., 2016; Sejas
and Cai 2016; Boeke and Taylor 2018), as surface temperature
change is directly connected to surface energy flux changes.
However, the simplicity, utility, and long-standing tradition of
the TOA perspective have made it the preferred way to evaluate
climate feedback contributions to surface warming.

Regardless of perspective, we contend that the forcing and
feedback analysis should provide, at minimum, the same
qualitative conclusions for the CO, forcing and all the different
radiative feedback contributions to the surface warming. After all, we
do not want differing perspectives to provide contrasting views on
which radiative feedbacks contribute most to global warming, polar
warming amplification (PWA), or whether a specific radiative
feedback amplifies or reduces the surface warming. Otherwise, it
would be difficult to gain a true understanding of the warming
response and spatial pattern, and thus difficult to comprehend the
causes of the inter-model warming spread in model projections. If
differences exist it is important to understand their physical cause and
evaluate whether these differences are model dependent or robust
features of climate models.

Unfortunately, previous studies show that the magnitude and
spatial structure of TOA radiative feedbacks do differ from their
surface counterparts, particularly LW feedbacks (Previdi and
Liepert 2012; Pithan and Mauritsen 2014; Colman 2015). The
differences are mainly due to the large atmospheric optical depth
in the LW that causes TOA LW feedbacks to be predominantly
impacted by upper tropospheric changes, while surface LW
feedbacks are impacted by lower tropospheric changes.

Ideally, we should be able to unify the two perspectives to
provide a consistent picture of process contributions to
surface warming and its latitudinal pattern. The goal of
this study is thus to analyze and explain the differences
between the results given by the TOA and surface energy
budget decompositions by evaluating the impact of the
atmospheric energy budget. Then, on the basis of the
understanding gained, we seek to reconcile the results
provided by the two perspectives.

FEEDBACK ANALYSIS
TOA Perspective

Feedback analysis methods, such as the partial radiative
perturbation (PRP; Wetherald and Manabe 1988) and
radiative kernel techniques (Soden et al, 2008) have used a
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TOA perspective to analyze forcing and feedback contributions to
surface warming. The TOA feedback analysis makes use of the
perturbation of the TOA energy budget triggered by some
external forcing,

OEr04
ot

A = ASTOA - ARTOA + ADyn_trans, (1)
where the term on the left is the change in the heat uptake below
the TOA for a given grid point. ASyp, is the change in net
incoming solar or shortwave (SW) radiative flux, ARro, is the
change in net outgoing longwave (LW) radiative flux, and
ADyn_trans is the change in net heat transport into the
column below the TOA by the atmosphere and ocean
dynamics. The radiative perturbation is then assumed small
enough to linearize,

A(S554 = Ri0A) + A(Stos — REGA) + A(S%A - R%A)
A(Sroa — Rroa) = MAR, R
Asalb _ TOA AT — TOA ATS
TOA ; o, T

(2

where the change in radiative flux has been decomposed
into changes in radiative flux caused by the external
forcing (ext), water vapor changes (wv), cloud changes
(cld), surface albedo changes (alb), atmospheric
temperature changes over M atmospheric layers, and
surface temperature changes. Substituting (2) into (1) and
rearranging the equation gives

A(STo4 — R704) + A(Stha — RED,) + A(SCT%A - RCTIgA)

PRron v, = MoR OF
or, As;IgA TOA AT, + ADyn_trans — A —24
=i
3)
In the conventional TOA feedback analysis, it is also

common for the atmospheric temperature change to be
decomposed into an atmospheric temperature response equal
to the surface temperature change plus the deviation from vertical

uniformity,
oL OR o< OR oL OR

Z TOAATj: 3 TOA ATS—Z TOA(AT AT)

& OT; ~ oT

j=1 ) j=1 J
(4)
After substituting (4) into (3) and rearranging, (3) becomes

A(S750 = Riga) + A(Siou = Ripa) + A(S764 — Riga)+

M+1
oR
z TOA AT. =

MOR OE ,
=1 aT; ASTE  — Z B;O_A (AT]- - ATS) + ADyn_trans — A aTtOA
=1 j
(©)
where ‘M+1’ corresponds to the surface layer ‘s, and
ZAfl a§§0" (AT; - ATy) is known as the lapse-rate feedback. It

follows from (5) that if the external forcing causes an increase in net
energy flux into the climate system (positive value) the climate will
warm. Thus, if any of the changes triggered by the external forcing
causes the net energy flux into the climate system to further
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increase (positive value), the warming will be amplified, and
that process is said to be a positive feedback. On the other
hand, if the physical process enhances the energy loss to space
the warming will be suppressed and the process is said to be a
negative feedback. Considering equilibrium conditions, the heat
uptake term disappears in (3) and (5). The non-radiative heat
transport term will vanish in (3) and (5) by taking a global-mean.

Surface Perspective

While much less common in the climate literature, feedback
analysis methods have also employed a surface perspective to
analyze the contributions of forcing and feedbacks to the surface
warming (Andrews et al., 2009; Lu and Cai 2009b; Pithan and
Mauritsen 2014; Lainé et al., 2016; Sejas and Cai 2016; Boeke and
Taylor 2018; Hu et al., 2018). The surface perspective entails the
use of the surface energy budget perturbed by the external forcing
and feedbacks,

A OE;
ot
where the terms are similar to (1), except everything is restricted

to the surface layer. Following a linearization similar to that in (2)
and after some rearrangement, (6) becomes

> = AS, — AR, + AQ" ", (6)

A(SP = R™) + A(SY" = RY) + A(SM - RM) + AS

MOR OE
TOA ATJ _ AQ:tan_rad _ A( 5)

2 aT

Jj=1

ot
)

Equation 7 states that the change in surface thermal emission is
equal to the sum of the net radiative flux change due to the external
forcing (ext), water vapor changes (wv), cloud changes (cld), surface
albedo changes (alb), and atmospheric temperature changes plus the
surface energy flux change due to non-radiative processes (such as
surface latent and sensible heat fluxes, and ocean heat transport)
minus the change in surface heat uptake. Therefore, if the external
forcing causes an increase in net energy flux into the surface layer, (7)
implies the surface will warm. If a feedback also increases the net
energy flux into the surface layer (positive value) it will amplify the
surface warming (i.e., positive feedback), but if it decreases the net
energy flux into the surface layer (negative value) it will counter the
surface warming (i.e., negative feedback). Unlike the conventional
TOA feedback analysis, climate studies using the surface perspective
do not decompose the atmospheric temperature change into that
equal to the surface temperature response plus the deviation from
vertical uniformity. Furthermore, notice that while the heat uptake
term would disappear for equilibrium conditions, the non-radiative
term in the surface perspective would not vanish in the global-mean.

Atmosphere’s Energy Budget

The TOA energy budget is equal to the vertical sum of the surface
and atmospheric energy budgets. Therefore, the atmospheric
energy budget can be used to understand the differences
between the surface and TOA energy budgets. The
perturbation of the atmospheric energy budget by an external
forcing is given by,
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OE;
A<§ (8)
which is similar to (6), except each term is evaluated at the i-th
atmospheric layer. The total atmospheric energy budget is the sum
of all M atmospheric layers. Summing the M atmospheric layers
and linearizing the radiative terms similar to (2), which is denoted
by subscript “atm”, provides the total atmospheric energy budget,

) = AS; — AR; + AQ ™,

A(So, — Rez) + A(Si, — Ri) + A(Sqy, - R
o %) o
= AOR OR :
ot +Asalb _ atm AT — atm AT, + A non_rad
atm = aT] J aT Qutm

The sum of corresponding terms in (7) and (9) are equal to
their corresponding terms in (3).

Climate Feedback-Response Analysis
Method

The 3-dimensional partial temperature changes due to external
forcing and climate feedbacks can be obtained by using the
climate feedback-response analysis method (CFRAM; Lu and
Cai 2009a; Cai and Lu 2009). At a given grid point, the CFRAM
considers the energy budget of its atmosphere-surface column to
evaluate the local temperature change needed to balance the local
energy flux perturbation:

-1
AT aR I:A(gext _I—iext> . A(ng _ﬁwv) + A<§Cld
oT

— non_rad ]

_ I_idd )

+AQ
(10)

where the vector symbol denotes the vertical profile of a variable
from the surface layer j = (M+1) to the top layer of the atmosphere j
= 1 with T standing for temperature, § for the vertical convergence
of shortwave radiative fluxes, R for the vertical divergence of
longwave radiative fluxes, and Q for the (horizontal or
vertical) convergence of non-radiative energy fluxes. In
(10), (&) is the Planck feedback matrix whose jth column
represents the vertical profile of (linearized) thermal
radiative cooling perturbation due to 1K warming in the
jthlayer alone. The CFRAM allows us to calculate the vertical
profile of partial temperature changes due to changes in
process x (e.g., water vapor, clouds, dynamics, etc. . .):

-1
AP - [ OR
oT

where AF®™ is the vertical energy flux perturbation profile due to
changes in process x. We can leverage the CFRAM results to
decompose the lapse-rate feedback in the TOA perspective and
the atmospheric temperature feedback in the surface perspective
into individual contributions by radiative and non-radiative
processes, respectively:

-»(x

AF (11)
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OR oR ; i
-y a;‘]’_‘* (aT)-8T.) =~ ¥ > a;(,)-A (ATY - ATY)
(12)

M aR M OR .
_Z] 1 aT Z Z] 1 aT AT (13)

The direct contribution of individual processes to the TOA
energy budget (i.e., from Eq. 5) can be combined with their lapse-
rate feedback contributions to produce the total TOA energy flux
perturbation due to process x,

x X M ORros
AFnet’,, = AFo, — ij1 e
J

(AT - ATY). (14)

Similarly, the direct contribution of individual processes to the
surface energy budget (i.e., from Eq. 7) can be combined with
their air temperature feedback contributions to produce the total
surface energy flux perturbation due to process x,

= AF?

X
AFnety, sfe ™

ZM aRSfc (15)

AT*.
j=1 aT] J

DATA AND ANALYSIS PROCEDURES
CMIP5 Simulations

All data used in this study are derived from the monthly mean
outputs of the Historical and RCP8.5 model simulations
produced by the Coupled Model Intercomparison Project
Version 5 (CMIP5), which are archived and freely accessible
at http://data.ceda.ac.uk/badc/cmip5/data/cmip5/ and https://
esgf-node.llnl.gov/search/cmip5/. Table 1 lists the 25 models’
simulations considered in this study, whereas Supplementary
Table S1 lists the seven models whose CMIP5 simulations are
archived in the CMIP5 websites but are not used in this study
because of the lack of either cloud fields or the information
necessary to process cloud fields. Only a single ensemble
member (rlilpl) is used for each model. The historical and
future climate states are evaluated as the 50-year means of the
1951-2000 period in the historical simulations and the
2051-2100 period in the RCP8.5 simulations. The surface
temperature difference between the future and historical
climate states of each model corresponds to the global
warming projection of that model. The specific output fields
of the historical and RCP8.5 simulations used in the analysis
include cloud area fraction (cl), mass fraction of cloud ice (cli),
mass fraction of cloud water (clw), specific humidity (hus), air
temperature (ta), mole fraction of O3 (tro3), surface air
pressure (ps), near-surface specific humidity (huss), surface
temperature (ts), surface downwelling shortwave radiation
(rsds), surface upwelling shortwave radiation (rsus), TOA
incident shortwave radiation (rsdt), surface upward sensible
heat flux (hfss), and surface upward latent heat flux (hfls). Well-
mixed greenhouse gas concentrations (e.g., CO,, CH,, and
N,O) are obtained from the RCP forcing database freely
accessible at https://tntcat.iiasa.ac.at/RcpDb/. The first six
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TABLE 1 | A list of the CMIP5 models analyzed in this study.

Model acronym

Comparing TOA and Surface Perspectives

Institution

The University of Tokyo, National Institute for Environmental Studies, and Japan Agency for Marine-Earth Science and

1 bcc-csm1-1 Beijing Climate Center
2 BNU-ESM College of Global Change and Earth System Science, Beijing Normal University
3 CanESM2 Canadian Centre for Climate Modelling and Analysis
4 CCSM4 National Center for Atmospheric Research
5 CESM1-BGC NSF/DOE, National Center for Atmospheric Research
6 CESM1-CAM5
7 CMCC-CESM Centro Euro-Mediterraneo per | Cambiamenti Climatici
8 CMCC-CM
9 CMCC-CMS
10 CSIRO-Mk3.6.0 CSIRO in collaboration with Queensland Climate Change Centre of Excellence
11 FGOALS-g2 Institute of Atmospheric Physics, Chinese Academy of Sciences, and Tsinghua University
12 GFDL-CM3 NOAA-Geophysical Fluid Dynamics Laboratory
13 GFDL-ESM2G
14 GFDL-ESM2M
15 GISS-E2-H NASA-Goddard Institute for Space Studies
16 GISS-E2-R
17 IPSL-CM5A-LR Institute Pierre-Simon Laplace
18 IPSL-CM5A-MR
19 IPSL-CM5B-LR
20 MIROC5
Technology
21 MPI-ESM-LR Max Planck Institute for Meteorology
22 MPI-ESM-MR
23 MRI-CGCM3 Meteorological Research Institute
24 NorESM1-M Norwegian Climate Centre
25 NorESM1-ME

variables are multi-level and interpolated into 17-level P
coordinate (1,000, 925, 850, 700, 600, 500, 400, 300, 250,
200, 150, 100, 70, 50, 30, 20, and 10 hPa) before conducting
the analysis. The results for of all 25 models have been
interpolated onto a common grid with a 1° x 1° horizontal
resolution.

Analysis Procedures

To obtain and isolate the radiative effects of the forcing and
feedbacks on the TOA, atmospheric, and surface energy budgets
the Fu-Liou radiative transfer mode (RTM; Fu and Liou 1992,
1993) is used for all offline radiative flux calculations at each
longitude-latitude grid point of the model using the 50-year
monthly mean outputs from the CMIP5 historical and RCP8.5
climate simulations. The radiative flux change at the TOA,
atmosphere, and surface due to a specific process (e.g. water
vapor change) is calculated by taking the perturbed 50-year
monthly mean field of the process in question from the
RCP8.5 simulations, with all other variables being held to their
50-year monthly mean fields from the historical simulations, and
using these fields as input in our offline radiative flux calculations;
then the historical radiative flux is subtracted from the perturbed
offline radiative flux giving the radiative flux change due to that
process alone, consistent with the PRP approach. As an extension
of the PRP approach, similar to the radiative kernel technique, the
partial derivatives in the above equations are obtained with the
offline radiative transfer model by individually perturbing the
temperature in each layer 7" by 1 K and calculating the perturbed
radiative flux at the TOA, atmosphere, and surface due to the 1 K
increase of that specific layer alone; then as before the

unperturbed radiative flux is subtracted from the perturbed
offline radiative flux giving the approximate value of the
partial derivative. The monthly-mean calculations are then
annually averaged, from which the analysis follows.

The use of time-mean fields and a different RTM (i.e., the
Fu-Liou RTM) than that native to the CMIP5 models to
calculate the offline radiative fluxes introduces an error that is
distinct from the linearization error. Previous studies
indicate that the use of time-mean cloud fields accounts
for most of this error (Sejas et al, 2014; Song et al,
2014a). Song et al. (2014a) found that accounting for the
diurnal cycle using hourly data greatly reduced the error
introduced by time-mean cloud fields. Supplementary
Figure S1 shows there are non-negligible differences
between the net radiative flux changes outputted by the
CMIP5 models (left column in Supplementary Figure S1)
and that calculated with the Fu-Liou RTM using time-mean
fields (middle column in Supplementary Figure S1). The
linearization error, however, is small, as the linearized
version of the net radiative flux changes (right column in
Supplementary Figure S1) is quite similar to the non-
linearized version given by the Fu-Liou RTM (middle
column in Supplementary Figure S1).

The non-radiative terms (e.g., thermodynamics, convection,
large-scale dynamics, etc. ..) are not decomposed in this study,
primarily because the energy flux changes due to non-radiative
processes are generally not part of the standard CMIP5 data
output. In addition, the CMIP5 present and future climate states
are not in equilibrium indicating the ocean heat storage is non-
negligible. Therefore, we calculate the combined net energy flux
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FIGURE 1 | The global-mean net energy flux changes (W*m™2) between

the CMIP5 RCP8.5 and historical simulations at the TOA, atmosphere, and
surface due to changes in CO,, water vapor (WV), clouds (CLD), the
shortwave (CSW) and longwave (CLW) cloud components, surface

albedo (ALB), dynamics plus heat storage (D + HS), and temperature (T).
Temperature feedback (T) is further divided into lapse-rate (LR) and Planck
(PL) feedbacks at the TOA, and atmospheric (Tatm) and surface (Tsfc)
temperature feedbacks in the atmosphere and surface. Note that the sum of
the surface and atmosphere contributions equals their respective TOA
contributions, except for the last two terms on the right. Black circles indicate
individual CMIP5 model results, while red crosses show the CMIP5
ensemble mean.

changes of the non-radiative terms and heat storage as a residual,
taking advantage of the energy budget Eqs 1, 6, 8:

OE

ADynyyans — A aTtOA = —(ASroa — ARro4)
OF s

AQr — A( = ) = —(ASum — ARuw) . (16)
OE,

AQ T A(;) = —(AS, - AR,)

As indicated by (16), the TOA, atmospheric, and surface net
energy flux changes of the non-radiative plus heat storage term
are given by the negative sign of the corresponding net radiative
energy flux changes.

RESULTS

Energy Flux Changes

Global-Mean

Figure 1 shows the net global-mean energy flux changes at the
TOA, atmosphere, and surface due to individual processes.
Though, the CMIP5 RCP8.5 simulations are not forced solely
by CO,, the contributions of other well-mixed greenhouse gases
(e.g., methane), solar forcing, and aerosol forcing are negligible
relative to CO, forcing and therefore not shown. The CO, forcing

Comparing TOA and Surface Perspectives

in the atmosphere and the surface are positive and approximately
equal, meaning the TOA forcing is about twice as large as the
surface forcing. The energy flux changes due to water vapor and
surface albedo are positive, have similar spreads, and have very
small differences between their TOA and surface contributions,
as their atmospheric contribution is near-zero. The TOA energy
flux change due to non-radiative processes plus heat storage,
which is non-zero for a non-equilibrium state, has the same sign
as the corresponding surface contribution but with a smaller
magnitude due to the partial offset by the positive
contribution in the atmosphere. The (net) temperature
contributions at the surface and atmosphere are also very
similar but negative; the temperature contribution at the
TOA is thus substantially more negative and with a greater
inter-model spread.

The cloud contribution at the surface can be positive or
negative depending on the model, producing a slightly positive
ensemble mean value (~0.6 W*m™2). For nearly all models the
TOA cloud contribution is positive and resembles the
atmospheric cloud contribution more than the surface, which
has a smaller spread. The difference between the TOA and surface
cloud contribution is due to the LW cloud component, as the SW
component is nearly the same for the TOA and surface. Overall,
though, the surface and TOA global-mean results provide a very
similar qualitative understanding of process contributions to
surface warming.

Zonal-Mean

Unlike the global-mean, more noticeable differences are observed
between the TOA and surface perspectives in the zonal-mean.
The CO, TOA forcing is largest in the tropics and decreases
towards the poles, while the surface CO, forcing is smallest in the
tropics and increases poleward (Figure 2A). The difference is
explained by the atmospheric CO, forcing, which is positive and
larger than the CO, surface forcing in the tropics and decreases
towards the poles even becoming negative in the Southern
Hemisphere polar region. The TOA CO, forcing is thus more
indicative of the atmospheric than surface forcing. Additionally,
the CO, forcing has a larger inter-model spread at the TOA than
surface. On the other hand, the water vapor TOA energy flux
change is more indicative of the surface than atmospheric water
vapor energy flux change (Figure 2B). This is a consequence of
the atmospheric water vapor net energy flux change being smaller
in magnitude than the surface. The negative atmospheric water
vapor energy flux change in polar regions does cause the TOA
water vapor energy flux change to decrease more from the tropics
to poles than at the surface. The albedo TOA energy flux change is
nearly the same as that at the surface (Figure 2C). This is because
the albedo atmospheric energy flux changes, though slightly
negative, are relatively very small. Both perspectives show a
large inter-model spread for water vapor and surface albedo
feedbacks, particularly in the tropics for the former and in
polar regions for the latter. The TOA energy flux change
pattern due to (atmospheric and surface) temperature changes
is similar to that at the surface (Figure 2D) but is much more
negative in the tropics and midlatitudes due to the large negative
contribution by the atmospheric component there. The
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inter-model spread is much greater at the TOA than surface,
except in polar regions.

The energy flux changes due to non-radiative processes and
heat storage tend to be negative at the surface but positive in the
atmosphere (Figure 3A). This offset leads to a TOA contribution
that has a similar pattern to the surface contribution but with a
much weaker amplitude. Additionally, the non-radiative TOA
energy flux change is positive in the Southern Hemisphere polar
region in opposition to the sign of the surface contribution. Both
perspectives show a large inter-model spread for this term,
though the spread at the TOA is larger, particularly in the
Arctic. The meridional pattern and magnitude of the TOA
cloud energy flux changes, on the other hand, is more
indicative of the atmospheric than surface component, except
in the Arctic where the negative atmospheric contribution is
canceled by the positive surface contribution (Figure 3B). This is
because the SW and LW cloud contributions at the surface offset
each other except in the Arctic, where the large positive LW cloud
contribution dominates the relatively small negative SW cloud
contribution (Figures 3C,D). The atmospheric cloud
contribution is dominated by its LW component, as its SW

contribution is very small, indicating that the atmospheric LW
cloud contribution is mainly responsible for the TOA cloud
energy flux changes, excluding the Arctic. The inter-model
spread of the cloud feedback is larger at the TOA than
surface, mainly due to its LW component. The SW cloud
component, however, has a larger spread than its LW
component for both perspectives.

Reconciliation

Thus far the net energy flux changes due to the lapse-rate
feedback have not been discussed. The lapse-rate feedback
represents the impacts of the deviation from a uniform
atmospheric-surface temperature change (equal to the surface
temperature change). As indicated by previous studies, the lapse-
rate feedback is a manifestation of multiple processes that
produce the non-uniform warming response (Cai and Lu
2009; Cronin and Jansen 2016; Feldl et al., 2020; Henry and
Merlis 2020; Boeke and Sejas, 2021). As shown in Figures 1-3, the
energy flux changes due to radiative and non-radiative processes
are not uniform in nature. Therefore, radiative and non-radiative
processes naturally produce a non-uniform temperature
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response. The impact of this non-uniform response on the TOA
energy budget is precisely what is taken into account with the
lapse-rate feedback. If we could quantify the contribution of
individual processes to the lapse-rate feedback and combine it
with their corresponding direct impacts on the TOA energy
budget, we could obtain the net contribution of radiative and
non-radiative processes to the TOA energy flux perturbations.
The CFRAM provides a 3-dimensional picture of radiative and
non-radiative process contributions to the surface and
atmospheric temperature change. Therefore, we leverage the
CFRAM to quantify the contributions of radiative and non-
radiative processes to the lapse-rate feedback (Eq. 12) and add
it to their corresponding direct energy flux change Eq. 14. As
originally shown by Sejas and Cai (2016), we can also quantify the
contributions of radiative and non-radiative processes to the
atmospheric temperature feedback in the surface perspective
Eq. 13. Similarly, these can be combined with the
corresponding direct impacts of radiative and non-radiative
processes on the surface energy budget Eq. 15. Taking into
account the impact of radiative and non-radiative processes on
the lapse-rate and atmospheric temperature feedbacks should

provide a more consistent picture of process contributions to
surface warming, as given by the TOA and surface perspectives.

Global-Mean

Process contributions to the global-mean lapse-rate feedback are
shown in Figure 4 (top-left). Non-radiative processes plus ocean
heat storage are shown to be the cause of the negative lapse-rate
feedback, as greater moist convection enhances upper
tropospheric warming and ocean heat storage suppresses
surface warming. It is also the source of greatest uncertainty
for the lapse-rate feedback. We also find that water vapor
feedback is the greatest reducer of the negative lapse-rate
feedback (i.e., positive lapse-rate contribution), consistent with
the well-known compensation between the two (Cess 1975;
Zhang et al., 1994; Soden and Held 2006; Held and Shell 2012;
Pendergrass and Hartmann 2014). Adding the decomposed
lapse-rate feedback contributions to their corresponding direct
TOA contributions (Figure 1), we find carbon dioxide, water
vapor, and albedo contributions increase at the TOA, while the
non-radiative plus heat storage contribution substantially
decreases (Figure 4, top-right). The TOA cloud contribution
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experiences a very small change as the slight SW increase is offset
by the slight LW decrease. Overall, the inter-model spread of all
terms increases, particularly the water vapor and non-radiative
plus heat storage terms.

The warming of the atmosphere enhances the downward LW
emission to the surface and thus represents a positive feedback
(Figure 1). The decomposition of the atmospheric temperature
feedback indicates that the water vapor feedback is the largest
contributor to the positive atmospheric temperature feedback
with the non-radiative plus heat storage term serving as the
largest suppressor (Figure 4, bottom-left); the reverse of the
lapse-rate feedback decomposition. Adding the decomposed
atmospheric temperature feedback contribution to their
corresponding direct surface contributions (Figure 4, bottom-
right) increases the magnitude of all process contributions to the
surface energy budget. The surface cloud contribution increases
mainly as a result of the SW component increasing. The inter-
model spread substantially increases for all terms as well, even
more than at the TOA.

As shown in Figure 4 (right-panel), including the lapse-rate
and atmospheric temperature contributions in the TOA and
surface radiative and non-radiative net energy flux changes,
respectively, does provide a much more consistent picture
between the two perspectives. Both perspectives indicate water
vapor feedback is the largest contributor to surface warming,

though with large inter-model spread, followed by the CO,
forcing. Negative energy flux changes due to non-radiative
processes plus heat storage are the strongest suppressors of the
surface warming and also exhibit large inter-model spread. The
largest decrease in net energy flux at the TOA and surface,
though, is due to the Planck feedback and surface temperature
change, respectively, as these depict the increase in LW emission
due to surface warming. Since these two factors are
manifestations of the surface warming response itself and its
inter-model spread, they do not amplify or suppress the surface
warming but instead show how the climate system seeks to
balance the positive energy flux perturbations by increasing
LW emission through surface warming.

Zonal-Mean

The consistency between the TOA and surface individual process
contributions in the zonal-mean is also greatly improved when
taking into account their lapse-rate and atmospheric temperature
feedback contributions (Figures 5-8). The contributions of the
CO, forcing to the lapse-rate and atmospheric temperature
feedbacks (Figure 5A) are positive like its direct contributions
(Figure 2A), but the meridional patterns are reversed. Their
addition (Figure 2A plus Figure 5A) leads to a more positive CO,
forcing for both perspectives, flattens the meridional gradient at
the TOA, and flips the sign of the meridional gradient at the
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surface (Figure 5B). On the other hand, the contributions of
water vapor feedback to the lapse-rate and atmospheric
temperature feedbacks (Figure 5C) are more similar to their
direct contributions (Figure 2B). The water vapor feedback
contribution to the lapse-rate feedback, however, displays a
meridional gradient that decreases from the tropics to mid-
latitudes but then increases in the Arctic. Water vapor
feedback is thus an important contributor to the positive
lapse-rate feedback in the Arctic, consistent with previous
studies (Song et al., 2014b; Henry and Merlis, 2020). The total
water vapor feedback contribution (Figure 5D), though, does
decrease from the tropics to poles, but with a greater magnitude
and inter-model spread, particularly at the surface. Both
perspectives indicate water vapor feedback is the largest
positive feedback in the tropics.

The contributions of surface albedo feedback to the lapse-rate
and atmospheric temperature feedbacks (Figure 6A) are very
similar to their respective direct contributions (Figure 2C). In
line with past studies, we find the surface albedo feedback is the
largest contributor to the positive lapse-rate (Graversen et al.,
2014; Song et al., 2014b; Feldl et al, 2020) and atmospheric
temperature feedbacks (Sejas and Cai 2016) in polar regions,
particularly the Arctic. Like its direct contributions, the total
surface albedo feedback continues to display no difference
between the two perspectives (Figure 6B). However, the

inclusion of the lapse-rate and atmospheric temperature
contributions does increase the magnitude and inter-model
spread of the surface albedo feedback in polar regions
(Figures 6B vs. 2C), where both perspectives indicate the
surface albedo feedback is the largest positive feedback.

The contribution of the non-radiative plus heat storage term to
the lapse-rate feedback (Figure 6C) shows that it is responsible
for the negative lapse-rate feedback in the tropics, consistent with
the connection between moist convection and the lapse-rate
feedback outlined in previous studies (Hansen et al., 1997;
Sobel et al, 2001; Cronin and Jansen 2016), and suppresses
the positive lapse-rate feedback in polar regions due to ocean
heat storage. At the surface, the contribution of the non-radiative
plus heat storage term to the atmospheric temperature feedback is
largely negative except in the Antarctic; in the Arctic the inter-
model uncertainty is very large with differing sign among models
(Figure 6C). The total non-radiative plus heat storage
contribution tends to be negative with a similar meridional
pattern relative to its direct contributions at both the TOA
and surface (Figures 6D ve. 3A), but the negative contribution
and inter-model spreads are much larger. We also find the surface
contribution is now positive in the Antarctic matching the TOA
perspective.

The SW cloud feedback contributions to the lapse-rate and
atmospheric temperature feedbacks matches its direct
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contributions (Figure 7A); its addition just amplifies the magnitude
and inter-model spread of the direct contributions (Figure 7B). On
the other hand, the LW cloud feedback contributions to the lapse-
rate and atmospheric temperature feedbacks do not match its direct
contributions (Figure 7C). The LW cloud feedback contributes to
both the negative and positive lapse-rate feedback in the tropics and
polar regions, respectively. At the surface, the LW cloud feedback
tends to contribute positively to the atmospheric temperature
feedback, though there is large inter-model uncertainty. The
total LW cloud feedback displays less inter-model spread at the
TOA, but more inter-model spread at the surface (Figures 7D vs.
3D). Though there is substantial offsetting between the LW and SW
cloud feedbacks in the ensemble mean, the SW cloud feedback
tends to dominate everywhere, except in the Arctic; thus, leading to
a slight increase in the magnitude and inter-model spread of the net
cloud feedback relative to its direct contributions (Figures 8B
vs 3B).

DISCUSSION

In this study we compared the surface and TOA energy budget
decompositions used to attribute surface warming to individual
process contributions. We show that the differences between the
two methodologies are explained by non-negligible changes to the
atmospheric energy budget. In the global-mean, the impact of the
atmospheric energy flux perturbations due to individual

processes is smaller or of the same sign as the corresponding
surface energy flux perturbations such that the TOA and surface
perspectives provide a similar qualitative understanding.
However, when expanding to a zonal-mean analysis,
differences in pattern and even sign become apparent. This is
due to individual processes, such as the CO, forcing, clouds,
dynamics and ocean heat storage, modifying the atmospheric and
surface energy budgets very differently. Energy perturbations at
the TOA due to individual processes and their inter-model
spreads are thus a manifestation of the combined inter-model
uncertainty and impacts of these processes on the atmospheric
and surface energy budgets. When the magnitude of the
atmospheric energy flux perturbation due to a specific process
is large and pattern different than the energy flux perturbation it
causes at the surface, the TOA and surface energy budget
perturbations due to that process will differ greatly.

The asymmetry between the atmospheric and surface energy
flux perturbations is precisely what is taken into account with the
lapse-rate feedback. When we decompose the lapse-rate feedback
at the TOA and the atmospheric temperature feedback at the
surface into contributions by individual processes and add it to
their corresponding direct effects a much more consistent picture
between the two perspectives is achieved. Though differences in
magnitude persist, the modified decomposition provides the
same qualitative understanding of the inter-model spread,
spatial pattern, and sign of the individual process
contributions for both perspectives. Moreover, the relative
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importance of individual contributions to surface warming are in
agreement.

With the modified approach, both perspectives indicate water
vapor feedback is the largest contributor in the tropics, while
surface albedo feedback is the greatest contributor in polar
regions. Dynamics and ocean heat storage are the main
suppressors of surface warming, except over Antarctica. Both
perspectives show there is large inter-model uncertainty in the
contributions of water vapor, clouds, albedo, and dynamics plus
ocean heat storage. How these uncertainties amplify or offset each
other and thus contribute to the inter-model warming spread is
beyond the scope of this paper. However, the large inter-model
spread in the dynamics plus ocean heat storage term does present
a possible source of uncertainty hidden within the lapse-rate
feedback that is often overlooked.

We note that our TOA energy budget decomposition uses the
instantaneous instead of the stratospheric-adjusted radiative forcing,
Since the stratosphere cools, its main impact is the reduction
(increase) in magnitude of the negative (positive) lapse-rate
feedback in the tropics (Arctic). This is mainly compensated by
the global decrease in the CO, forcing (ie., instantaneous vs
stratospheric-adjusted radiative forcing), since CO, forcing is the
predominant cause of stratospheric cooling (Fels et al., 1980). The
total CO, forcing (i.e., including its contribution to the lapse-rate
feedback) takes this compensation into account such that the total
CO, forcing effectively includes stratospheric adjustment.

The non-negligible error, due to the use of time-mean fields in
our offline radiative calculations, will impact some of the details
in our analysis (Supplementary Figure S1). The error, however,
is unlikely to change our main conclusions as indicated by
previous studies (Sejas et al,, 2014; Song et al., 2014a). More
importantly, the ability to reconcile the TOA and surface process
contributions to surface warming through decompositions of the
lapse-rate and atmospheric temperature feedbacks is not
dependent on the offline error.

The reconciliation of the TOA and surface perspectives relies
on a decomposition made solely possible by the 3-dimensional
CFRAM analysis. The need to carry out a 3-dimensional CFRAM
analysis, however, detracts from the simplicity provided by the
TOA methodology. Therefore, if using a TOA approach, it is
important to understand that the differences in interpretation are
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Increased solar absorption is an important driver of Arctic Amplification, the interconnected
set of processes and feedbacks by which Arctic temperatures respond more rapidly than
global temperatures to climate forcing. The amount of sunlight absorbed in the Arctic is
strongly modulated by seasonal ice and snow cover. Sea ice declines and shorter periods
of seasonal snow cover in recent decades have increased solar absorption, amplifying
local warming relative to the planet as a whole. However, this Arctic albedo feedback
would be substantially larger in the absence of the ubiquitous cloud cover that exists
throughout the region. Clouds have been observed to mask the effects of reduced surface
albedo and slow the emergence of secular trends in net solar absorption. Applying
analogous metrics to several models from the 6" Climate Model Intercomparison
Project (CMIP6), we find that ambiguity in the influence of clouds on predicted Arctic
solar absorption trends has increased relative to the previous generation of cimate models
despite better agreement with the observed albedo sensitivity to sea ice variations. Arctic
albedo responses to sea ice loss are stronger in CMIP6 than in CMIP5 in all summer
months. This agrees better with observations, but models still slightly underestimate
albedo sensitivity to sea ice changes relative to observations. Never-the-less, nearly all
CMIP6 models predict that the Arctic is now absorbing more solar radiation than at the
start of the century, consistent with recent observations. In fact, many CMIP6 models
simulate trends that are too strong relative to internal variability, and spread in predicted
Arctic albedo changes has increased since CMIP5. This increased uncertainty can be
traced to increased ambiguity in how clouds influence natural and forced variations in
Arctic solar absorption. While nearly all CMIP5 models agreed with observations that
clouds delay the emergence of forced trends, about half of CMIP6 models suggest that
clouds accelerate their emergence from natural variability. Isolating atmospheric
contributions to total Arctic reflection suggests that this diverging behavior may be
linked to stronger Arctic cloud feedbacks in the latest generation of climate models.

Keywords: arctic, climate change, solar absorption, clouds, sea ice, albedo

1 INTRODUCTION

Recent analyses of the nearly 20-year Clouds Earth Radiation and Energy System Energy Balance and
Filled (CERES-EBAF) record of top of atmosphere (TOA) outgoing shortwave radiation (OSR)
reveal that the Arctic is absorbing more sunlight now than at the start of this century, even when
inter-annual variability is explicitly considered (Sledd and L’Ecuyer, 2021a). This result, coupled with
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FIGURE 1 | CMIP6 mean ensemble accumulated SW (SW..) trends
(A,B) and ensemble standard deviations (C,D) for all-sky (A,C) and clear-sky
(B,D) conditions. SW,. is the total net SW energy absorbed over the melt
season (Eq. 6). SW fluxes are interpolated onto the same 2.5°x2.5° grid

as CERES in ArORIS. The models included are listed in Table 2. Results from
individual models are shown in the Supplementary Material.

the finding that clouds have delayed the emergence of this trend
by about 5 years, indicates that the satellite record is now
sufficiently long to provide a useful benchmark for assessing
predicted increases in Arctic absorbed shortwave radiation due to
sea ice loss, a major contributor to accelerated rates of Arctic
warming relative to globe.

As the Arctic warms, reduced areas of bright snow and ice
covers expose darker land and ocean surfaces that absorb more
solar radiation in the sunlit summer months. This extra energy
input induces additional Arctic warming that melts more ice
creating an ice-albedo feedback (Budyko, 1969; Sellers, 1969;
Serreze et al., 2009; Screen and Simmonds, 2010b). The impact of
surface albedo changes on the net Arctic energy balance is
strongly modulated by the atmosphere, though. Cloud cover,
in particular, plays a large role modulating the surface energy
budget, warming the surface by trapping longwave radiation and
cooling the surface by reflecting SW radiation. The latter effect of
clouds also obscures changes in the surface albedo that would
otherwise be viewed from space (Sedlar et al., 2011; Wu et al,
2020). Sledd and L’Ecuyer (2019) showed that this “cloud
masking” effect reduces the sensitivity of the Arctic-mean all-
sky albedo to changes in sea ice area (SIA) by a factor of two
relative to clear-skies.

Thus, while declines in sea ice and their associated impacts on
surface albedo could be detected in observations some time ago
(Stroeve et al., 2012; Letterly et al., 2018; Stroeve and Notz, 2018),
secular trends in net solar absorption at the TOA have only
recently emerged in the satellite record (Sledd and L’Ecuyer,
2021a). This stems in part from the need for direct measurements
of TOA fluxes across polar regions that only became available

A Cloudier Picture of CMIP6

with the launch of the CERES instruments aboard the Terra and
Aqua satellites in early 2000 (Loeb et al., 2018). Using these new
observations, Kato et al. (2006) quickly identified trends in Arctic
shortwave (SW) irradiances, but their statistical significance was
low owing to the short 4 year data record available at the time.
Subsequent analyses by Hartmann and Ceppi (2014) using
13 years of CERES data indicated robustly negative trends in
SW reflection over the high northern latitudes but increased
interannual variability in subsequent years obscured this signal
until very recently.

Increasing Arctic solar absorption is also evident in reanalyses
(Perovich et al., 2007) and climate models (Choi et al., 2020;
Hahn et al., 2021). Figure 1 shows recent trends in Arctic
absorbed solar radiation in the ensemble of 6™ Climate Model
Intercomparison Project (CMIP6) models listed in Table 1.
Despite the short period covered (2000-2014 is chosen to
overlap the observational record), the model ensemble shows
that many ocean regions are absorbing more SW radiation than at
the start of the century. Also evident in Figure 1 is the fact that
clear-sky trends are frequently larger than those in all-sky
conditions, consistent with the notion that clouds mask the
impact of surface albedo changes on TOA or planetary albedo.

While these trends qualitatively reflect basic physical
principles, Figures 1C,D reveal that the standard deviation
across models is often larger than the ensemble mean trend.
Thus, while the ensemble agrees with recent observational
evidence that most regions of the Arctic are absorbing more
solar radiation than they were at the start of the century,
individual models exhibit a wide range of behaviors over this
relatively short analysis period (Supplementary Figures S1, S2).
This is consistent with many recent studies that caution against
using individual model realizations to assess trends on such short
timescales due to internal variability. It has been well-
documented that any single model realization represents just
one of many possible climate trajectories that would all be
consistent with model physics (Deser et al., 2012; Kay et al,
2015; Deser et al., 2020).

While this internal variability precludes direct comparison
against observations which, themselves, correspond to one
particular Arctic climate trajectory from the physically
plausible states (evidenced by inter-annual variability), it is
encouraging to note that the observations (denoted by CERES)
fall within the range of states captured by the CMIP6 ensemble
(Notz and Community, 2020). However, while there is value in
confirming that the Arctic is absorbing more solar radiation than
it was just two decades ago, these comparisons don’t address the
causes of these increases or establish the combination of factors
responsible for the rate of change. Establishing and modeling the
coupled influences of sea ice and clouds on absorbed SW
radiation and how they evolve as the Arctic warms, is essential
for predicting future Arctic climate.

Many previous studies have evaluated the representation of
sea ice and snow cover in CMIP6 models using satellite
observations (Davy and Outten, 2020; Notz and Community,
2020; Shu et al., 2020). Yet, to quantify and ultimately predict ice-
albedo feedbacks and their influence on the Arctic climate, it is
equally important to establish how well models simulate the
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TABLE 1 | Output is used from the following models from phase six of the Coupled Model Intercomparison Project.

Model

ACCESS-CM2
ACCESS-ESM1-5
BCC-CSM2-MR
CESM2
CESM2-WACCM
CanESM5
EC-Earth3
EC-Earth3-Veg
GFDL-ESM4
INM-CM4-8
INM-CM5-0
IPSL-CMBA-LR
MIROC6
MPI-ESM1-2-LR
MPI-ESM1-2-HR
MRI-ESM2-0
NESM3
NorESM2-LM

impact of changes in these bright surfaces on Arctic energy flows.
Fewer studies make this important connection directly using both
models and observations. This paper applies new metrics that
explicitly connect sea ice changes to their influence on Arctic
albedo to assess the evolution of Arctic solar absorption in the
latest generation of climate models in the context of observed
changes. We seek to establish how tightly CMIP6 models
constrain the Arctic albedo response to changing sea ice
concentration, quantify differences in their representation of
the role of clouds in modulating this relationship and the
emergence of trends in Arctic solar absorption, and determine
how these have changed since CMIP5. For a thorough assessment
of other drivers of Arctic Amplification, the reader is directed to
Cai et al. (2021) or Hahn et al. (2021).

2 MATERIALS AND METHODS

To answer these questions, observations are extracted from the
Arctic Observations and Reanalysis Integrated System (ArORIS).
ArORIS is a collection of satellite observations, ground
measurements, and atmospheric reanalyses that supports
Arctic climate research (Christensen al, 2016) by
collocating and interpolating all included datasets to a uniform
monthly, 2.5°x2.5° grid. We use TOA all-sky and total-region
clear-sky shortwave (SW) fluxes from CERES-EBAF that leverage
in situ ocean heat content observations to adjust TOA fluxes
within their ranges of uncertainty for consistency (Loeb et al.,
2018). Total-region clear-sky fluxes are calculated with an
adjustment factor based on the difference between clear-sky
fluxes for cloud-free regions compared to fluxes from a
radiative transfer calculation with a cloud-free atmospheric
column (Loeb et al, 2020). This method of calculating total-
region clear-sky fluxes is intended to allow direct comparison
between observational and model generated clear-sky fluxes.
TOA net SW flux uncertainty is 3 (6) Wm 2 for March 2000-
June 2002 and 2.5 Wm™? after for all-sky (clear-sky) conditions

et
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(Loeb et al, 2018). At the surface, uncertainty for all-sky
upwelling (downwelling) SW flux is 6 (5) Wm™> (Kato et al,
2018).

Sea ice concentration (SIC) is obtained from the NSIDC
Equal-Area Scalable Earth grid (EASE) weekly product,
estimated with brightness temperatures from the Nimbus-7
Scanning Multichannel Microwave Radiometer (SMMR), the
Defense Meteorological Satellite Program (DMSP) F8, FllI,
and F13 Special Sensor Microwave/Imagers (SSM/Is), and the
DMSP F17 Special Sensor Microwave Imager/Sounder (SSMIS)
(Brodzik and Armstrong, 2013). SIC is used to calculate sea ice
area (SIA) by multiplying SIC in a grid box by its area and
summing over all area north of the Arctic circle (66.56 N). SIC has
an uncertainty of 15% during the melt season.

Observed relationships between surface and TOA albedo and
SIA as well as trends in Arctic solar absorption are compared to
similar metrics derived from the models participating in CMIP5
and 6 (Taylor et al. (2012); Eyring et al. (2016)). The specific
models included in this study are listed in Tables 1 and 2. We use
the historical forcing up to 2005 (2014) in CMIP5 (CMIP6), and
the “business as usual” future scenario (SSP585 for CMIP6,
RCP8.5 for CMIP5) through 2100. In all cases, monthly
output from the first ensemble member (rlilplfl in CMIPS6,
rlilpl in CMIP5) of each model is adopted, and we maintain the
native model resolution prior to averaging or summing variables.

2.1 Albedo Partitioning

To correctly simulate the disposition of sunlight incident at the
Arctic TOA and predict its evolution in a warming Arctic, models
must correctly represent albedo changes due to both changing sea
ice cover as well as the modulating effects of the intervening cloud
cover. To isolate these effects, we adopt the framework of
Donohoe and Battisti (2011) to separate the atmospheric and
surface contributions to the planetary, or TOA, albedo. This
simplified framework considers each grid cell to have a single
layer atmosphere over a reflective surface. The atmosphere is
assumed to be isotropic and can absorb and reflect SW radiation.
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TABLE 2 | Output is used from the following models from phase five of the Coupled Model Intercomparison Project.

Model

ACCESS1.0
ACCESS1.3
CESM1-CAM5
CNRM-CM5
CanESM2
GISS-E2-H
GISS-E2-H-CC
GISS-E2-R-CC
HadGEM2-CC
INM-CM4
MIROC-ESM
MIROC-ESM-CHEM
MIROC5
MPI-ESM-LR
MPI-ESM-MR
MRI-CGCM3
MRI-ESM1
NorESM1-ME
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Meteorological Research Institute

Meteorological Research Institute

Norwegian Climate Center

TABLE 3 | Monthly TOA and surface (SFC) albedo sensitivities to sea ice area in June through September.

Jun Jul Aug Sep
TOA Albedo-SIA sensitivity [(10° km?)™"]
CMIP5 (1900-2005) 0.0154 (0.0073) 0.0099 (0.006) 0.0069 (0.0037) 0.0074 (0.0037)
CMIP6 (1900-2005) 0.0155 (0.0053) 0.0122 (0.0039) 0.0087 (0.0023) 0.0089 (0.0026)
CMIP6 (2000-2014) 0.0184 (0.0097) 0.0095 (0.0073) 0.0058 (0.0061) 0.0047 (0.0041)
CERES (2000-2014) 0.0348 (0.0135) 0.0188 (0.0091) 0.0115 (0.0039) 0.0136 (0.0029)

SFC Albedo-SIA Sensitivity [(10° km?)™]

CMIP5 (1900-2005) 0.0367 (0.0139) 0.0272 (0.0117) 0.0255 (0.0082) 0.0313 (0.0068)
CMIPG (1900-2005) 0.0417 (0.0093) 0.0342 (0.0091) 0.0306 (0.0059) 0.0354 (0.0049)
CMIPG (2000-2014) 0.0468 (0.0141) 0.0304 (0.0076) 0.0259 (0.0039) 0.0321 (0.0052)
CERES (2000-2014) 0.0727 (0.0024) 0.0405 (0.0118) 0.0443 (0.0055) 0.04189 (0.0041)

Ensemble means are listed for CMIP5 and CMIP6 with standard deviations given in parentheses. Monthly sensitivities from CERES-EBAF are also shown for comparison, with the standard

error from regressing the albedo versus sea ice given in parentheses.

The surface and TOA albedos (asgc, arpa) can be calculated
from upwelling (SW') and downwelling (SW') fluxes at each
interface:

swi
=2 1
Sl (1)
The TOA albedo can be further decomposed into a sum of two
parts, one from the atmosphere:

SW%FC X SW;FC - SW%‘OA X SW;OA

The atmospheric contribution (aroa a7ar) to the TOA albedo is
equal to the direct reflectance by the atmosphere (R), and the
surface contribution (aroa src) is the SW radiation reflected by
the surface that passes through the atmosphere and exits at the
TOA. Interested readers are directed to Donohoe and Battisti
(2011) for a more detailed derivation. Together, aros a1a and
aroasrc provide additional insights into model performance
than aros alone since the former is more directly related to
clouds while the latter depends on both surface conditions and

OTOAATM = T =R (2 the intervening atmospheric conditions.

(SWire) = (SWioa)? RS . o
For albedo partitioning in observations, the uncertainty is

and one from the surface: propagated for each term assuming the errors are independent.
(1-R - A)> For the TOA and surface albedos, fractional errors are calculated
FTOASFC = ASECT o= (3)  for up- and downwelling SW fluxes using annual uncertainties
SFC and averages (Kato et al., 2018; Loeb et al., 2018). These fractional
where A is the atmospheric absorption uncertainties are added in quadrature to give 0.01 (0.12) for the
TOA (surface) albedo. They are multiplied by the monthly values

SWihon = SWhos — SWiie + SW] -+ uti
A= 21 TOA TOA SFC SFC. (4)  for each albedo. For each of the TOA albedo contributions, the
SWike +SWioy absolute uncertainty, Aq, is calculated using
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TABLE 4 | Mean TTE in years for all-sky and clear-sky SW,c trends from CMIP6
models.

Model All-sky Clear-sky
ACCESS-CM2 13 (3) 13 (3)
ACCESS-ESM1-5 12 (3) 11 (2
BCC-CSM2-MR 22 (6) 10 (3)
CESM2 11 @) 16 ()
CESM2-WACCM 72 11 (3)
CanESM5 8(2) 92
EC-Earth3 13 (4) 13 (4)
EC-Earth3-Veg 13 (3) 12 (3)
GFDL-ESM4 14 (3) 11 @)
INM-CM4-8 19 (6) 13 (4)
INM-CM5-0 17 (4) 19 (3)
IPSL-CMBA-LR 8 (3) 10 (3)
MIROC6 72 8(2)
MPI-ESM1-2-HR 16 (4) 19 (4)
MPI-ESM1-2-LR 20 (6) 12 ()
MRI-ESM2-0 14 (4) 11 (3)
NESM3 13 (3) 92
NorESM2-LM 17 (4) 17 (3)
Ensemble Mean 14 (4) 13 (3)
oa g
Aa Z ( W ASW1> , 5)

where SW; refers to the four all-sky SW fluxes used in Egs 2, 3.
The partial derivatives are evaluated using annual average values,
and the absolute uncertainty is divided by the annual average
albedo contribution. The resulting fractional uncertainties are
0.05 for the atmospheric contribution and 0.07 for the surface
contribution.

2.2 Accumulated Shortwave

Ultimately, our ability to simulate the ice-albedo feedback and
predict changes in Arctic climate depends on how well we can
model the amount of solar radiation absorbed in the Arctic and
the associated feedbacks. To provide a stationary time-series
suitable for assessing the emergence of solar absorption trends,
we adopt the accumulated net SW radiation absorbed in the
Arctic climate system over the melt season, defined as:

9
Wae = ). Y (SWios = SWihoaij X Aij X tws — (6)

m=3 i,j

where A;; is the area of grid box i, j and t,, is the seconds in each
month m. SW,,, is computed separately using all-sky and clear-
sky SW fluxes integrated over the area north of the Arctic circle to
assess both the total SW energy absorbed into the Arctic over the
year and quantify the influence of clouds.

Quantifying changes in SW, provides an important measure
of the Arctic climate response to increased greenhouse gas
concentrations. Systematic increases in annual SW,. (relative
to an initial equilibrium where incoming solar radiation balances
thermal emission and heat transport from lower latitudes)
supplies energy for melting additional sea ice and snow or
warming the Arctic ocean. As a result, the strength of SW,,,

A Cloudier Picture of CMIP6

TABLE 5 | Mean TTE in years for all-sky and clear-sky SW,c trends from CMIP5
models.

Model All-sky Clear-sky
ACCESS1.0 12 (4) 12 (3)
ACCESS1.3 14 (4) 21 (3)
CESM1-CAM5 15 (3) 14 (3)
CNRM-CM5 16 (4) 10 (3)
CanESM2 19 (5) 16 (3)
GISS-E2-H 27 (8) 15 (4)
GISS-E2-R-CC 63 (17) 25 (5)
HadGEM2-CC 13 (3) 122
INM-CM4 18 (4) 17 (3)
MIROC-ESM 8 (3) 8 (2
MIROC-ESM-CHEM 8 (3 8(2)
MIROC5 122 122
MPI-ESM-LR 12 (4) 12 (3)
MPI-ESM-MR 21 (5) 13 (3)
MRI-CGCM3 26 (6) 16 (4)
MRI-ESM1 28 (6) 20 (3)
NorESM1-ME 20 (3) 17 (3)
Ensemble Mean 20 (12) 15 (5)

trends are closely linked to both Arctic and global temperature
changes. Climate models that produce detectable trends in SW
accumulation sooner have been shown to exhibit the largest
global temperature responses under multiple shared societal
pathways (Sledd and L’Ecuyer, 2021b).

In this study, to bridge the timescales between monthly albedo
partitioning and seasonal SW ., we further calculate the total SW
energy reflected over the melt season by the atmosphere:

9
SWiefum = Z Z “TOA,ATM,‘,]'SW%“OA X Aj i X by (7)

m=3 i
and the surface:

9
SWrEfsfc = Z Z ‘XTOA,SFC,,]-SW%O A XA Xty (8)

m=3 i,j

2.3 Time to Emergence

Beyond the response of SW,., to warming from increasing
greenhouse gas concentrations, there is also considerable
natural variability owing to year-to-year variations in cloud
cover and sea ice extent. To compare the statistical
significance of forced responses between models and evaluate
them against the recent observational record, we adopt criteria
from Weatherhead et al. (1998) that assesses the time required for
trends in SW,,, to exceed its natural variability. A measured trend
(@) must be twice as great as its standard deviation to be
considered statistically significant with 95% confidence, or
|@/oz| > 2, where the standard deviation of the trend, oy, is
given by:

1/2
6u ~ GN[lzdt (1 +¢)] . ©)

T (1-9¢)

In Eq. 9, T'is the length of the time series, dt is the time interval
(dt = 1 for annual observations), oy is the standard deviation, and
¢ is the 1-lag autocorrelation. The number of years needed to
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FIGURE 2| Monthly means (left column) and standard deviations (right column) of TOA and surface albedos and TOA albedo partitions in CMIP6 during the melt
season, March through September. Values are calculated from historical forcing years 1900-2014 and averaged over the area north of the Arctic Circle. Ensemble
means are shown in black, and observations from CERES-EBAF are shown in red. Light red shading represents uncertainty in CERES-EBAF, found by calculating annual
fractional errors for each component and multiplying by the monthly values.

measure a statistically significant trend is termed the time to autocorrelations in SW,,. are not significant for any number
emergence (TTE). This method assumes the detrended anomalies  of lags due to the high uncertainty in correlations from so few
can be modeled as a first order autoregressive (AR(1)) process, years of observations. Furthermore, SW . appears as white or red
although Phojanamongkolkij et al. (2014) showed it can also be  noise in CMIP6 models tested over the historical period (Sledd
used for AR(0) processes. Over the CERES record, and L’Ecuyer, 2021b).
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While the TTE can be calculated for a single time series,
internal variability can result in a range of TTE even for the same
magnitudes of trend, variance, and autocorrelation (Sledd and
L’Ecuyer, 2021b). We therefore follow Chepfer et al. (2018) and
use synthetic time series of SW . to calculate a mean TTE from
observations and models. A synthetic time series is created by
adding a linear trend to random noise based on the statistical
properties (variance and 1-lag autocorrelation) of the original
time series. The synthetic time series is extended out for
150 years, which is long enough for trends to emerge in
observations and all models. The mean TTE is found from a
synthetic ensemble of 300 synthetic time series from each data
source. Creating synthetic ensembles, as opposed to using large
ensembles from GCMs, allows us to evaluate more models, as well
as to compare observations with the same method. Further details
concerning the application of these methods can be found in
Sledd and L’Ecuyer (2021b).

3 RESULTS AND DISCUSSION
3.1 Mean State Arctic Albedo

The planetary or TOA albedo governs how much solar energy is
absorbed in a region after reflection by the surface and
atmosphere. The CMIP6 models examined here broadly agree
on the seasonal cycles of Arctic mean TOA albedo and the relative
magnitudes of its surface and atmospheric contributions
(Figure 2). In fact, the ensemble mean TOA albedo (black)
tracks CERES-EBAF (red) very closely over the entire melt
season with the exception of March when models predict a
slightly less reflective Arctic than observed. Despite this
agreement in the ensemble mean, there is significant spread
between models, upwards of 0.1 difference in July and August.
Thus models with the highest albedos reflect 10% more incoming
solar radiation than the models with the lowest albedos, which
translates to differences of more than 40 Wm™? in solar energy
input to the region in these summer months. This far exceeds
year-to-year variations in TOA albedo that are generally less than
0.01 in both the observations and individual models in all months
except June (Figure 2B).

Similar conclusions can be drawn for surface albedo. The
ensemble mean quite closely follows the CERES observations
throughout the melt season, but models exhibit a spread of 0.1 in
spring that increases to more than 0.16 in September. However,
despite similar model spreads in SFC and TOA albedos, SFC
albedo differences are not responsible for the observed range in
modeled Arctic TOA albedo. Both the models and CERES
observations agree that the surface contributes less than a
third of the TOA albedo in the Arctic, and this contribution
falls to a narrow range around 10% in late summer. Consistent
with previous studies, e.g. (Qu and Hall, 2005; Sledd and
L’Ecuyer, 2019), the atmosphere contributes at least twice as
much as the surface to the TOA albedo at all times of year. As a
result, model spread in the atmospheric contribution dominates
the range of TOA albedos as evidenced by the ordering of
individual models within the ensemble in Figures 2A,C.

A Cloudier Picture of CMIP6

This spread in model representations of present day Arctic
albedo has implications for achieving consensus in predicting
future changes in Arctic absorption. Figure 3B shows that all
CMIP6 models predict that the Arctic will be darker (in other
words the Arctic will absorb more solar radiation) by the end
of the 21st century, consistent with the ice-albedo feedback.
The largest decreases occur in early summer due to lower
surface contributions (not shown). These changes occur when
incident solar radiation is strong and present-day sea ice
extents are relatively large, but the magnitude of these
changes, and, by extension, the strength of the ice-albedo
feedback, vary by a nearly a factor of 6 between models.

To understand the source of this wide range of predictions,
Figure 3 also shows the changes in atmospheric and surface
contributions to TOA albedo by the end of the century. Note
that here the surface and atmosphere contributions are
expressed as percents of the TOA albedo as opposed to
absolute values in Figure 2 to focus on relative changes.
Figure 3C shows that, on average, the atmosphere accounts
for 67% of the TOA albedo in late spring and as much as 93% of
the TOA albedo by the end of summer based on CERES
observations. Many CMIP6 models actually predict even
stronger atmospheric contributions than observations. In
some models, such as NESM3 and BCC-CSM3-MR, the
surface never accounts for more than 20% of the TOA
albedo. This may indicate that their atmospheres are too
cloudy, their sea ice is too dark or too little, or some
combination of these factors. In addition, it is possible
model atmospheres absorb too much SW radiation, i.e. their
atmospheres are too moist.

CMIP6 models also exhibit a wide range of behaviors that far
exceed interannual variations in the CERES observations (less
than 3% based on Figure 2D). This is especially true in spring
when the models span a range of approximately 15%. Models
converge in late summer when the atmosphere contributes most
of the TOA albedo. To put the magnitude of this model spread
into perspective, Figures 3D,F show how the contributions from
the atmosphere and surface change over the 21st century. The
surface contribution declines as the Arctic loses sea ice and snow
cover and the atmospheric absorption slightly increases (not
shown) with a moister Arctic (Nygird et al, 2020). In other
words, all models predict that the atmosphere contributes a larger
percentage of the TOA albedo at the end of the century. Yet some
models predict increases of less than 5% throughout the year
while others suggest that increases peak at 15% in May and June.
These differences may be connected to the present day mean state
in the models since models with larger surface contributions
today (e.g. EC-Earth3, solid rose line) tend to predict the largest
changes with increased greenhouse gas concentrations. However,
given the important role that the atmosphere plays in defining the
net radiation absorbed at TOA, differences in the distribution of
water vapor and clouds and, especially, how they may change in
the future, likely contribute to the spread in model predictions as
well, e.g. Alkama et al. (2020). Once again, models converge in
late summer since the surface contributes so little in the present
day that there is little room for further decline.
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FIGURE 3 | Mean TOA albedo (A) and fraction of the TOA albedo contributed by the atmosphere (C) and surface (E) over 2000-2014 in CMIP6 and observations
(CERES-EBAF), March through September. Differences between historical and end of century (2080-2100) fractional TOA contributions are shown in (B,D,F), calculated
with SSP585. Ensemble means are shown in black. Light red shading represents uncertainty in CERES-EBAF, found by calculating annual fractional errors for each

3.2 The Radiative Impact of Sea Ice
Changes

While the atmosphere always contributes more than the surface
to TOA albedo, Figure 2 shows that surface albedo plays a
significant role in determining the shape of the annual cycle of
Arctic albedo. Higher albedos associated with widespread sea ice
in spring lead to the highest TOA albedos across the Arctic, and
melting sea ice in mid-summer coincides with the lowest TOA
albedos. Only in late summer, when sea ice reaches a minimum,
do we observe an apparent decoupling of TOA and SFC albedo
where the Arctic becomes more reflective as a whole in August
and September despite having its darkest surface. This

demonstrates very clearly that the Arctic albedo is sensitive to
sea ice cover but that this sensitivity is modulated by the cloudy
atmosphere. As a result, the amplitude of the annual cycle of
observed SFC albedo in Figure 2, defined as the difference
between the maximum and minimum value over the months
examined, is about 2.5 times larger than that at the TOA.
However, this ratio of surface to TOA annual cycle amplitudes
is far from constant across CMIP6 models. The amplitude of the
annual cycle of SFC albedo in EC-EARTH3 (solid rose line in
Figure 2), for example, is 2.7 times larger than at the TOA, similar
to observations. On the other hand, the amplitude of the SFC
albedo annual cycle in BCC-CSM2-MR (solid light green line in
Figure 2) is 4.2 times larger than that at the TOA. This is
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consistent with the fact that the Beijing Climate Center model
exhibits larger than average atmospheric contributions to TOA
albedo, suggesting that its clouds are more effective at masking
surface albedo changes.

These inter-model differences in the extent to which surface
albedo changes are realized at the TOA indicate that Arctic solar
absorption responds differently to the annual cycle of sea ice
extent across the CMIP6 models. To test whether these distinct
responses extend to inter-annual variations in sea ice extent,
Figure 4A summarizes how TOA and SFC albedos correlate to
SIA. There is broad consensus across CMIP6 that the surface
albedo is highly correlated with SIA over the historical period
from 1900-2014. In June (yellow markers) correlations are all
greater than 0.7, and in August and September (blue and black)
correlations are above 0.9 for all models. This agreement makes
physical sense as reduced areas of brighter sea ice reveal more
dark open ocean.

This close agreement between models breaks down when
considering TOA albedo, though. Correlations between the

TOA albedo and SIA plotted on the y-axis in Figure 4A range
from less than 0.3 to more than 0.8 in all 4 months. This spread
means that, in some models the TOA albedo is strongly linked to
the surface and sea ice (e.g. EC-Earth3, EC-Earth3-Veg, MRI-
ESM2-0), while in other models the response is relatively weak
(e.g. BCC-CSM2-MR, MPI-ESM1-2-HR, MPI-ESM1-2-LR), i.e.
what happens at the surface stays at the surface.

Figures 4B,C show that, like the annual cycle, the extent to
which changes in TOA albedo are correlated with longer-term sea
ice declines is related to the atmospheric influence. Like TOA
albedo, correlations between both surface and atmospheric
contributions to TOA albedo and SIA vary widely across the
CMIP6 models. Correlations between surface contribution and
SIA range from about 0.2 to 0.9 while atmospheric contribution
correlations range from —0.1 to 0.6, although correlations with
magnitudes below approximately 0.2 are not statistically
significant at the 95% confidence level (represented as semi-
transparent markers in Figure 4C, determined using an effective
sample size that takes into account autocorrelation present in
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FIGURE 5 | Sensitivity of TOA and surface albedos to sea ice area (SIA) in June (A,B) and September (C,D). Sensitivity is found from the regression of each albedo
against SIA for a given month across the historical time period, 1900-2014 (A,C) and the overlap with the CERES observational record, 2000-2014 (B,D). Models are
sorted from lowest (left) to highest (right) TOA sensitivity to SIA. Error bars represent the standard error of the estimated gradient for each sensitivity.

each time series). While models with the largest correlations
between TOA albedo and SIA tend to also exhibit strong
correlations between surface contributions and SIA, the SFC
contribution is not the main driver, as indicated by the
substantial spread below 0.7 in Figure 4B. Notice, for
example, that in September BCC-CSM2-MR (black hexagon)
shows a strong correlation between the surface contribution
and SIA (0.7) but that it has one of the lowest TOA albedo-
SIA correlations in the ensemble (0.3). A strong correlation
between the atmospheric contribution and SIA is required for
TOA albedo to be highly correlated with SIA. This reflects the fact
that the atmosphere contributes a large percentage of the TOA
albedo, so the disparate model behaviors may have significant

implications for their responses to systematic declines in sea ice
cover associated with Arctic warming.

This is confirmed in Figure 5 that shows the sensitivity of
TOA and surface albedo to a 1 million square kilometer change in
sea ice area, found by regressing albedos against SIA for the
months of June and September. Results are presented for both the
historic period 1900-2014 (left column) and the shorter modern
period from 2000-2014 (right column) to allow comparison with
CERES-EBAF. The corresponding ensemble means are given in
Table 3. Using the longer historical time period allows for more
robust statistics compared to only the years that overlap with
CERES-EBAF, although it does assume that the response of
albedos to SIA changes do not deviate too much in the latter
time period. As expected, the surface albedo (indicated by the
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more transparent shading) is more sensitive to changes in SIA
than the TOA albedo in all months, consistent with observations
(Sledd and L’Ecuyer, 2019). Surface albedo sensitivities also tend
to be better constrained between models, particularly in
September when a 10°km™ reduction in sea ice area
decreases surface albedo by 0.03-0.04 in a majority of models
in both epochs. This is consistent with the 0.04 sensitivity derived
from CERES-EBAF observations from 2000-2014. Larger inter-
model differences in June surface albedo responses, especially in
the recent 2000-2014 period, are likely caused by differences in
sea ice albedo (Davy and Outten, 2020).

Recall, though, that Arctic energy balance and warming are
primarily governed by the TOA albedo that determines how
much solar radiation is absorbed in the region. The magnitude
of the TOA response to SIA changes is much more variable
across CMIP6 models in both June and September in both
epochs. For example, MIROC6 is about five times more
sensitive to sea ice changes than INM-CM5-0 in June over
the historical 1900-2014 period with sensitivities of 2.5 and 0.5
%/10° km?, respectively. Assuming an average incident SW
radiation at the TOA of 500 Wm ™ (typical of the Arctic in
June), a 1 million km? loss of sea ice, would result in an
average of (A SW psorbeda=—AaroaxSW |) 12.5 Wm™ more
solar absorption in MIROCG6 but only 2.5 Wm ™2 in INM-CM5-
0. For context, this difference of 10 Wm™ is more than
double the anticipated global mean radiative forcing from
doubling current carbon dioxide concentrations (Etminan
et al.,, 2016).

In most models, the TOA albedo is about half as sensitive to
SIA in September as in June over the historical period, a direct
consequence of the increased atmospheric contributions in fall
compared to summer. Furthermore, changes in albedo exert a
smaller influence on Arctic absorbed SW radiation in September
due to the lower mean incident solar radiation. Never-the-less,
September TOA albedo sensitivity to SIA over the last century
varies by about a factor of 5 across CMIP6 models bracketed by
BCC-CSM2-MR (0.25) and EC-Earth3 (1.25). While the precise

ordering of models from lowest to highest TOA albedo sensitivity
in Figure 5 varies somewhat from June to September, models
with higher sensitivities in June tend to also have higher
sensitivities to SIA in September.

Sensitivities calculated over the modern Arctic (2000-2014),
characterized by more seasonal ice coverage, exhibit signatures
consistent with this change in base state relative to the last
century (Figures 5B,D). In most models, the TOA albedo in
June is at least as sensitive to sea ice changes in the modern
epoch compared to during the longer historical period. This is
clearly evident in Figure 6 where TOA albedo sensitivity to SIA
in the modern Arctic is plotted against that in the historical
period for all CMIP6 models. While a few models show
decreased sensitivity in June (e.g. ACCESS-ESM1-5, CESM2,
and CanESM5), other models exhibit much larger increases (e.g.
BCC-CSM2-MR and MIP-ESM1-2-LR). The latter models have
TOA albedos that are at least three times as sensitive to SIA
changes over 2000-2014 as compared to 1900-2000, which may
suggest their climates are already changing significantly. A more
robust but opposite trend is evident in September where the
TOA albedo is less sensitive to SIA across all CMIP6 models in
the modern epoch compared to the last century. In extreme
cases (e.g. CanESM3, NorESM-2-LM, and EC-Earth3), the TOA
albedo in September has almost no sensitivity to changing SIA in
today’s climate while it varied by more than 1% per 10°km™
over the past century. This is a consequence of the diminished
September SIA in recent years that has increased the
atmospheric contribution to TOA albedo even relative to last
century (not shown but analogous to Figure 3D).

While the modern period from 2000-2014 has fewer years
and, therefore, less robust statistics than the full historical
1900-2014 record, it provides a snapshot of the modern
Arctic that overlaps the observational record provided by
CERES-EBAF. Furthermore, unlike the trends shown in
Supplementary Figures S1, S2, the regressions shown in
Figure 5 are less sensitive to internal model variability since
they do not depend on the time-evolution of the modeled
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climate but rather the statistical relationship between two
quantities: TOA albedo and SIA. The computed regressions
do not depend on the specific model years that exhibit higher or
lower SIA nor the actual magnitude of the SIA changes and are,
therefore, less dependent on the specific trajectory of the model.
Never-the-less, these relationships do depend on the mean state
of the system as noted above, so some additional scatter among
models should be expected relative to the longer historical
period.

CERES-EBAF observations confirm that the TOA albedo
sensitivity to SIA is more than two and a half times larger in
June than in September. However, the observed sensitivities are
larger than those in almost all of the CMIP6 in both months
suggesting that Arctic solar absorption is more sensitive to
changes in SIA than models predict. While internal variability
likely plays a role in model behavior over this shorter period, it is
not clear how it could result in all models underestimating Arctic
albedo sensitivity to changes in sea ice cover. It may, instead,
point to a more systematic bias in the way clouds covary with sea
ice in models compared to observations, but identifying such
biases would require more detailed analysis beyond that
presented here.

3.3 Comparison with CMIP5

These comparisons against CERES-EBAF reveal some basic
characteristics about the representation of absorbed solar
radiation in the Arctic. The CMIP6 ensemble captures the
observed mean annual cycle of TOA and surface albedo very
well and generally simulates the observed partitioning of TOA
albedo into its surface and atmospheric contributions. And yet,

inter-model spread in TOA albedo, which governs the net energy
input into the Arctic, is large owing primarily to substantial
disagreement in the contributions from the atmosphere (i.e.
clouds). This has significant implications for reconciling
predicted increases in Arctic absorbed solar radiation owing to
ice-albedo feedbacks over the next century, and CMIP6 models
tend to systematically underestimate the sensitivity of TOA
albedo to changing sea ice cover.

To put this snapshot of climate model behavior into the
broader context of model development, the mean state and
sensitivity of Arctic albedo to SIA in CMIP6 are compared
against the preceding generation of models, CMIP5, in
Figures 7, 8. Since there are only 5 years over overlap between
CERES observations and historical forcing from CMIP5,
observations are omitted from these comparisons.

Annual cycles of albedos from 1986-2005 are presented in
Figure 7. Note that this period has slightly larger TOA and
surface albedos and marginally higher (lower) surface
(atmospheric) contributions in CMIP6 relative to 2000-2014
(Figure 2) because sea ice concentrations were somewhat
larger at the end of the 20" century. The spread of albedos
has narrowed between CMIP5 and CMIP6 and the Arctic is
somewhat brighter in the summer months (June-August) in the
latest generation of models. Although the ensemble means are
very similar, CMIP5 had a notably larger spread in surface
albedos over the melt season (e.g. Koenigk et al., 2014), fully
encompassing the current CMIP6 ensemble (Figure 7B). The
reduced spread in CMIP6 surface albedo is consistent with efforts
to more closely align Arctic sea ice extents to observations (Shu
etal., 2020). The actual spread in sea ice albedo is larger than that
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FIGURE 8 | Comparison of albedo-SIA sensitivities (A,B) and correlations (C,D) at the top of the atmosphere (A,C) and surface (B,D). Values are calculated over
1900-2005 from CMIP5 and CMIP6. Changes over the 21st century ([2080-2100] minus [1900-2005]) are also shown for the TOA albedo (E) and surface albedo (F).
Ensemble means are shown as stars for each month.

shown since averaging over the Arctic includes dark open ocean ~ melt pond formation (Schmidt et al., 2014). NorESM1-ME has
areas. The lowest average surface albedos are from the GISS  the highest average surface albedos in summer, likely because of
models that have documented low sea ice albedos due to excessive  its high sea ice albedo (Koenigk et al., 2014).
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CMIP5 models also show a larger spread in monthly TOA
albedos (15% versus 10%), particularly after May. As in CMIP6,
this spread is more closely linked to differences in atmospheric
contributions than surface behavior, which follows the diverging
representations of Arctic clouds in CMIP5 (Cesana and Chepfer,
2012). For example, although NorESM1-ME shows average
summer surface albedos larger than the CMIP6 ensemble, its
average TOA albedos during summer are within the CMIP6
spread since its surface contributes relatively little to the TOA
albedo and its atmospheric albedo aligns well with the ensemble
average, likely due to higher cloud fractions and LWP as
compared to observations (Seland et al., 2020).

Overall, CMIP5 models exhibit lower atmospheric
contributions to TOA albedo compared to CMIP6, both in
terms of raw values (not shown) and percent contributions
(Figure 7C). This larger atmospheric contribution to TOA
albedo in CMIP6 is responsible for the brighter Arctic in the
latest generation of models. This is consistent with increased total
cloud fractions in CMIP6 compared to CMIP5 and
improvements in the representation of super-cooled liquid
containing clouds (Wu et al, 2019; Mcllhattan et al., 2020).
Such changes may stem from an increased focus on improving
polar cloud parameterizations by the modeling community in
recent years (Seland et al., 2020; Vignesh et al., 2020; Wei et al.,
2021). This effort may also have helped to narrow the model
spread in atmospheric contributions to TOA albedo between
CMIP5 and CMIP6. There is about a 15% range in the percentage
of TOA albedo contributed by the atmosphere across CMIP5
models in all months. Conversely, while CMIP6 exhibits similar
spreads in spring, their atmospheric contributions agree to within
about 5% in September, a sign that simulated late-season sea ice
and cloud cover has converged in the latest generation of climate
models.

There may be evidence of another significant impact of
changes to Arctic cloud parameterizations in the latest
generation of climate models evident in Figure 8 that
compares TOA and surface albedo sensitivities to SIA changes
in CMIP5 and CMIP6. Here the period 1900-2005 is adopted to
ensure overlap between model generations, but omitting the last
decade has a minimal impact on the magnitudes of these values in
CMIP6. The corresponding mean all-sky and clear-sky TTE are
given in Tables 4 and 5 for CMIP5 and CMIP6, respectively.
Although the relative contributions of the atmosphere and
surface to the TOA albedo shift between CMIP5 to CMIPS,
there is less change in the response of surface and TOA
albedos to SIA between CMIP generations. More surprising,
however, is that there has been a modest shift toward stronger
TOA albedo sensitivity to (and higher correlations with) SIA in
CMIP6 even though the surface contributes less to TOA albedo in
CMIP6 than in CMIP5. This suggests that the atmospheric albedo
itself (i.e. cloud cover) may respond more strongly to sea ice
changes in CMIP6 hinting that Arctic cloud feedbacks may be
stronger in the current generation of climate models (Zelinka
et al., 2020; Sledd and L’Ecuyer, 2021b).

Figure 8 also shows that the spread in SIA sensitivity has
improved relative to CMIP5. In fact, the inter-model range of
both sensitivities to SIA and correlations with SIA are smaller in

A Cloudier Picture of CMIP6

the latest generation of climate models. This is consistent with
reduced uncertainty in sea ice albedo feedback from CMIP5 to
CMIP6 (Zelinka et al., 2020). Never-the-less, CMIP6 albedos
continue to exhibit a wide range of sensitivities to SIA that have
significant implications for predicted changes in absorbed SW
radiation and, ultimately, the evolution of Arctic climate. This is
evident in the wide range of predicted decreases in Arctic TOA
and surface albedos shown in Figures 8E,F that highlight the
compounding effects of model differences in both the mean state
solar absorption and its sensitivity to sea ice changes. The
surprisingly large spread in predicted changes in surface
albedo by the end of the century, especially in June, reflects
the impacts of large discrepancies in absorbed solar radiation
amplified by the myriad of associated feedbacks on SIA at the end
of the century (Hahn et al., 2021). CMIP6 models also predict
larger increases in overall Arctic solar absorption (lower albedos)
by the end of the century than their CMIP5 counterparts, but the
spread between individual models has also increased.

3.4 Implications for Solar Absorption Trends
Given the reduced spread in TOA and surface albedo sensitivities
to SIA in CMIP6 relative to CMIP5, the increased uncertainty in
21* century predictions is somewhat surprising. This, together
with the shift toward greater atmospheric contributions to TOA
albedo in CMIP6, suggests that the diverging predictions of future
Arctic albedo may stem from differing cloud responses to
changing SIA in the latest generation of some models (Hahn
et al., 2021).

The increased role of the atmosphere in defining future Arctic
albedo has significant implications for the time to emergence of
trends in models. Sledd and L’Ecuyer (2021a) recently showed
that clouds have delayed the emergence of trends in observed
Arctic SW absorption by about 5 years relative to clear-sky
conditions by reducing the magnitude of accumulated
shortwave radiation (SW,.) trends. A similar analysis applied
to CMIP6 models, however, shows a more varied picture possibly
related to cloud cover feedbacks that amplify the impacts of
surface albedo changes.

Figure 9 examines the connection between the TTE of SW,.
trends and SIA responses explicitly and documents an apparent
divergence of model behavior from CMIP5 to CMIP6. The y-axis
on all plots shows the ratio of the TTE of clear-sky SW ., trends to
those in all-sky conditions. For reference, CERES observations
since 2000 predict a ratio of 0.8. The choice of September SIA
regressions on the x-axis is motivated by the fact that it represents
the integrated effects of the melt season. Recall that SW,.
represents the net input of SW energy at the TOA into the
Arctic system over the melt season, March through September.
SIA reaches its minimum in September, the result of energy
exchanged throughout the preceding melt season, including SW,
so it is not unreasonable for there to be a connection across these
different time scales.

While it is challenging to compare observed TTE to those from
the different CMIP5 and CMIP6 emissions pathways directly, the
clear to all-sky ratio isolates the role of clouds in modifying TTE, a
physical characteristic we may expect to be less sensitive to subtle
differences in climate trajectories. This is confirmed by the fact
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that the TTE ratio is very consistent between SSP245 and SSP585
(Sledd and L'Ecuyer, 2021b). Two striking results are immediately
evident in Figure 9: 1) while all but one of the CMIP5 models
agree with observations that clear-sky trends emerge more
quickly than all-sky trends (ratios < 1), CMIP6 models are
equally divided in whether clouds accelerate or delay the
emergence of trends; and 2) the TTE ratio is correlated with
the sensitivity of the atmospheric contribution to SIA in CMIP6
while no such correlation existed in CMIP5 (Figure 9C).
These findings are likely related. In CMIP6 models where the
atmospheric contribution shows little response to September SIA,
the all-sky SW . trend takes relatively longer to emerge than the
clear-sky SW,. trend. These are the models where clouds
presumably exhibit little change with SIA and the primary role
of constant cloud cover is to mask surface changes, slowing the
emergence of trends in solar absorption. CMIP5 models, on the
other hand, exhibit no statistically significant relationship
between TTE ratio and atmospheric contribution response to
SIA, and all but one outlier reproduce the observed cloud delaying
of TTE (although some models show ratios very near 1).
While Figure 9 does not examine cloud feedbacks directly, it
suggests that, in some CMIP6 models, increases in atmospheric
contributions to TOA albedo in response to sea ice loss may enhance
trends in SW ;.. more than in CMIP5. For example, the Community
Earth System Model (CESM) has undergone a significant shift from

CESM1 (A) where clouds slowed the emergence of SW ., trends to
CESM2 (A) where clouds accelerate these trends by nearly 50%.
Such a strong shift could be due to changes in cloud
parameterizations that can have a dramatic influence on surface
radiative balance, e.g. Huang et al. (2021). In Figure 10, the
integrated solar radiation reflected by the atmosphere over the
melt season, SWper,, (Eq. 7), has increased by nearly 30%
between CESM1 and CESM2, consistent with Mcllhattan et al.
(2020) who showed that increased cloud cover and cloud liquid
water path in summer led to decreased downwelling SW at the
surface in CESM2 as compared to CESM1. The more SW energy the
atmosphere reflects compared to the surface, the greater the impact
clouds have on the Arctic mean SW,,,.. This is true across all models
in both CMIP generations (Figure 10B). In the case of CESM,
brighter clouds in CESM2 reduce absorbed SW radiation across the
Arctic by 33%, more than double their effect in CESM1 (16%). More
generally, the population of CMIP6 models has shifted toward
brighter atmospheres that suppress more SW,, relative to clear
skies than the population of CMIP5 models.

The standard deviation of SW . influences whether internal
variability in cloud reflection increases or decreases SW,.
variability across models. This is notable because the relative
“noisiness” of all-sky versus clear-sky SW,,. is a determining
factor in whether clouds increase or decrease SW,.. TTE. If clouds
increase SW . variability, they can increase TTE because it takes
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longer for a trend to emerge from a noisier timeseries, and vice versa.
SWief,., standard deviations vary by almost a factor of three across
CMIP6 models in Figure 10C. Models with the greatest SW,.f,,.
standard deviations (MPI-ESM1-2-LR and NESM3) are the only
models where clouds increase the variability of SW,... In models
where the atmospheric reflectivity is less variable, clouds decrease
SW . variability (ratio > 1) potentially reducing time to emergence
relative to clear skies. In CESM2, for example, clouds decrease the
standard deviation of SW .. by nearly a factor of two while they had a
minimal impact in CESM1. This may explain the shift in CESM
from clouds delaying the emergence of SW, trends in CESM1
(consistent with observations) to accelerating it in CESM2. In
observations, clouds only slightly decrease SW,, variability when
averaged over the full Arctic, although the regional impact of clouds
on SW, depends on the underlying surface (Sledd and L’Ecuyer,
2021a). Model biases could, therefore, stem directly from their
representations of clouds or from covariability with the
underlying distribution of sea ice and snow cover.

Since variability in SW.,,, influences the noise in the ratio of
clear-sky to all-sky SW,. time-series, one might anticipate that
trends in SW,.,,, may also influence the ratio of clear-sky to all-sky
TTE. If cloud feedbacks are involved in accelerating the TTE of SIA
trends, i.e. if cloud cover becomes less reflective as SIA decreases, we
would anticipate a negative relationship between TTE ratio and
trends in SW, . Figure 10D suggests that the clear-sky to all-sky
TTE ratio is more strongly inversely related to the SW,.r,, trend

over the 21% century in CMIP6 than CMIP5. Some inverse
relationship is expected since Eq. 2 shows that the atmospheric
contribution depends on multiple reflections from the surface. A
lower surface albedo will generate less upwelling SW from the
surface and consequently reduce SW reflection by the
atmosphere to space over the melt season in spite of the fact that
the atmospheric contribution to TOA albedo increases. However,
the inverse relationship between between TTE ratio and SW.f,,,
trend is much weaker in CMIP5 models, lending further evidence
that cloud feedbacks may be responsible for the increased ambiguity
in SW, trends in CMIP6.

All CMIP6 models agree that the melt-season integrated SW
reflected by the atmosphere decreases in the future, but the
magnitude of that decline ranges from near zero (BCC-CSM2-
MR, O) to about —0.7x10°PJ/decade (CESM2-CAM5 and
CESM2-WACCM, A and A). Like the shift toward brighter
present-day atmospheres, there is a systematic shift toward
larger dimming trends in CMIP6 compared to CMIP5. Sledd
and L'Ecuyer (2021b) attributed ambiguity in TTE ratios to cloud
fraction (CF) trends. These results support that hypothesis by
showing that models where clouds enhance TTE of SW,,,, trends
exhibit larger declines in SW.y,,,.. For example, the two versions
of CESM2 predict the largest 21*' century declines in SW,.y,,, and
have the highest TTE ratios of all CMIP6 models while CESM1
predicted less than half the decline in SW,,f_, and a TTE ratio of
0.9. This analysis, however, only provides a broad comparison of
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the characteristics of absorbed SW radiation in the CMIP6
models and documents changes relative to CMIP5. Tracing
the specific causes of the wide range of atmospheric influences
on Arctic absorbed shortwave radiation in CMIP6 models will
require comprehensive analysis of cloud fraction, opacity, phase,
and other characteristics that is beyond the current scope of
this work.

4 CONCLUSION

An accelerated rate of Arctic warming relative to the globe has been a
robust feature of observed and modeled anthropogenic climate
change for many years (Serreze et al, 2009; Screen and
Simmonds, 2010a). While numerous processes and feedbacks are
ultimately responsible for the overall Arctic temperature response to
anthropogenic forcings (Pithan and Mauritsen, 2014; Goosse et al,,
2018; Hahn et al, 2021), this study examines the factors that
modulate solar absorption, a direct consequence of ice-albedo
feedback that can be probed using modern satellite data records.
We use a simple framework to quantify the sensitivity of planetary or
TOA albedo to changing sea ice cover and establish the relative roles
of the atmosphere (clouds) and surface in defining this response in
the last two generations of climate models in the context of satellite-
derived solar reflection and sea ice cover estimates. While the
framework used is not intended as a predictive model, it provides
a means for collapsing the atmospheric influence on planetary
albedo into a single number that is entirely defined using fluxes
at the TOA and surface boundaries, allowing models and
observations to be compared. The growing satellite record is
further used to statistically assess the emergence of trends in
Arctic absorbed radiation over the summer season, providing a
measure of when the radiative impacts of ice-albedo feedbacks have
exceeded internal variability.

Multiple parameters characterizing the influence of sea ice
changes on Arctic solar absorption suggest that CMIP6 models
have converged to a more accurate representation of present day
Arctic albedo and its sensitivity to sea ice cover than their
predecessors in CMIP5, which had known biases in terms of
clouds and SW fluxes (e.g. Karlsson and Svensson (2013); Taylor
etal. (2019)). Ensemble mean TOA and surface albedos agree more
closely with CERES-EBAF, and inter-model spreads have reduced in
the latest generation of climate models. As a whole, CMIP6 models
simulate a brighter present-day Arctic than CMIP5 and predict
stronger responses to declining sea ice cover in better agreement with
observations. However, observed Arctic solar absorption remains
more sensitive to changes in SIA in the modern era of seasonal sea
ice cover than climate models predict.

The improved representation of present-day Arctic albedo in
CMIP6 has not, however, translated into reduced spread in predicted
changes. In fact, CMIP6 models exhibit wider variation in predicted
declines in both surface and TOA albedos by the end of the century
than CMIP5. These differences, that exceed 10% in mid-summer
when incoming solar radiation is strongest, can be traced to the wide
range of atmospheric contributions to TOA albedo across models.
The atmosphere generally contributes more to the TOA albedo in

A Cloudier Picture of CMIP6

CMIP6 and is predicted to change more dramatically by the end of
the 21% century than in CMIP5.

This lack of consensus in atmospheric reflectance among
models is also evident in the estimated time to emergence of
predicted trends in solar absorption in the modern Arctic.
While models generally agree with observations that the cloud-
free Arctic is absorbing more solar radiation than at the start of
the century, CMIP6 model paint contradictory pictures
regarding whether clouds suppress or enhance this trend.
All but one of the CMIP5 models analyzed (Table 2) agree
with observations that clouds have delayed the emergence of
trends since the start of the century (Sledd and L’Ecuyer,
2021b). However, the influence of clouds on absorbed SW
trends is ambiguous in CMIP6 with nearly half of the models
examined (Table 1) diverging from observations and
suggesting that clouds decrease TTE.

Though specific cloud parameterizations are not explicitly
examined here, the increased ambiguity in the role of clouds
in modulating ice-albedo feedback appears to be linked to
different cloud responses to sea ice changes across models.
CMIP6 models exhibit a distinct relationship between how
strongly the atmospheric contribution to TOA albedo
responds to SIA and how clouds influence the TTE of SW
absorption trends that wasn’t present in CMIP5. Models with
strong atmospheric responses to SIA tend to predict that clouds
accelerate the emergence of solar absorption trends while models
with weaker atmospheric responses to SIA tend to reproduce the
observed cloud delays. The CMIP6 ensemble also predicts
stronger seasonally-integrated atmospheric reflectance trends
than the CMIP5 ensemble. The models that predict clouds
reduce TTE are those that exhibit the largest declines in
atmospheric reflectance with time, suggesting that ice-albedo
and cloud feedbacks may work in concert to produce the most
rapid changes in Arctic albedo.

Thus, while CMIP6 is converging to a better representation
of current Arctic TOA and surface albedo, increased sensitivity
to sea ice changes in some models amplifies initial state
differences and leads to divergent cloud responses between
models that were not present in CMIP5. When acting in
concert with the numerous other feedbacks that amplify
Arctic warming, the resulting range of Arctic absorption may
have significant implications for the trajectories of Arctic
temperature and sea ice across models. Continued
investigation into the interplay of sea ice and clouds and
their mutual impact on absorbed solar radiation in both
observations and models is warranted.
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Arctic amplification (AA) is a coupled atmosphere-sea ice-ocean process. This
understanding has evolved from the early concept of AA, as a consequence of snow-
ice line progressions, through more than a century of research that has clarified the relevant
processes and driving mechanisms of AA. The predictions made by early modeling
studies, namely the fall/winter maximum, bottom-heavy structure, the prominence of
surface albedo feedback, and the importance of stable stratification have withstood the
scrutiny of multi-decadal observations and more complex models. Yet, the uncertainty in
Arctic climate projections is larger than in any other region of the planet, making the
assessment of high-impact, near-term regional changes difficult or impossible. Reducing
this large spread in Arctic climate projections requires a quantitative process
understanding. This manuscript aims to build such an understanding by synthesizing
current knowledge of AA and to produce a set of recommendations to guide future
research. It briefly reviews the history of AA science, summarizes observed Arctic changes,
discusses modeling approaches and feedback diagnostics, and assesses the current
understanding of the most relevant feedbacks to AA. These sections culminate in a
conceptual model of the fundamental physical mechanisms causing AA and a collection of
recommendations to accelerate progress towards reduced uncertainty in Arctic climate
projections. Our conceptual model highlights the need to account for local feedback and
remote process interactions within the context of the annual cycle to constrain projected
AA. We recommend raising the priority of Arctic climate sensitivity research, improving the
accuracy of Arctic surface energy budget observations, rethinking climate feedback
definitions, coordinating new model experiments and intercomparisons, and further
investigating the role of episodic variability in AA.

Keywords: arctic amplification, climate feedback mechanisms, cloud feedback, sea ice albedo feedback, remote
mechanisms, sea ice
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INTRODUCTION

Anthropogenic carbon dioxide (CO,) emissions and other
greenhouse gases are changing Earth’s climate. Global mean
surface temperature has risen by > 1.0°C relative to the pre-
industrial period, making this the warmest period in the history of
modern civilization (Wuebbles et al., 2017). As the impacts of
warming cascade through the physical climate and natural
systems, society  grapples with decisions on the
countermeasures needed to offset the increased vulnerability in
the systems that underpin modern society: food, energy, water,
health, security, and economy. Global temperature targets (e.g.,
Paris Climate Accord) serve as the basis to gauge the required
aggressiveness of countermeasures. Global targets, however, fail
to consider the uncertainty and high impact of dramatic regional
changes, such as in the Arctic where consequential ice sheet melt
and untenable global sea level rise cannot be ruled out at 1.5°C of
global warming (IPCC 2018; Meredith et al., 2019; IPCC 2021).
Global temperature targets leave substantial climate risks
unconsidered; using regional indicators as policy targets helps
account for the uneven spatial distribution of climate change
impacts and risks.

Climate change is spread unevenly across the globe. The Arctic
surface has warmed more than twice as fast as the global average
surface temperature (Figure 1; Lenssen et al, 2019), a
phenomenon known as Arctic Amplification (AA). AA is part
of the broader polar amplification phenomenon that also applies
to the Antarctic. However, amplified Antarctic warming is
expected to be weaker and delayed because of the Antarctic
continent surface height, smaller albedo and lapse rate
feedbacks, and Southern Ocean heat uptake (Salzmann 2017;
Hahn et al., 2021). Rapid Arctic surface warming is driving
changes in several physical climate characteristics (e.g., sea ice
and snow cover) and impacting ecosystems and vegetation
distribution (Taylor et al, 2017). The use of climate change
indicators from regions with the largest expected changes (e.g.
Arctic surface temperature change and sea ice extent and
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thickness) ensures that high-impact regional climate change
outcomes are considered in climate risk assessment.

Accurate long-term observations and trustworthy climate
projections are needed to effectively inform regional targets;
however, the harsh and complex Arctic environment makes
the necessary observations and climate projections challenging
to obtain, resulting in substantial uncertainty. A meaningful
adoption of Arctic climate indicators as policy targets requires
an improved process understanding to reduce uncertainty in AA
projections—the topic of this review.

Research over the last 50 years has identified the fundamental
characteristics of AA and advanced our understanding. It is
widely accepted that AA manifests as a surface-based warming
profile (Manabe and Wetherald 1975; hereafter MW?75); it is
strongest in fall and winter and absent in summer (Manabe and
Stouffer 1980; hereafter MS80); it is strongest in regions of sea ice
retreat (Washington and Meehl 1984) and that the seasonal
energy transfer from summer to fall via ocean heat storage
plays a critical role in its seasonality and magnitude (MS80;
Washington and Meehl 1986). Moreover, the melting of sea
ice and snow represents a fundamental feedback mechanism
(e.g., Arrhenius 1896; Budyko 1966).

As our knowledge has deepened, additional considerations
have been identified that make it harder to reduce Arctic climate
projection uncertainty. Natural variability complicates our ability
to quantify the forced Arctic climate change signal and
distinguish the processes driving observed AA. While our
understanding of interannual variability has advanced, it
remains incomplete (e.g., Ding et al, 2017; Wu et al, 2021).
Natural variability also represents an irreducible uncertainty in
decadal and multi-decadal predictions (Kay et al., 2011; Swart
et al., 2015; Swart 2017). In addition, the quantitative assessment
of specific process contributions to AA is affected by the metric
used to define AA and the feedback diagnostic approach applied
(Hind et al., 2016).

Important advances in AA science have occurred in the last
decade. The aim of this manuscript is to synthesize this
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FIGURE 1 | Arctic and zonal mean linear surface temperature trends since 1960. (A) The spatial pattern of the surface temperature trend at 2° x 2° resolution and
(B) the zonal mean surface temperature trend (K decade ™) assessed by applying a ordinary least squares fit linear regression to the GISTEMP time series (Lenssen et al.,
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knowledge and guide future research. Section 2 provides a brief
history of AA science, highlighting the most pertinent results and
contributing factors. Section 3 provides an overall context of the
observed Arctic changes over the last several decades. Section 4
provides a discussion of the modeling approaches and feedback
diagnostic techniques. Section 5 describes our current
understanding of the processes driving AA. Section 6 provides
a conceptual model of the key physical mechanisms. Lastly,
Section 7 proposes a collection of recommendations to
accelerate progress in AA science and reduce uncertainty in
Arctic climate projections.

HISTORICAL PERSPECTIVE

The expectation that the polar regions are more sensitive to
climate forcing has been around since Arrhenius (1896) wrote on
the ebb and flow of glacial periods in a seminal paper on the
impact of CO, concentrations on temperature. However, the
phrase “amplified polar warming” or “polar amplification” did
not appear until nearly a century later (Broecker 1975; Schneider
1975). The explanation for polar amplification has evolved from
the earliest idea as a consequence of the progression of the snow-
ice line (e.g., Arrhenius 1896) to modern ideas of a coupled
atmosphere-sea ice-ocean process (e.g., MS80). While impossible
to definitively say, it seems likely that the origin of polar
amplification within the context of ice ages favored hypotheses
pertaining to ice and snow. Computational expediency could also
have played a role, as the surface albedo feedback is easily
manipulated within energy balance models (EBMs). Be it by
intuition or luck, early scientists correctly identified the leading
role of the surface albedo feedback. Despite this early success,
large gaps remain in our understanding of the Arctic climate
system that preclude more accurate predictions. In constructing a
roadmap for improving Arctic climate projections, we consider
the historical evolution of polar amplification science.

Early studies employed EBMs—models representing the
relationship between Earth’s surface temperature and the top-

of-atmosphere (TOA) energy budget—containing many
shortcomings and yet captured the essence of polar
amplification.  Budyko (1966) and Rakipova (1966)

demonstrated the fundamental role of surface albedo and the
latitudinal position of the snow-ice line in determining polar
surface temperature sensitivity to climate forcing. An impressive
accomplishment considering that EBMs were informed by little
snow and sea ice data and contained invalid assumptions. The
most consequential assumption was the exclusion of vertical and
horizontal heat transports.

The influence of vertical and horizontal heat transports on
polar climate was considered in EBM:s later in the 1960s. Manabe
and Wetherald (1967) found that the damping of vertical heat
transport by strong stability at high latitudes caused a surface
albedo perturbation to have a larger effect on near-surface
atmospheric temperature than at higher altitudes. Budyko
(1969) and Sellers (1969) represented horizontal poleward heat
transport in zonally-averaged EBMs as horizontal diffusion
proportional to the meridional temperature gradient. Sellers
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(1969) concluded that the specific representation of poleward
heat transport had the potential to offset polar amplification. This
research illustrated the substantial sensitivity of the polar climate
to poleward heat transport and the need to fully resolve the large-
scale atmospheric circulation.

With this knowledge in hand, MW75 employed a GCM to
resolve atmospheric eddies and cemented polar amplification as a
prominent feature of the global climate response to increased
CO,. MW75 established the surface-based vertical structure of
polar warming, confirmed in modern studies (e.g., Graversen
et al., 2008; Serreze et al., 2009), the role of strong atmospheric
stability in confining warming near the surface (e.g., Bintanja
etal., 2011), and the compensation between increased latent heat
(LH) and decreased poleward sensible heat (SH) transport (e.g.,
Hwang et al., 2011). While including many simplifications (e.g.,
idealized geography, fixed clouds, temperature-dependent sea ice
and snow albedo, and annual mean insolation), much of our
current understanding of polar amplification can be traced to the
Nobel prize-winning work in MW75.

MS80 extended MW75 by incorporating a mixed-layer ocean
and the annual cycle of insolation revealing that polar
amplification is strongest in fall and winter and non-existent
in summer. The seasonality of polar amplification is partly
attributed to the seasonal energy transfer from summer to fall
by the ocean (MS80); an explanation also supported by later
studies (Washington and Meehl 1984; Wilson and Mitchell
1987). While adding important ocean physics to resolve the
annual cyclee, MW75 and MS80 did not consider oceanic
poleward heat transport.

The eventual inclusion of poleward heat transport by ocean
currents revealed a relationship between high latitude control
climate and global climate sensitivity. Spelman and Manabe
(1984) presented fully-coupled atmosphere-ocean simulations
capturing the observed climate state with some realism. The
inclusion of poleward ocean heat transport yielded warmer
high latitude surface temperatures, a poleward shift of the
snow and sea ice margin, a weakened albedo feedback, and a
reduced climate sensitivity. The influence of control climate
surface temperature and sea ice extent on high latitude climate
sensitivity was recognized in other studies in relation to the
surface albedo parameterization (Budyko 1969; Washington
and Meehl 1986) and recently shown to influence
CMIP5 inter-model spread (Hu et al., 2017). Rind et al. (1995)
illustrated a dependence of simulated sea ice decline on sea ice
thickness. Control climate-climate sensitivity relationships are
attractive because of the potential ability to constrain model
predictions; however, as noted by Washington and Meehl
(1986), control climate-climate sensitivity relationships may
only be valid when considering the same model.

Adding more climate models to the fold revealed the
importance of interactions between the ocean and sea ice to
the polar climate response. Washington and Meehl (1984; 1986;
1989) performed model simulations with increasingly complex
representations of the ocean (swamp, slab, and a coupled ocean
circulation model) finding a smaller climate sensitivity and less
polar amplification than MW?75 and MS80. These differences
were attributed to different sea ice albedo-temperature
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relationships (Washington and Meehl 1984). Additionally,
MW?75 allowed melt pond formation to change sea ice albedo
whereas Washington and Meehl (1984) did not. Washington and
Meehl (1989) showed that the regional sea ice distribution was
sensitive to the representation of the ocean circulation due to
changes in poleward ocean heat transport and deep ocean
convection. Further, the way that ocean heat is applied to sea
ice (e.g., to the bottom or to the bottom and laterally) also
strongly influences sea ice melt (Hansen et al, 1984). These
early model intercomparisons demonstrated their value for
identifying key uncertainties.

Extracting maximum value from model comparisons requires
diagnostic techniques that consistently quantify the causes of model
differences (Coakley 1977; Ramanathan 1977; Hansen et al., 1984;
Washington and Meehl 1986; Dickinson et al., 1987; Wetherald and
Manabe 1988; Section 4). Many of these studies focus on the surface
albedo feedback, diagnosing it using slightly different methods, and
finding large inter-model differences. However, the inter-model
differences in the surface albedo feedback were mainly due to
methodological differences (Ingram et al, 1989). Methods were
also developed to diagnose all TOA radiative feedbacks (Hansen
et al, 1984; Wetherald and Manabe 1988). Moreover, Cess and
Potter (1988) developed a methodology designed to assess cloud
feedback. Feedback diagnostic methods paved the way for broader
model intercomparisons and enabled a consistent understanding of
why projections differ (see Section 4).

Early multi-model intercomparisons identified snow and sea ice
albedo feedbacks and their interactions with cloud feedback as a key
polar climate uncertainty. The first large-scale, coordinated climate
model intercomparison occurred in the late 1980s finding a three-
fold difference in global climate sensitivity mainly due to cloud
feedback differences (Cess et al., 1989; 1990). Using a similar set of
models, Cess et al. (1991) reported substantial snow-albedo feedback
differences; interestingly, these differences stemmed not only from
the snow-albedo treatment but also from interactions with clouds.
Given the demonstrated value of using the large-scale model
intercomparisons to indicate uncertainty, model intercomparison
projects (MIPs) emerged as a major research theme and continue to
be a valuable resource for hypothesis testing, identifying projection
uncertainty, and informing climate observation system design (e.g.,
Wielicki et al., 2013).

In the 1990s, aided by improved computational capabilities,
transient climate change simulations became widespread
alongside MIPs and advanced our understanding of the
interactions between ocean and atmosphere circulation and polar
climate. A decade earlier, Bryan et al. (1982) made the first attempt to
simulate the transient climate response using a 1% per year CO,
increase experiment finding different high- and low-latitude
transient responses. Subsequent transient experiments show a
profound influence of the ocean circulation on the spatial
distribution of Arctic warming with slower warming over the
ocean and in regions of deep water formation (e.g, northern
North Atlantic) and faster warming over land (Washington and
Meehl 1989; Manabe et al., 1991; Washington and Meehl 1996;
Meehl et al., 2000). Manabe et al. (1992) argued that the land-ocean
warming contrast affects the land precipitation and soil moisture
response by delaying latent heat transport from ocean to land.

Review of Amplified Arctic Warming

Washington and Meehl (1989) found a time-dependence of the
high-latitude atmospheric circulation response suggesting that there
may not be a single atmospheric circulation pattern that amplifies
monotonically with increased forcing. While advancing our
knowledge of the transient Arctic climate response, these studies
did not change the underlying understanding of the physical drivers
of polar amplification.

In the 2000s, the drastic sea ice retreat and warming in the
Arctic seems to have spurred a newfound urgency and polar
amplification began appearing as a unique research topic, as
opposed to an aspect of CO,-induced climate change. Studies
using multi-decadal records of Arctic temperature, snow cover,
and sea ice became prominent and enabled the verification of
many early predictions of AA including its fall/winter maximum,
bottom-heavy structure, and the prominence of surface albedo
feedback (e.g., Graversen et al., 2008; Serreze et al., 2009; Pistone
et al., 2014). This application of observations is in sharp contrast
to the 1980s when the quality and quantity of observations
limited their use to control climate tuning. Multi-decadal
observations  further  enabled studies of emergent
constraints—relationships between an uncertain aspect of
climate projections and an observable quantity (e.g., Hall and
Qu 2006; Caldwell et al., 2014; Hall et al., 2019). MIP activities
revealed that sea ice extent and thickness, ocean heat transport,
and clouds are key sources of inter-model differences in AA
(Holland and Bitz 2003) and potential emergent constraints.

Several studies in the early 2000s altered the trajectory of polar
amplification research by showing that polar amplification was
possible without the surface albedo feedback. First, aquaplanet
experiments by Alexeev (2003) illustrated polar amplification in
the absence of sea ice. Second, coupled GCM experiments with a
suppressed surface albedo feedback showed polar amplification,
albeit weaker (Hall 2004). These results appear at odds with
earlier studies also suppressing the surface albedo feedback that
concluded the sea ice albedo feedback was necessary for polar
amplification (e.g., Ingram et al., 1989; Rind et al., 1995). The
Ingram et al. (1989) modeling setup prohibited ocean energy
transfer across seasons, which may explain the different
conclusion; the reason for the difference with Rind et al.
(1995) is unclear. Studies argue that poleward heat transport
produces polar amplification due to an increased efficiency, as
poleward traveling air is warmer and moister than before
(Alexeev et al,, 2005; Cai 2005; Cai 2006). Differences in
insolation and clouds are also possible explanations as they
can control the existence of polar amplification (Kim et al,
2018). This debate continues (Section 5e) and these studies
mark an inflection point in our thinking on the role of
atmospheric poleward heat transport in polar amplification.

Since 2010, studies have focused on using observations and
coupled models synergistically to understand polar amplification,
including a reemergence of idealized model set-ups (e.g., Chung and
Riisdnen, 2011; Feldl et al., 2017a; Yoshimori et al., 2017; Park et al.,
2018; Shaw and Tan, 2018; Stuecker et al., 2018; Previdi et al., 2020;
Semmler et al., 2020). New satellite data sets (Winker et al., 2010;
Boisvert et al., 2013; Kato et al., 2018; Loeb et al., 2018; Duncan et al.,
2020) and more sophisticated meteorological reanalyses have been
enabling factors (Screen and Simmonds, 2010; Boisvert and Stroeve
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FIGURE 2 | Recent changes in the Arctic surface climate. Linear, annual mean trends from 2002-2020 for (A) skin temperature (K decade™"), (B) surface air
temperature (K decade™), (C) skin and surface air temperature difference (K decade™), and (D) sea ice concentration (% decade™") from the Atmospheric Infrared
Sounder (AIRS; Susskind et al., 2014) and passive microwave sea ice concentration data (Cavalieri et al., 1996).

2015). Key outcomes of recent work include confirming the role of
ocean heat storage, seasonal energy transfer, and the surface
turbulent flux response on AA and inter-model spread (Screen
and Simmonds, 2010; Boeke and Taylor 2018; Kim et al., 2019;
Dai et al, 2019). Studies continue to focus on understanding
atmosphere, sea ice, and ocean processes with a keen focus on
coupling. Idealized model simulations have been combined with
observations to understand shorter time scale atmosphere-ocean-sea
ice interactions, including links between air-mass transformation
and Arctic climate (e.g., atmospheric rivers and cold air outbreaks;
Pithan et al., 2018). Additionally, large single-model initial condition
ensembles (e.g, Kay et al, 2015) hold incredible value for
understanding the impact of internal variability on observed and

projected trends. Studies continue to leverage the trove of
information available from MIP activities including the first Polar
Amplification MIP (PAMIP; Smith et al, 2019). While our
understanding of polar amplification has advanced since
Arrhenius, substantial uncertainty remains in polar climate
projections warranting continued research.

OBSERVATIONAL PERSPECTIVES

Sustained polar observations (satellite, ground-based, and
airborne) have enabled the identification of many fundamental
characteristics of AA and the verification of early modeling
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FIGURE 4 | Vertical structure of recent Arctic warming. Annual, zonal mean air temperature linear trends (K decade™") between for 1979-2020 computed from

ERA-5 (Hersbach et al., 2019).

results. Technological advances in polar observation have led to
higher quality data records and a broader set of observed
variables. Developments in meteorological, oceanic, and sea ice
reanalysis have made these a primary source of Arctic climate
information and are invaluable to AA science. In addition to
multi-decadal records, observational capabilities now provide
near-real time monitoring of the Arctic, elevating the episodic
nature and interconnectedness of the region to the forefront of
Arctic research. Detailed process-oriented observations reveal
how sea ice, ocean and atmosphere interact and which

processes shape the surface energy budget (SEB; e.g., Uttal
et al., 2002; Shupe et al., 2020).

Since 1960, the Arctic has warmed faster than any other region
of the planet (Figure 1). The zonal average surface temperature
trends poleward of 60°N range from ~0.3 to 0.7 K decade™* and
are strongest near the pole. Spatially, Arctic surface temperature
trends range from ~0.1 to 0.8 K decade™’ with the largest
warming coinciding with substantial sea ice concentration
declines (Figure 2). The seasonal contrast in Arctic surface
warming is also evident (Figure 3) with maximum warming
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FIGURE 5 | Recent changes in the Arctic surface energy budget. Linear, annual mean trends from 2002-2020 for surface (A) downwelling LW radiation, (B)
upwelling LW radiation, (C) downwelling SW radiation, and (D) upwelling SW radiation, (E) sensible heat, and (F) latent heat flux trends (W m™2 decade™"). Radiation data
is taken from CERES (Kato et al., 2018) and SH and LH fluxes are derived from AIRS (Boisvert et al., 2013).

in December-January-February (DJF), minimum warming in
June-July-August  (JJA), and substantial warming in
September-October-November (SON) and March-April-May
(MAM). Figure 3 indicates a spatial variation of the seasonal
surface warming pattern that coincides with the seasonality of sea
ice loss modulated by atmospheric circulation variability (Ding
et al., 2017; Dai et al., 2019; Wu et al., 2021). The characteristic

surface-based warming profile is evident in the 1979-2020 ERA5
annual, zonal mean atmospheric temperature trends with surface
trends exceeding 0.8 K decade™ decreasing to ~0.4 K decade™" at
300 hPa (Figure 4).

Arctic sea ice cover and thickness have declined dramatically
since 1979, further evidence that sea ice is a key aspect of observed
AA (Screen and Simmonds, 2010; Boeke and Taylor 2018; Dai
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et al,, 2019). September sea ice extent has declined more rapidly
than during any other month, ~-13% decade™* (e.g., Parkinson
and DiGirolamo 2016; Taylor et al., 2017). September sea ice
volume has declined by >70% since the early 1980s (Schweiger
et al., 2011; Kwok 2018). The Arctic sea ice melt season has also
lengthened by 5-10 days decade™ over the last four decades
(earlier melt onset and later freeze-up) with larger regional
changes (Markus et al, 2009; Stroeve et al., 2014; Bliss and
Anderson 2018). The thinner and less expansive sea ice cover
is also more susceptible to thermodynamic and dynamic forcing
(Hibler 1979; Maslanik et al., 2011; Hegyi and Deng 2017; Huang
et al., 2019a) promoting earlier and more rapid spring melting
(Markus et al., 2009; Maslanik et al., 2011; Stroeve et al., 2014;
Bliss and Anderson, 2018), contributing to the observed AA.

The Arctic SEB has responded to the sea ice and temperature
trends. Clouds and Earth’s Radiant Energy System (CERES) data
show strong trends in TOA and surface energy fluxes in the Arctic
(Loeb et al., 2018; Kato et al., 2018). Surface albedo has declined
by ~0.03-0.04 decade™" over the central Arctic (Duncan et al,
2020) suggesting an additional ~1.2 Wm™> decade™" of shortwave
(SW) energy deposited in the Arctic Ocean since 2000 (Figure 5).
Strong SH and LH flux increases (Figure 5) have also occurred,
coinciding with sea ice loss (Screen and Simmonds, 2010; Boisvert
et al., 2013; Boisvert et al., 2015; Taylor et al., 2018). Importantly,
polar TOA and surface radiative (SW and longwave (LW)) and
turbulent (SH and LH) energy flux observations contain
substantial uncertainties—5-20 Wm™> and 20%,
respectively—that stymie studies of climate-relevant processes
(Boisvert et al., 2015; Kato et al., 2018; Taylor et al., 2018).

Several key insights are gleaned from the observed Arctic
changes. First, the spatially coincident changes in the Arctic
surface temperature, sea ice, and SEB demonstrates the
importance of atmosphere-sea ice-ocean coupling to observed
Arctic changes. Second, observations verify the existence of AA
and key characteristics including its seasonal, vertical, and spatial
structure. Lastly, the expected SEB changes (e.g., reduced surface
albedo and increased SH and LH fluxes) are observed, although
observational uncertainty limits progress.

MODELING PERSPECTIVES

A hierarchy of models have been used to advance AA science.
This evolution in modeling studies coincided with advances in
computational capabilities and trends towards increased
complexity beginning with EBMs (Budyko 1966, 1969; Sellers
1969), simplified/idealized atmospheric GCMs (MW?75; MS80;
Alexeev et al., 2005), atmospheric GCMs (Washington and Meehl
1984), coupled atmospheric-ocean GCMs (Bryan et al., 1982;
Spelman and Manabe 1984; Washington and Meehl 1989), and
now Earth System Models. The march from idealized to complex
progressed piecewise, one new component at a time, providing
insight into the influence of various climate system components
on Arctic climate.

The less complex, computationally-constrained models of the
1980s identified fundamental features of AA that have withstood
observational evidence and the scrutiny of more complex models.
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These features include the magnitude of AA (~2-3 times global
mean warming), seasonality and spatial variation of Arctic
warming, bottom-heavy/surface-based  profile, increased
poleward LH transport, and the acceleration of the hydrologic
cycle. Reduced-complexity models captured the fundamental
processes influencing the Arctic response to increased CO,
including the sea ice and snow surface albedo, poleward
atmospheric and oceanic heat transports, seasonal energy
transfer, atmosphere-sea coupling, and cloud
radiative effects. While increasingly complex and more realistic
contemporary models provide similar insights into AA
(Figure 6), their value is from the refined quantitative
estimates of process contributions and more reliable
projections of future climate. While no one argues for a return
to reduced-complexity representations of sea ice, clouds, and the
ocean to produce climate projections, reduced-complexity
models enable an intuitive understanding of climate processes
that is hard to glean from comprehensive models (Held 2005;
Jeevanjee et al., 2017; Maher et al., 2019).

Climate community organization around MIP activities has
played a key role in AA science by providing inputs for climate
projections and uncertainty assessments. Model intercomparison
activities have grown from 14 models (Cess et al., 1989) to >40
models in Coupled MIP 5 and 6 (CMIP5 and 6) allowing for
robust assessments of inter-model spread. Considering the two
most recent CMIPs, the overall spread in the AA factor (defined
as the ratio of Arctic-to-global mean surface warming) at the end
of the 21st Century for the CMIP5 RCP8.5 (Taylor et al., 2012)
and CMIP6 SSP8.5 scenarios (Eyring et al., 2016) has not
narrowed significantly (Figure 7). However, no CMIP6 model
with the available output simulates an AA factor <2. MIPs have
also expanded to dedicated projects organized around scientific
themes, including Polar Amplification MIP (Smith et al., 2019).
Details on advances from model intercomparison studies can be
found in Sections 2 and 5.

Innovative modeling approaches and experimental designs are
being developed to test AA hypotheses, including a revitalization
of idealized experiments. Specific results are covered in the
feedback  diagnostics section and Section 5. The
complementary use of complex and idealized model
experiments is a critical component of advancing AA science.

ice-ocean

Arctic Feedback Diagnosis Frameworks
Frameworks quantifying how forcings and feedbacks contribute
to AA can be classified into the following: energy budget-based
diagnostics, mechanism denial experiments, latitudinally-
constrained or otherwise idealized forcing, and sea ice forcing
experiments.

Energy budget decompositions have been widely used to
diagnose climate feedback contributions to surface warming.
Individual feedback contributions are evaluated as climate
feedback parameters that quantify the global mean TOA
energy flux perturbation per unit of global mean surface
warming (Wetherald and Manabe 1988; Soden and Held 2006;
Shell et al., 2008; Huang et al., 2017a; Pendergrass et al., 2018).
Although this method assumes that feedbacks are linear and
additive, neural networks can account for nonlinearity (Zhu et al.,
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2019; Huang et al,, 2021a). The energy budget decomposition
method can also quantify the influence of regional feedbacks on
the warming pattern alongside the radiative forcing, atmospheric
energy transport, and ocean heat uptake (e.g., Crook et al., 2011;
Taylor et al., 2011a,b; Feldl and Roe 2013; Armour et al,, 2013;
Pithan and Mauritsen 2014; Hu et al., 2020).

A complementary approach uses the SEB, which is important
in the Arctic where the physical validity of the TOA framework is
questioned (Pithan and Mauritsen 2014; Payne et al, 2015;
Goosse et al., 2018; Henry et al, 2021). Like TOA, the
contributions of individual SEB terms to surface temperature
change can be diagnosed (Lu and Cai 2009a; Pithan and
Mauritsen 2014; Sejas et al., 2014; Lainé et al., 2016; Sejas and
Cai 2016; Boeke and Taylor 2018). A SEB decomposition includes
additional non-radiative terms (surface turbulent fluxes and
ocean heat storage) that are especially important when
considering the surface temperature response seasonality.

An expansion of the SEB approach is the coupled atmosphere
surface climate feedback response analysis method (CFRAM)—a
vertically-resolved version of the energy budget decomposition
method (Lu and Cai 2009b; Cai and Lu 2009; Taylor et al., 2013).
CFRAM provides a three-dimensional analysis of feedback
contributions to the surface and atmospheric temperature
response from radiative and non-radiative processes
(convection, condensational heating, surface turbulent fluxes,
and horizontal heat transport) (Song et al, 2014; Yoshimori
et al., 2014). CFRAM does not include a lapse rate feedback
and provides a clearer diagnosis of the process contributions to
the vertical warming structure. However, the CFRAM is
computationally expensive and computes heat transports as a
residual; explicitly calculated heat transport terms are
straightforward to include in CFRAM however these terms are
not routine model outputs. A disadvantage of all energy budget
decompositions is that they do not provide clear insights into how
different feedbacks are coupled. For example, the radiative
sensitivity to albedo changes varies by a factor of two across
climate models in the Arctic and Southern Ocean due to inter-
model differences in mean-state cloudiness (Donohoe et al.,
2020).

Mechanism denial experiments—model simulations where
a physical process is “turned off” or locked—also provide
insights into the role of various feedbacks (e.g., Wetherald
and Manabe 1988; Ingram et al., 1989; Rind et al., 1995; Hall
2004; Vavrus 2004; Graversen and Wang 2009). These studies
analyze differences between climate model simulations with a
specific process “turned off” and experiments with the process
“turned on,” such as sea ice albedo locking (e.g., Graversen
et al., 2014), cloud locking (Vavrus 2004; Middlemas et al.,
2020), and atmospheric heat transport divergence locking
experiments (Graversen and Langen 2019). This approach
highlights the coupling between processes that energy
budget decomposition approaches cannot (Merlis 2014).
The disadvantages of mechanism denial experiments are
that they can modify the reference climate, introduce
compensating effects, are challenging to apply to
comprehensive climate models, and the results are difficult
to compare with observations.
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Lastly, different modelling protocols have been designed to
understand the local and remote mechanisms to AA. Regionally
applied greenhouse gas forcing experiments (Section 5e) are one
such protocol designed to separate these contributions to Arctic
warming (Alexeev et al, 2005; Chung and Rdisinen 2011;
Yoshimori et al, 2017; Shaw and Tan 2018; Stuecker et al.,
2018). Another protocol isolates local and remote mechanisms
by prescribing local and remote changes in sea surface
temperature and sea ice concentration. Using this approach,
Screen et al. (2012) attribute near-surface Arctic warming to
local feedbacks and upper tropospheric warming to remote
processes. Recent years have seen a proliferation of modeling
experiments in which the sea ice component of a coupled ocean-
atmosphere model is perturbed, including albedo reduction (e.g.,
Blackport and Kushner 2016; Liu and Fedorov, 2019), LW
emissivity manipulation (e.g., Liu et al., 2019); sea-ice ghost
forcing (e.g., Deser et al, 2015), ocean heat flux adjustment
(Oudar et al, 2017), and sea ice nudging (McCusker et al,
2017; Smith et al, 2017). Although they all produce a
consistent atmospheric circulation response (Screen et al,
2018), the various protocols make different and confounding
assumptions regarding conservation of energy and melt water.

Each diagnostic method has strengths and weaknesses
(Table 1) associated with technical aspects and underlying
assumptions. These differences confound the ability to clearly
assess the process contributions to AA. The community needs to
address this issue to advance AA science.

ARCTIC AMPLIFICATION FACTORS AND
PROCESSES

Sea Ice Feedbacks

Sea ice and snow cover changes via the positive surface albedo
feedback are a principal driver of AA (Arrhenius 1896; Budyko
1969; MW75; Hall 2004). The surface albedo feedback operates
when (high albedo) sea ice and snow cover melts and reduces
surface albedo by uncovering the (low albedo) ocean and land
surfaces underneath. Reducing surface albedo causes greater
absorption of solar radiation that warms the surface and
drives additional sea ice and snow melt. Studies estimate that
the sea ice-snow albedo feedback is responsible for 30-60% of the
total CO,-induced Arctic warming (Dickinson et al., 1987; Hall
2004; Taylor et al., 2013; Boeke and Taylor 2018; Duan et al,,
2019) and is the largest local Arctic feedback (Taylor et al., 2013;
Yoshimori et al., 2014; Goosse et al., 2018). Multi-centennial
climate simulations show that Arctic warming slows after most of
the sea ice melts, further highlighting the importance of sea ice
(Bintanja and van der Linden 2013; Dai et al., 2019).

The surface albedo feedback has substantially contributed to
the observed Arctic warming. Observations of a reduced
snowpack (Warren et al., 1999; Brown and Robinson 2011;
Webster et al., 2014) and significant declines in sea ice extent,
thickness, and age since 1979 indicate a reduced Arctic surface
albedo (Nghiem et al., 2007; Maslanik et al., 2011; Parkinson and
DiGirolamo, 2016; Kwok, 2018). Additionally, the albedo of
multi-year sea ice has decreased (Riiheld et al., 2013). Perovich
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TABLE 1| Summary of feedback diagnostic frameworks. The selected example reference in the right column represents a single study that demonstrates each framework.

Diagnosis framework Strengths

Global/Regional TOA (or surface) e FEasy to apply to comprehensive model outputand model @ Assumes linearity and does not provide insights

energy budget decomposition intercomparisons

e Compares all the feedbacks

Weaknesses Example

References

Pithan and
into how different feedbacks are coupled Mauritsen (2014)
e |apse rate feedback conceptually unclear at

high latitudes in TOA frameworks

Coupled Feedback Response e 3D analysis of feedback contributions ® Does not provide insights into how different Taylor et al. (2013)
Analysis Method (CFRAM) ® Resolves process contributions to vertical warming feedbacks are coupled
profile
e Computationally expensive
Mechanism denial e Tests how a given process interacts with different e Hard to implement in comprehensive models Graversen and
feedbacks e Modifies the reference climate state Wang (2009)
|dealized forcing e Compares roles of local and remote forcings and ® Separation between local and remote is Stuecker et al.
feedbacks sometimes unclear (2018)

Sea ice forcing

Neural network

the albedo and water vapor feedbacks

et al. (2007) computed that reduced surface albedo has increased
the solar energy deposited into the Arctic Ocean by 89% from
1979-2005. CERES data indicate a —0.025 + 0.004 decade ™" Arctic
average albedo decline and a +1.2-1.3 Wm > decade " increase in
absorbed TOA solar radiation between 2000 and 2018 (Duncan
et al., 2020).

The surface albedo feedback has contributed substantially to
the inter-model spread in Arctic warming across multiple
generations of intercomparisons (Cess et al, 1991; Holland
and Bitz, 2003; Hu et al., 2020). This uncertainty results from
the complexities of modeling the continuously evolving sea ice
and snow coverage, thickness, and optical properties (Zhang
et al., 2000; Laxon et al., 2003)—processes for which available
data is insufficient. Furthermore, the rapidly evolving factors that
govern surface albedo (e.g, snow and sea ice thickness
distribution, topography, drift, melt pond and floe size
distribution) occur at small scales making parameterization
difficult (Holland et al, 2010, 2012; Schweiger et al., 2011;
Jahn et al., 2012; Stroeve et al., 2014).

Sea ice and snow also modulate surface turbulent energy fluxes
giving rise to the sea ice insulation feedback. This feedback
operates when changes in sea ice concentration and snow and
ice thickness alter the non-radiative surface fluxes (sea ice
conductance and surface turbulent fluxes; Burt et al., 2016).
Sea ice loss exposes a larger area of the Arctic Ocean to the
atmosphere and allows for a freer exchange of water vapor,
aerosol particles, energy, and momentum with the atmosphere.
The sea ice insulation feedback is strongest where there are large
surface and near surface air temperature differences collocated
with reduced sea ice cover (Serreze et al., 2009; Screen and
Simmonds 2010a; Screen and Simmonds, 2010b; Serreze and
Barry 2011; Boisvert et al., 2015; Boisvert and Stroeve, 2015;
Boeke and Taylor 2018; Taylor et al., 2018). In addition, thinner

Tests the importance of sea ice for Arctic warming e Differing assumptions regarding conservation of

Captures nonlinear feedbacks either due to large ® The valid value range and accuracy of predicted
perturbation or coupling effects, e.g. cloud-masking of

Screen et al. (2018)
energy and melt water

Zhu et al. (2019)
feedbacks depends on the training dataset

and less snow-covered sea ice promotes greater heat conduction
through sea ice (MS80; Rind et al., 1995; Persson et al., 2017).
Through these mechanisms, the ice insulation feedback warms
and moistens the lower Arctic atmosphere promoting additional
warming via an enhanced greenhouse effect (Kim et al., 2016;
Boeke and Taylor 2018; Kim et al., 2019; Feldl et al., 2020; Chung
et al., 2021).

Sea ice cover influences the Arctic SEB differently during polar
day and night and in both cases strongly impacts surface
temperature. Less sea ice cover during polar day decreases the
surface albedo and increases SW absorption (Figures 8A,B). Less
sea ice cover also promotes larger ocean waves due to longer
fetches that have the potential to mechanically break-up sea ice
(Rogers et al., 2016). The greater effective heat capacity of the
ocean relative to sea ice suppresses warming caused by the surface
energy gain during polar day, leading to ocean heat storage and a
delayed sea ice freeze up (Dwyer et al., 2012). During polar night,
less sea ice cover corresponds to a warmer surface temperature,
weaker static stability, and larger upwards surface turbulent fluxes
(Figures 8C,D); climatologically cold temperatures over sea ice
enable large surface warming when the ice thins and transitions to
open ocean (Feldl and Merlis 2021). Atmospheric temperature
tends to be warmer in regions with less sea ice in part due to the
warming and moistening of the lower atmosphere by increased
surface turbulent fluxes, increasing downwelling LW (DLW)
radiation (Figure 8D). The greater ocean effective heat
capacity also changes the relationship between DLW and
upwelling LW (ULW); over sea ice surface DLW anomalies do
not lead to strong net LW flux imbalances because sea ice
temperature quickly warms in response (Persson et al., 2017;
Hegyi and Taylor 2018). These differences in the SEB response to
a sea ice change during polar day and night are key components
of our conceptual model (Section 6).
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FIGURE 8 | Modulation of surface energy fluxes by sea ice. A schematic illustration of the sea ice albedo and ice insulation feedbacks and associated surface
energy budget changes from sea ice loss: shortwave (SW), downwelling longwave (DLW), upwelling LW (ULW), sensible heat (SH), latent heat (LH), conductive heat flux
through seaice (F¢) and oceanic heat flux to sea ice (Qy). The black line represents the characteristic atmospheric temperature profiles (T) over ocean and sea ice during
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Temperature Feedbacks
Temperature feedbacks are major contributors to AA and

contribute substantially to the inter-model differences in
CMIP5 (Pithan and Mauritsen 2014). Temperature feedbacks
are related to the efficiency of radiative cooling to space and are
decomposed into contributions from a vertically-uniform
temperature change (the Planck feedback) and the effect of the
deviation from a vertically-uniform warming (the lapse rate
feedback).

The Planck feedback contribution to AA originates from the
nonlinearity of blackbody radiation with temperature, such that
at colder temperatures, a larger increase in temperature is
required to increase outgoing LW radiation (OLR) by

1 Wm > The Planck feedback is negative at all latitudes and
contributes to AA because it is more negative at low latitudes.
However, this nonlinearity effect may be small. Henry and Merlis
(2019) replace the nonlinear temperature dependence of
blackbody radiation with a linearized version in an idealized
moist GCM and find that it does not modify the surface
temperature change pattern, as energy transport and lapse rate
changes compensate.

The lapse rate feedback contribution to AA originates from the
meridional gradient of the feedback sign, negative at low latitudes
and positive at high latitudes. In the tropics, convection pins the
atmospheric temperature profile to the moist adiabat leading to a
larger warming in the upper troposphere than at the surface. This
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“top-heavy” vertical warming structure leads to a larger increase
in OLR per unit increase in surface temperature—a negative lapse
rate feedback. By contrast, the Arctic lapse rate feedback is
positive because stable stratification promotes bottom-heavy
warming. At high-latitudes, the atmosphere is close to
radiative-advective equilibrium causing the lapse rate feedback
to depend on the type of perturbation: a change in greenhouse
forcing, for example, has a more bottom-heavy temperature
response than a change in atmospheric heat transport (Payne
et al., 2015; Cronin and Jansen, 2016).

This dependence on perturbation type presents a challenge in
determining the relative importance of radiative, surface-based,
and advective controls on the lapse rate feedback. In the absence
of a surface albedo feedback, Henry et al. (2021) finds that the
increase in CO, and water vapor alone cause a surface-enhanced
warming, consistent with analytic column model results (Cronin
and Jansen 2016). Song et al. (2014) argue that the water vapor
and albedo feedbacks cause the positive Arctic lapse rate
feedback. Mechanism denial experiments reveal that the
surface albedo feedback enhances the high-latitude lapse rate
feedback (Graversen et al., 2014; Feldl et al., 2017a), or
equivalently surface-amplified warming is found in targeted
sea ice loss experiments (e.g., Screen et al., 2018). Further, the
Arctic lapse rate feedback is strongly correlated across models
with summer sea ice loss and cold-season increases in surface
turbulent heat fluxes (Feldl et al., 2020; Boeke et al., 2021).
Atmospheric energy transport changes tend to reduce the
Arctic lapse rate feedback (Feldl et al., 2020) via increases in
moist energy transport and decreases in dry energy transport that
warm the mid-troposphere and cool the near-surface atmosphere
(Henry et al., 2021). Moreover, the decrease in dry transport is
strongly controlled by the surface albedo feedback strength (Feldl
et al,, 2017b; Henry et al., 2021). The high latitude lapse rate
feedback results from the sum of these different processes with
strong evidence for the importance of surface processes (Cai and
Lu 2009; Boeke et al., 2021).

From the surface perspective, the temperature feedback
manifests as increased DLW radiation due to atmospheric
warming, warming the surface and increasing ULW radiation.
The coupling between increased DLW and ULW via the
greenhouse effect constitutes a positive feedback loop
amplifying surface and atmospheric warming (Sejas and Cai
2016; Zeppetello et al., 2019). Previous studies argue that this
feedback accounts for most of the Arctic surface warming (Pithan
and Mauritsen 2014; Lainé et al., 2016; Sejas and Cai 2016).
Additional studies point to the importance of increased clear-sky
DLW on the fall/winter Arctic warming maximum (Lu and Cai
2009a; Boeke and Taylor 2018). Though important to AA, the
surface perspective of the temperature feedback does not provide
clear insight into the processes that trigger it.

Cloud Feedbacks

Cloud processes modulate the radiative fluxes and
thermodynamic structure of the Arctic atmosphere. The TOA
Arctic cloud feedback in CMIP5 is generally negative (Zelinka
et al,, 2012) and is positive from the surface perspective (Taylor
et al, 2013; Boeke and Taylor 2018), indicating that cloud
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feedback both increases TOA reflected SW and increases
surface DLW (Taylor et al, 2011b; Taylor et al., 2013; Pithan
and Mauritsen 2014). The magnitude and large inter-model
spread of the Arctic cloud feedback comes from model
discrepancies in the projected changes in cloud fraction,
particularly at low-levels, and optical depth (Vavrus 2004,
Vavrus et al., 2008, Vavrus et al., 2011; Liu et al, 2012;
Morrison et al, 2019; English et al, 2014, Vignesh et al,
2020). Multiple interacting processes, illustrated in Figure 9,
contribute to inter-model differences in the Arctic cloud
feedback: surface-atmosphere coupling, cloud microphysics
and precipitation, and interactions with large-scale
atmospheric dynamics and thermodynamics (e.g., Curry et al,
1996).

The Arctic optical depth feedback is shaped by changes in
cloud thermodynamic phase. In response to warming, cloud ice
transitions to water increasing cloud albedo and causing a
negative feedback (Figures 9C,D; Mitchell et al., 1989; Li and
Le Treut 1992). This feedback is sensitive to cloud ice in the
control climate, by determining the amount of ice available to
transition. The cloud phase feedback magnitude is likely biased
negative in most contemporary climate models due to excessive
cloud ice and too little supercooled liquid under present-day
conditions, yielding unrealistically large increases in mixed-phase
cloud optical thickness with warming (Tsushima et al., 2006;
Klein et al., 2009; Komurcu et al., 2014; McCoy et al.,, 2016; Tan
et al,, 2016). This cloud optical depth feedback bias may have
broader implications to AA by enhancing the Arctic lapse rate
feedback (Tan and Storelvmo 2019). Recent model experiments
revealed that while global cloud feedbacks warm the Arctic, the
local feedback contributes negligibly to Arctic warming
(Middlemas et al, 2020) suggesting a potential remote
influence (Section 5e). However, the model exhibits a low
mixed-phase supercooled liquid bias and likely an optical
depth feedback that is too negative.

The stability of the lower troposphere affects cloud processes
and constitutes a cloud feedback mechanism. Arctic cloud
fraction and optical thickness tend to increase with reduced
lower tropospheric stability (LTS; Barton et al., 2012; Solomon
et al., 2014; Taylor et al., 2015; Yu et al,, 2019). In response to
increased CO,, LTS is expected to decrease, promoting increased
cloud fraction and optical depth with a seasonally varying
character (Boeke et al., 2021). CMIP5 models show substantial
cloud-induced warming in fall and winter coincident with large
reductions in LTS (Figures 9C,D; Boeke and Taylor 2018). These
reductions in LTS are in part due to the large reductions in sea ice
(Pavelsky et al.,, 2011). Thus, cloud changes induced by the LTS
mechanism are coincident with cloud-surface turbulent coupling
(Kay and Gettelman 2009; Shupe et al., 2013; Solomon et al., 2014;
Taylor et al,, 2015; Yu et al., 2019).

Cloud-surface  coupling represents an important
mechanism through which sea ice influences cloud
feedback. Sea ice loss tends to increase cloud fraction and
optical depth through increased surface evaporation (Curry
et al., 1996; Taylor et al., 2015; Abe et al., 2015; Huang et al.,,
2017b; Morrison et al., 2019; Huang et al., 2021b). However,
the sensitivity of clouds to sea ice loss depends on the cloud-
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FIGURE 9 | Dominant Arctic cloud responses to warming during summer and non-summer months. Summer cloud fraction and optical depth changes between a

(A) cooler to a (B) warmer Arctic are small due weak surface-cloud coupling and a weak cloud-phase feedback. Cloud masking (not depicted) damps the TOA radiative
budget response to reduced surface albedo by blocking sunlight from reaching the newly uncovered, underlying, and darker ocean. Non-summer (mainly spring and fall)
cloud fraction and optical depth between a (C) cooler and a (D) warmer Arctic generally increase as a result of stronger surface-atmospheric coupling and
enhanced latent and sensible heat fluxes (orange arrows), a positive cloud phase feedback (warmer temperature replace ice crystals with liquid droplets), and reduced
lower tropospheric stability (black line represents the characteristic atmospheric temperature profiles, T,). In summer and non-summer months, newly exposed sea ice
exposes the atmosphere to new local sources of marine aerosols that can increase CCN and INP with an uncertain influence on cloud microphysical properties. Note that

surface coupling state and the air-surface temperature
gradient. This condition-dependent behavior is responsible
for the seasonality of the cloud response to sea ice loss (Figures
9A,B); observational studies find that more liquid clouds result
from reduced sea ice in all seasons except summer (Kay and
Gettelman 2009; Boisvert et al., 2015; Taylor et al., 2015;
Morrison et al., 2018; Huang et al., 2019a; Huang et al,
2019b). Weak air-surface temperature gradients and
decoupled cloud layers are typical in Arctic summer
conditions (Shupe et al, 2013). Recent research suggests
that LH and SH flux increases may elicit different cloud
responses (Li et al., 2020). The evidence suggests that the

cloud-sea ice feedback promotes surface warming in non-
summer months.

Cloud masking influences AA by modifying the strength of
other feedbacks. Cloud masking is defined as the difference in the
cloud feedback determined using the cloud radiative effect and
that using the partial radiative perturbation approach. The cloud
masking effect operates by altering the TOA radiative
perturbation from a feedback relative to clear-sky and is
sensitive to present-day cloud properties. Most pertinent for
the Arctic, cloud masking damps the magnitude of the surface
albedo feedback by reducing the TOA radiative perturbation
from a surface albedo change (Soden et al, 2004). Several
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FIGURE 10 | Hovmoller plot of the monthly time series of the CMIP6 ensemble average Arctic surface temperature changes in SSP5-8.5 for (A) ice-retreat regions
(present-day sea ice concentration >15% and future sea ice concentration <15%), (B) ice-covered regions (sea ice concentration >15% in present and future), (C) ice-
free ocean (present-day sea ice concentration <15%), and (D) land. The right panels show the total surface warming (K) by 2100 as the difference between the
2090-2100 and 2015-2025 periods for each surface type (solid black line) and the across-model standard deviation (dotted line).

studies indicate that the cloud masking effect reduced the TOA
radiative impact of the observed surface albedo decline by ~50%
(Sledd and L’Ecuyer 2019; He et al.,, 2019; Alkama et al., 2020;
Stapf et al., 2020). While not a feedback, the cloud masking effect
highlights a mechanism through which present-day cloud
properties influence Arctic climate change.

Lastly, microphysical processes influence the evolution of
cloud radiative properties and modulate cloud feedback
(Figure 9). Cloud microphysical processes represent sources
and sinks of mixed-phase cloud liquid and ice and modulate
the water amount, phase partitioning, and the number and size of
hydrometeors (Curry et al., 1996; Beesley and Moritz 1999; Klein
et al., 2009; Yang et al., 2015; Tan and Storelvmo 2016; Barrett

et al., 2017; Furtado & Field 2017; Wang et al., 2018). However,
cloud microphysical processes and their interactions with
aerosols are poorly represented in climate models. Ice
nucleation mechanisms and ice-nucleating particle (INP)
properties and sources are either poorly constrained or not
represented in models (Xie et al., 2013; English et al, 2014;
Komurcu et al., 2014; Schmale et al, 2021). Mixed-phase
cloud INP recycling (Fan et al, 2016; Solomon et al., 2018),
secondary ice production (Rangno and Hobbs 2001; Lawson
et al.,, 2017; Sotiropoulou et al., 2020; Zhao et al., 2021) and
biological INP-sea ice interactions (Wilson et al., 2015; Irish et al.,
2017; Hartmann et al., 2019; Creamean et al., 2020) remain
unresolved or unrepresented. In addition, the efficiency of the
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Wegener-Bergeron-Findeisen process (Tan and Storelvmo 2016),
updraft velocity, and ice crystal fall speeds (Ervens et al., 2011;
Tan and Storelvimo 2019) are also poorly constrained. These gaps
in our understanding of cloud microphysical processes preclude a
more quantitative assessment of the Arctic cloud feedback and its
influence on AA. Observational constraints that statistically
characterize the range of Arctic cloud types are needed to
improve parameterized processes and reduce cloud-related
uncertainty.

Surface Type Dependence and Seasonality

of Arctic Amplification

The diversity of Arctic surface types (e.g., sea ice, ocean, and land)
dictates features of the spatial structure and seasonality of AA.
Surface-type dependent characteristics and processes such as
albedo, surface turbulent fluxes, vertical and horizontal heat
transport, and heat capacity control the impact of each surface
type. Understanding how specific surface types influence the

spatial distribution and seasonality of AA may help reduce the
inter-model spread.

Explanations of regional variations in AA must consider the
underlying surface. Observed temperature changes indicate that
regions with the largest sea ice loss are warming most rapidly
(Robock 1983; Screen and Simmonds, 2010a; Bekryaev et al.,
2010; Boisvert and Stroeve 2015; Figure 2). Moreover, the
regional characteristics of warming within a climate model is
driven by differences in surface properties and feedbacks (Lainé
et al,, 2016). Figure 10 illustrates CMIP6 model projections
showing that the magnitude and seasonality of warming is a
function surface type: namely, sea ice-retreat, sea ice-covered, ice-
free ocean, and land (Figure 10; definitions in caption).

Several processes conspire to cause the largest Arctic warming
in sea ice-retreat and sea ice-covered regions (Figure 10). Surface
albedo and sea ice insulation feedbacks strongly enhance surface
warming (MS80; Screen and Simmonds, 2010a; Taylor et al.,
2013; Pistone et al., 2014; Boeke and Taylor 2018). Cloud
feedbacks are also positive in these regions, especially in fall/
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winter (Section 5¢). Strong LTS, seasonal ocean energy transfer
drive the release of stored ocean heat via SH and LH fluxes
(Figures 11C,F), and changes in surface thermal inertia
contribute to the maximum winter warming in these regions
(Robock 1983; Sejas et al., 2014; Lainé et al., 2016; Sejas and Cai
2016; Boeke and Taylor 2018; Feldl et al., 2020).

The characteristics of the warming response in ice-free ocean
regions differ from sea ice regions. Ice-free regions have a weaker
and almost seasonally uniform warming (Figure 10) resulting
from the large ocean heat capacity (Dwyer et al, 2012) and
weaker positive feedbacks (especially the surface albedo feedback;
Boeke and Taylor 2018). Thus, the SEB response is smaller than in
sea ice regions and shows an opposite net flux change during
winter from differing SH flux responses (Figures 11B,E).
Additionally, changes in ocean heat transport also influence
the warming (Section 5f), however it is unclear if these
changes affect these regions differently.

While warming in land regions has a similar seasonal structure
as sea ice, different surface characteristics indicate that a different
set of processes cause this signal. Seasonal differences in the
surface albedo feedback occur due to the earlier spring peak in
land snowmelt compared to sea ice melt (Taylor et al., 2011b).
Additionally, the surface albedo feedback is weaker (smaller
increases in surface absorbed SW; Figure 11D) over snow-
covered land than over sea ice because of smaller albedo
differences with the underlying surface, despite being at a
lower latitude (Taylor et al, 201la). Surface turbulent flux
changes cool the land during summer as opposed to during
winter as in sea ice regions (Figures 11A,D; Lainé et al.,, 2016;
Letterly et al., 2018); the summer warming minimum over land
results from increased cooling and earlier snowmelt rather than
increased heat storage as in sea ice regions (Boeke et al., 2021).
The small heat capacity of land combined with the nonlinearity of
the temperature dependence of LW surface cooling (Henry and
Vallis 2021) and increased local atmospheric heat transport from
sea ice loss to land regions (Deser et al., 2010; Burt et al., 2016;

Boeke and Taylor 2018) also contribute to the winter
amplification over land.

Atmospheric Heat Transport Effects

Despite considerable efforts particularly over the last decade, the
role of remote influences on AA is still debated. Here, we define
remote impacts on Arctic warming as any warming that occurs
due to non-Arctic changes (equatorward of 60°N). Thereby,
remote effects are not merely associated with changes in
meridional heat transports but include the local feedbacks they
initiate or mediate (e.g., water vapor and cloud feedbacks).
Understanding the partitioning between local and remotely-
induced warming (Figure 12) is crucial for reducing
uncertainty in the impacts of non-well mixed climate forcings
(e.g., aerosols; Chung and Rdisinen, 2011). Further, simulated
Arctic warming and variability may depend on the models’
representation of tropical Pacific variability (e.g., Baxter et al,
2019; Ding et al., 2019) and improving Arctic projections may
require improved modeling of teleconnections.

Early EBM studies identified the strong impact of meridional
heat transports on polar temperatures (Budyko 1969; Sellers,
1969, North, 1975), and, in GCMs, the opposing responses of dry
static energy (DSE) and LH transports due to reductions in the
meridional temperature gradient and increases in the moisture
gradient (MW80). Flannery (1984) extended the dry EBM
approach to include the separate effect of increased LH
transport with warming; EBMs continue to be used to study
polar warming (e.g., Hwang et al., 2011; Rose et al., 2014; Roe
etal., 2015; Merlis and Henry 2018; Armour et al., 2019; Feldl and
Merlis 2021).

Despite different meridional shapes of the forcing due to CO,
and solar constant changes, Wetherald and Manabe (1975) and
MW380 found that the meridional shape of the response was
similar. Langen and Alexeev (2007) identified a preferred polar
amplified response mode whose shape is determined by the
strength of the TOA radiative restoring feedback and the DSE

Frontiers in Earth Science | www.frontiersin.org

February 2022 | Volume 9 | Article 758361


https://www.frontiersin.org/journals/earth-science
www.frontiersin.org
https://www.frontiersin.org/journals/earth-science#articles

Taylor et al.

and LH transports (also see Merlis and Henry (2018)). The
concept of a preferred mode is strengthened by the linearity
between Arctic and global mean temperature change inferred
from the paleoclimate record (Miller et al.,, 2010) and CMIP5
models (Yoshimori et al., 2017).

GCM experiments have been performed to gauge the remote
impact on Arctic warming. Some used a direct extra energy term
added to the SEB (“ghost forcing”, Alexeev et al., 2005; Park et al.,
2018), some used latitudinally confined CO, increases (Chung
and Raisdnen, 2011; Shaw and Tan, 2018; Stuecker et al., 2018;
Semmler et al., 2020) while others specified SST increases at lower
latitudes (Yoshimori et al., 2017). Common to these approaches is
that any Arctic warming that occurs, does so due to the indirect
effects of the remote warming. Chung and Riisinen (2011)
attribute 60-85% of Arctic warming to non-local drivers,
Yoshimori et al. (2017) find 60-70%, Park et al. (2018) ~50%,
Shaw and Tan (2018) ~60%, and Stuecker et al. (2018) ~50%.
These studies indicate that non-Arctic forcing increases non-
Arctic temperatures, which in turn increase Arctic temperatures.
Local-Arctic feedbacks then amplify this remotely induced Arctic
warming (Figure 12) to produce a final remotely induced
warming that accounts for half or more of the full Arctic
warming.

AA therefore arises in part due to an asymmetry between low-
to-high and high-to-low latitude impacts: low-latitude warming is
efficiently communicated poleward while high-latitude warming
is less efficiently communicated equatorward (Alexeev et al,
2005; Chung and Riisdnen, 2011; Park et al., 2018; Shaw and
Tan, 2018; Stuecker et al., 2018; Semmler et al., 2020). Non-Arctic
warming tends to produce a rather uniform meridional warming
pattern and thereby does not itself cause AA (Park et al,, 2018;
Stuecker et al., 2018). Nevertheless, the fact that non-Arctic
warming does not stay localized, as opposed to local-Arctic
induced warming, implies that remote effects contribute
significantly to Arctic warming. Similarly, moist EBMs and
idealized GCMs produce polar amplification in the absence of
a surface albedo feedback due to the down-gradient transport of
moist static energy (Alexeev et al.,, 2005; Langen and Alexeev
2007; Roe et al.,, 2015; Armour et al., 2019; Russotto and Biasutti
2020).

Tropical impacts on Arctic warming (e.g., Rodgers et al,,
2003) have been elaborated in the “tropically excited Arctic
warming mechanism” (TEAM, Lee et al,, 2011; Lee 2012;
2014). Enhanced convection in the Pacific warm pool leads
to strengthened or more frequent excitement of poleward
propagating Rossby waves. Through dynamic heating and
increased moisture transport into the Arctic, the wave
dynamics increase the DLW radiation and lead to warming.
The role of tropical Pacific Rossby wave-driven
teleconnections to the Arctic has been highlighted for
observed warming over northeastern Canada and Greenland
(Ding et al., 2014) and Arctic sea ice trends and variability
(Ding et al., 2017; Baxter et al., 2019; Ding et al., 2019; Topal
et al., 2020). Planetary waves dominate the transport of heat
and moisture into the Arctic and can drive temperature
increases (Graversen and Burtu 2016; Baggett and Lee
2017). Synoptic waves also transport heat and moisture to
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the Arctic, but in smaller amounts and only in conjunction
with a background of amplified planetary waves (Baggett and
Lee 2017).

Several studies have concluded that atmospheric heat
transport changes play a small or negligible role in AA,
finding a negative correlation between polar amplification
and atmospheric heat transport changes (Hwang et al,
2011; Kay et al,, 2012; Boeke and Taylor 2018). However,
this conclusion may result from neglecting the amplified
warming effect of latent heat transport discussed below.
Due to the nearly canceling effects of increased LH
transport and decreasing DSE transport, models with high
AA tend to simulate only small or even negative net heat
transport changes. Similar conclusions of a subsidiary role for
atmospheric heat transport were drawn by Pithan and
Mauritsen (2014), Stuecker et al. (2018) and Feldl et al.
(2020) using a TOA kernel-based approach and Taylor
et al. (2013) using CFRAM. The discrepancy between these
studies and those showing the importance of low-latitude
impacts and LH transports is likely due to 1) the effect of
transport-driven increases in LH is amplified by
accompanying changes in specific humidity and clouds
(ie., a “water vapor triple effect” Figure 12; Cai 2006;
Graversen and Burtu, 2016; Baggett and Lee, 2017; Lee
et al., 2017; Yoshimori et al., 2017; Graversen and Langen,
2019), 2) differing attribution of warming to local and remote
processes, and 3) a focus on vertically-integrated energy
transport, which does not account for a disproportionate
effect of lower versus upper tropospheric transport on
surface temperature (Cardinale et al., 2021).

The “water vapor triple effect” represents the multiple
influences of water vapor on the Arctic energy budget
relating to the misattribution of local and remote Arctic
warming (Figure 12). Water vapor transport from mid-
latitudes into the Arctic has multiple effects on the Arctic
energy budget beyond the release of latent heat at
condensation; before condensation, the added water vapor
increases the greenhouse effect and after condensation it
leads to increased cloudiness, which in Arctic winter has a
warming effect. We call this the water vapor triple effect and it
means that, per unit of energy transported into the Arctic,
latent heat transport is more efficient than DSE transport at
warming the Arctic. Graversen and Burtu (2016) show that LH
transport eventually leads to an order of magnitude more
Arctic warming than DSE transport per unit of energy.
When looking at net heat transport changes, this amplified
effect is overlooked and the change in total atmospheric heat
transport is an unreliable measure of the full effect of
atmospheric dynamics (Yoshimori et al., 2017). In offline
feedback diagnostic approaches, the water vapor triple effect
is attributed to local feedbacks (e.g., water vapor, cloud, lapse
rate). Thus, many local feedbacks, as conventionally defined,
are not exclusively local in nature. Attribution of total Arctic
warming should be considered as four contributions: 1) the
local forcing, 2) local feedbacks activated by the locally-
induced warming, 3) the remote impacts/forcing and 4)
local feedbacks activated by the remotely-induced warming.
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in the Atlantic sector, with the regression line of the two variables (black).

Impacts 1) and 2) should be counted as locally-induced
warming while impacts 3) and 4) should be counted as
remotely-induced.

Oceanic Heat Transport Effects

The transport of energy by the oceanic circulation modulates
Arctic temperature and sea ice and thus can influence AA.
Observations show enhanced ocean heat transports into the
Arctic through the Fram Strait and the Barents Sea in recent
years (Karcher et al., 2003; Schauer et al., 2004; Dmitrenko et al,
2008; Skagseth et al., 2008; Spielhagen et al., 2011; Arthun et al,,
2012). Climate models simulate enhanced high-latitude ocean heat
transport under global warming (e.g., Holland and Bitz, 2003; Bitz
et al,, 2006; Hwang et al., 2011; van der Linden et al., 2019). Several
studies suggest that this increased ocean heat transport contributes
to Arctic warming (Holland and Bitz, 2003; Hwang et al., 2011;
Mahlstein and Knutti, 2011; Singh et al., 2017); in contrast, other
studies argue that changes in ocean transport are not correlated
with Arctic warming (e.g., Pithan and Mauritsen, 2014; Lainé et al.,
2016). This discrepancy mostly comes from the difference of the
latitudes where the ocean heat transport is focused (Nummelin
et al., 2017). Ocean heat transport increases poleward of 60°N are
positively correlated with AA (Holland and Bitz 2003; Hwang et al.,
2011; Mahlstein and Knutti 2011).

Several mechanisms contribute to enhanced poleward ocean heat
transport under anthropogenic warming. Several studies indicate
that increased ocean heat transport in the subpolar North Atlantic is
mainly due to warmer Atlantic water (Jungclaus et al., 2014; Koenigk
and Brodeau 2014; Nummelin et al., 2017), while other studies
highlight ocean circulation changes (Bitz et al., 2006; Rugenstein
et al., 2013; Winton et al,, 2013; Marshall et al,, 2015; Oldenburg
et al.,, 2018; van der Linden et al., 2019). In the latter mechanism,
changes in the North Atlantic subpolar gyre or the Atlantic
Meridional Overturning Circulation (AMOC) are argued to be
important. For example, a strengthened subpolar gyre causes
increased oceanic heat transport into the Barents Sea that

decreases sea ice and increases oceanic heat release. An
anomalous cyclonic circulation is then induced over the Barents
Sea that intensifies westerly winds and further promotes oceanic heat
transport and warming in the Barents Sea (Adlandsvik and Loeng,
1991; Goosse et al., 2003; Bengtsson et al., 2004; Arzel et al., 2008;
Guemas and Salas-Melia, 2008; Semenov et al., 2009).
Alternatively, the role of AMOC change in high-latitude ocean
heat transport and AA is debated. In GFDL models, a stronger
AMOC weakening is linked with less high-latitude warming
(Rugenstein et al, 2013; Winton et al., 2013). van der Linden
etal. (2019) show that changes in the North Atlantic subpolar gyre
play a prominent role in modulating ocean heat transport into the
Arctic, while AMOC change is a secondary factor in the EC-Earth
model. Additionally, the relationship between AMOC and high-
latitude ocean heat transport could be different under internal
variability and anthropogenic warming (Oldenburg et al., 2018).
AMOC is not a one-way forcing on Arctic climate; Arctic sea ice
melt under anthropogenic warming may also slow the AMOC after
multiple decades (Sévellec et al., 2017; Liu et al., 2019; Li et al.,
2021). A recent study (Liu and Fedorov, 2021) reconciles the two-
way interaction between Arctic sea ice and the AMOC, which
modulates the changes in both variables in a warming climate.
Ocean heat transported into the Arctic from the Atlantic
influences Arctic warming and relates to the inter-model
spread. Inter-model differences across 18 CMIP6 models
(Figure 13) illustrate the relationship between Arctic warming
and ocean heat transport across different latitudes. The
correlation is positive and becomes statistically significant near
70°N and strengthens moving poleward (Figure 13A), a result
consistent with previous studies (Holland and Bitz 2003; Hwang
et al., 2011; Mahlstein and Knutti 2011). At 80°N where much of
the Atlantic ocean heat enters the Arctic via the Fram Strait, the
correlation between Arctic warming and ocean heat transport
reaches 0.91. Thus, models with more (less) ocean heat imported
into the Arctic via the Atlantic sector simulate stronger (weaker)
warming during 2015-2,100 under SSP5-8.5 (Figure 13B).
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(C1) Positive local feedbacks (sea ice, clo
water vapor) amplify initial forcing more
in the Arctic than elsewhere.

(C5) Activation of positive
local feedbacks by increased
poleward latent heat transport
drive additional warming.

(C4) Increased poleward latent heat transport
amplifies Arctic warming through the “water
vapor triple effect”latent heat release, greenhouse
effect of added moisture, and cloud formation.

(C2) Strong stable atmospheric stratification restricts
convective exchange with the free troposphere and
focuses warming near the surface.

FIGURE 14 | lllustration of the fundamental processes generating AA in the conceptual model.
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Role of Episodic Variability: Air Mass

Transformation and Moisture Intrusions
Long-term climate change and mean energy budgets symbolize
the accumulation of short timescale, episodic events. The nature
of episodic events has implications for our understanding and
projecting of AA. In the seasonal mean, the wintertime Arctic
SEB and lower tropospheric temperature profiles are dominated
by radiative cooling and strong stable stratification (Serreze et al.,
1992). However, at any point in time and space, the Arctic winter
boundary layer over sea ice or land tends to be either in a
radiatively clear state with no clouds or ice clouds or a cloudy
state with low-level liquid containing clouds (Stramler et al.,
2011). In the radiatively clear state over sea ice, surface radiative
cooling (~-40W m2) drives surface-based temperature
inversions with strengths of ~10-15K. In the radiatively
cloudy state, the surface is in approximate radiative balance
with the cloud layer and a weaker temperature inversion is
elevated to or above the cloud-top (Sedlar et al., 2012; Pithan
et al., 2014).

These two states occur at different stages of air-mass
transformations (Pithan et al, 2018; Nygard et al, 2019).
Following the intrusion of warm, moist air masses from lower
latitudes, radiative cooling leads to cloud formation driving the
boundary layer into the cloudy state. After several days over
Arctic sea ice or land, cooling and drying of the air-mass causes
the mixed-phase cloud to glaciate or decay, transitioning to the
clear state. The moisture supply aloft and cloud-top radiative
cooling lead to cloud top moisture inversions (e.g., increases in
specific humidity with height). Given the differences in the
thermodynamic profile and the SEB between these states,
changes in their frequency of occurrence can impact
wintertime sea ice growth, near-surface air temperature and
lapse-rate, water vapor and cloud feedbacks.

Episodic variability can influence AA through multiple
mechanisms. Changes in the frequency of radiatively clear and
cloudy states due to a change in the magnitude or frequency of
moist air mass intrusions and atmospheric rivers could alter the
SEB and cloud feedback. Observational analyses suggest an
increase in the number of moist intrusions has already
contributed to wintertime Arctic warming and reduced sea ice
growth (Woods and Caballero 2016a; Woods and Caballero
2016b; Graham et al., 2017a; Graham et al., 2017b; Hegyi and
Taylor 2018). The initial properties of incoming air-masses could
also change, influencing the longevity of mixed-phase clouds;
warmer, moister, and potentially more aerosol laden air-masses
are possible due to warming at lower latitudes. The potential
impact of AA and sea ice loss on the frequency of circulation
states with strong meridional advection has been intensely
investigated over the past decade and continues to be debated
(e.g., Cohen et al., 2020). Lastly, surface turbulent fluxes over the
ice-free ocean represent another mechanism by which episodic
variability can influence AA as the magnitude of SH and LH
fluxes can change by ~100 Wm™ depending upon whether the
prevailing winds are from sea ice to ice-free ocean or vice versa
(Taylor et al., 2018). A quantitative understanding of the Arctic
system response to episodic heat and moisture transport events,
air-mass transformation, and cloud formation is needed to reduce
uncertainty in Arctic projections.

CONCEPTUAL PICTURE OF ARCTIC
AMPLIFICATION

AA results from a collection of interacting processes. Based upon
the available evidence, we deduce five fundamental concepts for
AA (Figure 14): (C1) local positive feedbacks amplify the initial
local forcing more strongly in the Arctic than elsewhere, (C2) the
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predominance of stable atmospheric stratification (inversion
denoted by the color bar in Figure 14) restricts convective
mixing and focuses warming in a shallow near-surface layer,
(C3) the seasonal transfer of energy from summer to fall/winter
by ocean heat storage in combination with sea ice loss exposing
the larger thermal inertia of the ocean and drives the maximum
warming in winter, (C4) increased poleward LH transport
amplifies Arctic warming through a “water vapor triple effect”,
and (C5) activation of local feedbacks by remote atmospheric and
oceanic processes drive additional warming. Next, we employ
these concepts to describe the AA process.

Initially, rising CO, levels increase DLW radiation warming
the Arctic surface and overlying air with a surface-based vertical
structure. Arctic warming excites a suite of positive local
feedbacks (C1; cloud, water vapor, and surface albedo) that
lead to further warming. The surface albedo feedback
represents the strongest positive local feedback and favors a
surface-based warming profile that is further promoted by
strong atmospheric stable stratification (C2).

Each local feedback has a unique seasonal signature that
shapes its contributions to AA. Sea ice decline is strongest in
summer, increasing absorbed solar radiation into the Arctic
Ocean; however, summer warming is small due to the Arctic
Ocean’s large heat capacity and the LH associated with sea ice
melt. These processes sequester the surplus energy and transfer
it to fall/winter (C3) producing larger warming during these
months. The increased upper Arctic Ocean heat content delays
fall sea ice freeze onset, exposes the ocean to the atmosphere
for a longer time, and increases surface turbulent fluxes from
ocean-to-atmosphere. The combination of delayed freeze
onset and warmer temperatures promotes less winter sea ice
growth and thinner spring sea ice that is more susceptible to
earlier summer melt out. This provides more time to
accumulate solar radiation in summer, further delaying fall
freeze-up.

Simultaneously with these local processes, the rest of the globe
warms and moistens in response to increased CO, causing the air
transported into the Arctic to have a larger moist static energy.
The poleward moisture transport contributes not only to the LH
release associated with condensation but also to an increased
greenhouse effect prior to condensation and subsequent
increased cloudiness. Through this water vapor triple effect,
increased LH transport (C4) overcomes the countering effect
of reduced DSE transports due to a weakened equator-to-pole
temperature gradient. As a result, remote atmospheric and
oceanic processes drive additional surface warming that
triggers interactions with local feedbacks (from C1) that cause
further warming (C5).

Our conceptual model describes five overall ideas fundamental
to AA. We acknowledge that an improved understanding of
individual processes is critical for producing reliable Arctic
warming projections and resolving inter-model differences.
However, our conceptual model highlights the need to
accurately account for local feedback and remote process
interactions within the context of the annual cycle to constrain
the likelihood that future AA will be on the high-end of model
projections.

Review of Amplified Arctic Warming

These five ideas fundamental to AA are not all-encompassing.
We acknowledge that the highly coupled nature of the
atmosphere, hydrosphere, cryosphere, land, and biosphere
means other processes such as permafrost thawing, aerosol-
cloud interactions, glacier melt, land use change, among others
can influence future AA. These processes, however, are either not
included or overly simplified in model simulations or are
considered of secondary importance. An improved
understanding of individual processes is critical for producing
reliable Arctic climate projections and resolving inter-model
differences. As model fidelity advances and our knowledge
expands, we envision that new knowledge will build upon the
fundamentals described in our conceptual model.

CONCLUSION, NEXT STEPS, AND FUTURE
WORK

Arctic Amplification is a fundamental aspect of Earth’s climate as
documented in a range of contexts: paleoclimate, present-day
observations, and models of varying complexities. Despite these
observations and our current understanding, a complete theory of
Arctic Amplification remains elusive. Gaps in our understanding
have thwarted reliable surface temperature and sea ice projections
due to anthropogenic forcing. After reviewing the current
understanding of Arctic Amplification and proposing a
conceptual model, we have identified key knowledge gaps and
recommendations to accelerate progress.

Recommendations

1. A sustained observing system that resolves key Arctic
processes is vital. A pursuit is underway (e.g., integrated
Arctic Observing Network (AON)) and this work must
continue. In addition, we recommend routine Arctic field
expeditions with a MOSAiC-like (https://mosaic-expedition.
org) scope to provide the missing data needed to advance
understanding (Shupe et al., 2020) for all seasons. Our vision is
a permanent, floating Central Arctic observatory.

2. Arctic surface energy budget uncertainties inhibit robust
conclusions of critical atmosphere-sea ice-ocean processes
with signals <10-20 Wm™. We recommend a focus on
advancing satellite-based measurement approaches to
obtain Arctic-wide surface energy budget information (e.g.,
advanced IR sounder radiance assimilation; Smith et al., 2021).

3. A quantitative understanding of how individual physical
parameterization schemes influence feedback uncertainty is
lacking. We  recommend modeling experiments,
intercomparison studies, and sophisticated statistical
analyses (e.g., data-driven causality discovery methods) to
quantify the sensitivity of Arctic feedbacks to physical
parameterization schemes. An experimental protocol
enabling the community to characterize these links across
models and parameterization schemes is needed.

4. Surface turbulent flux schemes vary across climate models,
producing fluxes that differ markedly from observations. We
recommend a coordinated intercomparison of high-latitude
surface turbulent flux parameterizations for “standard” cases
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(e.g., on-sea ice flow, off-sea ice flow, ocean with and without
sea ice, etc.) with adequate observational constraints to
identify the magnitude and source of model bias.

5. Reliable Arctic projections require an accurate accounting of
local feedback and remote process interactions within the
context of the annual cycle. We recommend that research
on how local feedback and remote process interactions
influence the sea ice annual cycle should be a near-term
research focus. An improved understanding of these energy
exchanges and interactions will accelerate our understanding
of Arctic Amplification.

6. While energy balance models and feedback diagnostic
frameworks are indispensable, these frameworks obscure
the episodic nature of time-averaged quantities and the
links between small-scale processes and long-term change.
We recommend the influence of episodic variability on Arctic
Amplification as a key research focus area, complementary to
recommendation 5. Specifically, research into how the Arctic
system dissipates energy from heat and moisture transport
events, air mass transformation, and cloud formation is
needed.

7. Regional climate change indicators for policy targets should be
adopted to account for the uneven spatial distribution of climate
change impacts and risks. The adoption of regional climate
change targets would help to raise the priority of Arctic science.

8. Feedback diagnostic frameworks contain ambiguities and
inconsistencies that make physical interpretation unclear.
For instance, the lapse rate feedback is defensible in the
tropics where moist convection couples the surface and
upper troposphere, however its interpretation at high
latitudes is less clear. We recommend a working group
tasked to rethink feedback definitions and diagnostic
frameworks, making them more process-oriented.

Polar amplification has been studied in depth for at least
50 years. While the leading explanation for amplified polar
warming remains the surface albedo feedback and strong
stratification at high latitudes, new details highlight the
important role of atmosphere, ocean, and sea ice coupling
processes. The highly coupled nature of the polar regions is a
source of substantial uncertainty in regional climate
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The drivers of rapid Arctic climate change—record sea ice loss, warming SSTs, and a
lengthening of the sea ice melt season—compel us to understand how this complex
system operates and use this knowledge to enhance Arctic predictability. Changing
energy flows sparked by sea ice decline, spotlight atmosphere-surface coupling
processes as central to Arctic system function and its climate change response.
Despite this, the representation of surface turbulent flux parameterizations in models
has not kept pace with our understanding. The large uncertainty in Arctic climate change
projections, the central role of atmosphere-surface coupling, and the large discrepancy in
model representation of surface turbulent fluxes indicates that these processes may serve
as useful observational constraints on projected Arctic climate change. This possibility
requires an evaluation of surface turbulent fluxes and their sensitivity to controlling factors
(surface-air temperature and moisture differences, sea ice, and winds) within
contemporary climate models (here Coupled Model Intercomparison Project 6). The
influence of individual controlling factors and their interactions is diagnosed using a
multi-linear regression approach. This evaluation is done for four sea ice loss regimes,
determined from observational sea ice loss trends, to control for the confounding effects of
natural variability between models and observations. The comparisons between satellite-
and model-derived surface turbulent fluxes illustrate that while models capture the general
sensitivity of surface turbulent fluxes to declining sea ice and to surface-air gradients of
temperature and moisture, substantial mean state biases exist. Specifically, the central
Arctic is too weak of a heat sink to the winter atmosphere compared to observations, with
implications to the simulated atmospheric circulation variability and thermodynamic
profiles. Models were found to be about 50% more efficient at turning an air-sea
temperature gradient anomaly into a sensible heat flux anomaly relative to
observations. Further, the influence of sea ice concentration on the sensible heat flux
is underestimated in models compared to observations. The opposite is found for the
latent heat flux variability in models; where the latent heat flux is too sensitive to a sea ice
concentration anomaly. Lastly, the results suggest that present-day trends in sea ice
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retreat regions may serve as suitable observational constraints of projected Arctic

warming.

Keywords: turbulent fluxes, Arctic sea ice, CMIP6, AIRS, Arctic warming

INTRODUCTION

Sea ice and its overlying snowpack shape energy flows through
the Arctic by reflecting the majority of the solar radiation in the
sunlit months and inhibiting the Arctic Ocean and atmosphere
from exchanging heat, moisture and momentum year-round
(e.g., Screen et al., 2013; Vihma, 2014; Boisvert et al., 2015b;
Taylor et al., 2018). As global temperatures rise due to climate
change, the Arctic is warming faster than anywhere else on the
Earth (IPCC, 2013), known as Arctic Amplification (Serreze et al.,
2009; Screen and Simmonds, 2010a; Screen and Simmonds,
2010b). In response, Arctic sea ice has melted and satellite
monitoring of sea ice extent has shown that the summer
minimum has decreased at a rate of ~14% per decade over the
past 4 decades (Cavalieri and Parkinson, 2012; Stroeve and Notz,
2018). From 2009 to 2020, the Arctic saw 11 out of the lowest 13
September sea ice extents of the satellite record. Arctic sea ice
extent is decreasing in all months, with the most rapid declines
occurring since the early 2000s (Parkinson and DiGirolamo,
2016). In addition to declining sea ice extent, the totality of
the changing conditions in the Arctic, including a warming of
SSTs and a lengthening of the sea ice melt season, contribute to
increases in evaporation and turbulent fluxes (e.g. Steele et al.,
2008; Markus et al.,, 2009; Stroeve et al., 2014; Boisvert et al.,
2015a; Taylor et al.,, 2018; Boeke et al., 2021).

Increased sensible (SHF) and latent (LHF) heat fluxes play an
important role in the Arctic Amplification process. Although the
Arctic sea ice albedo feedback is largest in the summer months,
the strongest warming has occurred in fall and winter (Deser
etal., 2010). This wintertime warming maximum has been linked
to sea ice loss using observations, meteorological reanalysis, and
climate model simulations (Boeke and Taylor, 2018; Screen and
Simmonds, 2010a; Screen et al., 2012; Serreze et al., 2009). One
way in which sea ice influences the winter warming maximum is
that reduced sea ice cover promotes increased turbulent fluxes
from the ocean surface to the lower atmosphere and drives
atmospheric warming (Screen and Simmonds, 2010b).

Given the multiple mechanisms through which surface-
atmosphere coupling processes influence Arctic climate system
evolution, one may be surprised to find that the representation of
surface turbulent flux parameterizations has not kept up with our
understanding. Bourassa et al. (2013) indicate that modern
understanding of the physics behind the bulk formula
parameterizations and their application over highly stable and
heterogeneous sea ice surfaces has not been incorporated into
surface flux parameterizations (e.g., Brunke et al., 2006; Grachev
et al,, 2007; Andreas et al., 2010a; Andreas et al., 2010b; Reeves
Eyre et al, 2021). While there have been changes to these
parameterizations globally that have produced more accurate
surface turbulent fluxes in the mid-latitudes; these changes
have not significantly improved estimates in the Arctic

(Bourassa et al., 2013). As a result, turbulent fluxes in the
Arctic from reanalyses and climate models are inaccurate and
often get the magnitude and sign of the fluxes incorrect when
compared to in situ and satellite-derived data (Boisvert et al.,
2015b; Taylor et al., 2018; Graham et al., 2019; Renfrew et al,,
2021).

The large disparities between modeled and observed turbulent
fluxes (Cullather and Bosilovich, 2011; Boisvert et al., 2015b;
Graham et al,, 2019; Taylor et al., 2018; Bourassa et al., 2013) are
caused by multiple factors: 1) the specific parameterizations and
assumptions used in the bulk formula, 2) discrepancies in sea ice
properties, which drive the surface temperature and humidity and
drag coefficients, 3) the representation of near surface-air
temperature and humidity gradients, and 4) the spatial and
temporal resolution. Currently, climate models and reanalyses
apply mid-latitude boundary layer parameterizations in the
Arctic (Bourassa et al, 2013). However, the boundary layer
over sea ice is more stable than the nocturnal boundary layer
over land, resulting in substantial flux errors (Grachev et al,
2007). The basic difference between these stable boundary layers
is that the surface boundary layer in the Arctic is long-lived.
Hence, there is usually no residual layer separating the Arctic
surface boundary layer from the free atmosphere, making it more
responsive to the influence of gravity waves, an additional source
of turbulence (Zilitinkevich and Esau, 2007). Boisvert et al,
(2015a) demonstrate that the magnitude of the fluxes in these
stable boundary layers in the winter produced with the Grachev
et al. (2007) algorithm are on average 24% larger than those
calculated with Holtslag and de Bruin (1988), which is widely
used in climate models.

Accurate roughness lengths for wind speed, humidity and
temperature profiles over the ice are required to determine the
transfer coefficients and to calculate the fluxes (Andreas, 2002;
Andreas et al., 2010a). These have often been difficult to estimate
and there are large inaccuracies especially over the sea ice due to
its complex and heterogeneous topography, consisting of ridges
and leads. Climate models often represent Arctic sea ice
simplistically and cannot reproduce the sea ice extent,
thickness and loss from observations and lack arepresentation
of surface topography (Schweiger et al., 2011; Stroeve J. et al,
2014; Holland et al., 2010; Jahn et al., 2012). While there have
been improvements in representing sea ice properties and
seasonality in recent climate models, there are still significant
biases compared to observations and a range in future predictions
(SIMIP Community, 2020; Smith et al.,, 2020; Crawford et al.,
2021; Watts et al., 2021). These errors in the sea ice can feedback
on the near surface atmospheric variables, for example, in a large-
eddy simulation model, a 1% variation in sea ice concentration
was found to change the surface air temperature by 3.5K in
winter (Liipkes et al., 2008a). Models and reanalyses also struggle
to capture near surface temperature, humidity, and wind speeds
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and suffer from a lack of available in situ observations for
assimilation (Jakobson et al., 2012; Graham et al., 2019; Davy
and Outten, 2020). Finally, models have different temporal,
spatial and vertical resolutions and do not resolve changes in
the fluxes due to small scale changes in the atmospheric and
surface conditions.

It is likely that the patchwork manner in which Arctic surface
turbulent schemes have been developed and the incomplete
integration of modern understanding are behind some of the
substantial inter-model differences in surface turbulent fluxes.
Graham et al. (2019) compared six reanalyses with in-situ
observations and found that reanalyses do not represent
turbulent fluxes correctly in any season over sea ice and
consistently have the direction of the SHF wrong and the
order of magnitude incorrect for LHF. Taylor et al. (2018)
found substantial differences in the mean surface turbulent
fluxes in the Arctic across Coupled Model Intercomparison
Project 5 (CMIP5) models indicating that they did not
appropriately simulate that the central Arctic tends to be a
heat sink to the Arctic atmosphere. Further, Taylor et al.
(2018) found the largest inter-model spread occurring in
winter and in regions of the most rapid sea ice retreat. Given
the substantial inter-model differences in the representation of
surface turbulent fluxes found across recent multi-model
ensembles (e.g., Taylor et al., 2018), additional work is needed
to evaluate the next generation of climate models from the
Coupled Model Intercomparison Project 6 (CMIP6) (Eyring
et al, 2016) and better understand the sources of model
discrepancies.

The large discrepancies between the model representation of
surface-atmospheric coupling processes indicates that this area is
prime for the use of observations to understand and constrain the
influence of these processes on projected Arctic warming--a goal
of this paper. These differences are thought to be caused by how
models handle the evolution of the surface albedo and the
properties of the sea ice pack (e.g. extent, concentration,
thickness, snow) and their representation of surface turbulent
fluxes. Previous work suggests that atmospheric coupling
processes and in particular surface turbulent fluxes may serve
as a meaningful constraint on projected Arctic warming. For
example, Boeke and Taylor (2018) indicate that the magnitude of
projected Arctic Amplification strongly correlates with the
seasonal heat transfer from summer to fall/winter, of which
the surface turbulent flux response plays a substantial role.
Physically, surface turbulent fluxes directly contribute to Arctic
warming via the ice insulation effect and can influence the
atmospheric circulation variability (Burt et al, 2016; Zheng
et al,, 2019). Thus, there is a need to evaluate models and
understand the causes of differences with observations.

This study is designed to address two knowledge gaps: 1)
continued evaluation of surface turbulent flux representation and
inter-model spread across contemporary climate models and 2)
exploration of the use of observational constraints of surface
turbulent fluxes to constrain projected Arctic warming during the
winter, which we define as October-January. To do this we use the
observation-derived turbulent flux dataset produced using
NASA’s Atmospheric Infrared Sounder (AIRS) (Boisvert et al.,

Constraining Arctic Climate Projections

2013; Boisvert et al., 2015a; Boisvert et al., 2015b; Taylor et al,,
2018) together with CMIP6 models to perform the model
evaluation and assess inter-model spread. From the outset, we
knew that this comparison would be challenging due to the
substantial natural variability in the Arctic not being synced in
models and observations, which has not been fully considered in
previous assessments of climate model representation of surface
turbulent fluxes. To account for this, we adopt a sea ice regime
compositing approach to control for the inter-model differences
in the natural variability of sea ice (Section 3a). By controlling for
sea ice trend differences, this approach gives insights into the
physical reasons for the errors in the parameterizations and input
variables which are driving the intermodal differences. Guided by
previous studies (Screen and Simmonds, 2010a; Sejas and Cali,
2016; Boeke and Taylor, 2018), we also hypothesize that models
that more efficiently produce larger surface turbulent fluxes
produce more winter warming and sea ice loss.

DATA AND MODELS

Atmospheric InfraRed Sounder Surface

Turbulent Fluxes

The Atmospheric Infrared Sounder (AIRS) onboard NASA’s
Aqua satellite was launched in May 2002 and has been
collecting twice daily, global data ever since. AIRS has 2,378
infrared channels and a 13.5km spatial resolution. The AIRS
instrument was designed to produce highly accurate temperature
and humidity profiles globally (Susskind et al., 2014), which is
important in the Arctic where data is sparse and clouds are
prevalent. We use version 7, level 3 daily skin temperatures,
925-1,000 hPa air temperatures, 925-1,000 hPa relative humidity
and 925-1,000 hPa geopotential heights to derive SHF and LHF.
Level 3 data is produced on a 1° x 1° grid with retrievals from data
quality control flagged as best and good quality (Susskind et al.,
2014). Unfortunately, the Advanced Microwave Sounding Unit-
A2 (AMSU-A2) instrument, used in the creation of AIRS/AMSU
combined data products, lost power in September 2016 causing
these data products to no longer be produced, thus we use the
AIRS-only products for October-January 2002-2020 for
consistency. AIRS temperatures and humidity products have
been compared with a variety of in-situ data and have shown
to have modest uncertainty in skin temperature (+2.3 K), 2-m air
temperature (+3.41K) and specific humidity (+0.54g kg™")
(Boisvert et al., 2015a; Taylor et al., 2018).

Daily 10-m wind speeds are taken from NASA’s Modern Era-
Retrospective Analysis for Research and Applications, version 2
(MERRA-2) (Gelaro et al., 2017) and are used in the calculations
of the surface turbulent fluxes. MERRA-2 winds perform well
when compared to radiosonde sounding data over the Arctic
Ocean and are deemed reliable for turbulent flux computations
over sea ice (Graham et al., 2019).

Sea ice concentrations (Ic) are produced using the Defense
Meteorological Satellite Program (DMSP) Special Sensor
Microwave Imager (SSMI) on board the F-13 satellite (31
January 2003-31 December 2007), the Special Sensor
Microwave Imager/Sounder (SSMI/S) on board the F-17
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satellite (1 January 2008- April 1, 2016), and SSMI/S on board the
F-18 satellite (April 1, 2016—present). The daily I is derived from
the NASA Team sea ice algorithm (Cavalieri et al., 1996, updated
2020) and is used in the calculations of the surface turbulent
fluxes. Accuracy of the I¢ product is between 5 (winter)-15
(summer)% (Cavalieri et al., 1992).

The SHF and LHF are calculated via the bulk method using the
Monin Obukhov Similarity Theory and are given by

SHF = ¢, S, [Cszi Ic(Ts;j = Ta) + Cozw(1 = Ic) (Tsw — Ta)]
1)
LHF =pS§, [CEz,i L; IC(QS,;‘ - QA) + Crzw Ly (1 - IC)(qS,w - QA)]
(2)

where p is the air density, ¢, is the specific heat of air, L; (L,,) is the
latent heat of sublimation (vaporization) over ice (water), Cg,
(Cg,) is the sensible (latent) heat transfer coefficient over ice (i)
and water (w), I¢ is the sea ice concentration, S, is the effective
wind speed at 10 m (m s™!) (Andreas et al., 2010b), T (gs) is the
surface temperature (specific humidity) of either sea ice (i) or
water (w), and T, (q4) is the air temperature (specific humidity)
at 2 m. Extensive in situ measurements were made over the Arctic
sea ice during the Surface Heat Budget of the Arctic Ocean
Experiment (SHEBA) campaign in 1997-1998 and Grachev
et al. (2007) used these to create a highly accurate flux profile
algorithm for stable conditions over the ice. This algorithm better
fits the very stable boundary layer conditions in the Arctic and are
used in our calculations over sea ice. Andreas et al. (2010a),
Andreas et al., 2010b used roughness lengths measured from the
SHEBA campaign to create an algorithm over the sea ice in the
winter when the ice is covered with compact, dry snow and in the
summer when the ice is covered with wet snow, melt ponds and
leads. As these are the most accurate estimates made for the sea
ice in different seasons, these new roughness lengths are used in
our turbulent flux scheme.

The updated flux profile algorithm from Launiainen and
Vihma (1990) includes these changes, which improve the
accuracy of the turbulent flux calculations over grid points
that contain sea ice (Boisvert et al., 2015a). This method also
allows for the input parameters of temperature, humidity and
wind speed to be taken at various heights above the surface and
uses an iterative calculation that accounts for the stability of the
boundary layer in calculating the values at a predetermined
reference height (e.g., 2m) (Launiainen and Vihma, 1990).
Readers are referred to Boisvert et al., 2013, Boisvert et al,
(2015a) for a full description of the model used to calculate
the turbulent fluxes over the sea ice. These Arctic sea ice specific
changes made to this algorithm, to the best of our knowledge,
have not been adopted in any other climate models or reanalysis
products. This algorithm is better suited to simulate turbulent
fluxes over the Arctic Ocean and when compared with in situ data
from the N-ICE2015 campaign, AIRS-derived LHF (SHF) had a
root mean square error of 0.74 W m~2(5.32Wm™) (Taylor et al,,
2018). Overall, these comparisons indicate an uncertainty of
~20% in the AIRS-derived surface turbulent fluxes, however
we can’t say for certain that this uncertainty is the same over
all sea ice types and seasons with a lack of in situ data. The native
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resolution of this data set is 25 x 25 km, however these fluxes have
been interpolated onto a common 1° x 1° grid for this study.

Coupled Model Intercomparison Project 6

Model results are calculated from 18 CMIP6 models (Table 1)
participating in the historical and SSP5-8.5 (shared
socioeconomic pathway) scenarios (Eyring et al, 2016). To
cover the entire 2002-2020 observational time period, monthly
data from the historical simulations for the period 2002-2015 is
merged with the first 5years of the SSP5-8.5 future scenario
(2015-2020). We just use one ensemble member per model.
Model-simulated surface turbulent flux differences are poorly
understood due to insufficient observational datasets; further,
substantial across-model spread in turbulent fluxes has remained
consistent from CMIP5 to CMIP6 (Wild, 2020). Models often
lack the complexity required to represent the processes affecting
the simulation of surface turbulent fluxes (e.g. evaporation/
precipitation, sea ice/snow cover, wind speed) (Wild, 2020).
All CMIP6 model output has been interpolated onto a
common 1° x 1° grid.

METHODOLOGY

Sea Ice Regimes

Models and observations represent unique perspectives of the
climate system, such that differences between them cannot always
be interpreted as model error. Meaningful observation-model
comparisons require the rectification of these different
perspectives. Common challenges include rectifying differences
in quantity definitions (e.g., cloud fraction; Bodas-Salcedo et al.,
2011) and differences in spatial and temporal resolution. When
comparing trends, natural variability differences must also be
accounted for.

Coupled, free running atmosphere-ocean models used to
simulate the recent climate (Table 1) produce their own
natural variability that is not synced with observed variability.
Thus, a direct comparison of the spatial patterns of modeled and
observed trends does not provide a meaningful evaluation. This is
a substantial challenge in the Arctic where natural variability is
especially large (e.g., Kay et al., 2012). We adopt a sea ice regime
compositing approach to control for the effects of Arctic sea ice
variability on our comparison.

The sea ice regime compositing approach defines four regimes
based upon trends in I persistent sea ice, and slow, moderate,
and fast sea ice loss. The four sea ice regimes are defined by the
quartiles of observed I trends:

® Persistent regime: I trends > —0.27% decade ™
® Slow sea ice loss: —0.27% decade™ > I¢ trends > —2.4%
decade™
@ Moderate sea ice loss: —2.4% decade™! > I trends > —7.5%
decade™
@ Fast sea ice loss: I trends < —7.5% decade™

Figure 1 depicts the sea ice regimes for passive microwave
observations and four CMIP6 models. These models highlight the
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TABLE 1 | Summary of CMIP6 models used in this study.

Model Modeling agency References
ACCESS-CM2 CSIRO, ARCCSS Dix (2019)
ACCESS-ESMI-5 CSIRO Ziehn et al. (2019)
BCC.CSM2-MR Beijing Climate Center, China Meteorological Administration Wu et al. (2018)
CanESMS Canadian Centre for Climate Modelling and Analysis Swart et al. (2019)
CESM2 National Center for Atmospheric Research Danabasoglu (2019)
CESM2-WACCM National Center for Atmospheric Research Danabasoglu (2019)
FIO-ESM-2-0 First Institute of Oceanography, Qingdao National Laboratory for Marine Science and Technology Song et al. (2019)
FGOALS-f3-L Chinese Academy of Sciences Yu et al. (2019)
FGOALS-g3 Chinese Academy of Sciences Li (2019)
GFDL-ESM4 NOAA/Geophysical Fluid Dynamis Laboratory Krasting et al. (2018)
INM-CM4-8 Institute for Numerical Mathematics Volodin et al. (2019)
INM-CM5-0 Institute for Numerical Mathematics Volodin et al. (2019)
IPSL-CMBA-LR L’Institut Pierre-S imon Laplace Boucher et al. (2021)
MIROC6 Japan Agency for Marine Earth Science and Technology, Atmosphere and Ocean Research Institute, National Institute for Shiogama et al. (2019)
Environmental Studies, RIKEN Center for Computational Science
MPI-ESM1-2-HR Max Planck Institute for Meteorology Jungclaus (2019)
MPI-ESM1-2-LR Max Planck Institute for Meteorology Wieners (2019)
MRI-ESM2-0 Meteorological Research Intitute Yukimoto et al. (2019)
NESM3 Nanjing University of Information Science and Technology Cao and Wang (2019)

Slow Ice Loss

- Persistent Ice

FIGURE 1 | Winter (October-January) sea ice loss regimes for observations (A) and four CMIP6 models (B-E) ACCESS-CM2, CESM2-WACCM, INM-CM4-8 and
MRI-ESM2-0. White and grey (land) portions are areas not included in our discussion. Black lines denote regions of interest (clockwise): Beaufort-Chukchi seas, Laptev-
East Siberian seas, Barents-Kara seas and the Central Arctic in the areas around the North Pole.

Moderate Ice Loss

- FastIce Loss

inter-model range in sea ice loss trends. While ACCESS-CM2
(Figure 1B) simulates sea ice retreat regimes similar to
observations (Figure 1A), the other models vary drastically
(Figures 1C-E). These differences in Ic trends across the
models indicate that the location and number of grid boxes in
each sea ice loss regime also differ. Overall, the observed I trends
are found within the model range. Our approach is to compare
SHF and LHF from models and observations within these sea ice
loss regimes to control for the large differences in I¢ trends.

Diagnostic Approach Assessing Sensitivity
of Surface Turbulent Fluxes to Controlling

Factors

A multi-linear regression approach is developed to determine the
most impactful variables on surface turbulent fluxes (namely, air-sea
temperature (Ts—T,) and moisture (gs—q4) gradients, 10-m wind
speed (U), Ic) and to provide a means of consistently intercomparing
models without knowing the specific model bulk formula. The full
regression equation below is fit to observations and models.

SHF = By + Brop, - (Ts=Ta)+ By, - Ic + Py U+ Brorsry

e (Ts=Ta)l+Byrer, [U-(Ts-Ta)] (3)
LHF =B+ B, o - (as=qa) + i - Ie + By - U+ By g

[Ic - (g5 = 9a)] + Bogs—g, - [U - (d5 = 94)] (4)

For CMIP6 models, U was calculated as U = /(12 + v?) where
u and v are the 10-m U components. All other variables were
obtained from the CMIP6 archive except for g5, which was
calculated using the Clausius-Clapeyron equation and
model temperature output. Before performing the
regression, the linear trend at each grid box was removed
for each variable and it was normalized by its standard
deviation over the time period of the study. This step is
performed to account for the differences in the variability of
each of these terms across models. Further, the multi-linear
regression model was applied using all available grid boxes
within a regime to create a set of Arctic domain coefficients
for each model and for observations.
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The slopes s ta, -B1 and -By represent the linear response of
SHF (LHF) to Ts-T4 (gs-94), Ic, and U. Two covariance terms
[ﬁIC'TS_TA (ﬁ,c.qs_%) and ﬁU.TS-TA (Bg. qs_qA)] are included in the
regression due to the strong covariation between Ts-T4 (gs-q4)
with both I and U. The relationship between Ts-T4 (qs-qa) and
I is because less sea ice coverage potentially allows for a larger
air-sea temperature (moisture) gradient; incorporating a product
term [Ic*(Ts-Ta); Ic*(qs-qa)] approximates this interaction. Ts-
T4 (gs-qa) also covaries with U, whereby higher U tends to occur
with a larger air-sea temperature (moisture) gradient. The
significance of these terms is tested for each model and in
observations by computing the extra sum of squares (ESS) and
performing an F-test (Ramsey and Schafer, 2012). ESS is a
measure of how much the unexplained variance in SHF (LHF)
decreases with the addition of the covariance terms and is
calculated as, ESS = Sum of squared residuals in reduced
model-Sum of squared residuals in the full model, where the
reduced model is the regression equation without the covariance
term and the full model is the regression equation including the
covariance term. The full model variance is used in the
denominator of Eq. 5 because the purpose of this test is to
evaluate the statistical significance of adding covariance terms
to the regression model. The significance test was performed for
observations and each model individually for each ice loss regime.

The F-statistic based on the ESS is defined in Equation 5 and is
used to obtain a p-value at the desired level of confidence.

[# ESS ]
. of B's being tested
F — statistc =
0% from full model

(5)

If the p-value is small then we can conclude that the reduced
model without the covariance terms is incorrect and accept the
full model. In Equation (5), 6° is the variance from the full model
including covariance terms. The full model is appropriate for all
ice regimes for the SHF and LHF regressions. The significance of
each term (f) for CMIP6 models and observations are found in
Supplementary Table S1.

RESULTS

Models that produce a stronger increase in SHF and LHF for the
same sea ice loss are hypothesized to warm more over the
Arctic. We address this hypothesis by 1) evaluating the SHF
and LHF climatological distribution in CMIP6 models
against observations, 2) comparing observed and
simulated SHF and LHF trends within sea ice retreat
regimes, 3) analyzing SHF and LHF sensitivities to
controlling factors, and 4) analyzing relationships with
projected Arctic warming. We separate the discussion of
observed and model-simulated trends deliberately to
reduce the temptation to directly compare observed and
model-simulated trends and limit observation-model
comparison to the appropriate circumstances when the
influence of sea ice natural variability is controlled for or
small: 20-year mean state and sea ice loss regimes. In the
discussion below, positive (negative) fluxes denote energy
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FIGURE 2 | Average winter (ONDJ) SHF and LHF from 2002 to 2020 for
AIRS-derived (A,B) and CMIP6 (C,D) and across-model spread represented
as the standard deviation (E,F).

exchange from the surface to the atmosphere (atmosphere
to the surface).

Observed Surface Turbulent Flux Mean
State and Trends

The Arctic surface is a net heat sink to the Arctic atmosphere
during winter with the strongest sink in the central Arctic and a
heat source in the Barents-Kara (B-K) seas region (Figure 2). The
central Arctic is characterized by a broad region of negative SHF and
LHF values that contribute to the Arctic average SHF and LHF values:
-31.8+5.19 Wm 2and -3.1 + 1.88 W m >, respectively (Table 2 and
3). The primary mechanism of turbulent heat transfer from the
atmosphere to the surface is the SHF; central Arctic LHF values
are an order of magnitude smaller than SHF. The magnitude of the
heat sink is reduced by the positive SHF and LHF fluxes in the B-K
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TABLE 2 | Summary of mean values and their standard deviation (decadal trends and their standard deviations in parenthesis) for AIRS-derived and CMIP6 models SHF for

October-January 2002-2020. Values are stratified by Arctic sea ice loss regimes.

Fast loss Mod loss
ACCESS-CM2 239+ 19.2 9.84 + 14.2
- (8.36 + 8.07) (1.97 £ 2.67)
ACCESS-ESM1-5 5.4 +7.21 4.83 +13.2
- (3.63 + 2.27) (2.07 +2.2)
BCC-CSM2-MR 25.0 £17.4 6.46 + 8.72
- (1.91 +2.32) (0.715 + 1.56)
CanESM5 178 +17.2 221 +12.8
- (16.2 £ 13.9) (1.92 £ 8.71)
CESM2 8.32 £ 9.29 11.2+16.2
- (3.6 + 1.65) (1.13 £ 1.51)
CESM2-WACCM 13.8 + 10.6 10.2 £ 13.7
- (8.17 £ 1.32) (0.892 + 1.18)
FIO-ESM-2-0 4.09 + 8.38 6.38 + 16.7
- (3.08 + 1.42) (1.0 £ 1.79)
FGOALS-f3-L 36.8 + 13.7 16.7 + 18.1
- (479 £ 2.5) (1.91 £ 1.94)
FGOALS-g3 14.7 £21.4 11.9 £ 211
- (3.22 £5.0) (1.03 + 3.66)
GFDL-ESM4 21.3+1238 13.6 + 14.8
- (6.35 £ 2.71) (2.09 £ 2.15)
INM-CM4-8 33.1 +£35.9 11.9+21.6
- (0.408 + 6.45) (-1.09 = 4.03)
INM-CM5-0 20.3 + 8.84 109 + 16,5
- (4.29 + 3.28) (2.31 + 2.6)
IPSL-CMBA-LR 7.49 £ 103 563 + 15.0
- (4.40 + 4.06) (0.306 + 1.77)
MIROC6 4.25 +5.45 3.67 +9.32
- (3.55 £ 1.32) (1.2 £1.39)
MPI-ESM1-2-HR 37.8+27.6 252 +19.1
- (4.64 £ 4.14) (0.769 + 1.95)
MPI-ESM1-2-LR 239+ 17.4 19.9 + 18.1
- (4.37 £ 3.28) (0.835 + 1.83)
MRI-ESM2-0 7.87 £ 16.0 214 £ 145
- (6.15 £ 4.41) (1.22 £ 1.62)
NESM3 15.0 + 14.4 6.29 +12.0
- (6.76 + 2.89) (2.83 + 3.28)
ENSEMBLE 17.8 +10.8 9.94 +6.16
- (4.72 + 3.1) (1.28 + 0.90)
AIRS -28.2 + 5.86 -32.8 + 4.49
- (3.16 + 2.46) (1.51 + 2.99)

Slow loss Persistent Al
-1.74 £ 6.91 -6.57 £ 2.92 0.77 + 145
(0.97 £ 1.27) (0.685 + 0.653) (1.96 + 4.12)
-2.28 + 12.2 -1.23 £ 12.3 -0.395 + 12.5
(0.965 + 1.2) (-0.212 + 2.23) (0.849 + 2.12)
218 £ 7.07 -1.69 + 6.94 -0.185 + 8.31
(0.874 + 1.53) (0.211 + 1.04) (0.36 + 1.23)
-8.02 £ 7.24 -9.67 £ 2.8 -1.75 £ 147
(1.14 £ 2.13) (0.544 + 0.433) (3.85 + 8.39)

0.83 + 6.2 4.46 + 7.87 4.64 £ 10.2
(0.649 + 0.87) (0.028 + 1.13) (0.87 + 1.59)
4.46 + 8.84 2.90 + 6.84 4.71 +£9.2

(0.039 + 0.937) (-0.248 + 1.04) (0.14 + 1.35)

3.71 +16.8 -0.694 + 14.2 4.47 +13.9
(0.387 + 1.6) (-0.131 + 1.21) (1.65 + 1.98)
2.87 +10.2 -1.62 £ 6.57 0.392 + 9.66
(0.818 + 1.25) (-0.19 = 1.05) (0.122 + 1.33)
-1.98 £ 15.9 -8.43 £ 7.84 —6.21 +11.9
(0.393 + 2.42) (0.023 + 1.22) (0.206 + 1.88)
521 +10.5 -0.314 + 6.32 2.27 +9.93
(0.26 + 1.47) (-0.395 + 1.06) (0.11 + 1.84)
-2.73 £ 8.37 -2.81 £8.2 -0.918 + 125
(0.095 + 1.35) (-0.161 = 1.18) (-0.137 £ 1.9)

-0.581 + 13.4 -212 £9.92 -0.39 + 12.1
(0.549 + 1.42) (-0.398 + 1.51) (0.103 + 1.86)
-4.63 + 5.95 -4.89 + 6.4 122+ 115
(-0.304 + 0.987) (-0.506 + 1.13) (1.25 £ 3.3)
-1.71 £ 6.84 -3.15 £ 6.38 -1.36 £ 7.55
(0.13 £ 0.907) (-0.376 + 1.05) (0.161 + 1.39)
12.9 £ 131 817 +7.32 11.5+13.0
(-0.426 + 1.38) (-0.876 + 1.31 (-0.481 + 1.84)
4.87 +7.87 7.82 + 9.51 82+ 120
(-0.489 + 0.948) (-0.974 + 1.16) (-0.252 + 1.68)
-7.30 £ 6.22 -9.11 £56.35 0.1561 + 141
(1.12 £ 0.586) (0.75 + 0.319) (2.41 £ 3.23)

2.47 +6.23 -2.03 + 5.36 8.74 + 13.2
(1.7 £3.12) (0.534 + 1.57) (3.7 £3.51)
0.474 £ 5.02 -1.72 £ 5.15 1.99 + 4.34

(0.492 + 0.594) (-0.094 = 0.492) (0.937 = 1.3)
-34.6 + 3.74 -31.5 +4.13 -31.8 £ 5.19
(1.59 + 2.45) (1.57 £ 1.73) (1.96 + 2.56)

seas, providing a narrow area of surface heat source to the atmosphere.
The contributions to the B-K sea heat source are roughly equally
distributed between SHF and LHF.

The observed SHF and LHF trends suggest that the changing
Arctic surface is altering the character of the atmosphere’s heat sink in
the winter (Figure 3). Turbulent flux trends (Figure 3F) show
increases across much of the central Arctic, weakening the heat
sink. SHF trends, rather than LHF, account for most of this
weakening and are driven by a thinning of the multi-year sea ice
(Kwok, 2018), which allows for more conduction through the sea ice
from the ocean and warming surface temperatures, along with a
potential weakening of the surface-based temperature inversion.
Additionally, there is a strengthening surface heat source near the
sea ice edge in the B-K seas region, roughly evenly distributed between
SHEF and LHF trends (Figure 3). There is also a weakening of the heat
source farther south in the North Atlantic potentially related to surface
cooling from Greenland melt water (Allan and Allan, 2019). These
SHF and LHEF trends are consistent with the AIRS-observed changes

in Ts—T4 and gs—q4 (Figures 3C,D), and are largest in regions of
substantial sea ice loss (Figure 3E).

Analysis of trends within the sea ice loss regimes shows that
the fast sea ice loss regime exhibits the largest trends, further
highlighting the relationship between sea ice and SHF and LHF
(Figure 4). LHF trends increase from the slow to fast sea ice loss
regime (Figure 4). The regime-to-regime differences in SHF
trends from observations are constant in all regimes and
increase for the fast sea ice retreat regime. The SHF trends are
positive in all sea ice loss and persistent regimes, whereas the LHF
trends are slightly negative in the slow sea ice retreat and
persistent regimes. The trends in SHF and LHF are consistent
with the trends in Ts—T4 and gs—qa. Overall, in the entire Arctic,
the SHF and LHF trends in the observations are positive.

The presence of sea ice modifies the SHF and LHF frequency
distributions (Figure 5). The mode of the AIRS-derived LHF is
slightly negative and the SHF is more negative. The SHF
distribution shows a broader distribution than LHF. All sea ice
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TABLE 3 | Summary of mean values and their standard deviation (decadal trends and their standard deviations in parenthesis) for AIRS-derived and CMIP6 models LHF for
October-January 2002-2020. Values are stratified by Arctic sea ice loss regimes regions.

- Fast loss Mod loss
ACCESS-CM2 211+ 143 102 £9.74
- (7.56 + 5.31) (1.94 + 1.48)
ACCESS-ESM1-5 913 +£5.3 9.38 + 10.6
- (3.28 + 1.47) (1.85 + 1.73)
BCC-CSM2-MR 21.9 £9.79 8.1 +4.95
- (1.29 + 0.935) (0.832 + 0.756)
CanESM5 16.3 + 9.49 7.43 £ 7.03
- (9.04 £ 7.78) (1.19 + 1.82)
CESM2 7.5+ 7.09 10.3 + 13.7
- (3.32 £1.2) (1.34 £ 0.822)
CESM2-WACCM 103 +76 779+ 11.0
- (3.42 £ 1.04) (1.38 £ 0.817)
FIO-ESM-2-0 6.44 + 5.42 7.81+114
- (3.01 £ 1.01) (1.04 + 0.845)
FGOALS-f3-L 26.6 + 8.81 12.6 £12.3
- (2.02 + 2.65) (1.05 £ 1.0)
FGOALS-g3 133 £ 11.7 1.7 £11.9
- (2.1 £ 2.25) (0.822 + 1.78)
GFDL-ESM4 16.9 + 9.4 11.7 £10.9
- (3.8 = 1.51) (1.76 £ 1.5)
INM-CM4-8 28.7 £22.8 12.8 + 13.7
- (3.85 + 4.53) (0.291 + 2.05)
INM-CM5-0 234 £122 127 +12.2
- (3.89 + 3.24) (1.95 £ 2.08)
IPSL-CMBA-LR 11.1 + 8.55 9.87 + 13.1
- (4.18 + 3.65) (0.829 + 1.78)
MIROC6 5.59 + 2.69 5.55 + 6.99
- (3.33 + 0.840) (1.47 £ 0.783)
MPI-ESM1-2-HR 22.7 +14.4 149 £ 12.4
- (4.15 £ 2.58) (0.798 + 1.17)
MPI-ESM1-2-LR 13.6 £ 7.99 11.6 £ 10.2
- (3.06 + 1.67) (1.14 £ 0.872)
MRI-ESM2-0 120 £11.7 8.18 + 10.6
- (4.63 + 3.57) (1.14 £ 1.15)
NESM3 9.69 + 7.87 4.35 + 5.42
- (4.1 £1.40) (2.0 £1.10)
ENSEMBLE 153 £7.17 9.83 +2.75
- (3.89 + 1.83) (1.27 + 0.484)
AIRS -3.28 + 2.72 -3.66 + 1.65
- (0.823 + 1.23) (0.146 + 0.908)

Slow loss Persistent All
1.87 +3.92 -0.165 + 1.32 4.61 +10.1
(0.53+ 0.545) (0.111 + 0.185) (1.46 + 3.23)
3.31£9.85 477 £10.3 5.09 + 10.2
(0.45 + 0.840) (-0.361 = 1.61) (0.522 + 1.67)
4.24 + 3.83 207 +4.0 3.1 £ 5.06
(0.341 + 0.643) (0.0878 + 0.435) (0.156 + 0.571)
2.69 + 3.64 1.61 +1.48 5.81+7.83
(0.70 + 1.08) (0.333 + 0.198) (2.31 + 4.87)
1.28 + 5.04 4.1 +5.47 4.46 + 8.29
(0.208 + 0.365) (-0.657 + 0.666) (0.482 + 1.40)
2.6 £5.34 1.59 + 4.75 3.05 +6.75
(0.342 + 0.475) (-0.0393 + 0.501) (0.402 + 1.06)
6.58 + 13.0 4.40 + 8.93 6.79 + 9.65
(0.278 + 0.935) (0.284 + 0.988) (1.63 + 1.51)
4.02 +6.2 1.26 £ 3.99 2.47 +6.08
(0.398 + 0.565) (-0.0861 + 0.552) (0.069 + 0.689)
4.13 + 8.94 0.764 + 4.07 1.95 + 6.44
(0.178 + 1.04) (-0.049 + 0.436) (0.0808 + 0.856)
5.74 + 717 2.26 + 417 4.0 £ 6.84
(0.403 + 0.796) (-0.125 + 0.527) (0.244 + 1.18)
1.37 £ 4.49 1.18 + 4.48 271 £7.97
(0.0626 + 0.580) (-0.0608 =+ 0.383) (0.0768 + 1.05)
3.88 + 7.66 2.31 + 6.66 3.78 + 8.31
(0.270 = 0.622) (-0.277 + 0.894) (0.0833 + 1.26)
1.42 + 4.58 2.53 + 5.12 6.23 + 9.52
(-0.126 + 0.699) (-0.433 + 0.778) (1.36 + 2.97)
212 £ 5.67 1.04 + 4.89 225 £5.72
(0.24 + 0.542) (-0.0969 + 0.623) (0.378 + 1.03)
6.29 + 8.09 3.39 + 3.69 554 +7.82
(0.206 + 0.824) (-0.388 + 0.499) (-0.0293 + 1.14)
2.99 + 4.03 4.26 + 4.85 4.79 + 6.46
(0.150 + 0.327) (-0.236 + 0.582) (0.294 + 0.902)
1.57 + 4.66 0.741 + 3.86 6.72 +10.2
(0.339 + 0.292) (0.142 + 0.136) (1.91 £ 2.82)
2.09 + 2.56 0.393 + 1.1 5.89 + 6.85
(1.15 + 0.796) (0.289 + 0.508) (2.61 + 1.70)
3.23 +1.68 209 +15 4.40 +1.57
(0.34 £ 0.271) (-0.104 + 0.255) (0.78 + 0.856)
-2.99 + 1.43 -2.39 + 1.02 -3.1+1.88
(-0.154 + 0.512) (-0.097 + 0.489) (0.179 + 0.933)

regimes have a similar slightly negative mode of the SHF and
LHF, however regions of faster sea ice loss exhibit a broader
distribution of SHF and LHF (Figure 5). The frequency of slightly
negative SHF and the frequency of moderate and strong positive LHF
increases as sea ice loss becomes stronger. The fast sea ice loss regime
has a much higher frequency of positive LHF values compared to any
of the other sea ice regimes. Changes in the SHF and LHF distributions
by sea ice regime correspond to differences in the Ts—T,4 and gs—qa
distributions (Figures 5E,G) showing that faster sea ice loss regimes
correspond to greater Ts—T, and gs—q4 values. Thus, faster
wintertime sea ice loss corresponds with larger Ts—T4 and gs—qa
gradients and positive SHF and LHF trends.

CMIP6 Models Surface Turbulent Flux Mean
State and Trends

While capturing key features of the observed spatial variations in
SHF and LHF (Figures 2A,B), models represent the Arctic

surface as a heat source, not a heat sink, to the winter Arctic
atmosphere (Figures 2C,D). The model ensemble shows weak
negative SHF and LHF across much of the central Arctic and
strong positive SHF and LHF in the B-K seas region. The
ensemble mean also shows similar magnitudes of the SHF and
LHF across the Arctic suggesting that the two flux terms are of
equal importance to the central Arctic surface energy budget,
different from observations. The B-K seas region heat source is
approximately 34 times stronger than in observations (CMIP6
ensemble average SHF + LHEF: 70.1 W m™?; AIRS-derived SHF +
LHF: 2.1 W m™?). While Table 2 indicates that the magnitude of
the surface heat source varies strongly, most models simulate the
winter Arctic surface as a heat source to the atmosphere
indicating a different role of surface-atmospheric coupling in
the simulations compared to observations.

CMIP6 SHF and LHF trends indicate a narrowing area of the
surface atmospheric heat sink and a broadening of the heat
source, as observed, in concert with the declining sea ice cover
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FIGURE 4 | Bar plot summarizing the Arctic winter (ONDJ) surface
turbulent flux trends (Wm™ per decade) by sea ice loss regime. Average
trends for both AIRS-derived and CMIP6 ensemble-means are shown in the
bars. The standard error of the AIRS-derived turbulent flux trends are
shown in the error bars and the error bars for the CMIP6 ensemble-mean
turbulent flux trends represent the inter-model spread.

(Figure 6). Surface temperature, SHF, and LHF trends are
strongest in the Beaufort-Chukchi (B-C) and B-K seas regions
with the most rapid sea ice decline. While the ensemble mean and
observed patterns in the SHF and LHF trends are similar, the
magnitudes are weaker than observations due to the averaging
over multiple models. Moreover, the correspondence between the
observed and ensemble mean spatial patterns of SHF and LHF
trends may be misleading as the observations represent only a
single realization of natural variability. The inter-model spread of
these trends is substantial (Figures 6F-J) and is also strongest in
the regions of the largest sea ice loss. As a result, the degree of sea

ice loss and the resulting surface energy budget changes may serve
as a useful observational constraint (Section 4d).

Model SHF and LHF trends within sea ice loss regimes tell a
story consistent with observations, highlighting the sea ice
influence on the inter-model trend differences (Figure 4).
Model simulated SHF and LHF trends increase with greater
sea ice loss and increases in Ts-T,. The largest discrepancies
between models and observations occur in the fast sea ice loss
regime. For all sea ice loss regimes, the model ensemble LHF
trends are always greater and more than double the observed
value. With respect to SHF, there is a large observed trend in the
persistent regime not found in models indicating that the models
are struggling to capture the observed increase in Ts-T, This
difference could also result from differences in the conductive
heat flux through sea ice in the presence of thinning. The inter-
model differences in SHF and LHF trends (Figure 4, error bars)
are smaller within the sea ice loss regime framework than within
the spatial distribution indicating that much of the inter-model
differences in SHF and LHF flux trends correspond to differences
in sea ice loss.

The SHF and LHF distributions within sea ice regimes indicate
that the character of model-observational differences stems in
part from different distributions of Ts—T, and gs—q4 (Figure 5).
Model simulated SHF and LHF distributions show similar high
frequencies of slightly negative SHF values and near zero LHF
values as observations, however do not capture the frequency of
negative SHF or LHF values. The dependence of the model-
simulated SHF and LHF distributions on the sea ice loss rate
exhibits similar behavior as observations. However, the model
SHF distributions show moderate negative values for all sea ice
regimes, but do not show values that reach < 20 W m™2 as in
observations. These differences stem from models not simulating
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as strongly negative Ts—T,4 values. The mode of the observed
Ts—T, distribution is ~ —3 K which is not found in the model
simulated range (Figure 5E). Similarly, the model LHF
distributions for all sea ice regimes show a larger frequency of
positive values than observed and rarely produce negative values.
These model-observation differences in the LHF distribution are
driven by the differences in the gs-g4 distributions; observations
indicate frequent negative gs—q4 values (Figure 5G), whereas the
models rarely simulate negative gs—q, gradients. Radiosondes

taken during the SHEBA campaign showed that specific humidity
and temperature consistently increased with height near the
surface due to frequent wintertime inversions (Yu., 2019; Yu
et al,, 2019) and gs—gqa measurements taken during the Tara
drifting station in spring and summer 2007 showed slight
negative differences (Boisvert et al., 2015a) when surface-based
inversions are weaker than the winter. Thus, these negative
gradients in satellite-derived gs_q4 appear realistic and are not
captured in CMIP6 models. The underlying model-observations
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differences in the SHF and LHF values are related to the
differences in the Ts—T4 and gs—q, distributions.

Since it appears that the source of the model and observational
differences in SHF and LHF are largely driven by the difference in
Ts—T, and gs—ga, the turbulent fluxes are stratified by Ts—T,,
gs—qa for each sea ice regime (Figure 7). Qualitatively, the
dependence of the mean SHF and LHF stratified by Ts—T,
and gs—qa is similar between models and observations;
however quantitatively, the models show larger SHF values for

the same Ts—T, and much larger values for LHF for the same
qs—qa. Especially surprising in Figure 7, is that models
substantially differ from observed SHF and LHF values when
the Ts—T4 and gs—q, values are the same. Especially troubling is
that for negative gs-q, gradients, models are largely unable to
produce a negative (atmosphere-to-surface) LHF. Figures 5, 7
together indicate that the larger SHF and LHF for models is from
both more frequent Ts—T, and gs—q, positive values and the
larger SHF and LHF values at the same Ts—T,4 and gs—q, values.
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FIGURE 8 | Slopes obtained from the multi-linear regression on SHF (A-E) for observations (black) and CMIP6 models (colored) for the four ice loss regimes during

Slow Persistent

Moderate

Surface Turbulent Flux Controlling Factors

Understanding which factors are most important for controlling
surface turbulent flux variability and which factors contribute
most strongly to the differences with observations is needed to
improve the model representations of Arctic surface turbulent
fluxes. We first considered applying a sensitivity study
methodology to surface turbulent flux parameterizations from
individual models to quantify the contributions of the component
terms. However, compiling a complete set of STF
parameterizations used by CMIP6 models would be complex
and is beyond the scope of this study. Instead, we develop a multi-
linear regression approach (Section 3b) to quantify the
contributions from individual factors to SHF and LHF
variability that can be consistently applied across models.

The multi-linear regression approach reasonably captures the
variance in SHF and LHF for observations and models at the
monthly mean timescale. The method is applied consistently to
observations and models using 1° x 1° monthly mean fields to
create a single, Arctic-wide set of coefficients. The root mean
square error of the multi-linear regression (Figures 8F, 9F) shows
a range in reliability; root mean square error values range from 5
to ~60% depending upon the model and sea ice regime. In most
cases, the root mean square error values are <30% and the
approach is better at representing LHF than SHF. While

imperfect, the root mean square errors indicate that this
approach captures the majority of SHF and LHF variability
and captures physically-valid relationships.

Regression model robustness is also supported by the
consistency in sign and magnitude across the CMIP6 model
results (Figures 8, 9). Error bars are not included in Figures
8, 9 since the accurate statistical error analysis is not considered
trustworthy enough given the potential for spatial autocorrelation
in the residuals. However, the overall consistency across the 18
CMIP6 models in the sign and magnitude of the dominant
coefficients (Brs—ra Pro and P4 g0 Figures 8, 9) provides
confidence that the regression model approach is robust and
indicates substantial model-observational disagreements in the
importance of specific terms.

Applying the approach yields some expected features, such as
the importance of Ts—T}y, and some unexpected features, such as
the strong negative sign of the wind term for observations. S1;_r,
is the largest term in the majority of models with values from 0.3
to nearly 1.0 W m ™ per unit anomaly (Figure 8E). This is the case
across all sea ice regimes. Br;_1, is also an important term for
observed SHF variability; however, most climate models possess a
Brs—1a nearly double the observational value.

Bic, the largest magnitude observational slope, and S terms
are associated with negative SHF anomalies. The f3;c represents
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the influence of sea ice surface properties and atmospheric
conditions, such as stability, that correlate with I. The models
show a wider range of f;c and Sy values compared to Sz r,
(Figure 8). For f3;c, the large spread in the values suggests that sea
ice surface properties that influence SHF (e.g., surface roughness,
atmospheric stability, sea ice topography, etc.) are either
represented differently by models and/or their effects on SHFs
are parameterized differently. The importance of ;¢ in producing
SHF variability is much larger in observations than in most
models.

The observational 7 value may seem slightly counterintuitive
when not considering the mean state context. The majority of
observational grid boxes have negative mean Ts—T, values such
that months with anomalously strong winds drive a more
negative SHF. Stated plainly, this result indicates that a
positive monthly mean wind anomaly drives a more negative
SHF anomaly. The model Sy values are similarly tied to the
background mean SHF value and stronger winds reinforce the
background SHF. This explains the model behavior in the overall
progression of S values to be generally positive over fast loss
regime and generally negative over the persistent regime due to
the smaller and negative mean state SHF values (Table 2).

As opposed to the SHF, observed variability of LHF is
dominated by a single term, Bg_;.. The observed B ga

exceeds 0.9W m™ per unit anomaly for all sea ice regimes
(Figure 9E). All models show a consistent sign of B4 in
line with observations, with a substantial inter-model spread in
the magnitude. fjc and By (Figures 9A,C) are substantially
weaker than f,,_,, in observations; specifically, observed ;¢ is
near zero. However, fic is of equal importance as g, to
explaining variability of LHF in models. By is of similar
magnitude as f;c and fg_,, for a few models, but overall
accounts for small contributions to LHF variability.

Lastly, the inclusion of covariance terms is compelled by the
statistical analysis and improves the explained variance of the
model. Figures 8B,D, 9B,D indicate, however, that most of these
values are less than 0.1 Wm ™ per unit anomaly. The slopes of the
covariance terms are small, show a narrower inter-model spread,
and contribute little to the variance in SHF and LHF.

As shown in Figures 5, 7, a portion of the discrepancy with the
observed and model mean SHF and LHF results from different
distributions of surface-air temperature and moisture gradients in
models. In this section, we learn that substantial differences exist
between the sensitivity of SHFs and LHFs to perturbations in
relevant controlling factors (e.g., Egs. 1, 2. Models are much more
efficient, by ~50%, at turning a Ts—T, anomaly into a SHF
anomaly relative to observations. Further, the influence of I
on SHF is more important in observations than in models. The
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opposite is found for LHF variability in models; LHF is more
sensitive to an Ic anomaly. Thus, the sea ice surface property
influence on variability in SHF and LHF are inconsistent with
observations and with each other. These results (Figures 8, 9)
illustrate that the most important terms for the model SHF and
LHF flux variability are Ts—T4 and gs—qa-

Relationships With Projected Arctic

Warming

There is a great deal of interest around constraining Arctic
projections with observations to reduce uncertainty and make
projections more actionable. We address the possibility of the
above analyses being applied in this manner. Boeke and Taylor
(2018) found that seasonal energy exchanges in sea ice retreat
regions contribute significantly to the spread in model projections
of Arctic amplification, whereby models that more efficiently
disperse the energy stored in the ocean from summer via surface
turbulent fluxes warm more. Dai et al. (2019) also found that
increased turbulent heat fluxes from ice-free ocean in sea ice
retreat regimes contributes to Arctic amplification. Given the
importance of turbulent heat fluxes in recent literature, the
SHF (LHF) regression slopes from Figures 8, 9 are tested as a
possible emergent constraint (EC)--an approach that uses an
ensemble of models to connect an observable process from
present-day to future climate projections to narrow the
uncertainty.

Given the dominance of the B, 7, (Bg—gq) terms in determining
SHEF (LHF), we hypothesized that model capability in turning a strong
surface-air temperature (moisture) gradient into SHF (LHF) would
correlate with projected Arctic warming and could make a suitable EC.
While significant correlations with projected Arctic winter warming
are found for some of the regression slopes, none of the regression
slopes are good ECs because the observed regression slopes typically
fall outside the model range. Despite this, we found that present-day
trends in surface turbulent fluxes, I and T in ice-retreat regions
correlate strongly with projected winter warming and could serve as a
useful EC (Figure 10); for these quantities the observed trends fall
within the model range, and the range in model values is large relative
to the observational uncertainty (grey shading in Figure 10). To
ensure that CanESM5 is not driving these relationships, we computed
the regression again, removing CanESMB5. The slopes and y-intercept
values are very similar to those obtained using all the models, and
while the correlation coefficient is smaller, it is still significant at the
95% level, therefore this relationship is robust. The relationships in
Figure 10 indicate a constrained Arctic winter warming range of
~14-17 K, substantially smaller than the 10-21 K inter-model range
in warming,.

DISCUSSION

The results presented in this study are not unique to the current
generation of climate models. In fact, the previous generation of
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climate models and current reanalyses both have turbulent flux
biases when compared with observations in the Arctic. For
instance, Taylor et al. (2018) show substantial model-
observational differences between CMIP5 models and the
previous version of the AIRS-derived SHF and LHF dataset
that also indicate that the magnitude of the central Arctic
surface heat sink is too weak. However, in situ observations
show that negative fluxes in the winter over sea ice are a
realistic phenomenon (e.g. SHEBA: Persson et al, 2017
N-ICE2015: Walden et al, 2017), and SHF were found to
range between —20 and —30 W m 7, consistent with the AIRS-
derived SHF magnitudes. Here, we have shown that the
unrealistically weak heat sink also persists in the current
generation of CMIP6 models and could in part be driven by
the poor representation of the stable boundary layer over ice in
winter, which can underestimate the magnitude of the fluxes
(Grachev et al., 2007; Boisvert et al., 2015a). These results are also
consistent with comparisons of reanalyses and in situ data. For
example, Graham et al. (2019) compared six widely used
reanalysis products with in situ flux measurements taken
during the N-ICE2015 campaign during winter, summer and
spring of 2015. They found that the reanalyses got similar
magnitudes for SHF and an order of magnitude difference in
LHF, however the direction of the fluxes were often wrong. Thus,
the inability to represent the sign and magnitude of the SHF and
LHF is also present in reanalysis.

Our results have also shown that models have a positive bias in
Ts-T4 and gs-g4 when compared to observations, which may be
related to the model representation of the strong wintertime
surface-based inversions over sea ice. Arctic temperature
inversions and associated near-surface variables are poorly
represented in climate models (CMIP3: Medeiros et al., 2011;
CMIP5: Pithan et al., 2014) and reanalyses (Serreze et al., 2012),
and are influenced by how they simulate the stable boundary layer
turbulence, surface energy budget, clouds, radiative transfer, and
their vertical resolution (Lammert et al., 2010; Kilpeldinen et al.,
2012). However, the accurate representation of these temperature
and humidity inversions have important implications for the
magnitude and sign of the turbulent fluxes (Bintanja et al., 2011;
Devasthale et al, 2011; Vihma, 2014). These misrepresented
temperature and humidity inversions could be contributing to
biases in T and g4, and would mean that the magnitude of Ts-T4
and gs-g4 would be smaller and/or greater than zero depending
on the situation, thus affecting the direction and magnitude of the
fluxes in the Arctic.

Sea ice cover also influences the thermodynamic structure of
the Arctic atmosphere by promoting more frequent temperature
inversions, particularly in winter (Pavelsky et al., 2011; Taylor
et al,, 2015). Once sea ice forms in fall and winter, its lower
effective heat capacity means the surface can cool more rapidly
than the air above it leading to the development of temperature
inversions, indicating a downward turbulent flux. Thus, how
climate models represent the sea ice is very important, not just
for the surface-based inversions, but also Ts and gs and the
boundary layer structure. However, climate models continue to
struggle to represent sea ice cover extent and recent decline
compared to observations (Schweiger et al., 2011; Stroeve

Constraining Arctic Climate Projections

J. et al.,, 2014; Holland et al., 2010; Jahn et al., 2012; SIMIP
Community, 2020, Smith et al., 2020; Crawford et al., 2021; Watts
et al., 2021; Figure 1), let alone the snow and ice thickness and
surface characteristics. These sea ice and snow properties (e.g.
location, compactness, roughness, and thickness) affect Ts and g,
and the drag coefficients and roughness lengths, all which
influence the boundary layer representation, and in turn the
magnitude of the fluxes.

Observations are not free from bias, and the current
limitations of satellite retrievals might contribute to the
apparent model biases. For example, the vertical resolution of
AIRS is 1 km and the instrument is therefore not able to resolve
near surface variables (Susskind et al., 2014). In order to get the 2-
m T, and g, variables, an iterative technique is used following
Launiainen and Vihma (1990) to estimate these values from
standard pressure levels using various boundary layer stability
assumptions. These estimated T, and g4 have been compared
previously with in situ observations and have root mean square
errors of 3.41 K and 0.54 g kg ™', respectively, demonstrating that
this iterative technique produces realistic results (Boisvert et al.,
2015a; Taylor et al., 2018). Future satellite missions, as part of the
Decadal Survey Planetary Boundary Layer, will work on having
better resolution near the surface (Teixeira et al., 2021), which
would improve the near surface temperature and humidity
retrievals and reduce some of the errors in the fluxes.

Additionally, the observations might be biased towards clear
sky or heterogeneous cloud cover conditions. Accurate retrievals
can be derived for all channels under most cloud conditions,
except for overcast or near-overcast conditions within the AIRS
footprint Susskind et al. (2003), Susskind et al. (2014). Pithan
et al. (2014) have shown that surface-based inversions were
weaker during cloudy wintertime conditions than during clear
conditions, and because under some extreme cloud conditions
AIRS cannot retrieve variables, occurrences of smaller gradients
in Ts-T4 and gs-q4 might sometimes be missed. Regardless of
these potential biases, AIRS captures wintertime Arctic
temperature and humidity inversions well Devasthale et al.
(2010), Devasthale et al. (2011).

While some CMIP6 ensemble member modeling groups have
not made any changes to the turbulent flux scheme over sea ice
(e.g. CESM2, Danabasoglu et al., 2020), others like the BCC-
CSM2-MR have specifically made changes to improve these
fluxes (Wu et al,, 2019). Like the AIRS-derived scheme, they
incorporate a gustiness parameterization, have updated the bulk
parameterizations, changed the roughness lengths to be different
based on season, and adopted the scalar roughness as a function
of the Reynolds number. However, the gustiness
parameterization used in BCC-CSM2-MR is one computed
over the Western Pacific and tropical North Atlantic oceans
(Zeng et al., 2002) and is not an Arctic sea ice specific
parameterization that is different in stable and unstable
conditions (Andreas et al., 2010b), which is adopted in the
AIRS-derived scheme. The bulk parameterizations are taken
from Zeng et al. (1998), which were produced using data from
the tropical ocean, whereas in the AIRS-derived scheme, the bulk
parameterizations are taken from Grachev et al. (2007), which
were produced using SHEBA data and are specifically for Arctic
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sea ice. The roughness lengths do change according to T being <
or > —2°C in BCC-CSM2-MR, but are fixed numbers and are the
same for heat and moisture. The AIRS-derived scheme has
varying roughness lengths by season, by ice concentration, and
differs for heat and moisture following Andreas et al. (2010a),
Andreas et al. (2010b). The sea ice thickness and concentration
are simulated using a sea ice simulator (Winton, 2000) in BCC-
CSM2-MR, which might not reproduce the same sea ice cycle and
trends that are observed in observations. While these adjustments
to the BCC-CSM2-MR turbulent flux scheme are an example of
climate models trying to improve the flux estimates over sea ice,
large differences between BCC-CSM2-MR and the AIRS-derived
fluxes still exist (e.g. BCC-CSM2-MR LHEF: 3.1 £ 5.06 W m72,
SHF: -0.185 + 8.31 W m? AIRS-derived LHF: —3.1 + 1.85, SHF:
-31.8 + 519 W m™).

While there are some diagnostic analyses of the sensitivity of
surface turbulent fluxes (e.g. Reeves Eyre et al., 2021), multiple
studies have compared bulk algorithms over the global oceans
(Zeng et al., 1998; Brunke et al., 2002; Brunke et al., 2006; Brodeau
et al,, 2016), and some bulk algorithm parameterizations have
been compared over Arctic sea ice (Andreas, 2002; Brunke et al.,
2006; Grachev et al., 2008; Lu et al., 2013), there does not appear
to be large-scale sensitivity analysis of these fluxes undertaken
specifically over the Arctic sea ice. The multi-linear regression
approach described here appears to be a first attempt to
consistently evaluate the causes of inter-model differences in
the surface turbulent flux calculations. While the approach
provides a means of intercomparing models, we think that it
represents just the ‘tip of the iceberg’ and we encourage and are
pursuing additional techniques.

CONCLUSION

The Arctic is rapidly warming; this warming is most pronounced
near the surface and during the winter months and is expected to
continue in the future. Recent works have attributed this surface-
based warming to a loss in sea ice cover and an increase in surface
turbulent fluxes. Currently, there are large inter-model spreads in
present day sea ice loss, turbulent fluxes and wintertime warming.
This uncertainty hinders our ability to predict the magnitude of
future wintertime warming. Here we use observational AIRS-
derived turbulent fluxes computed from an Arctic-specific
turbulent flux scheme to assess CMIP6 models in the winter
months (October-January) between 2002 and 2020 to constrain
future projections of wintertime warming.

The results show that CMIP6 models represent the surface
turbulent in the central Arctic differently from
observations, as a heat source rather than a heat sink to the
winter Arctic atmosphere like observations. CMIP6 models
produce mostly positive fluxes (from the surface to the
atmosphere) in winter, meaning that the surface temperature
and humidity is consistently larger than that of the overlying air,
even in areas of persistent sea ice cover. These biases are likely
driven by the models’ inability to reproduce the strong surface-
based inversions over the sea ice in the winter. The poor
representation of these fluxes by climate models is a severe

fluxes
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limitation to reducing uncertainties in projected Arctic
warming. To evaluate model surface turbulent fluxes, a sea ice
loss regime approach was used to account for the natural
variability ~ differences  between climate models and
observations. Both observations and models show that the
turbulent fluxes have increased the most in areas of fast ice
loss, whereas in areas of persistent ice cover there has been
relatively little change.

When using a multiple regression approach to diagnose the
influence of various controlling factors on surface turbulent flux
variability, it was found that models exhibit much stronger
sensitivities to a Ts-T4 anomaly than is found in observations.
Models also exhibit a much weaker I damping effect than
observations, suggesting that specific surface properties and
characteristics associated with the sea ice surface type (e.g.
strong stability) are represented differently between models
compared to observations. Hence, the differences in observed
and modeled surface turbulent fluxes is not solely due to
parameterization differences. Differences in the
temperature and moisture gradient distributions make a
substantial contribution.

The magnitudes of differences of air-sea temperature and
moisture gradients between observations and models is large,
and is likely a driving factor in the magnitude of differences seen
in the turbulent fluxes. One hypothesis for these differences is that
models struggle to produce strong surface-based inversions over
the sea ice in winter. Another hypothesis is that the models can
not accurately parameterize the stable boundary layer
characteristics over sea ice. While it remains difficult to
pinpoint the exact causes of the differences between the
models themselves and observations, due to the different
turbulent flux schemes and representation of sea ice, future
work should focus on understanding the driving factors for
the differences.

There is a clear relationship between modeled trends in
turbulent fluxes and sea ice loss with projected wintertime
Arctic warming. Models that simulate larger surface turbulent
flux trends and more sea ice loss show larger amounts of winter
warming. Using trends in the observations to constrain these
models, our results indicate that Arctic winter warming could fall
within the range of ~14-17 K in the Barents-Kara seas, compared
to the unconstrained ~10-21 K intermodel spread.

There is still a long road ahead to improve turbulent flux
representation in the Arctic, especially over sea ice. These include:
1) turbulent flux schemes need to use more parameterizations
that are ‘Arctic specific’ in order to represent the very stable
boundary layer conditions over sea ice, particularly during the winter,
2) the representation of sea ice and snow properties and characteristics
(e.g. snow and ice thickness, roughness, concentration, floe size
distribution) need to be improved so that the surface drag
coefficients and roughness lengths can be accurately assessed and
surface and near surface variables can more closely match observed
values, 3) spatial and vertical resolution of climate models and satellite
observations need to increase so that the boundary layer and sub-grid
scale processes that are not currently resolved can be simulated, and 4)
better collaboration between those taking the measurements and those
who produce the models.

air-sea
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Recent field campaigns, such as MOSAIC, provide valuable
measurements for use in improving these turbulent flux
parameterizations in the Arcticc. We «can use these
measurements to build upon what was learned from the
SHEBA campaign more than 20 years ago. The future Decadal
Survey mission, aimed to improve our understanding of the
planetary boundary layer, will increase the vertical resolution
from satellites, thus enhancing our retrievals of these near surface
variables. These current and future measurements could
significantly improve the representation of surface turbulent
fluxes in the Arctic and hence Arctic wintertime warming.
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